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Abstract 

The development of heterogeneous catalytic materials that can be used to promote the 

regenerative cooling of jet fuels and enhance their subsequent catalytic combustion is of 

great importance in engineering advanced hypersonic propulsion systems. First-principles 

density functional theory (DFT) calculations were carried out to examine elementary 

reaction paths, plausible mechanisms and the nature of the active catalytic sites involved 

in the catalytic dehydrogenation over supported metal and metal oxide clusters and 

catalytic cracking over solid acid catalysts. More specifically we examined the influence 

of the size, shape and composition of the metal as well as the influence of the support in 

the catalytic dehydrogenation and the role of solid acid acidity on the catalytic cracking of 

alkanes. 

 

Propane and cyclohexane were used as surrogate molecules for the catalytic 

dehydrogenation of longer chain hydrocarbons in jet fuel over sub-nanometer Ptn and Con 

clusters. The intrinsic barriers for activating the secondary C-H bond of propane at metal 

sites with same coordination numbers were found to be directly correlated with the 

calculated chemical hardness properties of Ptn and Con clusters. The negatively charged Pt 

sites on supported Ptn clusters were found to be less active for C-H activation than the same 

sites on freestanding Ptn clusters. On nanometer-sized Pt particles, ratio of collective rates 

of cyclohexene dehydrogenation and desorption reactions at different surface sites all over 

a truncated cubo-octahedral particle with high surface coverage indicate that smaller 

particles favor cyclohexene dehydrogenation towards benzene while larger particles favor 

desorption of cyclohexene. The calculations were found to be in good agreement with 

reported experimental results. 

 

Model Au/Co3O4 catalysts were used to examine the catalytic oxidative dehydrogenation 

of cyclohexane (a surrogate for naphthenic fuels), a first step toward catalytic oxidation 

and combustion. DFT results show that the Au particles transfer electrons to the Co3O4 

support upon adsorption. The charge is localized near the gold-oxide interface, which 

subsequently weakens the Co-O bond and increases the hydrogen affinity of the O sites, 



thus lowers the activation barrier of initial C-H bond activation of cyclohexane while 

increasing the reducibility of the Co3O4 support. These results help to provide a 

fundamental understanding of the experimentally observed reactivity increases in the 

oxidative dehydrogenation of cyclohexane over Au/Co3O4 as compared to that on pure 

Co3O4 surfaces. 

 

Catalytic cracking offers a second, and perhaps more viable, reaction that can be used to 

remove heat in jet propulsion systems. Butane cracking was carried out computationally 

over a series of model solid acid catalytic materials including polyoxotungstates and WOx 

clusters supported on ZrO2 substrates in order to elucidate the role of catalyst structure and 

acidity on the cracking of model hydrocarbon intermediates. The deprotonation energy 

(DPE) was used as a direct measure of the Brønsted acidity and was used to correlate with 

reactivity studies. Zr-containing polyoxotungstates of different structural forms (Dawson, 

Keggin, Lindqvist) were found to be more acidic than two-dimensional surface tungstate 

clusters supported on ZrO2. The calculated activation barriers for these reactions were 

found to directly correlate to the acidity of the catalyst. The sensitivity of activation barrier 

to the changes in DPE were found to be different for different elementary reaction steps 

which reflect the differences in the sensitivity of the reactions to acid site strength. The 

different sensitivities may help to aid in the development of solid acid catalysts that can 

promote cracking and minimize coking. 
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Chapter 1 Introduction 

1.1 Motivation 

As aircrafts reach supersonic and hypersonic speeds, conventional gas-turbine jet engines 

become inefficient and need to be replaced by hypersonic airbreathing propulsion systems, 

such as ramjets (Mach 3~6) and scramjets (Mach >6) [1]. Operating at such a high speed, 

these aircrafts experience high temperatures caused by aerodynamic heating primarily at 

its leading edge and within the engine. Regenerative cooling using onboard jet fuels as the 

primary coolant is thought to be the best solution for thermal management, which circulates 

fuels behind the walls of various aircraft components and removes waste heat before the 

injection of fuels to the combustion chamber [2]. The heat sink requirement for jet fuels 

was estimated as a function of the flight speed (e.g. 1.4 MJ kg-1 at Mach 4; 2.7 MJ kg-1 at 

Mach 6; and 4.6 MJ kg-1 at Mach 8, for manned aircrafts) [3]. Heating typical hydrocarbon 

fuels from ambient temperature to about 500 °C results in the absorption of 1.6 ~ 1.8 MJ 

kg-1 sensible heat, which provides a sufficient heat sink for aircrafts with a speed up to 

Mach 5, whereas beyond this limit additional cooling is needed. This extra heat sink 

capacity for hydrocarbon fuels can be obtained by endothermic reactions [3-6], such as 

dehydrogenation and cracking which involve C-H and C-C bond activation, respectively. 

The catalytic dehydrogenation of naphthenic fuels and surrogate model fuels, such as the 

dehydrogenation of methylcyclohexane to form toluene and hydrogen (chemical heat sink 

of 2.2 MJ kg-1), have been intensely examined since the 1960s [3, 7, 8]. The emphasis on 

catalytic dehydrogenation has decreased as the dehydrogenation of the naphthenics usually 

generates aromatics, which increase soot formation [5]. On the other hand, thermal and 
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catalytic cracking has received considerable attention since the 1960s [4, 9-11]. In this 

dissertation, propane and cyclohexane are used as surrogate molecules of fuel to examine 

the mechanisms for the catalytic dehydrogenation reactions over metal and metal oxide 

nanoparticles, whereas butane is used as a model system to study catalytic cracking 

reactions. 

 

Besides acting as a coolant, the hydrocarbon jet fuel’s primary function is of course 

combustion which is required for thrust. Catalysts that are added to the fuel can be used to 

not only aid in endothermic reactions but also enhance hydrocarbon combustion reactions 

by lowering the ignition temperatures, reducing soot formation, abating CO, NOx, and light 

hydrocarbons emissions in the exhaust gas [12, 13]. Catalytic combustion at leaner fuel-

to-air ratios has already been implemented in industrial gas turbines [14-16]. In this 

dissertation, we examine the catalytic oxidative dehydrogenation of light alkanes as model 

fuels, and more specifically we examine the partial oxidation of cyclohexane (a surrogate 

fuel model), which is considered the first step in total oxidation or combustion. 
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1.2 Methodology 

First-principles periodic density functional theory (DFT) calculations are carried out in this 

dissertation to examine the catalytic kinetics, pathways and mechanisms as well as the 

catalyst sites responsible for carrying out catalytic reactions. Compared with other ab initio 

electronic structure methods, such as Møller–Plesset perturbation theory (MPn) [17] and 

coupled cluster theory (CC) [18], density functional theory provides reliable accuracy at a 

much lower cost. Current state-of-the-art DFT calculations can reliably handle hundreds of 

heavy atoms and explicitly model the intrinsic kinetics and pathways and, as such, be used 

to examine the apparent kinetics and catalytic sites that carry out these transformations. 

 

1.2.1 Density functional theory 

The interactions among electrons and atomic nuclei can be described by solving 

Schrödinger's equation. The equations are too complicated and cannot be solved directly 

for any systems larger than H2. As a result, a number of simplifications are required in 

order to allow for the solution of these large many-body problems. Due to the large 

difference between the mass of nuclei and electrons, the nuclear and electronic coordinates 

in the many-body wave function can be separated via the well-known Born-Oppenheimer 

[19] approximation. Density functional theory further simplifies the problem of N-

interacting electrons over 3N  spatial coordinates to one problem which solves electron 

interactions over 3 spatial coordinates. Hohenberg and Kohn [20] were the first to 

demonstrate that (1) the ground-state energy of a system of N- interacting electrons is a 

unique functional of its electron density; (2) the ground-state energy can be determined by 

minimizing the energy functional; and (3) the density that results in the minimum energy 
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is the true ground-state electron density. Kohn and Sham [21] then proposed a set of self-

consistent one-electron equations, 

         
2

2

2 ion H XC i i iV V V
m

 
 

  
 

  r rr r r
     (1.1) 

where i  is the wave function of electronic state i , and i  is the eigenvalue. The Kohn-

Sham equation recasts the interacting many-body electron system into an equivalent system 

of non-interacting electrons in an effective potential that arises from the interaction of all 

the other electrons and nuclei. The effective potential includes the static total ion-electron 

potential ionV , the Hartree potential HV  and the exchange-correlation (XC) [22] potential 

XCV . The effective potential, however, cannot be evaluated exactly as the electron exchange 

and correlation energy functional is unknown. Various different approximations have been 

developed to approximate the exchange and correlation functional, which have increased 

over the years in sophistication and accuracy. The most basic approximation involves 

assuming that the XC energy functional depends solely upon the electronic density and is 

known as the local density approximation (LDA) [21]. This was subsequently improved 

via the development of the generalized gradient approximation (GGA) [23] which further 

takes into account the gradient of the electronic density. These methods have been rather 

successful in simulating the physical properties (such as lattice parameter, band gap, elastic 

constants and bulk modulus, etc.) for a number of systems. These approximations are, 

however, not always appropriate and break down in some cases; it is well known that for 

strongly correlated electron materials (SCEMs) such as 3d transition-metal oxides LDA 

and GGA both fail to give correct descriptions of bulk physical properties [24]. 
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Conventional DFT adopts homogeneous-electron-gas framework to construct the local 

density approximation [25]. In systems with narrow d- or f- bands and localized orbitals, 

however, one can no longer assume that these electron interactions are weak compared to 

the bandwidth [24]. In order to address the on-site strong Coulomb repulsion in the 

localized d- or f- orbitals of transition metal and rare earth compounds, Anisimov et al. [24, 

26] added a Hubbard-type [27] term to the DFT energy functional. In the simplified 

rotationally invariant approach developed by Dudarev et al. [28], the DFT+U energy 

functional can be expressed as 

  2
DFT U DFT U JE E Tr Tr  



              (1.2) 

where U  is the Hubbard parameter that describes the increase in the coulomb energy 

required to localize two electrons on the same atomic site, J  is the screened Stoner-like 

parameter, measuring the intra-atomic electron exchange energy, and   is the on-site 

electron density matrix.  
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1.2.2 Bloch’s theorem and supercell approach 

There are effectively an infinite number of electrons within a solid. However for a solid 

with perfect periodicity, it is only necessary to consider a finite number of electrons within 

a unit cell. Bloch’s theorem [29] states that, within a periodic solid, the wave function of 

each electronic state i  can be written as the product of a part with wavelike properties 

 exp ik r  and a part with periodicity of the unit cell  iu r : 

     , expi ii u k r k r r           (1.3) 

where k  is a wave vector confined to the first Brillouin zone (Wigner-Seitz primitive cell 

in reciprocal space). The cell-periodic part can be expanded in terms of Fourier series, 

   , expi iu c i G
G

r G r           (1.4) 

where G  are reciprocal lattice vectors of the crystal defined by 2 mG R  for all 

lattice vector R  of the crystal in real space where m  is an integer. Therefore each 

electronic wave function can be written as a linear combination of plane waves, 

    , , expi ic i    k k G
G

r k G r     (1.5) 

Bloch’s theorem can also be applied to non-periodic systems, such as molecules, clusters, 

surfaces, defects etc., a supercell with sufficiently large vacuum region needs to be used so 

that the interaction between repeated images are negligible. 
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1.2.3 Brillouin zone sampling 

Because of periodic boundary condition, Bloch wave vectors k  are only allowed by the 

form 

 
3

1

i
i

i i

m
N

k g     (1.6) 

where ig  are the reciprocal lattice unit vectors, iN  are numbers of cells along the real 

lattice vector and im  are integers [30]. There are effectively an infinite number of k -

points. The Bloch’s theorem transforms the problem of calculating infinite number of 

electronic wave functions to the problem of calculating finite number of electronic wave 

functions at infinite number of k -points. However the electronic wave functions at k -

points that are very close to one another are almost identical. Therefore the electron wave 

functions at a single k -point can represent those over a region in the k -space. For 

example, the Monkhorst-Pack scheme [31] homogeneously samples k -points in the 

Brillouin zone. 
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1.2.4 Plane wave basis set and pseudopotential approximation 

In principle, an infinite discrete plane wave basis set is required to expand the electronic 

wave function at each k -point. In practice, only a finite number of plane waves with 

kinetic energy 2
2

2m
k G  less than a chosen cutoff energy are included in the basis set, 

because the calculated total energy converges with increasing kinetic energy cutoff [30]. 

However, it’s still too computationally expensive to perform an all electron calculation, as 

it would require an incalculable number of plane waves to expand the wave functions of 

tightly bound electrons in the core region. By using a pseudopotential [32] to replace the 

core electrons and the strong ionic potential, the electronic wave functions can be expanded 

with a significantly smaller plane wave basis set. 
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1.2.5 Transition state theory 

Eyring [33], Evans and Polanyi’s [34] transition state theory describes the reaction rates of 

elementary reactions by making the following assumptions [35], (1) reactant molecules are 

distributed according to the Maxwell-Boltzmann laws; (2) reaction trajectories do not re-

cross the transition state and transition states are in quasi-equilibrium with reactants; (3) 

the motion along the reaction coordinate of the activated complex can be separated from 

the other motions and treated classically as a translation. The rate constant for the 

elementary reaction: 

‡
1 2R R X P                (1.7) 

where iR , ‡X  and P  are the reactant, transition and product states, the rate constant 

can be written as: 

 
1 2

‡
‡expB X

B
R R

k T Qk E k T
h Q Q

      (1.8) 

where ‡
XQ  is the equilibrium partition function per unit volume for the transition state, 

iRQ  is the partition function for reactant, ‡E  is the energy difference between the lowest 

level of transition state and the lowest level of reactants, Bk  is the Boltzmann constant. 
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1.3 Overview of chapters 

This dissertation, beyond the introduction and the conclusion, is organized into 4 other 

chapters. Chapter 2 introduces the dehydrogenation of propane over sub-nanometer metal 

clusters and discusses structure-reactivity relationships that can be used to understand and 

predict C-H bond activation energies over sub-nanometer sized Ptn and Con clusters. 

Chapter 3 examines the catalytic dehydrogenation of cyclohexane over Pt nanoparticles. 

An extensive set of first-principles DFT calculations are carried out to examine the Pt 

particle size effects on the elementary steps that control the successive dehydrogenation of 

cyclohexane and the desorption of the unsaturated products. Rigorous kinetic analyses are 

carried out and used to explain the experimentally observed size-dependent selectivity. 

Chapter 4 extends the catalytic dehydrogenation studies to include oxidative 

dehydrogenation and examines the unique reactivity of Au/Co3O4 in the oxidative 

dehydrogenation of cyclohexane. In Chapter 5, we examine the mechanisms that control 

the catalytic cracking of model hydrocarbons on solid acid catalysts in order to begin to 

develop structure-reactivity relationships that can describe the structure and composition 

of the solid acid catalysts and their influence on the acidity and cracking activity as well as 

the influence of reactant structure on its cracking behavior. 

 

  



11 

References 

1. W.H. Heiser, D.T. Pratt, D.H. Daley, and U.B. Mehta, Hypersonic Airbreathing Propulsion. 1994, 
AIAA, Inc.: Washington, DC. 

2. C. Segal, The Scramjet Engine: Processes and Characteristics. 2009, New York: Cambridge 
University Press. 

3. H. Lander and A.C. Nixon, Endothermic fuels for hypersonic vehicles. Journal of Aircraft, 1971. 
8(4): p. 200-207. 

4. D.R. Sobel and L.J. Spadaccini, Hydrocarbon fuel cooling technologies for advanced propulsion. 
Journal of Engineering for Gas Turbines and Power, 1997. 119(2): p. 344-351. 

5. L. Maurice, T. Edwards, and J. Griffiths, Liquid Hydrocarbon Fuels for Hypersonic Propulsion, in 
Scramjet Propulsion, E.T. Curran and S.N.B. Murthy, Editors. 2000, AIAA: Reston, VA. p. 757-822. 

6. H. Huang, L.J. Spadaccini, and D.R. Sobel, Fuel-Cooled Thermal Management for Advanced 
Aeroengines. Journal of Engineering for Gas Turbines and Power, 2004. 126(2): p. 284-293. 

7. J.J. Lipinski and C. White. Testing of an Endothermic Heat Exchanger/Reactor for a Mach 4 
Turbojet. in JANNAF Propulsion Meeting (CPIA Publication 580). 1992. CPIA. 

8. R.W. Johnson, W.C. Zackro, D. Germanas, and S. Keenan. Development of High Density 
Endothermic Fuel Systems. in JANNAF Propulsion Meeting (CPIA Publication 580). 1992. CPIA. 

9. B.M. Fabuss, J.O. Smith, R.I. Lait, A.S. Borsanyi, and C.N. Satterfield, Rapid Thermal Cracking of 
n-Hexadecane at Elevated Pressures. Industrial & Engineering Chemistry Process Design and 
Development, 1962. 1(4): p. 293-299. 

10. B.M. Fabuss, J.O. Smith, R.I. Lait, M.A. Fabuss, and C.N. Satterfield, Kinetics of Thermal Cracking 
of Paraffinic and Naphthenic Fuels at Elevated Pressures. Industrial & Engineering Chemistry 
Process Design and Development, 1964. 3(1): p. 33-37. 

11. X.J. Fan, F.Q. Zhong, G. Yu, J.G. Li, and C.J. Sung, Catalytic Cracking and Heat Sink Capacity of 
Aviation Kerosene under Supercritical Conditions. Journal of Propulsion and Power, 2009. 25(6): p. 
1226-1232. 

12. D.L. Trimm, Catalytic combustion (review). Applied Catalysis, 1983. 7(3): p. 249-282. 
13. J. Saint-Just and J. der Kinderen, Catalytic combustion: from reaction mechanism to commercial 

applications. Catalysis Today, 1996. 29(1-4): p. 387-395. 
14. R.A. Dalla Betta and T. Rostrup-Nielsen, Application of catalytic combustion to a 1.5 MW industrial 

gas turbine. Catalysis Today, 1999. 47(1-4): p. 369-375. 
15. D. Anson, M. Decorso, and W.P. Parks, Catalytic combustion for industrial gas turbines. 

International Journal of Energy Research, 1996. 20(8): p. 693-711. 
16. Z.R. Ismagilov and M.A. Kerzhentsev, Catalytic Fuel Combustion - A Way of Reducing Emission of 

Nitrogen Oxides. Catalysis Reviews: Science and Engineering, 1990. 32(1): p. 51 - 103. 
17. C. Møller and M.S. Plesset, Note on an Approximation Treatment for Many-Electron Systems. 

Physical Review, 1934. 46(7): p. 618-622. 
18. J. Čížek, On the Correlation Problem in Atomic and Molecular Systems. Calculation of 

Wavefunction Components in Ursell-Type Expansion Using Quantum-Field Theoretical Methods. 
The Journal of Chemical Physics, 1966. 45(11): p. 4256-4266. 

19. M. Born and J.R. Oppenheimer, Zur Quantentheorie der Molekϋln. Annalen der Physik, 1927(84): 
p. 458. 

20. P. Hohenberg and W. Kohn, Inhomogeneous Electron Gas. Physical Review, 1964. 136(3B): p. B864. 
21. W. Kohn and L.J. Sham, Self-Consistent Equations Including Exchange and Correlation Effects. 

Physical Review, 1965. 140(4A): p. A1133. 
22. A.L. Fetter and J.D. Walecka, Quantum theory of many-particle systems. 1971, New York: McGraw-

Hill. 
23. J.P. Perdew and W. Yue, Accurate and simple density functional for the electronic exchange energy: 

Generalized gradient approximation. Physical Review B, 1986. 33(12): p. 8800. 
24. V.I. Anisimov, J. Zaanen, and O.K. Andersen, Band theory and Mott insulators: Hubbard U instead 

of Stoner I. Physical Review B, 1991. 44(3): p. 943. 
25. D.M. Ceperley and B.J. Alder, Ground State of the Electron Gas by a Stochastic Method. Physical 

Review Letters, 1980. 45(7): p. 566. 



12 

26. Vladimir I Anisimov, F Aryasetiawan, and A.I. Lichtenstein, First-principles calculations of the 
electronic structure and spectra of strongly correlated systems: the LDA+ U method Journal of 
Physics: Condensed Matter, 1997. 9(4). 

27. J. Hubbard. Electron Correlations in Narrow Energy Bands. in Proceedings of the Royal Society of 
London. 1963. The Royal Society. 

28. S.L. Dudarev, G.A. Botton, S.Y. Savrasov, C.J. Humphreys, and A.P. Sutton, Electron-energy-loss 
spectra and the structural stability of nickel oxide: An LSDA+U study. Physical Review B, 1998. 
57(3): p. 1505. 

29. N.W. Ashcroft and N.D. Mermin, Solid State Physics. 1976, Philadelphia: W. B. Saunders. 
30. M.C. Payne, M.P. Teter, D.C. Allan, T.A. Arias, and J.D. Joannopoulos, Iterative minimization 

techniques for ab initio total-energy calculations: molecular dynamics and conjugate gradients. 
Reviews of Modern Physics, 1992. 64(4): p. 1045-1097. 

31. H.J. Monkhorst and J.D. Pack, Special points for Brillouin-zone integrations. Physical Review B, 
1976. 13(12): p. 5188-5192. 

32. J.C. Phillips, Energy-Band Interpolation Scheme Based on a Pseudopotential. Physical Review, 
1958. 112(3): p. 685-695. 

33. H. Eyring, The Activated Complex in Chemical Reactions. The Journal of Chemical Physics, 1935. 
3(2): p. 107-115. 

34. M.G. Evans and M. Polanyi, Some applications of the transition state method to the calculation of 
reaction velocities, especially in solution. Transactions of the Faraday Society, 1935. 31(0): p. 875-
894. 

35. J.I. Steinfeld, J.S. Francisco, and W.L. Hase, Statistical Approach to Reaction Dynamics: Transition 
State Theory, in Chemical Kinetics and Dynamics. 1998, Prentice Hall: Upper Saddle River, New 
Jersey. p. 287. 

 



13 

Chapter 2 Propane Dehydrogenation on Pt and Co sub-nm clusters 

2.1 Introduction 

As discussed in Chapter 1, the regenerative cooling of jet engines [1] involves endothermic 

reactions of jet fuels, such as dehydrogenation and cracking of hydrocarbons. The catalytic 

dehydrogenation of propane is an important reaction as it serves as an invaluable surrogate 

model reaction for the dehydrogenation of other alkanes with higher molecular weights 

that constitute hydrocarbons fuels. The dehydrogenation of propane to propylene is also an 

important commercial process since propylene is used as a feedstock in the production of 

a wide range of products. In 2010, a total of 14.3 million tons of propylene were produced 

in the US and 80 million tons worldwide; about 65% of the propylene global production 

were used to make polypropylene, the rest were used to produce chemical intermediates 

(epoxypropane, propenal, cumene, etc.) and solvents (acetone, butanol, etc.) [2]. While 

propylene is predominantly produced by steam cracking of naphtha (56%) and from off-

gases produced in fluid catalytic cracking (33%) [2, 3], dehydrogenation of propane to 

propylene has gained significantly increasing attention from chemical companies, as the 

propane price decreases with the expanding exploitation of shale oil and gas [4].  

 

The catalytic dehydrogenation of alkanes is carried out commercially over supported Pt 

catalysts [5], such as in the Oleflex process [6] developed by UOP. Earth-abundant metals, 

such as Ni and Co, are being studied as potential cheaper substitutes to these precious 

metals [7], especially for the potential application as jet fuel additives which are not 

reusable and will eventually be emitted with the exhaust gas. Metal oxide supported Co 
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catalysts have shown catalytic activity for methane activation in CH4/CO2 reforming 

reactions [8-11]. In this work, propane serves as a simplified hydrocarbon fuel surrogate to 

probe the mechanism of catalytic activation and dehydrogenation of hydrocarbons, and we 

will focus on Pt and Co catalysts. 

 

Sub-nanometer clusters are known to exhibit pronounced variations in their chemical 

properties as the size and geometry are varied [12], which is typically described as finite 

or quantum size effects. Extensive experimental studies have been carried out to explore 

catalytic properties of both freestanding [13] as well as supported [14] metal clusters in this 

“non-scalable” size regime. Clusters with specific atomic counts and structures can be 

created either via the chemical synthesis using ligand-stabilized clusters [15] or via high-

frequency laser evaporation methods [16]. Catalytic kinetic analyses carried out over these 

well-controlled clusters can be directly compared with theoretical calculations. The size-

dependent properties and catalytic reactivity can only be partially explained by structural 

properties such as the metal coordination number, and electronic descriptors such as 

frontier orbitals [17] and the d-band center [18, 19]. Herein, we provide a more detailed 

analysis of both Ptn and Con clusters in order to explain the catalytic reactivity on different 

sizes of clusters. 

 

The chemical properties along with the catalytic behavior of these free-standing metal 

clusters can markedly change if they are deposited onto catalytic supports. Carbon 

nanotubes (CNT) are considered promising catalyst support materials as they offer large 

surface areas, exceptional mechanical stability and rich functionalization opportunities [20-
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23]. In this work, we will examine the metal-support interactions and catalytic activity of 

Pt5 on different diameter CNTs in order to understand the influence of CNT size on their 

electronic properties and catalytic activities of the Pt5 clusters.   
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2.2 Method 

All the calculations reported herein were carried out using periodic plane-wave density 

functional theory (DFT) [24, 25], as implemented in the Vienna ab initio Simulation 

Package (VASP) [26-29]. The spin polarized generalized gradient approximation (SGGA), 

in the form of Perdew-Burke-Ernzerhof (PBE) [30, 31] was used to model electronic 

exchange and correlation effects. The interactions between valence and the core electrons 

were described with the projector augmented wave method (PAW) [32, 33]. The wave 

functions are expanded in a plane wave basis set with a kinetic energy cut-off of 400 eV. 

The electronic energies were converged to within 10-6 eV. All of the geometric structures 

for reactants, intermediates, products were converged to a point where the displacement 

forces on each of atoms in the unit cell were converged to within 0.05 eV/Å. Transition 

states were located by using a combination of the climbing image nudged elastic band (Cl-

NEB) [34, 35] method and the dimer method [36] and also converged to within 0.05 eV/Å. 

 

The initial structures of small metal clusters were first determined by using structural 

Monte Carlo methods [37] previously developed in our laboratory, which uses Embedded-

Atom Method (EAM) [38] potentials to calculate the energies. The structures obtained 

from the structural Monte Carlo simulations were further optimized with DFT calculations 

discussed above. A cubic unit cell with the lattice parameter a = 16 Å, was found to be 

large enough to prevent any electronic interactions between the metal cluster and its 

periodic images. The Brillouin zone was sampled using a single Γ-point. 

 



17 

The 5-atom Platinum cluster (Pt5) was used to examine the influence of carbon nanotube 

support. Four different sizes of single walled carbon nanotubes were used as supporting 

materials, including CNT(4,0), CNT(6,0), CNT(8,0), and CNT(12,0). The one-

dimensional nanotube was simulated with infinite length. We used the tetragonal unit cell 

with the dimensions a = 20 Å, b = 20 Å, and c = 12.7 Å (the c lattice is aligned with the 

axis of the nanotube), which were found to be large enough to prevent electronic 

interactions between the metal-nanotube composite and its periodic images. A 1×1×6 

Monkhorst–Pack [39] k -point mesh was used to sample the first Brillouin zone. The k -

point sampling was found to be sufficient to ensure convergence of the structure and energy. 

 

In order to tie the electronic properties of the metal cluster to their reactivity we examine 

both the highest occupied molecular orbital (HOMO) as well as the lowest unoccupied 

molecular orbital (LUMO) for each cluster as they provide a measure of the ability of the 

cluster to donate or accept electrons, respectively. In a simplified molecular orbital theory 

approach, the ionization potential (IP) is related to the energy of the highest occupied 

molecular orbital (HOMO) by Koopmanns' theorem [40] and the electron affinity (EA) is 

related to the energy of the lowest unoccupied molecular orbital (LUMO) [41]. The 

energies of the ionic states (M+ and M-) for each metal cluster M were calculated by starting 

with optimized structures of the charge neutral clusters. Dipole and quadrupole moments 

were calculated to correct the leading errors in total energy calculations of charged systems 

[42, 43] resulted from spurious interactions induced by the periodic boundary conditions. 

The ionization potentials (IP) and electron affinities (EA) were calculated from the DFT 

energies via Eqns. (2.1) and (2.2), respectively. 
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    IP E M E M    (2.1) 

    EA E M E M     (2.2) 

Smaller values of the IP indicate that less energy is required for ionization, and a larger EA 

indicates that more energy is released upon the addition of an electron. The chemical 

hardness, η, often provides some insights into a molecules reactivity as it is related to the 

energy difference between the HOMO and the LUMO (HOMO-LUMO gap) [44]. The 

chemical hardness was calculated herein as η = IP − EA based on the commonly used finite 

difference approximation [41]. 

 

The apparent activation barriers reported herein were calculated as the difference in energy 

between the transition state and the sum of the energies of separated reactants, 

‡
_apparent barrier catalyst propaneE E E E   .    (2.3) 

As such the apparent barriers for dissociative adsorption reactions can be negative in the 

case of strong adsorption of the reactants and relatively low intrinsic activation barrier. The 

intrinsic barrier is calculated as the energy difference between the transition state and 

reactant state,  

‡
intrinsic_barrier RE E E  .     (2.4) 
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2.3 Results and Discussion 

2.3.1 Propane activation on bare Ptn and Con clusters 

In the sub-nanometer size regime, the catalytic activity of metal clusters can vary 

significantly with the number of atoms in the cluster. Previous experimental studies of gas 

phase reactivity of methane over neutral Ptn (n≤24) clusters in a fast flow reactor showed 

an overall decrease in the reactivity of methane with increasing cluster size, with a dramatic 

drop in reactivity starting at Pt6 and a jump to higher reactivity at Pt11~12 [45]. Similar 

studies were carried out for the dissociative adsorption of D2 as the D-D bond is thought to 

behave similarly to a C-H bond, over a range of different Co clusters up to 28 atoms (Con 

(n≤28)) in a fast flow reactor. The results showed a minimum reactivity at Co6 and a 

maximum reactivity at Co16 with a nearly monotonic increase between n=6 to n=13 [46].  

 

DFT calculations were carried out herein to examine the activation of the secondary C-H 

bond of propane at different sites of sub-nanometer Ptn (n=4~9,13) (as in Figure 2.1) and 

Con (n=5~14) (as in Figures 2.2 and 2.3) clusters. Within the studied size range, Ptn clusters 

were found to have a much higher activity than Con clusters for propane activation. And in 

general, the C-H bond activation barriers are lower at less coordinatively saturated metal 

sites, with the exception of Pt5 and Co7 clusters. The reason for these exceptions and 

outliers will be discussed later in Section 2.3.2. For Ptn clusters with the size of 4 to 9 atoms 

(Figure 2.4), the C-H activation barrier increases with the increasing size of the cluster, 

which is consistent with the experimental results that show a decrease in methane activity 

with increased Pt cluster size [45]. For Con clusters with a size of 6 to 13 atoms (Figure 

2.5), the C-H bond activation barrier decreases monotonically with the increase in size, 
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which is also in agreement with experimental results for D2 activation over Con clusters 

[46].  

 
 

(a) Pt4, CN=3 (b) Pt5, CN=3 

  
(c) Pt5, CN=4 (d) Pt6, CN=4 

  
(e) Pt7, CN=4 (f) Pt7, CN=6 

  
(g) Pt8, CN=4 (h) Pt8, CN=5 

  
(i) Pt9, CN=5 (j) Pt13, CN=6 

Figure 2.1 DFT-calculated reactant, transition, and product states for the activation of the secondary C-H 
bond of propane at metal sites with different coordination numbers (CN) on a variety of Ptn (n=4~9, 13) 
clusters. 
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(a) Co5, CN=4 (b) Co6, CN=4 

 
 

(c) Co7, CN=4 (d) Co7, CN=6 

  
(e) Co8, CN=4 (f) Co8, CN=5 

  
(g) Co9, CN=4 (h) Co10, CN=5 

 

Figure 2.2 DFT-calculated reactant, transition, and product states for the activation of the secondary C-H 
bond of propane at metal sites with different coordination numbers (CN) on a variety of Con (n=5~10) clusters. 
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(a) Co9, CN=6 (b) Co10, CN=6 

  
(c) Co11, CN=6 (d) Co12, CN=6 

  
(e) Co13, CN=6 (f) Co14, CN=6 

 

Figure 2.3 DFT-calculated reactant, transition, and product states for the activation of the secondary C-H 
bond of propane at metal sites with a coordination number (CN) = 6 on a variety of Con (n=9~14) clusters. 
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Figure 2.4 DFT-calculated apparent activation barrier for the activation of the secondary C-H bond of propane 
at metal sites with different coordination numbers (labeled besides hollow square) on Ptn (n=4~9,13) clusters. 

 

Figure 2.5 DFT-calculated apparent energy barrier for the activation of the secondary C-H bond of propane 
activation at metal sites with different coordination numbers (labeled besides hollow diamond) on Con 

(n=5~14) clusters.  
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2.3.2 Charge analyses 

In order to understand the reactivity trends over the Ptn and Con clusters, we carried out 

more detailed electronic structure analyses. Bader [47, 48] charge analyses were performed 

to calculate the initial charges on the metal sites where the reaction proceeds, the changes 

in the charges on the atoms directly involved in the reaction from reactant state to the 

transition state and the charge transfer between the metal cluster and propane (Table 2.1). 

The initial charges on the metal site of the Ptn and Con clusters where reaction proceeds are 

predominantly neutral; some sites have a very small (< 0.15e) net charge due to their special 

coordination environment. The C-H bond activation of propane occurs more readily on Ptn 

than on Con. The reaction proceeds via oxidative addition [49] with a metal Pt atom 

insertion into the secondary C-H bond of propane. This elementary step has an early 

transition state. A negative charge is transferred from the C-H bond to metal d-states in Ptn 

in the transition state of C-H activation and the hydrogen picks up a slight positive charge. 

The reaction on Con clusters, on the other hand, has a late transition state as the electron is 

transferred from Con to propane; there is a back-donation of electrons into the C-H 

antibonding which ultimately results in negative charge on the H which becomes hydridic. 

This indicates that although the geometric structure of the transition states look similar, the 

electronic details in the mechanism of propane C-H bond activation are different for Ptn 

and Con clusters.  

 

A closer monitoring of net charges along the reaction path of propane C-H bond activation 

at a 4-coordinated metal site of Pt6 and Co6 reveals the significant distinction in charge 

transfer between these two metal clusters (Figure 2.6). Upon adsorption of propane, the Pt6 
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cluster picks up a 0.13 e negative charge. There is a small transfer of charge from the Pt 

cluster to propane as the C-H bond is activated. As the C-H bond breaks, Pt-C and Pt-H 

bonds form and the Pt cluster transfers -0.14 e to the resulting propyl and hydride surface 

fragments that form. This is consistent with the current understanding in organometallic 

literature that late transition metal complexes are dominated by electrophilic reaction 

profiles [50]. The charge transfer from the cluster to the propyl and hydride fragments 

appears to occur rather late along the reaction channel. 

 

In contrast to the adsorption and activation of propane on Pt6, there is only a negligible 

amount of charge that is transferred from propane to the Co6 cluster before the C-H bond 

is activated. Upon the activation of the C-H bond, the Co cluster transfers -0.13 e to the 

propane in the transition state. The Co cluster transfers additional charge as the reaction 

proceeds and ultimately reaches a net positive charge of +0.44 e as the propyl and hydride 

fragments that form pick up about -0.22 e each. This is in agreement with the 4s23d7 

electronic configuration of cobalt that Co preferentially donates electrons to form half-

filled d-states. 

 

We calculated ionization potential, electron affinity, and chemical hardness of these Pt and 

Co metal clusters (Table 2.2). Our calculations indicate that the Ptn clusters have a higher 

electron affinity than the Con clusters. The Con clusters, on the other hand, are more readily 

ionized than the Ptn clusters. In the plot of intrinsic propane activation barrier against 

chemical hardness (η = IP – EA), which is a measure of the HOMO-LUMO gap, we found 

a direct correlation between the two as shown in Figure 2.7. This may be expected as a 
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lower LUMO or a higher HOMO of the metal cluster would enhance more charge transfer 

from the C-H bond to the cluster and the back-donation of charge in the cluster to the 

antibonding C-H bond on propane thus resulting in a smaller energy gap and lower 

activation energy for the activation of the C-H bond to the metal cluster [51]. Pt4, Pt13, Co5, 

and Co7 were recognized as outliers in the correlation between intrinsic C-H activation 

barriers and chemical hardness properties of metal clusters. Pt4 (tetrahedron) and Pt13 

(icosahedron) adopt stable geometric structures and are known as “magic number clusters” 

[52] which usually have lower chemical activity than non-magic clusters. On the other hand, 

the 4-coordinated site on Co5 and the 6-coordinated site on Co7 are found to be more active 

than usual. The reason behind this is still unclear, we speculate that it could be caused by 

the formation of some specific “magnetic magic number clusters” [53, 54], which is an 

interesting topic for future research. 
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Table 2.1 Summary of activation barrier and Bader charge analyses for propane activation over different bare 
Ptn and Con clusters. (CN represents the coordination number at the reaction site) 

 

Propane C-H Bond Charge on the 
Reaction Site 

of Bare 
Metal Cluster 

(e) 

Change of Charge Δρ = ρTS - ρR (e) 
Apparent 

Activation 
Barrier 

(kJ mol-1) 

Intrinsic 
Activation 

Barrier 
(kJ mol-1) 

Whole 
Metal 

Cluster 

Reaction 
Site on 
Cluster 

 
C 

 
H 

Pt4, CN=3 -35.0 24.0 -0.035 -0.104 0.052 -0.107 0.030 
Pt5, CN=3 -20.2 13.0 -0.125 -0.113 0.086 -0.101 0.039 
Pt5, CN=4 -23.9 16.2 0.084 -0.098 0.047 -0.121 0.019 
Pt6, CN=4 -24.5 15.0 0.001 -0.128 0.016 -0.073 0.026 
Pt7, CN=4 -14.4 10.7 -0.037 -0.124 0.019 -0.125 0.033 
Pt7, CN=5 -7.1 19.0 0.109 -0.117 -0.032 -0.085 0.045 
Pt8, CN=4 -16.9 9.5 -0.040 -0.112 0.035 -0.105 0.032 
Pt8, CN=5 -12.0 13.2 0.045 -0.149 -0.003 -0.095 0.048 
Pt9, CN=5 -4.0 8.5 0.009 -0.143 0.035 -0.104 0.050 
Pt13, CN=6 -22.2 22.4 -0.034 -0.147 0.035 -0.121 0.054 
Co5, CN=4 -4.4 48.5 0.046 0.161 0.191 -0.167 -0.083 
Co6, CN=4 76.3 86.2 -0.002 0.134 0.164 -0.188 -0.071 
Co7, CN=4 45.7 69.2 -0.015 0.214 0.229 -0.173 -0.140 
Co7, CN=6 41.4 59.4 0.030 0.168 0.182 -0.151 -0.085 
Co8, CN=4 33.4 58.8 -0.040 0.181 0.206 -0.185 -0.112 
Co8, CN=5 82.8 90.9 0.042 0.223 0.183 -0.170 -0.118 
Co9, CN=4 26.5 56.8 -0.009 0.179 0.177 -0.115 -0.114 
Co9, CN=6 67.1 77.9 0.032 0.211 0.194 -0.185 -0.097 
Co10, CN=5 18.5 61.6 0.002 0.176 0.179 -0.173 -0.113 
Co10, CN=6 48.8 41.9 0.014 0.177 0.186 -0.222 -0.108 
Co11, CN=6 47.0 78.7 -0.003 0.175 0.190 -0.197 -0.112 
Co12, CN=6 32.5 58.5 -0.013 0.517 0.214 -0.191 -0.146 
Co13, CN=6 10.3 50.4 0.000 0.177 0.150 -0.204 -0.107 
Co14, CN=6 21.2 47.8 0.016 0.174 0.145 -0.163 -0.106 
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(a) (b) 

(c) (d) 

  

Figure 2.6 Reaction energy profile for the activation of the secondary C-H bond of propane on the 4-
coordinate site of Pt6 cluster (a), and the net Bader charges of Pt6 cluster (black square), Pt site (red circle), 
C (green triangle) and H (blue inverted triangle) of corresponding images along the reaction path (c). The 
reaction energy profile for the activation of the secondary C-H bond of propane on the 4-coordinate site of 
Co6 cluster (b), and the net Bader charge of Co6 cluster (black square), Co site (red circle), C (green triangle) 
and H (blue inverted triangle) of corresponding images along the reaction path (d).  
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Figure 2.7 Intrinsic propane C-H bond activation barriers vs. chemical hardness. Hollow triangles represent 
data from Con clusters, labeled by cluster size and coordination number at the reaction site. Hollow circles 
represent data from Ptn clusters, labeled by cluster size and coordination number at the reaction site. Dashed 
lines were drawn by fitting data from Ptn (n=5,6,7,8; CN=4), Con (n=6,7,8,9; CN=4), and Con (n=9, 10, 11, 
12, 13, 14; CN=6). Apparent outliers were enclosed in dashed boxes. 
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Table 2.2 Ionization potential, electron affinity and chemical hardness of the Pt4-Pt13 clusters and the Co5-
Co14 clusters. 

Metal clusters IP (eV) EA (eV) Hardness (eV) 
Pt4 6.73 2.19 4.54 
Pt5 7.28 2.36 4.92 
Pt6 7.24 2.85 4.38 
Pt7 6.89 2.60 4.29 
Pt8 7.02 2.85 4.17 
Pt9 6.98 2.97 4.00 
Pt13 6.91 3.35 3.57 
Co5 6.41 1.78 4.63 
Co6 6.72 1.38 5.33 
Co7 6.09 1.68 4.41 
Co8 5.95 1.56 4.39 
Co9 5.72 1.56 4.16 
Co10 5.59 1.75 3.84 
Co11 5.51 1.65 3.86 
Co12 5.52 2.01 3.52 
Co13 5.43 1.89 3.54 
Co14 5.52 2.02 3.50 
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2.3.3 Propane Dehydrogenation on CNT supported Pt5 clusters 

Carbon is often used as a support for metal particles in electrocatalysis as well as in other 

heterogeneous catalyzed reactions due to its ability to stabilize the particles as well as 

conduct electrons. There has been considerable interest in using single walled carbon 

nanotubes as support due to their high surface to volume ratios along with unique electronic 

structures that can be tuned by changing the tube diameter. Herein we probe the influence 

of the size of the CNT support on the electronic properties and reactivities of Pt5 clusters.  

The Pt5 cluster discussed above were supported on four different sizes of single walled 

carbon nanotubes. The Pt5 clusters were found to adsorb most strongly on the CNTs that 

had the smallest diameter and highest curvatures (Figure 2.8), which is consistent with 

previous computational results [55]. There is direct electron transfer from the Pt5 cluster to 

the CNT upon adsorption which is also consistent with previous results [56]. In addition, 

we found that the amount of charge that is transferred increases with the increasing 

curvature of CNT (Figure 2.8). Interestingly, the top atom of the Pt5 cluster which is not 

directly bonded to CNT is negatively charged, whereas the Pt5 cluster as a whole takes on 

a net positive charge upon adsorption to the CNT (Table 2.3). This charge polarization [57] 

is thought to be induced by the charge transfer from the Pt cluster to the CNT substrate. 

 

DFT calculations were subsequently carried out to examine the activation of the secondary 

C-H bond of propane at the top atom of the CNT supported Pt5 cluster as shown in 

supplementary Figure 2.11. A Bader charge analysis (Table 2.4) shows that there is an 

electron transfer from propane to Pt5-CNT in the transition state for C-H bond activation, 

thus leading to an increase in electron density on both the Pt5 cluster as well as the CNT 
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support. The H appears to be positively charged. The activation energy is much higher than 

that at the corresponding site (CN=4) on the freestanding Pt5 cluster. The calculations show 

that the more negatively charged Pt atom at the top of the cluster leads to a higher apparent 

C-H activation barrier (see the upper panel of Figure 2.9). This is consistent with 

experiment findings that anionic Ptn (n≤21) clusters are less reactive than cationic and 

neutral Ptn clusters for methane activation (except Pt4
±) [58, 59]. DFT calculations were 

also carried out for the secondary C-H bond of propane at one of the bottom Pt sites that 

are bound to the CNT substrate. The C-H bond activation energy at these positively charged 

bottom Pt sites is much lower than those at negatively charged top Pt sites, but still higher 

than the C-H activation barrier on the bare Pt5 cluster (see Tables 2.3 and 2.1). Furthermore, 

the more positively charged Pt atom at the bottom of the cluster leads to a lower apparent 

C-H activation barrier as shown in the lower panel of Figure 2.9. In summary, our 

calculations indicate that CNT supported Ptn clusters are less active than the freestanding 

ones and it is viable to tune the reactivity of sub-nanometer Ptn clusters by changing the 

diameter of CNT. 
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Table 2.3 The influence of the diameter of the carbon nanotube support on the apparent activation barriers 
and charge analyses for the activation of the secondary C-H of propane over the top and bottom Pt sites on 
the Pt5-CNT. 

 
Diameter 
of CNT 

(Å) 

Pt5 Ads. 
Energy 

(kJ mol-1) 

Charge on 
Pt5 Cluster 

(e) 

Top Pt site Bottom Pt site 
Charge 
on the 
Pt site 

(e) 

Propane 
C-H 

Act. Barrier 
(kJ mol-1) 

Charge 
on the 
Pt site 

(e) 

Propane 
C-H 

Act. Barrier 
(kJ mol-1) 

Pt5-CNT(4,0) 3.38 -494 0.334 -0.219 32.1 +0.140 -20.2 
Pt5-CNT(6,0) 4.85 -342 0.151 -0.240 59.9 +0.094 2.7 
Pt5-CNT(8,0) 6.39 -237 0.117 -0.220 39.0 +0.065 8.4 
Pt5-CNT(12,0) 9.48 -178 0.051 -0.236 46.7 +0.063 22.5 

 

 

 

Table 2.4 The change of charge from reaction state to transition state in the activation of the secondary C-H 
bond of propane over the top Pt site on the Pt5-CNT. 

 
Change of Charge Δρ = ρTS - ρR (e) 

CNT Pt5 Pt5-CNT Pt active site C H 
Pt5-CNT(4,0) -0.095 -0.075 -0.170 0.149 -0.086 0.035 
Pt5-CNT(6,0) -0.101 -0.034 -0.135 0.154 -0.093 0.022 
Pt5-CNT(8,0) -0.105 -0.042 -0.147 0.142 -0.078 0.040 

Pt5-CNT(12,0) -0.142 0.001 -0.141 0.145 -0.092 0.031 
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Figure 2.8  The effect of the curvature of the CNT support on the Pt adsorption energy and corresponding 
electron transfer from the Pt5 cluster to the CNT support. 

 

Figure 2.9 The effect of charge on the top (upper panel) and bottom (lower panel) Pt sites of Pt5-CNT on the 
resulting apparent activation barriers for the activation of the secondary C-H bond of propane. 
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2.4 Summary 

DFT calculations were carried out to analyze the effects of metal, cluster size and support 

on the initial activation of the C-H bonds of propane over bare Ptn and Con sub-nanometer 

clusters and Pt5 on single-walled carbon nanotube supports. Within the studied size range, 

Ptn clusters were found to have a much higher activity than Con clusters for propane 

activation. In the transition state for the activation of the secondary C-H bond of propane, 

the Ptn clusters accept electrons from propane, whereas Con clusters donate electrons to 

propane. The intrinsic barriers for C-H bond activation are directly correlated with the 

chemical hardness of Ptn and Con clusters. Pt5-CNT models were used to study the CNT 

support effect on propane activation. The top Pt atom that is not bonding to CNT acquires 

a negative charge due to the polarization induced by the charge transfer from the Pt cluster 

to the CNT substrate. The activation of the C-H bond at this top Pt site on Pt5-CNT has a 

much higher barrier than that on bare Pt5 cluster, which is consistent with experimental 

observation that anionic Pt clusters are less reactive than charge neutral and cationic ones. 

Our calculations also indicate that it is viable to tune the catalytic activities of CNT 

supported sub-nanometer metal clusters by varying the diameter of CNT. 
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Supplementary Materials 

We observed drastic re-structuring of some metal cluster models, which made it very 

difficult to compare with results on the well-structured models. This restructuring indicates 

a poor choice of the structural configuration and an unstable cluster. As such, we do not 

report the results on those clusters herein. Small clusters, either free-standing or supported, 

typically exhibit a number of different interconvertable configurations, and this structural 

fluxionality was also observed in previous theoretical studies [60]. The fluxionality of 

small clusters may indicate unstable catalysts that can undergo sintering or the adaptability 

of the clusters to catalyze certain reactions. 

 

A set of test DFT calculations with the correction of van der Waals interactions, which are 

described via a simple pair-wise force field by Grimme’s [61] DFT-D2 method, were 

carried out for the first C-H activation of propane on Pt6 (see Figure 2.10). The adsorption 

energy of propane onto Pt6 is 15 kJ mol-1 stronger with the correction of van der Waals 

interactions. However the intrinsic C-H bond activation barrier and the reaction energy 

only change 1 kJ mol-1 and 4 kJ mol-1, respectively. Therefore ignoring the dispersion 

correction will not substantially affect our discussion of C-H bond activation over Ptn and 

Con clusters. 
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Figure 2.10 Comparison of DFT-D2 (with the correction of van der Waals interactions) and DFT-calculated 
energy profile of propane activation on the Pt6 cluster. 

 

 

Figure 2.11 DFT-calculated potential energy diagram for the dehydrogenation of propane to propylene on 
Pt5-CNT(12,0).  
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Chapter 3 Selective Dehydrogenation of Cyclohexane on Pt nm-particles  

3.1 Introduction 

Metal nanoparticles have different catalytic activity versus single-crystal surfaces, because 

of their high surface-area-to-volume ratio, high fraction of coordinatively unsaturated edge 

and corner sites [1, 2], and increased number of sites at the metal-support interface [3]. The 

changes in the size and shape of the metal particles will dictate their distribution of sites 

with different coordination numbers which in turn will affect the overall catalytic rate of 

reaction [4] as well as the mobility of surface species [5, 6]. While it is well-established 

that the changes in the size of catalytic metal nanoparticles can significantly influence their 

catalytic activity [7, 8], there are very few studies that report on how changes in the metal 

particle size and shape influence selectivity. In a recent experimental study, Pfefferle et al. 

[9] carried out well-controlled syntheses to produce highly stable supported Pt 

nanoparticles that were subsequently used in the catalytic dehydrogenation of cyclohexane. 

These syntheses along with in-situ characterization and first-principles theoretical 

calculations were used to gain insights into how the metal structure and particle size 

influence catalytic activity and selectivity. Herein, we present the detailed density 

functional theory (DFT) calculations along with experimental results to demonstrate how 

changes in the catalyst particle size dictate the distribution of different metal surface sites 

and how these sites control different elementary reaction steps that can subsequently alter 

catalytic selectivity.  
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Cycloalkanes form a considerable portion of most fuels [10]; their catalytic 

dehydrogenation paths offer a route towards improved fuel activation at lower temperatures 

and better heat sinks for regeneratively-cooled jet engines and gas turbines. 

Dehydrogenation of cyclohexane is a structure-sensitive reaction that appears to be 

promoted at the coordinative unsaturated metal sites that occur at stepped Pt surfaces as 

well as edge and corner sites found on small Pt particles [11-13]. Pfefferle et al. [9] were 

able to control the sizes of Pt nanoparticles by using different pretreatment to the supporting 

carbon nanotube. They showed that different sized Pt nanoparticles supported on carbon 

nanotubes directly influenced the catalytic selectivity for cyclohexane dehydrogenation: 

where larger Pt particles (2.2 nm) selectively produced cyclohexene and cyclohexadiene; 

while smaller Pt particles (1.3 nm) resulted in the formation of cyclohexadiene and benzene. 

DFT calculations identify surface sites with markedly different barriers for the activation 

of the C-H bond as well as the barriers for the desorption of different intermediates; the 

distribution of different sites thus dictates the catalytic activity as well as the selectivity.  
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3.2 Method 

First-principles plane wave density functional theory calculations were used to examine 

the reactants, intermediates and products for the full-range of reactions in the 

dehydrogenation of cyclohexane. All calculations were carried out using periodic density 

functional theory (DFT) as implemented in the Vienna ab initio Simulation Package (VASP) 

[14-17]. The generalized gradient approximation (GGA), in the form of Perdew-Burke-

Ernzerhof (PBE) [18, 19] was used to model exchange and correlation corrections. The 

interaction between the valence electrons and the core was described with the projector 

augmented wave method (PAW) [20, 21], where the kinetic-energy cutoff for plane wave 

basis set was 400 eV, which was sufficient to obtain well-converged energies. The Brillouin 

zone sampling was restricted to a single Γ-point. The structure optimization was carried 

out until the force due to displacements of each atom in the unit cell converged to within 

0.05 eV/Å. In order to establish the minimum energy reaction pathway (MEP) for each of 

the reactions of interest, a series of eight to sixteen images were chosen by interpolating a 

set of equally spaced points between the individual reactant and their product, and 

subsequently optimized via nudged elastic band (NEB) algorithm [22] until the maximum 

force on each of the atoms was found to be lower than to 0.2 eV/Å. Starting from NEB 

calculations, the Dimer [23] method was employed, and transition states were determined 

when the force on each atom converged within 0.05 eV/Å. 
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(a)                           

 

(b) 

 
Figure 3.1 Structure of the cubo-octahedral Pt55 cluster (a) and structure of the truncated cubo-octahedral 
Pt201 cluster (b). 

 

A cubo-octahedral Pt55 cluster was used to model a 1.2 nm platinum nanoparticle. Larger 

platinum particles with diameters of ~1.8 nm were modeled by using a truncated cubo-

octahedral Pt201 cluster. Figure 3.1 shows the structures of these two Pt clusters. The 

statistics of surface atoms for these two nanoparticles are summarized in Table 3.1. It is 

worth noting that on the Pt55 cluster all the atoms of the (111)-like facet are actually edge 

or corner sites with lower coordination numbers than those on extended (111) surfaces, and 

only the center atom of the (100)-like facet has the same coordination number with (100) 

single crystal surface. The structures of the Pt clusters were optimized with all the atoms 

fully relaxed. In the calculations of adsorption energies, only the top two layers of the 

cluster were relaxed, the rest Pt atoms were kept fixed. The Pt55 and Pt201 clusters were 

kept in unit cells with one of the facets perpendicular to the z-axis; the size of unit cells are 

22 × 22 × 22 Å3 and 28 × 28 × 28 Å3, respectively. Several tests confirmed the unit cells 

were large enough to obtain satisfactorily converged energies. 
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Table 3.1 Summary of the number and percentage of surface atoms on cubo-octahedral Pt55 and truncated 
cubo-octahedral Pt201 clusters.  

Pt cluster Number of 
surface atoms 

corner edge (100)-like facet (111)-like facet 

count % count % count % count % 
Pt55 42 12 28.6 24 57.1 6 14.3 0 0.0 
Pt201 122 24 19.7 36 29.5 6 4.9 56 45.9 

 

 

The bare particle models (Figure 3.2a), which represent low surface coverage situation, 

may not accurately describe the actual catalytic environment, where metal particles are 

likely covered by co-adsorbed hydrocarbon intermediates and hydrogen. Without loss of 

generality, we mimic the high coverage of co-adsorbed hydrocarbon species on Pt201 by 

surrounding the adsorbed C6Hx surface species with benzene molecules (Figure 3.2b), 

which leads to a surface coverage of about one C6Hx molecule per four Pt atoms, beyond 

which multilayer adsorption is observed in experiments [24].  

 

(a)                                 

 

(b) 

 
Figure 3.2 Truncated cubo-octahedral cluster models for the adsorption of benzene on: (a) the low coverage 
bare Pt201 particle, and (b) the high coverage Pt201 cluster with 6 neighboring benzene molecules (High 
coverage surface Pt atoms are shown in purple where there is one C6Hx molecule per four Pt atoms). 
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The binding energy of adsorbate A on the platinum cluster was determined by the 

equation 

ads (A) (A*) (bare cluster) (A, gas phase)E E E E     (3.1) 

The reaction energy for C-H activation, which can be represented as A*  B* + H*  where 

A*, B* and H* refer to the adsorbed hydrocarbon intermediate (CmHn) and the resulting 

dehydrogenated hydrocarbon (CmHn-1) and surface hydrogen (H*), was calculated as: 

       rxn ads(A B) (B*) (H) (A*)E E E E       (3.2) 

where 
ads (H)E  is the adsorption energy of a hydrogen atom.  



47 

3.3 Results and Discussion 

3.3.1 Plausible reaction paths of c-C6H12 dehydrogenation on bare Pt55 and Pt201 

DFT calculations were carried out to analyze the reaction pathways involved in the 

stepwise dehydrogenation of cyclohexane to cyclohexene, cyclohexadiene and benzene 

shown in Eqns. (3.3-12):  

 

C6H12 (cyclohexane) + 2* → C6H11* (cyclohexyl) + H*   (3.3) 

C6H11* (cyclohexyl) + *  → C6H10* (cyclohexene) + H*  (3.4) 

C6H10* (cyclohexene)  → C6H10 (g) + *     (3.5) 

 

C6H10* (cyclohexene) + *  → C6H9* (cyclohexenyl) + H*  (3.6) 

C6H9* (cyclohexenyl) + *  → C6H8* (cyclohexadiene) + H*  (3.7) 

C6H8* (cyclohexadiene)  → C6H8 (g) + *      (3.8) 

 

C6H8* (cyclohexadiene) + * → C6H7 * (cyclohexadienyl) + H* (3.9) 

C6H7* (cyclohexadienyl) + * → C6H6 * (benzene) + H*   (3.10) 

C6H6* (benzene)    → C6H6 (g) + *      (3.11) 

2H*       → H2 (g) + 2*     (3.12) 

 

over both Pt55 (~1.2 nm) and Pt201 (~1.8 nm) nanoparticles where * refers to a Pt surface 

site. The lowest energy profile on (111) facets of both Pt55 and Pt201 particles are shown in 

Figure 3.3 (other plausible paths were also explored and are summarized in supplementary 

Figures 3.8 and 3.9). While the elementary steps over both the Pt55 and Pt201 clusters are 
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the same, the reactions that occur over the (111)-like facets of Pt55 in Path B involve more 

coordinatively unsaturated Pt sites than those on the (111) terrace of Pt201 in Path A. The 

first step in the activation of cyclohexane involves the activation of an equatorial C-H bond 

at a Pt site. The axial C-H bond at C2 is subsequently activated at an adjacent Pt site. These 

two steps result in the formation of cyclohexene adsorbed di-σ on the Pt particle. The C-H 

bond at the C3 site on cyclohexene can be activated to form the bound 3-cyclohexenyl (c-

C6H9) which is followed by the subsequent C-H activation to form adsorbed 1,3-

cyclohexadiene. The final two C-H activation steps result in the formation of benzene. The 

energy diagrams in Figure 3.3 clearly show that the C6Hx surface intermediates are much 

more strongly bound to the Pt55 cluster than those on Pt201 and as such have much lower C-

H activation barriers. This suggests that the stepwise dehydrogenation of cyclohexane 

proceeds further along the C-H bond activation path on smaller Pt nanoparticles than it 

does on larger nanoparticles thus resulting in higher yields of benzene. 
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Figure 3.3 DFT-calculated potential energy diagram for plausible reaction pathways involved in the 
sequential dehydrogenation of cyclohexane to cyclohexene, cyclohexadiene and benzene on the bare Pt55 
and Pt201 particles. In Path A, all the reactions are carried out on the coordinatively saturated Pt sites on 
the (111) terraces of Pt201. In Path B, all of the C-H activation reactions are carried out on the (111)-type 
facet of the Pt55 cluster which is comprised of one coordinatively saturated terrace site and coordinatively 
unsaturated edge and corner sites. The zero energy reference for both Pt55 and Pt201 clusters is the infinitely 
separated gas-phase cyclohexane plus the Pt particle. In calculation of reaction energies for all 
dehydrogenation steps, the calculated hydrogen binding energy of 384.3 kJ mol-1 was used. 
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3.3.2 Statistical sampling of reactions over bare and covered Pt nanoparticles 

If we assume that the properties of metal depend only upon the number and arrangement 

of its nearest neighbors, we can determine the catalytic reactivity of a metal particle of 

different sizes and shapes as they dictate the distribution of different surface sites 

comprised of different coordination environments [25]. The collective catalytic properties 

of the particle can then be determined by counting the fraction of different sites (as shown 

in the “site count” columns in Tables 3.2 and 3.3). In order to obtain a more quantitative 

view of the size dependence of cyclohexane dehydrogenation, we calculated the barriers 

and rate constants for C-H activation at each of the different surface sites (edges, corners, 

(111) terraces and (100) terraces) over both the Pt55 and Pt201 clusters (Figure 3.4) and used 

these values along with the statistical distribution of different sites on various different 

sized clusters to examine the cluster size and morphology effects. As an example, we 

examine the C-H activation steps in the dehydrogenation of adsorbed cyclohexene (c-C6H10) 

at different sites at both low and high coverages. Adsorbed cyclohexene, which is a key 

intermediate in the dehydrogenation of cyclohexane, can either dehydrogenate to form 

cyclohexadiene/benzene or desorb from the surface. The final product distribution 

critically depends upon the partitioning of these two competing processes, cyclohexene C-

H bond activation and cyclohexene desorption. †  

 

                                                 

† Here we made two assumptions. The first is that the residence time for these reaction is very short and as 
such the re-adsorption of the gas phase products is negligible. This simplifies the theoretical analyses so that 
we can assume that desorption is irreversible. We can also assume that at the reaction temperature of 225 °C, 
the sequential dehydrogenation of cyclohexane is irreversible. This assumption is supported by previous 
studies carried out using sum frequency generation (SFG) vibrational spectroscopy at high-pressure reaction 
conditions, which show that on both of Pt(111) and Pt(100) cyclohexene tend to dehydrogenate at a 
temperature of about 200 °C, whereas the reverse reaction hydrogenation of cyclohexene is favored at a lower 
temperature of about 127 °C [26]. 
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By assuming first-order kinetics, the desorption reaction rate of cyclohexene is 

 6 10C H *des desr k ,      (3.13) 

where desk  is the desorption rate constant and  6 10C H *  is the surface concentration of 

cyclohexene.  

 

The reaction rate for the unimolecular dehydrogenation of cyclohexene can then be 

expressed as:  

 6 10C H *act actr k .  †  (3.14) 

where actk  is the C-H bond activation rate constant. 

 

From transition state theory, we can relate the rate constant to barrier via Arrhenius 

expression 

‡
i

B

E
k T

i ik e


  ,         (3.15) 

where ‡
iE  is the energy difference between transition state and initial state (or the energy 

barrier of desorption), νi is the Arrhenius pre-exponential factor for the elementary step. §  

                                                 

† We assume the unimolecular dehydrogenation of cyclohexene is pseudo-first-order with respect to the 
surface concentration of cyclohexene and zero-order in the concentration of available active site, which is 
relatively abundant and keeps constant. This assumption is supported by previous experimental observations. 
Thermal desorption spectra indicate hydrogen is readily desorbed from Pt(111) surfaces below 127 °C [27]. 
Therefore, at the reaction temperature of 225 °C, the surface is adsorbed with mostly hydrocarbons but little 
hydrogen. Due to facile diffusion in the adlayer, once the hydrogen adatom is produced on the Pt surface, it 
very rapidly finds another of its kind and associatively desorbs as H2 before hydrocarbons leave the surface. 
Therefore only a very few free Pt sites need to be present in the adlayer to allow dehydrogenation [28-30]. 
 
§ Using Vineyard’s formula [31, 32] the pre-exponential factor for cyclohexene dehydrogenation on (111) 
terrace of bare Pt201 cluster was calculated to be 2.7 x 1013 s-1, which is in good accordance with the typical 
pre-exponential factor (kBT/h  1013 s-1) for unimolecular surface decomposition [33]. While the pre-
exponential factor for desorption is usually in the order of 1015 s-1 [24]. 
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Thus the ratio between desorption reaction rate desr  and C-H bond activation rate actr  at 

a given surface site can be calculated as 

 
des act

B

E E
k Tdes des

act act

r e
r







 .     (3.16) 

The DFT calculations reported here in Tables 3.2, 3.3 and 3.4 include the C-H activation 

barrier results carried out at low coverages (bare particle) as well as at high coverages 

(benzene-covered). As shown in Figure 3.4a and b, all of the different sites on (111) and 

(100) facets of truncated cubo-octahedral nanoparticle were sampled to provide a statistical 

average. The calculations of cyclohexene adsorption energies and C-H bond activation 

barriers involved in the dehydrogenation of cyclohexene were carried out on each of the 

12 different sites on bare Pt particles (to simulate the low coverage situation). The 

activation energies and barriers were also calculated at the high surface coverages as 

discussed and shown in Figures 3.5 and 3.6. The reaction energies and reaction rates for 

desorption and dehydrogenation of cyclohexene on different sites on the (111) facet, (100) 

facet of Pt201 and along with those on Pt55 were calculated and summarized in Tables 3.2, 

3.3, and 3.4, respectively.  

 

Our results show that on bare Pt particles reaction rates for the desorption of cyclohexene 

are comparable to or lower than the reaction rates for C-H bond activation, which indicates 

most of the adsorbed cyclohexene will be further dehydrogenated at low coverage. 

Cyclohexene binds rather strongly to the coordinate unsaturated Pt sites at low coverages 

and more readily undergoes C-H activation. At higher surface coverages (modeled here by 
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adding neighboring benzene species), however, the dehydrogenation of cyclohexene 

becomes more difficult, whereas the desorption of cyclohexene becomes easier, as a result 

of the lateral repulsive interaction and the conservation of bond order. The more realistic 

high surface coverage models depicted in Figure 3.5, thus show that the rate of desorption 

is more than an order of magnitude higher than the rate for C-H activation on the (111) 

terrace sites (rdes/ract > 10). The rates for C-H activation at the more coordinatively 

unsaturated edge and corner sites, however, are higher or comparable to the rates of 

desorption as the cyclohexene is much more strongly held to the unsaturated edge and 

corner sites.  
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(a)        

 
(b)             

 
(c)            

 
 

Figure 3.4 Different possible surface site ensembles necessary for the C-H bond activation of adsorbed 
cyclohexene. Two Pt sites are involved in the di-σ adsorption configuration whereas one additional 
neighboring Pt site is required to activate the C-H bond. Thus resulting in a three atom triangular Pt site 
ensemble. (a) On (111) terrace of truncated cubo-octahedral particles (Pt201), the site ensemble is denoted by 
the number that is circled and placed on the inner side of the Pt-Pt bridge involved in adsorption. At high 
surface coverages, the rate of cyclohexene desorption is much higher than its rate of C-H activation and 
dehydrogenation for reactions that occur at the more coordinatively-saturated terrace sites (site ensembles 
are numbered yellow circle). Otherwise, the site combinations are numbered in purple circles (for details see 
Table 3.2). (b) On (100) terrace of truncated cubo-octahedral particle (Pt586), a site ensemble is denoted by 
the number in a triangle placed on the inner side of the Pt-Pt bridge involved in adsorption with one angle 
pointing to the site for C-H activation. (c) On the (111) and (100) facets of cubo-octahedral particle (Pt55), 
the site notation follows the convention in (a) and (b). 
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Figure 3.5 Explicit model for the high C6Hx surface coverages for the reaction of cyclohexene on the (111) 
facet truncated cubo-octahedral particle Pt201. Surface sites (a) Site 1, (b) Site 2, (c) Site 3 and (d) Site 6 are 
those as assigned in Figure 3.4a. 

 

  

(a) 

 
 

(b) 

 
 

(c) 

 
 

(d) 

 
 



56 

 

 

(a) 

 

(b)

 
(c) 

 

(d) 

 
Figure 3.6 Explicit model for the high C6Hx surface coverages for the reaction of cyclohexene on the (100) 
facet truncated cubo-octahedral particle Pt586 and (111) facet cubo-octahedral particle Pt55. Surface sites (a) 
Site 1, (b) Site 2, (c) Site 3 are those as assigned in Figure 3.4b, and surface site (111)-1 (d) as in Figure 3.4c. 
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Table 3.2 DFT-calculated desorption energies, C-H activation energies and reaction rates for desorption and 
dehydrogenation reactions of cyclohexene with low coverage and high coverage at various surface sites on 
(111) facet of Pt201 particle. 

Pt201 particle Cyclohexene desorption 
energy 

Edes (kJ mol-1) 

Cyclohexene C-H 
activation energy 

Eact (kJ mol-1) 

Desorp. rate vs. 
dehydro. rate rdes/ract 

‡ (111) facet 

surface site* site 
count** 

low 
coverage 

high 
coverage † 

low 
coverage 

high 
coverage † 

low 
coverage 

high 
coverage 

1 (TT-T) (m-2)2×6×3 83.6 54.1 57.5 64.0 69.4 74.6 0.896 6.10×103 

2 (EE(C)-T) (m-1)×6 108.9 84.4 83.0 80.6 94.4 94.3 0.111 1.53×103 
3 (ET-C) (m-2)×6×2 75.3 52.2 49.2 35.6 39.3 40.8 0.007 13.5 
4 (ET-T) (m-2)×6×2 77.2  51.1 57.1  66.4 0.795 4.00×103 
5 (TT-E) (m-2)×6 84.0  57.9 38.4  44.2 0.002 3.66 
6 (TC-E) 2×6 87.8 64.2 61.7 27.2 32.8 30.9 0.000 0.06 

 

* surface sites see Figure 3.4a. (XY-Z) denotes a triangular 3-atom surface site ensemble comprised of two 
Pt sites involved in the di-σ adsorption of cyclohexene and one Pt site for the activation of the C-H bond. (T 
- terrace site; E - edge site; C - corner site) 
** m is the number of atoms lying on an equivalent edge (corner atoms included, and m=3 for Pt201) 
† For the high coverage model (benzene covered particle), 4 sites (numbers in bold type) were explicitly 
modeled at a coverage of about one C6Hx molecule per four Pt atoms as shown in Figure 3.5, all high coverage 
energies were then standardized (numbers in Italic type) by fitting high coverage energies linearly as in 
Figures 3.12 and 3.13 to the low coverage energies based on the 7 explicitly calculated high coverage cases 
on truncated cubo-octahedral particles including cases on (100) facet of Pt586 in Table 3.3. 
‡ Prefactor for desorption = 1015 s-1; prefactor for dehydrogenation = 1013 s-1; T = 500 K. 
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Table 3.3 DFT-calculated desorption energies, C-H activation energies and reaction rates for desorption and 
dehydrogenation reactions of cyclohexene with low coverage and high coverage at various surface sites on 
(100) facet of Pt586 particle (modeled by top 4 layers). 

Pt586 particle Cyclohexene 
desorption energy 

Edes (kJ mol-1) 

Cyclohexene C-H 
activation energy 

Eact (kJ mol-1) 

Desorp. rate vs. 
dehydro. rate rdes/ract 

‡ (100) facet 

surface 
site* site count** low 

coverage 
high 

coverage † 
low 

coverage 
high 

coverage † 
low 

coverage 
high 

coverage 

1 (TT-T) (m-3)2×4 90.7 66.3 64.7 49.7 55.4 57.6 0.005 18.1 

2 (TE-E) (m-2)×2×4/2 94.0 62.0 68.0 40.7 46.0 46.9 0.000 0.62 

3 (EE-T) (m-3)×4+2×4/2 116.7 91.8 90.9 60.8 78.6 70.8 0.000 0.80 

4 (EC-E) 2×4/2 112.9  87.0 56.5  65.7 0.000 0.59 

5 (TT-E) (m-3)×4+2×4/2 88.5  62.5 46.0  53.3 0.004 10.9 

6 (ET-T) (m-4)×2×4/2+2×4/2 93.5  67.5 47.4  54.9 0.002 4.78 
 

* surface sites see Figure 3.4b. (XY-Z) denotes a triangular 3-atom surface site ensemble comprised of two 
Pt sites involved in the di-σ adsorption of cyclohexene and one Pt site for the activation of the C-H bond. (T 
- terrace site; E - edge site; C - corner site) 
** m is the number of atoms lying on an equivalent edge (corner atoms included, and m=4 for Pt586) 
† For the high coverage model (benzene covered particle), 3 sites (numbers in bold type) were explicitly 
modeled at a coverage of about one C6Hx molecule per four Pt atoms as shown in Figure 3.6, all high coverage 
energies were then standardized (numbers in Italic type) by fitting high coverage energies linearly as in 
Figures 3.12 and 3.13 to the low coverage energies based on the 7 explicitly calculated high coverage cases 
on truncated cubo-octahedral particles including cases on (111) facet of Pt201 in Table 3.2. 
‡ Prefactor for desorption = 1015 s-1; prefactor for dehydrogenation = 1013 s-1; T = 500 K. 
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Table 3.4 DFT-calculated desorption energies, C-H activation energies and reaction rates for desorption and 
dehydrogenation reactions of cyclohexene with low coverage and high coverage at various surface sites on 
(111) and (100) facets of Pt55 particle. 

Pt55 particle 
Cyclohexene desorption 

energy 
Edes (kJ mol-1) 

Cyclohexene C-H 
activation energy 

Eact (kJ mol-1) 

Desorp. rate vs. 
dehydro. rate rdes/ract ‡ 

surface site* site 
count 

low high low high low high 
coverage coverage † coverage coverage † coverage coverage 

(111)-1 (EC-E) 6 126.9 110.3 101.1 34.4 45.4 39.5 0.000 0.00 
(111)-2 (EE-E) 3 78.2  52.0 44.3  51.2 0.029 81.9 
(111)-3 (EE-C) 3 86.2  60.1 10.9  11.5 0.000 0.00 
(100)-1 (CE-T) 4 124.8  99.0 52.6  61.1 0.000 0.01 
(100)-2 (ET-E) 4 119.8  94.0 59.8  69.7 0.000 0.28 
(100)-3 (EC-E) 4 126.7  101.0 54.2  62.9 0.000 0.01 
(100)-4 (TE-C) 4 126.4  100.6 34.0  39.0 0.000 0.00 

 

* surface sites see Figure 3.4c. (XY-Z) denotes a triangular 3-atom surface site ensemble comprised of two 
Pt sites involved in the di-σ adsorption of cyclohexene and one Pt site for the activation of the C-H bond. (T 
- terrace site; E - edge site; C - corner site) 
** m is the number of atoms lying on an equivalent edge (corner atoms included) 
† For the high coverage model (benzene covered particle), 1 site (numbers in bold type) was explicitly 
modeled at a coverage of about one C6Hx molecule per four Pt atoms as shown in Figure 3.6, all high coverage 
energies were then standardized (numbers in Italic type) by fitting high coverage energies linearly as in 
Figures 3.12 and 3.13 to the low coverage energies based on the 7 explicitly calculated high coverage cases 
on truncated cubo-octahedral particles (see Tables 3.2 and 3.3). 
‡ Prefactor for desorption = 1015 s-1; prefactor for dehydrogenation = 1013 s-1; T = 500 K. 
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3.3.3 Selectivity of cyclohexane dehydrogenation 

In order to provide a more direct comparison with the experimental results, we calculated 

the selectivity, i.e. the rate of cyclohexene desorption verses the rate of cyclohexene 

dehydrogenation des des act/ ( )r r r , as a function of specific Pt particle size by multiplying 

the number average weights ( in ) for N  types of sites with specific coordination 

environment (i.e. corner, edge, (111) terrace, (100) terrace) by their intrinsic rates for 

desorption ( des
ir  ) and intrinsic rates for C-H activation ( act

ir ) as shown in the following 

equation: 

1

1 1

N
des

i i
des i

N N
des actdes act

i i i i
i i

n r
rselectivity

r r n r n r



 

 
 



 
.  (3.17) 

We calculated the rates at the 12 different representative surface sites on truncated cubo-

octahedral particles (Tables 3.2 and 3.3) and we calculated the numbers of these surface 

sites on various sizes of particles as illustrated in Table 3.5. The selectivity of cyclohexene 

reactions can be scaled up from Pt201 to larger truncated cubo-octahedral particles (Figure 

3.7) by assuming that the intrinsic adsorption energies and activation barriers for the 

different surface species at Pt sites with the identical coordination numbers do not change 

as we change particle sizes. This assumption may not hold as one moves to Pt clusters less 

than about 50 atoms [34] as there are distinct changes in the electronic structure for clusters 

of this size. We therefore extrapolate the curve for particles less than Pt201 by a dashed line. 

To ensure the consistency of the results for the Pt55 clusters we explicitly calculated these 

on the Pt55 atom cluster to compare with the values extrapolated from the larger cluster.  
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The selectivity of cyclohexene from the dehydrogenation of cyclohexane was calculated 

from the DFT simulations to be 0.682 on the 1.8 nm Pt201 particle and 0.007 on the 1.2 nm 

Pt55 at high C6Hx surface coverages. These results are in very good agreement with 

experimental results [9] which report selectivities for the formation of cyclohexene of 

0.667 and 0.030 on the 2.2 and 1.3 nm average Pt particle sizes, respectively. There appears 

to be a distinct cross-over in product selectivities as shown in Figure 3.7, where particles 

smaller than ~1.5 nm result in higher selectivities to cyclohexadiene and benzene, whereas 

particles larger than ~1.5 nm result in higher selectivities to cyclohexene. 
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Table 3.5 Distribution of different surface sites for various size truncated cubo-octahedral Pt particles. 

Truncated 
cubo-octahedron 

m value * 

Average 
Diameter 

(nm) 

Particle 
Size 

(atoms) 

Number of Sites 
(111) terrace † (100) terrace ‡ 

1 2 3 4 5 6 1 2 3 4 5 6 
3 1.8 201 18 12 12 12 6 12 0 4 4 4 4 0 
4 2.6 586 72 18 24 24 12 12 4 8 8 4 8 4 
5 3.3 1289 162 24 36 36 18 12 16 12 12 4 12 8 
6 4.1 2406 288 30 48 48 24 12 36 16 16 4 16 12 
7 4.9 4033 450 36 60 60 30 12 64 20 20 4 20 16 
8 5.7 6266 648 42 72 72 36 12 100 24 24 4 24 20 
9 6.4 9201 882 48 84 84 42 12 144 28 28 4 28 24 

10 7.2 12934 1152 54 96 96 48 12 196 32 32 4 32 28 
… … … … … 

 
* m is the number of atoms lying on an equivalent edge (corner atoms included) 
† Site numbers are as assigned in Figure 3.4a, site count formulas can be found in Table 3.2 
‡ Site numbers are as assigned in Figure 3.4b, site count formulas can be found in Table 3.3 
 

 

Figure 3.7 DFT-derived selectivity to cyclohexene vs. Pt nanoparticle size. The selectivity is calculated as 

des des act/ ( )r r r of cyclohexene surface intermediates. Grey curves indicate the fraction of surfaces atoms 
with different coordination numbers on truncated cubo-octahedral Pt particles. 
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3.4 Summary 

First-principles density functional theoretical calculations carried out over well-defined 

cubo-octahedral Pt particles clearly demonstrate a direct dependence of selectivity in 

cyclohexane dehydrogenation with Pt particle size. The reaction energy diagram for the 

sequential activation of C-H bonds involved in the dehydrogenation of cyclohexane over 

Pt55 is clearly lower in energy than the path for the dehydrogenation of cyclohexane over 

Pt201 particle thus indicating that the dehydrogenation occurs much more rapidly for these 

strongly bound C6Hx species on Pt55 than over the more weakly held C6Hx species on the 

Pt201 particles. The calculation of collective rates of cyclohexene dehydrogenation and 

desorption reactions at different surface sites all over a truncated cubo-octahedral particle 

with high surface coverage shows smaller particles favor cyclohexene dehydrogenation 

towards benzene while larger particles favor desorption of cyclohexene. The size effect is 

especially significant when the particle size is within a few nanometers. 
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Supplementary Materials 

The initial calculations were carried out on a cubo-octahedral Pt55 cluster anchored at a 

defect site within the outer wall of the CNT(8,8) as is shown in Figure 3.10a to provide a 

representative model of supported Pt clusters. The same calculations were also carried out 

over the unsupported Pt55 cluster in order to establish the effects of the support. The 

adsorption energies, activation barriers and the reaction energies were calculated for the 

series of elementary C-H bond activation steps for the model reaction of propane to 

propylene on the (111) and (100) terrace, edge and corner sites on the supported and 

unsupported Pt55 clusters. The results shown in Figure 3.11 indicate that the differences 

between the supported and unsupported cluster are very small (generally < 10%). The only 

exceptions are for the Pt sites near the Pt-C interface, where the propane C-H bond 

activation energy is about 10 kJ mol-1 (35%) higher. This is likely due to steric hindrance 

at the Pt center from the CNT support and charge transfer that occurs from the CNT to the 

Pt.  The latter is consistent with the results from a Bader [35] charge analysis which shows 

0.14 electrons are transferred from defect CNT support to the Pt55 cluster. The changes that 

occur upon anchoring the Pt55 cluster to the inside wall of the defect CNT(14,14) were also 

analyzed for comparison with those where Pt is anchored outside. Bader charge analysis 

results shown in Figure 3.10b indicate that 0.4 electrons are transferred from the support 

to the Pt55 cluster inside which is slightly higher than 0.14 electrons when Pt55 is anchored 

outside of the CNT. The increase in charge transfer results in a higher barrier to activate 

the C-H bond. This is consistent with recent experimental and other theoretical results that 

suggest that the clusters inside of nanotubes are less reactive than those outside [36-38] and 

results that show that small negatively charged Pt clusters are less active than neutral 
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clusters in C-H bond activation of methane [39]. Since the reactivity of the Pt clusters 

inside of the CNT is lower than those anchored to the outside and since the difference 

between the externally supported and unsupported Pt clusters were very small, we 

simplified all of the subsequent calculations and analyzed only the unsupported Pt clusters. 

In addition, we extend the initial model computational studies on the activation of propane 

to the dehydrogenation of cyclohexane.  

  



66 

 

 

 

  

Fi
gu

re
 3

.8
 D

FT
 c

al
cu

la
te

d 
po

te
nt

ia
l e

ne
rg

y 
di

ag
ra

m
 fo

r c
yc

lo
he

xa
ne

 se
qu

en
tia

l d
eh

yd
ro

ge
na

tio
n 

ov
er

 (1
11

)-
lik

e 
fa

ce
t o

f P
t 55

 
cl

us
te

r. 
( E

ne
rg

y 
/ k

J m
ol

-1
 ) 



67 

 

 

 

 

  

Fi
gu

re
 3

.9
 D

FT
 c

al
cu

la
te

d 
po

te
nt

ia
l e

ne
rg

y 
di

ag
ra

m
 fo

r c
yc

lo
he

xa
ne

 se
qu

en
tia

l d
eh

yd
ro

ge
na

tio
n 

ov
er

 (1
00

)-
lik

e 
fa

ce
t o

f b
ar

e 
Pt

55
 

cl
us

te
r. 

( E
ne

rg
y 

/ k
J m

ol
-1

 ) 



68 

 

 

 

 

 

 

(a) (b) 

 
Figure 3.10 The charge density difference maps for the Pt55 cluster bound: (a) outside of the CNT(8,8) with 
a carbon defect and (b) inside a CNT(14,14) with a carbon defect for isovalues of ±0.02 e/Å3. The green color 
denotes an accumulation of electron density whereas the red color denotes depletion of electron density, with 
respect to the free-standing Pt particle and CNT.   
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(a) 

 

(b) 

(c) 

 

(d) 

 
Figure 3.11 C-H bond activation of propane at different edge sites of Pt55 supported on the outside wall of 
CNT(8,8) with defects. (a) edge site at Layer 1, Eact = 33 kJ mol-1; (b) edge site at Layer 2, Eact = 29 kJ mol-

1; (c) edge site at Layer 3, Eact = 31 kJ mol-1; (d) edge site at Layer 4, Eact = 40 kJ mol-1. (The propane 
activation energy at an edge site of a free-standing Pt55 cluster is 30 kJ mol-1.) 
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Figure 3.12 Cyclohexene adsorption energy at high surface coverage vs. the adsorption energy on same site 
at low surface coverage over truncated cubo-octahedral Pt particles. The high coverage scenarios are 
simulated by surrounding cyclohexene with benzene at a coverage of about one C6Hx molecule per four Pt 
atoms. The low coverage scenarios are simulated by adsorption of cyclohexene on a bare Pt particle. Linear 
prediction was used to further standardize all the high coverage adsorption energy. 
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Figure 3.13 Cyclohexene C-H bond activation energy at high surface coverage vs. the activation energy on 
same site at low surface coverage over truncated cubo-octahedral Pt particles. The high coverage scenarios 
are simulated by surrounding cyclohexene with benzene at a coverage of about one C6Hx molecule per four 
Pt atoms. The low coverage scenarios are simulated on a bare Pt particle. Linear prediction was used to 
further standardize all the high coverage C-H activation energy. 
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Chapter 4 Oxidative Dehydrogenation of Cyclohexane on Au/Co3O4 

4.1 Introduction 

The selective dehydrogenation and oxidation of cyclohexane are key steps in the 

production of adipic acid, a key intermediate in the synthesis of nylon [1]. The catalytic 

dehydrogenation of cyclohexane is also important in the commercial production of benzene 

via hydrocarbon reforming where significant amounts of cyclohexane that remain in the 

product stream as impurities must be removed [2]. Compared to non-oxidative 

dehydrogenation, oxidative dehydrogenation (ODH) has lower capital costs and higher 

operational efficiencies as the reaction temperature for ODH is lower than the non-

oxidative dehydrogenation and decoking shutdowns are eliminated. Oxygen is often used 

as the co-reagent in the ODH to enhance dehydrogenation and regenerate surface oxygen 

species.  

 

Cobalt oxide (Co3O4) is recognized as one of the most active catalysts for oxidation of light 

hydrocarbons [3], CO [4] and NOx [5]. For example, it was found the rate of propene 

oxidation over a number of metal oxides follow the order [6]: AgO2 > Co3O4 > CuO > 

MnO2 > Cr2O3 > CdO > V2O5 > NiO > CeO2 > Al2O3. Similarly, methane oxidation over 

various metal oxides [7] has different catalytic activity: Co3O4 > CuO > NiO > Mn2O3 > 

Cr2O3. The catalytic properties of Co3O4 are generally attributed to the weak metal-oxygen 

bond and the rapid oxygen exchange rates between gas phase and lattice oxygen [6, 8]. 

While Co3O4 alone is active in the oxidative dehydrogenation, the addition of Au 

nanometer particles has been shown to improve the activity in both selective and total 
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oxidation of hydrocarbons. For example, Au/Co3O4 was found to be active for catalytic 

oxidation of methane [9] at 250 °C, and ethylene [10] at 0 °C. In previous collaborative 

work with Vajda et al. [11] we showed that Co3O4 nanoparticles alone were active for the 

oxidative dehydrogenation of cyclohexane at 300 °C. In the present work, we examine the 

influence on catalytic activity by doping Co3O4 with Au nanoparticles. 

 

For catalytic oxidation reactions, the metal oxide support plays an important role in the 

Au/metal-oxide system. Studies [12, 13] of different Au/metal-oxide catalysts with similar 

Au loadings (Au/TiO2, Au/ZrO2, Au/ZnO, Au/Al2O3) show that the catalytic activity for 

CO oxidation can be directly correlated with the oxygen storage capacity and the 

reducibility of the oxide support. The morphology of the metal oxide support can also 

significantly influence the catalytic oxidation activity. Au/Co3O4-nanorods were found to 

be catalytically more active than nanopolyhedra and nanocubes in ethylene complete 

oxidation [14]. 

 

Experimental studies carried out by our collaborators at Argonne National Laboratory and 

Tufts University have shown that Co3O4 is active in the oxidative dehydrogenation of 

cyclohexane [11]. By doping Co3O4 with Au they [15] were able to increase the catalytic 

activity by roughly an order of magnitude and form C6H6, C6H8, C6H10, and CO2 products. 

In addition, the significant deactivation that occurred over the bare 12 nm Co3O4 particles 

alone was not observed for the Au doped 12 nm Co3O4 particles. 
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We carried out first-principles density functional theory calculations in order to elucidate 

the differences in the catalytic reactivity of Au/Co3O4 and pure Co3O4 surfaces. More 

specifically we examine in detail the activation barriers and the reaction energetics for C-

H bond activation and O2 activation, which both appear to readily proceed at the interfacial 

sites at the Au-Co3O4 interface. In addition, the Au-Co3O4 interface promotes oxygen 

vacancy formation and thus increases the reducibility of the oxide support. The 

computational results presented herein are in good agreement with the experimental 

observation that oxidative dehydrogenation of cyclohexane proceeds faster on Au/Co3O4 

than on Co3O4. 
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4.2 Method 

All the calculations reported herein were carried out by using density functional theory 

with correction for on-site Coulomb interactions (DFT+U) as implemented in Vienna ab 

initio Simulation Package (VASP) [16-20]. Spin-polarized generalized gradient 

approximation (SGGA) in the form of Perdew-Burke-Ernzerhof (PBE) [21, 22] was used 

to account for exchange and correlation effects. The Projector Augmented Wave method 

(PAW) [23, 24] was used to describe the electron-ion interaction. The kinetic-energy cutoff 

for plane wave basis set was fixed at 400 eV. Geometry optimizations were considered to 

be converged when the displacement forces on each of the atoms were less than 0.05 eV/Å. 

The Brillouin zones were sampled using the Γ-centered Monkhorst-Pack scheme [25]. The 

correction of on-site Coulomb repulsion in the form of Dudarev’s rotational invariant 

approach [26] was applied to the Co 3d electrons. The Hubbard U term was set equal to 3 

eV as it correctly predicts band gap of Co3O4 according to our electronic band structure 

calculations [11], where the computed band gap of 1.47 eV (Figure 4.1) is in good 

agreement with experimental observations of the direct optical transition at 1.44 - 1.52 eV 

[27-30]. An initial magnetic moment was specified for each atom to help the system 

converge to anti-ferromagnetic configuration for the Co3O4 support [31]. The minimum 

energy path (MEP) was calculated by the nudged elastic band (NEB) method [32] until the 

forces on each of the atom were less than 0.2 eV/Å. The two highest energy structures 

along the NEB path were subsequently used to further isolate the transition state with the 

Dimer method [33]. The transition states were located by the Dimer method until the forces 

were less than 0.05 eV/Å. All of the reaction energies and activation barriers for the initial 
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activation of cyclohexane were calculated with respect to gas phase cyclohexane as 

reference.  

 
Figure 4.1 DFT+U (U=3) calculated electronic band structure near the Fermi level of Co3O4 bulk structure 
along several high symmetry lines in the FCC Brillouin zone. 

 

At room temperature, Co3O4 adopts a normal spinel structure A[B2]O4 (Figure 4.2a), with 

its tetrahedral sites (A) occupied by high-spin Co2+
 (d7) and octahedral sites (B) occupied 

by low-spin Co3+ (d6) ions [34]. Natural Co3O4 predominantly exposes (111) and (110) 

surfaces [35]. Previous calculations [11, 36, 37] indicate Co3O4 (110) surface with Type B 

termination (Figure 4.2b) is thermodynamically most stable under moderate oxygen partial 

pressures and relatively more reactive than the (111) surface. Experiments of CH4 [38] and 

CO [39] oxidation demonstrated that Co3O4 nanoparticles that predominantly expose (110) 

facets are more active than those that predominantly expose (111) facets under same 

reaction conditions. We therefore chose the Type B (110) surface of Co3O4 (Co3O4(110) 

for short) as the model support for gold. Our first several trials show small Au nanoparticles 

significantly restructure on the oxide support, and expose a number of coordinatively 
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unsaturated Au atoms which will likely bias the calculations on catalytic reactivity. Instead 

of using these small Au nanoparticles, we adopt a more well-defined Au-nanorod model 

that has been used in other previous studies for Au/TiO2 [40]. The model as presented in 

Figure 4.5a contains a 24-atom Au-nanorod in a periodic 2×2 supercell of a 5-atomic-layer 

Co3O4(110) slab model (using 3×3×1 k -point mesh, a=16.29 Å, b=11.52 Å, c=22.00 Å). 

The bottom two layers of the Co3O4 slab are fixed, while all other atoms are allowed to 

relax. The Au-Au distance (2.88 Å) in bulk gold is very close to the O-O distance (2.89 Å) 

on the Co3O4(110) surface, which leads to a good lattice alignment for this Au-

nanorod/Co3O4 model. One- and two-atom Au clusters supported on 2×2 Co3O4(110) were 

also explored. 

 

The charge density difference on the Co3O4 surface before and after Au deposition was 

calculated with the equation: 

3 4 3 4(Au/Co O ) (Co O ) (Au)diff      .  (4.1) 

The oxygen vacancy formation energy was calculated using the equation: 

2
1(O-vacancy) (slab with O-vacancy) (O ) (slab)
2fE E E E   .  (4.2) 

(a) 

  

(b) 
 
 
 
 

 

Figure 4.2 (a) Co3O4 normal spinel structure, (b) side view of Co3O4 (110) surface.  
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4.3 Results and Discussion 

Our efforts are focused on the reactivity of sites on Au and Co3O4 at the Au-Co3O4 interface. 

A calculation of the complete catalytic cycle of alkane oxidative dehydrogenation to alkene 

over Co3O4 surfaces with a smaller unit cell can be found in our previous work [11]. In this 

study, we examine in detail several of the critical elementary steps and surface properties 

important in the activation of cyclohexane but do not examine all of the possible 

intermediates and reaction pathways. The calculations of initial C-H activation, O2 

activation, and oxygen vacancy formation, readily provide valuable insights into the 

mechanism and the influence of Au on the oxidative dehydrogenation reactivity on 

Au/Co3O4 as compared to that on pure Co3O4.  

 

4.3.1 C-H bond activation of cyclohexane 

The initial C-H bond activation is generally considered the rate-determining step in the 

activation and oxidation of most alkanes. This is supported by kinetic measurements [41], 

isotopic substitution experiments [42], and theoretical calculations [43-45]. Once the first 

C-H bond is activated, the subsequent reactions that produce alkenes, CO2 and H2O are 

thought to be relatively easy because of more favorable enthalpies and entropies [46]. The 

entropic penalty associated with the loss of translational and rotational degrees of freedom 

in initially activating gas phase alkane is typically quite high. The initial C-H bond 

activation of cyclohexane over Au/Co3O4 can proceed via three different mechanisms 

including hydrogen abstraction by oxygen (O*) sites or species, σ-bond metathesis over 

the Co*-O* pairs, and oxidative addition on Au sites. The C-H activation of cyclohexane 

on Au sites are clearly unfavorable, as shown in Figure 4.3c, which has an activation barrier 
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as high as 105 kJ mol-1. The equatorial C-H bond can also be activated over the Co*-O* 

site pairs to form the Co*-C6H11 and O*-H products via the reaction C6H12 + Co*-O* → 

Co*-C6H11 + O*-H over pure Co3O4(110) surface as is shown in Figure 4.3a. The reaction 

proceeds via σ-bond metathesis with an activation barrier of 75 kJ mol-1. The same reaction 

over the Co*-O2f* pair on Au/Co3O4(110) surface (Figure 4.3b) results in a very similar 

activation barrier (73 kJ mol-1). The charge density difference map in Figure 4.5c shows 

little change in the electronic structures of the corresponding Co* and O2f* sites before or 

after the adsorption of Au nanorod as the Co*-O2f* pair is not directly connected to 

perimeter sites of the Au-Co3O4 interface. These observations suggest that the influence of 

gold on Co3O4 would need to be more local and specifically involve O, Au or Co atoms 

directly at the interface. 

 

The stronger bond between O-H over C-H makes it possible that the oxygen sites on the 

metal oxide directly abstract a hydrogen atom from the alkane to form an O-H bond and 

an weakly coordinated alkyl radical-like species in the transition state [47]. Hydrogen 

abstraction proceeds at the 2-fold lattice O2f* sites of pure Co3O4(110) surface via C6H12 + 

2O* → O*-C6H11 + O*-H as is shown in Figure 4.4a and results in an activation barrier of 

36 kJ mol-1. The radical-like C6H11 species that formed in the transition state readily 

rebounds to a second oxygen at the surface as the reaction proceeds. Figure 4.4b and c 

present the same reactions on O2f* sites at the Au-Co3O4(110) interface; the difference is 

that in Figure 4.4c the H-abstracting O2f* is on the perimeter of the Au-Co3O4 interface, 

which results in a slightly lower activation barrier (30 kJ mol-1) for cyclohexane activation. 

Bader [48, 49] charge analysis indicates a net electron transfer from the Au nanorod to the 
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Co3O4 support. Increased electron density is observed on the Co3+ at the gold-metal oxide 

interface (Figure 4.5d), which weakens the Co-O2f bond and thus increases the hydrogen 

affinity of the interfacial O2f* site by 16 kJ mol-1. We showed previously [11] that increases 

in hydrogen affinity of oxygen sites result in lower C-H bond activation barrier at this 

oxygen site.  

 

 

 
(a)         Reactant                   TS                         Product 
 

 
(b)         Reactant                   TS                         Product 
 

 
(c)         Reactant                   TS                         Product 
 

Figure 4.3 DFT-calculated reactant, transition and product state structures along with the activation energies 
and reaction energies for the initial C-H activation of cyclohexane at (a) Co*-O2f* pair on the bare Co3O4(110) 
surface, (b) Co*-O2f* pair on the Au/Co3O4 surface, and (c) Au site on the Au/Co3O4 surface. 
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(a)         Reactant                   TS                         Product 
 

 
(b)         Reactant                   TS                         Product 
 

 
(c)         Reactant                   TS                         Product 
 

Figure 4.4 DFT-calculated reactant, transition and product state structures along with the activation energies 
and reaction energies for the initial C-H activation of cyclohexane at (a) O2f* site on the bare Co3O4(110) 
surface, (b) non-interfacial O2f* site on the Au/Co3O4 surface, and (c) O2f* site near the Au/Co3O4 interface. 
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4.3.2 O2 activation 

Many hydrocarbon and alkane oxidation reactions that occur on metal oxides tend to follow 

a Mars-van Krevelen-like (redox) mechanism, which involves the activation of 

hydrocarbon by lattice or surface oxygen, the formation of oxygenates, CO2 and H2O and 

the subsequent replenishment of surface oxygen species by the activation of O2. The active 

lattice or surface oxygen that carries out C-H activation is ultimately removed via reaction 

and must be replenished via the activation of O2. Three possible surface sites, including 

O2f-vacancy site, Co-Au dual perimeter site and Au-Au site, are probed for the catalytic 

activity of O2 adsorption and activation. The desorption of oxidation products leads to the 

formation of surface oxygen vacancies, among which the O2f-vacancy is likely the most 

abundant compared to O3f-vacancies. The removal of a 2-fold O2f lattice oxygen exposes a 

surface Coocta site and a sublayer Cotetr site. The O2 molecule exothermically adsorbs in the 

vacancy and dissociates at the Coocta site, thus regenerating the O2f lattice oxygen site and 

providing a surface oxygen anion (Figure 4.6a and b). The activation of O2 at the perimeter 

Coocta site of Au-Co3O4 interface (19 kJ mol-1) occurs much more readily than the activation 

of O2 at the non-interfacial Coocta site (40 kJ mol-1). The activation of O2 molecule at oxide 

surface requires the alignment of unoccupied molecular orbitals of O2 with the top of 

valence band, from where electron density can be transferred into the activated O2 state 

[50]. Bader charge analyses show that the increased electron density at the interfacial Coocta 

site upon the addition of the Au nanorod, which can be donated to the anti-bonding orbitals 

of O2 molecule in favor of its dissociation. Direct O2 activation at Au sites, however, does 

not appear to occur as the barrier is too high. It requires an energy barrier of 94 kJ mol-1 to 
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dissociate O2 molecule on the edge sites of the Au nanorod; and an energy barrier of 130 

kJ mol-1 on a Co-Au dual perimeter site. 

 

The theoretical results presented here in Figure 4.6 indicate that O2 activation occurs much 

more readily at the vacancy sites of metal oxide surface rather than on the Au nanoparticle. 

This is consistent with previous experimental observations. Isotopic studies show that O2 

adsorb molecularly on Au particle of (2.9 nm) Au/Fe2O3 (298 K) [51], (2-3 nm) Au/TiO2 

(353 K) [52], and (3.5 nm) Au/Al2O3(300 K) [53].  

 

(a)  
 

 

(b) 

  
(c) 

  

(d) 

  
 

Figure 4.5 DFT-calculated charge analysis for the Au/Co3O4. (a) The top view of the Au/Co3O4(110) model, 
(b) side view of the Au/Co3O4(110) model, and (c,d) local charge density difference maps of the Co3O4 
support before and after Au deposition. (c) is corresponding to the red slice in (b), and (d) is corresponding 
to the green slice in (b). Blue region denotes accumulation of negative charge (electron) densities. 
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(a)         Reactant                   TS                         Product 
 

 
(b)         Reactant                   TS                         Product 
 

 
(c)         Reactant                   TS                         Product 
 

 
(d)         Reactant                   TS                         Product 
 

Figure 4.6 O2 dissociation at (a) non-interfacial O2f-vacancy, (b) interfacial O2f-vacancy, (c) edge sites of Au 
nanorod, and (d) Co-Au dual perimeter site. 
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4.3.3 Reducibility of the oxide surface 

The desorption of H2O, CO2 and other oxygenate products that form likely involve the 

removal of lattice oxygen [11]. The desorption energy of these molecules can therefore be 

correlated to the reducibility of the metal oxide catalyst. Previous experimental studies 

suggest that the increased oxidative dehydrogenation reactivity of an oxide in the presence 

of Au is ascribed to the improved reducibility of the oxide support, rather than the catalytic 

activity of gold particles themselves. Oxygen temperature-programmed desorption (O2-

TPD) profiles [10, 14, 54] show that Au/Co3O4 sample has more surface-active oxygen 

species than Co3O4 sample. Temperature programed reduction (H2-TPR) of Co3O4 and 

Au/Co3O4 show that the bands that arise from reduction are shifted towards lower 

temperatures, which indicate improved reducibility of Co3O4 in the presence of Au [55, 

56], assuming that the Au particles themselves are inert to H2 dissociation. It is still under 

debate whether this shift in the reduction band is due to H spillover or weakened metal-

oxygen bonds. CO-TPR reactions carried out over CeO2 also demonstrate improved 

reducibility in the presence of Au. Electronic charge redistribution between Au cluster and 

ceria is thought to weaken the Ce-O bond [57]. More detailed temporal analysis of products 

(TAP) studies of CO oxidation over CuMnOx and Au/CuMnOx [58] indicate that gold-

doping promotes the Mars van Krevelen routes of reaction by increasing the amount of 

active surface O* sites.  

 

Herein we use oxygen vacancy formation energy as a descriptor of the reducibility of the 

oxide. The results are summarized in Table 4.1. We are able to show that the binding of the 

Au nanorod to the Co3O4(110) surface reduced the binding energy of the interfacial lattice 
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oxygen (O2f) sites thus making them easier to remove. The 2-fold interfacial oxygen 

vacancy formation energy was found to decrease from 161 kJ mol-1 on the Au-nanorod to 

160 kJ mol-1 on Au2 and 150 kJ mol-1 on Au1 supported on Co3O4(110) as reported in Table 

4.1 and shown in Figure 4.7. These values are all lower than the vacancy energies reported 

on the bare Co3O4(110) surfaces (173 kJ mol-1) thus pointing to the improved reducibility 

of the Co3O4 in the presence of Au. 

 

Table 4.1 DFT-calculated 2-fold surface lattice oxygen vacancy formation energies (kJ mol-1) for Co3O4(110), 
Au-nanorod/Co3O4(110), and Aun/Co3O4(110) n=1,2 (oxygen sites are labeled as in Figure 4.7) 

2-fold lattice oxygen O2f O-vacancy formation energy (kJ mol-1) 
O2f on bare Co3O4(110) 173 

O2f(Aurod) 161 
O2f(Au1) 150 
O2f(Au2) 160 

 

 

(a)  

 

(b) 

 
(c) 

 

(d) 

 
Figure 4.7 DFT-optimized structures of (a) bare Co3O4(110) surface and (b) Au-nanorod, (c) Au1 and (d) Au2 
on the Co3O4(110) surface.   



89 

4.4 Summary 

Density functional theory calculations have been carried out to compare the catalytic 

activity of Au/Co3O4 with that of pure Co3O4 surfaces. The Au nanoparticle transfers 

electrons to the Co3O4 support upon its adsorption and the charge is localized near the gold-

oxide interface. The increased electron density at the interfacial Coocta cations weakens the 

Co-O bond and increases the hydrogen affinity of the O site. This increase in hydrogen 

affinity in interfacial O site result in a lower activation barrier for the initial C-H bond 

activation of cyclohexane at Au-Co3O4 interface. The partially reduced Coocta cation at the 

interfacial O-vacancy also enhances the binding and dissociation of molecular O2 at this 

site thus resulting in the formation of a reactive mono-oxygen surface species. These results 

help to provide a fundamental understanding of the experimentally observed reactivity 

increases in the oxidative dehydrogenation of cyclohexane over Au/Co3O4 as compared to 

that on pure Co3O4 surfaces. 
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Chapter 5 Catalytic Cracking of Hydrocarbons on Solid Acid Catalysts 

5.1 Introduction 

Hydrocarbon cracking is an important endothermic reaction that can be used to increase 

the heat sink of jet fuel thus allowing it to act as a coolant for hypersonic propulsion 

systems. Solid acid catalysts have been shown to catalyze this reaction effectively through 

elementary steps involving carbonium and carbenium ion intermediates [1]. Catalytic 

cracking is also carried out commercially in petroleum refining, using zeolites which are 

highly active and selective in converting gas oils to gasoline. Zeolites, however, can rapidly 

deactivate as a result of the formation of carbonaceous deposits (coking) that block the 

openings of micropores and also poison the active sites inside [2-4]. Zeolites are often 

regenerated in-situ by oxidizing the coke intermediates off. It is, however, impractical to 

introduce such catalyst regeneration units in hypersonic vehicles, where any unnecessary 

increase in system complexity and total weight should be avoided. The active cooling of 

the fuel via catalytic cracking will require high catalytic activities over prolonged periods 

of time. In addition, the catalyst will need to be able to withstand the high operating 

temperatures in the jet engines. Non-porous and thermally stable metal oxide acid catalysts 

may prove to be more suitable catalysts than zeolites. Sulfated zirconia and tungstated 

zirconia show some promise as both materials demonstrate strong Brønsted acidity and are 

active in catalyzing a range of different solid acid reactions such as the isomerization of 

hydrocarbons [5, 6], which presumably require similar active sites as those for hydrocarbon 

cracking. While sulfated zirconia is more active than tungstated zirconia it is not thermally 

stable [7]. 
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Previous experimental studies by different groups have shown that the catalytic 

performance of WOx/ZrO2 as a solid acid is very sensitive to the loading of tungstate on 

the zirconia surface [6, 8]. It is generally believed that there is an optimal loading of WOx 

with surface densities of 5–8 W atoms nm–2 which result in the highest catalytic activities. 

Some researchers speculate that the Brønsted acid sites are the result of the in-situ partial 

reduction of W6+ in the tungstate cluster, which creates a charge imbalance in the 

nanocluster [8, 9]. Previous DFT calculations [10] showed that increasing the size of the 

tungstate nanocluster domain on ZrO2, from monomer to dimer to trimer, systematically 

increases the Brønsted acidity (measured by deprotonation energy). The increased acidity 

can be explained by an increase in the delocalization of the negative charge that forms on 

the conjugate base upon the deprotonation of the acid.  

 

The detailed atomic structure of the active surface species is still unclear. Recent high-

angle annular dark-field imaging (HAADF) and catalytic activity measurements [11] 

indicate that the most active species are ~ 1 nm three-dimensional WOx clusters 

incorporated with Zr cations [12]. Earlier studies [13, 14] have proposed three-dimensional 

Zr4+ exposed tungstate polyoxometalates (POMs) networks with similar structures to that 

of heteropolyacids (HPAs) as the active species. POMs have been examined in some detail 

both experimentally [15] and theoretically [16] as their well-defined structures make them 

as ideal model solid acid catalysts. Zr-containing POMs, as such, are promising analogs of 

tungstated zirconia catalysts [17]. 
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While solid acids catalyze cracking, they also catalyze oligomerization as well as 

dehydrogenation pathways that ultimately lead to the formation of coke precursors which 

can deactivate the catalyst. The high-temperatures and pressures at which these reactions 

are run can also result in unstable polycyclic aromatic hydrocarbons (PAH) as well as aryl 

radical intermediates that readily promote coke formation [18-25]. Previous studies on 

zeolites revealed that coke formation involves a complex network of elementary steps that 

depend on temperature as well as catalyst composition and pore structure [26, 27]. At low 

temperatures, coke predominantly involves oligomerization reactions, while at high 

temperatures, cyclization, alkylation, and hydrogen transfer become important and can 

result in different coke precursors [28]. Coke formation rates have also been directly 

correlated with the strength and density of acid sites [29]. Little, however, is known about 

the mechanisms responsible for coke formation or how to limit the coke formation on 

WOx/ZrO2. 

 

Herein we examine the mechanistic details and the role of solid acidity on the cracking of 

butane which is used as a very simple surrogate for the higher molecular weight alkanes 

found in jet fuel.  
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5.2 Method 

5.2.1 Computational Details 

All the results reported herein were carried out using periodic plane wave density 

functional theory (DFT) calculations as implemented in Vienna ab initio Simulation 

Package (VASP) [30-33]. The generalized gradient approximation (GGA), in the form of 

Perdew-Burke-Ernzerhof (PBE) [34, 35] was used to model the exchange and correlation 

effects. The interactions between the valence electrons and the core were described with 

the projector augmented wave method (PAW) [36, 37], and the kinetic-energy cutoff for 

plane wave basis set was set at 400 eV. The nudged elastic band (NEB) [38] method was 

used to find the initial identity of the transition state. The results were used together with 

the dimer [39] methods in order to isolate the transition state. All of the structural 

optimizations and transition state searches were converged to the point where all of the 

forces on the atoms were found to be less than 0.05 eV/Å.  

 

Tungsten polyoxometalate clusters with well-defined structures, especially Keggin type 

polyoxotungstates (H8−nXnW12O40, X=Zr, Al, Si, P) [40] were used in the calculations. A 

cubic unit cell with a lattice parameter a = 20 Å was chosen, which is large enough to 

neglect the interactions between the metal cluster and its periodic images. A 1 × 1 × 1 

Monkhorst−Pack [41] mesh was used to sample the first Brillouin zone. A 12.8×14.6×22.5 

Å3 surface cell of t-ZrO2(101) with six atomic layers was used to model the WOx clusters 

supported on the ideal ZrO2 surface. The Brillouin zone was sampled using a 3 × 3 × 1 k

-point mesh with Monkhorst-Pack scheme. The three bottom atomic layers of the slab were 

fixed during geometry optimization.  
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5.2.2 Measurement of Acid Strength 

A wide range of experimental methods, including infrared spectroscopy, temperature-

programmed desorption of adsorbed base molecules [42], microcalorimetry [43], and solid-

state 1H NMR spectroscopy [44] have been used to probe the properties of solid acid 

catalysts but to date there are no known methods to quantitatively [45] determine the 

intrinsic solid acidity. The intrinsic Brønsted acidity, however, can be directly calculated 

as the energy required to remove a proton (H+) from the acid (BH) to form an anionic 

conjugate base (B−), BH → B− + H+, which is known as the deprotonation energy (DPE) 

[46-49]. The smaller the DPE of a solid acid the easier it is to deprotonate and thus the 

stronger its Brønsted acidity.  

 

Calculating the deprotonation energy requires calculating charged systems, namely that of 

the separated conjugate base and that of the proton. For periodic systems, the addition of 

net charge requires an equal but opposite charge be applied to the background in order to 

maintain an overall charge neutrality across the unit cell. The background charge can vary 

with the size of unit cell [50] and this can lead to small differences for systems comprised 

of different cell sizes as we will find later in Figure 5.7. These challenges are not present 

in modeling Lewis acid sites. The Lewis acidity can be probed by examining the lowest 

unoccupied molecular orbital (LUMO) energy which involves vacant orbitals on the Lewis 

acid center that can accept electrons from the reactant [51-53]. A lower energy for the 

LUMO indicates stronger Lewis acidity.  
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In addition to the values of the deprotonation energy, we examine the adsorption energies 

for various basic probe molecules, such as ammonia, to the Brønsted acid site to provide a 

simple qualitative measure of acidity. A Born-Habor cycle can be used to analyze the 

elementary steps for the adsorption of a base onto the Brønsted solid acid. This involves 

the energy to deprotonate the acid (DPE), the proton affinity of the gas phase base (PA), 

and the interaction of the protonated base onto the conjugate base of the solid acid (Figure 

5.10 in supplementary materials). This indicates that the proton is bound to two competing 

bases - the probe molecule and the conjugate base of the original Brønsted acid. The DFT 

results for the adsorption of a series of different molecules with increasing basicities (PA) 

onto a series heteropolyacid structures with increasing Brønsted acidities indicate that the 

more basic the molecule the more sensitive it is to the changes in the acidity of the solid 

acid (DPE) as shown in Figure 5.1. For weak base molecules (Figure 5.11 in supplementary 

materials), such as methanol (CH3OH), acetonitrile (CH3CN) and acetone ((CH3)2CO), the 

proton remains bound to the oxygen of the solid acid, as the O-H bond is only weakly 

elongated and is not ruptured. The adsorption energies for these weak bases are not very 

sensitive to DPE as the solid acid is not actually deprotonated via the adsorption of these 

weak basic probe molecules. For stronger basic molecules (Figure 5.12 in supplementary 

materials), such as ammonia (NH3), pyridine (C5H5N) and dimethylamine ((CH3)2NH), the 

proton can be abstracted from the Brønsted acid site to form a protonated base. Ammonia, 

although less basic, is significantly smaller in size than pyridine or dimethylamine and 

exhibits little steric hindrance to adsorption.  
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Figure 5.1 The sensitivity of adsorption energy (Eads) for different basic probe molecules onto the Brønsted 
acid sites of a series of different HPAs with different solid acidities to the change in deprotonation energy 
(DPE) of acid sites is correlated with the basicity (measured as protonation energy) of probe molecules. 
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5.3 Results and Discussion 

5.3.1 Monomolecular and bimolecular cracking 

The catalytic cracking of alkanes and other hydrocarbons is thought to proceed by 

monomolecular reaction at high temperature and low reactant partial pressures [1, 54] 

involving either a direct insertion of the proton from the Brønsted acid site into a specific 

C-C bond or via a concerted proton addition from the Brønsted acid to a specific carbon 

site (C1) and hydride transfer from that site to a neighboring carbon site (C2). At low 

temperature and higher partial pressures [1, 54], catalytic cracking is thought to occur via 

a bimolecular path involving a hydride transfer from the gas phase reactant molecule to a 

bound alkoxide which is rapidly followed by the subsequent -scission of secondary 

carbenium ion to form the gas phase product and a bound alkoxide. First-principles density 

functional theory calculations were carried out to examine both the mono- and bi-molecular 

paths and their corresponding energies and mechanisms for the catalytic cracking of butane 

over several solid acid catalysts.  

 

The monomolecular mechanism (protolytic cracking) [1] proceeds via proton transfer from 

the surface WO-H Brønsted acid site into the center of the secondary C2-C3 bond of butane 

C4H10 to form a C2H11
+

 carbonium ion transition state that collapses thus resulting in the 

formation of ethane C2H6 and a C2H5
+ carbenium ion which readily rebounds to the WO- 

site as an ethoxide or deprotonates to reform the acid site WO-H and a gas phase ethylene 

(C2H4) molecule (see Figure 5.2). The direct deprotonation of the C2H5
+ to form ethylene 

and regenerate WO-H site was calculated to be 27 kJ mol-1 more favorable. The mono-

molecular cracking of butane to form ethane and ethylene molecules and regenerate the 
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Brønsted acid site was calculated to have an overall apparent activation barrier of 185 kJ 

mol-1. 

 

The bimolecular mechanism [55], which is regarded as the classical cracking mechanism, 

involves hydride transfer from a gas phase butane C4H10 to surface ethoxide WO-C2H5 and 

results in the formation of a C4H9
+ carbenium ion and gas phase ethane C2H6 product. The 

C4H9
+ carbenium ion then undergoes -scission to form ethene C2H4 and a C2H5

+ 

carbenium ion that rebounds to the surface WO- site (Figure 5.3). The bimolecular path has 

an overall apparent activation barrier of 211 kJ mol-1 which is 26 kJ mol-1 higher than that 

calculated for the monomolecular path. 
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5.3.2 More discussion on monomolecular cracking 

Monomolecular cracking has been studied in some detail in the literature over model 

zeolite catalysts [56-58] and there are at least two different proposed mechanisms [59] 

depending upon how the C-C bond is activated and cleaved. The two paths are illustrated 

in Figures 5.4 and 5.5 for the cracking of the central C2-C3 bond of n-butane over the 

Keggin-type heteropolyacid (HPA). The first path (Figure 5.4a) involves a direct proton 

attack and scission of the central C2-C3 bond whereas the second path (Figure 5.5a) 

involves a simultaneous proton attack at single carbon center (C2) together with an 

intramolecular H-transfer to the second carbon site (C3). 

 

In addition to the differences in the different mechanisms, cracking can also occur at 

different sites on the molecule. While we have discussed the activation of internal C-C 

bonds with secondary carbon centers, cracking can also readily occur at internal secondary-

tertiary and tertiary-tertiary C-C bonds as well as at terminal primary-secondary and 

primary-tertiary C-C bonds. To extend our results on the activation of the internal 

secondary-secondary C-C bond of butane, we examined the cracking at the terminal-

secondary C-C bond of butane as well as the secondary-tertiary C-C bond of isopentane. 

The results are shown in Figures 5.4 and 5.5. 

 

All of the reaction paths outlined in Figures 5.4 and 5.5 were carried out over four different 

HPA structures with different central atoms (X = P, Si, Zr, Al) to examine the influence of 

Brønsted acidity on the cracking mechanisms and pathways. In plotting the activation 

barriers for each of these C-C bond cracking reactions verses their deprotonation energies 
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(DPE), we found a direct linear relationship between acidity and activity as the stronger 

acids (lower DPE values) had the lower activation barriers. The direct H+ insertion at C-C 

bond (Figure 5.6a) was calculated to be slightly easier than concerted H+ attack-hydride 

transfer (Figure 5.6c). The C-C bond activation was calculated to be easier at more 

substituted tertiary-secondary carbons (Figure 5.6b) than secondary-secondary carbons 

(Figure 5.6a). Similarly, the C-C bond activation is found to be easier at a secondary carbon 

(Figure 5.6c) than a primary carbon (Figure 5.6d). Our results indicate that unimolecular 

cracking of hydrocarbons occur via a proton attacking at a C-C bond, and that a more 

substituted carbon leads to a lower activation barrier. 

 

It is worth to note that our calculations are based on non-porous tungstate POM models, 

however central C-C bonds do not always crack faster than terminal C-C bonds over 

microporous zeolites where solvation effects (strong attractive van der Waals interactions 

between the hydrocarbon and the confining void structure) and entropy can play an 

important role [60, 61] and in some cases (e.g. n-alkane cracking in the partial confinement 

of 8-MR pockets in MOR [62]) result in dominant cracking at the terminal C-C bonds. 
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(a) 

 
(b) 

 
Figure 5.4 Monomolecular cracking of butane and isopentane with direct H+ insertion at the secondary-
secondary carbon bond (a) and the secondary-tertiary carbon bond (b) over different HPAs with Keggin 
structures, XM12O40

n-, X=Al, Si, P, Zr; M=W. 

 

(a) 

 
(b) 

 
Figure 5.5 Monomolecular cracking of butane with concerted H+ attack-hydride transfer at the secondary 
carbon (a) and primary carbon (b) over different HPAs with Keggin structures, XM12O40

n-, X=Al, Si, P, Zr; 
M=W.  
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5.3.3 Structure-reactivity relationships 

In an effort to begin to understand the influence of catalyst structure on cracking, we 

extended our analyses of unimolecular activation of the internal C-C bond of butane on the 

model HPA structures to small tungstate clusters (monomer, dimer, and trimer) supported 

on model t-ZrO2(101) surfaces. These two-dimensional tungstate clusters, however, were 

found to be less active than the Keggin-type heteropolyacids (HPAs). The results shown in 

Figure 5.7 indicate that the three-dimensional HPA structures report barriers between 147-

163 kJ mol-1, whereas the two-dimensional tungstate clusters supported on zirconia had 

significantly higher barriers ranging from 188-225 kJ mol-1. The much lower barriers on 

the HPAs can be attributed to their much higher Brønsted acidity (lower deprotonation 

energies) of the HPA as compared to the two-dimensional tungstate clusters on zirconia. 

This can be seen quite clearly in the Figure 5.7 which show direct linear relationships 

between the activation barriers and the deprotonation energies for the HPAs and tungstated 

zirconia structures. The abrupt jump in moving from the Keggin structures to the tungstated 

clusters is due to the challenge of calculating the charge unit cell systems as was discussed 

earlier. 

 

The higher activity of Zr-polyoxotungstate (Zr-POW) structures over zirconia supported 

tungstate clusters reported in Figure 5.7 is consistent with experimental results by Wachs 

et al. that indicate the three-dimensional Zr-containing polyoxotungstate clusters are the 

active species for acid catalyzed isomerization [11-14]. In addition to the Keggin structures, 

we also examined various other three-dimensional polyoxometalate (Figure 5.8) clusters 

including the Lindqvist (H2W5O18Zr-H2O and H6(W5O18Zr-OH)2) type [17] and the 
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Dawson (H8W18O62Zr2) type [63] structures and found the acid strength either measured 

by DPE or NH3 adsorption energy increases with the size of the cluster. The increased 

acidity can be explained by an increase in the delocalization [10] of the negative charge on 

the deprotonated conjugate base as shown in Table 5.1. The increase in the activity with 

increasing cluster size is somewhat offset however by the decreasing thermal stability of 

the larger Zr-POW structures which is shown by the increasing exothermicity of the Zr-

POW decomposition energies as reported in Table 5.1. 

 

 

Table 5.1 DFT-calculated decomposition energy of Zr-containing polyoxotungstates and Bader charges on 
their deprotonated conjugate bases of corresponding Brønsted acid sites (as in Figure 5.8). 

Zr-containing Polyoxotungstates (kJ mol-1) * Bader charge on deprotonated 
conjugate base O-  (e) 

H8W18O62Zr2 (Dawson) -669 -0.906 
H4W12O40Zr (Keggin) -364 -0.921 

H6(W5O18Zr-OH)2 (Lindqvist) -296 -0.941 
H2W5O18Zr-H2O (Lindqvist) -239 -0.981 

* , which is the DFT-calculated enthalpy change of the 
decomposition reaction H2bWaO3a+b+2cZrc → aWO3 + bH2O + cZrO2 as an indication of thermal stability.  

decompE

3 2 2 2 3 2b a a b c cdecomp WO H O ZrO H W O ZrE aE bE cE E
 

    
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Figure 5.7 Correlations of the C-C bond activation barrier of n-butane (proton attacks C2-C3 bond) with the 
Brønsted acidity represented by deprotonation energy (DPE) over different solid acid model systems 
(including tungstated zirconia and Keggin-type HPAs).  

 

Figure 5.8 Brønsted acidity measured by NH3 Adsorption energy and DPE of four types of Zr-containing 
polyoxotungstates (on circled Brønsted acid sites).  
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5.3.4 Reactions related to coke formation 

It is widely accepted that the formation of the “first aromatic ring” is the first step towards 

soot formation from non-aromatic hydrocarbons [64]. The presence of Brønsted acid sites 

will not only catalyze cracking of alkanes but can also catalyze alkane dehydrogenation to 

form olefins and dienes, oligomerization and cyclization pathways that can ultimately lead 

to formation of aromatics (see plausible reaction pathway of oligomerization of C2Hx’s to 

form cyclohexane in supplementary Figure 5.13). Among these reactions, dehydrogenation 

is one of the most critical steps leading to the formation of coke or coke precursors. We 

carried out DFT calculations herein to examine the dehydrogenation of butane at the 

Brønsted acid sites of HPAs. The reaction proceeds by the proton-coupled electron transfer 

where the proton on the HPA (H+) adds to the hydride (H-) of the alkane to form H2 and 

corresponding C4H9
+ carbenium ion, which readily rebounds to the WO- and forms 

butoxide. The rates of dehydrogenation are known to increase with acidity. This can be 

clearly seen by the linear relationship between the calculated activation barriers for the 

dehydrogenation of butane to butoxide for different heteropolyacids as shown in Figure 

5.9. The results suggest that the increase in acidity which would increase the rates of 

cracking would also concomitantly increase the rates of dehydrogenation and as such lead 

to precursors to form aromatics and coke precursors.  

 

Our calculations (Figure 5.9) suggest that dehydrogenation has a much higher sensitivity 

to acid site strength (0.522), as measured by the change in the activation barrier to the 

change in deprotonation energy, than cracking (0.387) or oligomerization (0.392). As such 

there should be an optimal acid strength that promotes cracking reactions while minimizing 
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coke precursor formation. The number of Brønsted acid sites can also play an important 

role in coke formation. There may be an optimal density of sites that reduces the adsorption 

and condensation of coke molecules/precursors while maintaining a reasonable level of 

cracking activity. The detailed exploration of the effects of catalyst structure, acidity and 

operating conditions on the individual elementary steps is an interesting and important 

topic for future studies. 

 

 

Figure 5.9 Correlation of the activation barriers of butane dehydrogenation (hollow squares), butane 
monomolecular cracking (hollow circles) and C2Hx oligomerization (hollow triangles) with deprotonation 
energy (DPE) at Brønsted acid sites of different heteropolyacids (HPAs). The slope of a fitting line represents 
the sensitivity of the activation barrier to the change in Brønsted acidity. 
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5.4 Summary 

First-principles density functional theory calculations were carried out to examine the 

elementary steps and their corresponding energies for different mechanisms suggested in 

the catalytic cracking and dehydrogenation of butane over several solid acid catalysts. The 

Brønsted acidity of different sites was measured by calculating the deprotonation energy 

of the solid acid. Zr-containing polyoxotungstates with a variety of three-dimensional 

structures were found to be more acidic (lower values of DPE) than two-dimensional 

surface tungstate clusters supported on ZrO2. The rates of these reactions were all directly 

correlated to the acidity of the catalyst. However the sensitivity of activation barrier to the 

change in DPE are different in different reactions, which may help to guide the rational 

design of a solid acid catalyst that can promote cracking and minimize coking. 
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Supplementary Materials 

 

 

 

 

 

 

Figure 5.10 Energy decomposition for the adsorption of a probe base molecule on a Brønsted acid site. This 
involves the deprotonation of the acid, the gas phase protonation of the base and the interaction of the 
protonated base onto the conjugate base. 
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Figure 5.11 DFT-calculated adsorption energies for a series of basic probe molecules (methanol (square), 
acetonitrile (circle), and acetone (triangle)) as a function of the acid strength of different Keggin HPAs. 

 

Figure 5.12 DFT-calculated adsorption energies for a series of basic probe molecules (ammonia (square), 
pyridine (triangle), and dimethylamine (circle)) as a function of the acid strength of different Keggin HPAs. 
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Chapter 6 Conclusions and Recommendations 

6.1 Conclusions 

Catalytic dehydrogenation and catalytic cracking of hydrocarbon fuels present two possible 

endothermic reactions that may be used in the regenerative cooling of hypersonic jet 

engines as well as catalytic combustion of jet fuels. First-principles density functional 

theory (DFT) calculations were carried out to provide fundamental insights into the 

reaction pathways and mechanisms that control catalytic dehydrogenation and cracking of 

model alkanes over unsupported and supported model Pt, Co, and Au clusters and  

WOx/ZrO2 solid acid catalysts, respectively. The work is focused on the fundamental efforts 

aimed at establishing the influence of metal particle size, morphology and composition on 

the catalytic activity and selectivity for nanoparticle; elucidating the interaction between 

the metal or metal oxide nanoparticles and the support; and understanding important paths 

that can lead to catalytic deactivation. 

 

Propane and cyclohexane were used as surrogate molecules to examine the reaction paths 

and mechanisms for the molecules involved in the catalytic dehydrogenation over sub-

nanometer and nanometer supported Pt and Co catalysts. More specifically we find the 

following, 

 

 Within the studied size range of Ptn (n=4~9,13) and Con (n=5~14), Ptn clusters had 

much lower C-H bond activation barriers than Con clusters. The Ptn clusters were 

found to have higher ionization potentials (IP) and electron affinities (EA) allowing 
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them to accept electrons from propane in the transition state in activating the 

secondary C-H bond of propane. Con clusters, on the other hand, donate electrons 

to propane and have a higher C-H bond activation barrier. The intrinsic barriers for 

C-H bond activation were found to directly correlate with the chemical hardness of 

Ptn and Con clusters.  

 

 Changes in the size of carbon nanotubes used to support Ptn clusters were found to 

influence the reactivity of the Ptn cluster. Charge transfer from the Pt cluster to the 

CNT substrate induces a charge polarization resulting in a negative charge on the 

top Pt atom that is not bonding to CNT. The activation of the C-H bond at this site 

has a much higher barrier than that on freestanding Pt5 cluster, which is in 

agreement with experimental observation that anionic Pt clusters are less reactive 

than charge neutral and cationic ones.  

 

 The site-averaged rates of cyclohexene dehydrogenation and cyclohexene 

desorption calculated over cubo-octahedral Ptn nanoparticles at high surface 

coverages show that smaller particles favor cyclohexene dehydrogenation to form 

benzene while larger particles favor desorption of cyclohexene. The DFT-

calculated selectivities and their trends are in good agreement with experimental 

findings. 

 

The catalytic dehydrogenation studies over nanometer supported metal particles were 

extended to catalytic oxidation pathways which are important in the subsequent catalytic 
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combustion of the fuel. More specifically we examined the oxidative dehydrogenation of 

cyclohexene, an important initial step in catalytic oxidation, over Au/Co3O4. 

 

 Au nanoparticles transfer electrons to Co3O4 support upon their adsorption. The 

charge is localized near the gold-oxide interface. The increased electron density at 

the interfacial Coocta cations weakens the Co-O bond and increases the hydrogen 

affinity of the O site. This increase in hydrogen affinity in interfacial O site results 

in a lower activation barrier for the initial C-H bond activation of cyclohexane at 

the Au-Co3O4 interface. The partially reduced Coocta cation at the interfacial O-

vacancy also enhances the dissociation of molecular O2 at this site which results in 

the formation of a reactive mono-oxygen surface species.  

 

In the final work, we explored the solid acid catalyzed cracking of alkanes as a second 

viable reaction for the removal of waste heat. Tungstated zirconia is thought to be acidic 

and thermally stable under reactions conditions. 

 

 Zr-containing polyoxotungstates with a variety of 3D structures were found to be 

more acidic (lower values of DPE) than 2D surface tungstate clusters supported on 

ZrO2. The rates of these reactions were all directly correlated to the acidity of the 

catalyst. However the sensitivity of activation barrier to the change in DPE are 

different in different reactions, which may help to guide the rational design of a 

solid acid catalyst that can promote cracking and minimize coking. 
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6.2 Recommendations 

 Sub-nanometer clusters tend to restructure upon the adsorption of adsorbates and adapt 

their structures to the transformation of adsorbed molecules. A study focused on the 

fluxionality of small clusters is strongly recommended. A sampling of possible 

structural change of clusters during the reaction of adsorbed molecules should be 

performed, instead of examining only one single structure that are thought to be the 

“most stable”. Molecular dynamics and Monte Carlo simulation methods can be 

employed to facilitate this research. 

 

 Thermal decomposition experiments of Au/Co3O4 and Co3O4 is recommended to be 

carried out, which will provide invaluable direct thermal dynamics information of 

phase transitions and bond strengths. 

 

 Creating a full list of acid catalyzed reactions with their sensitivity to the change of 

Brønsted acidity (measured by DPE) is strongly recommended, by feeding these 

information into a kinetic model one should be able to solve for an optimal DPE and 

optimal acid site densities that result in a high catalytic selectivity towards certain 

products. 

 


