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Abstract

It has become clear that widespread collaboration in the scientific community, which can increas-

ingly be characterized by geographically distributed and large-scale projects, requires predictable

network service [1]. Predictable network service needed by applications such as large file trans-

fers, remote visualization, and remote instrumentation can only be offered on connection-oriented

networks. Circuit-switched and virtual-circuit networks offer such connection-oriented services.

This dissertation addresses four issues that inhibit wider adoption of connection-oriented ser-

vice. From a theoretical perspective, we address reservation systems and queueing systems. An

important consideration for a reservation system with multiple classes, as are necessary to provide

a level of service matched with a specific use, is fairness. First, we present a novel three-step

scheduling algorithm that finds the optimal solution to a multi-class, fairness-considering bin pack-

ing problem, and demonstrate how it can be used to ensure fairness in a reservation system. Sec-

ond, with many types of reservation systems across different disciplines, we recognize a need for

a uniform way to describe reservation systems, and so present a novel general reservation system

model (GRSM), and analyze several examples of commonly encountered reservation and queue-

ing systems to understand why certain systems belonging to the same category of examples use

reservation systems while others use queueing systems.

From an experimental perspective, we address performance and deployment issues with

connection-oriented service. First, data-plane performance is paramount to being able to provide

satisfactory connection-oriented service. To address this, we have performed an in-depth experi-

mental study of the data-plane issues that arise in circuits, as well as comparing existing transport

protocols to a novel implementation designed for circuits. Finally, to provide connection-oriented
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service to end hosts, we present a solution that allows an off-the-shelf physical switch to be virtu-

alized into multiple logical switches. Thus, connection-oriented service could be provided on the

same existing substrate as connectionless service with no new infrastructure expenditures.
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Chapter 1

Introduction

1.1 Background

In communication services, link bandwidth is a resource that typically must be shared in some

manner. Communication service offerings can be categorized by the method of sharing as either

connection-oriented or connectionless service. In connectionless service, such as IP service, as new

data flows start and finish with no admission control actions, the TCP congestion control bandwidth-

sharing mechanism [2] was introduced to allow flows such as file transfers to dynamically adjust

sending rates so that all ongoing flows sharing a path receive equal shares of the bandwidth (re-

ferred to as proportional fairness). In contrast, admission control is a key component of band-

width sharing in connection-oriented networks. Control-plane software such as OSCARS [3] and

DRAGON [4] perform admission control, handling on-demand and advance-reservation requests

for circuits/virtual-circuits (VCs).

Figure 1.1: A classification of switches

1
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Connection-oriented networks can be created using two types of network switches: packet

switches and circuit switches, as shown in Fig. 1.1. The key difference between these two switches

is the multiplexing scheme used on the links of the switch. In a circuit switch, the multiplex-

ing scheme used on its links is position-based, be it time, frequency, or space. To support circuit

multiplexing in the data plane, an admission-control mechanism is required in the control plane.

Admission control is typically used to limit the number of customers sharing a resource by keeping

track of the aggregate number of admitted customers. In circuit multiplexing, in addition to track-

ing aggregate bandwidth allocation, specific positions need to be assigned to a flow when the call

is admitted, in order that the user’s process can transmit data at the assigned position (e.g., at an

assigned timeslot).

In a packet switch, the multiplexing scheme used on its links is packet-based multiplexing

in which information carried in the packet header is used to demultiplex packets belonging to a

particular flow. In order to use packet switches for connection-oriented services with guaranteed

bandwidth, an admission-control mechanism is necessary. The admission control mechanism in

connection-oriented packet switches, henceforth referred to as virtual-circuit switches, is similar

to that used in circuit switches. Clearly, the aggregate bandwidth check is required. The step

analogous to assigning positions in a circuit switch is the allocation of “labels” or “virtual-circuit

identifiers” in the packet’s header. Labels and virtual-circuit identifiers are used to demultiplex

packets belonging to the same flow. Since packet switches have buffers, the admission control

algorithm should not only consider aggregate bandwidth but also buffer space when admitting flows.

In addition to admission control, data-plane functions such as policing and scheduling are necessary

to support guaranteed bandwidth. The three functions can be visualized on orthogonal axes, as

shown in Fig. 1.2. Policing enforces that incoming traffic does not exceed the resources allocated

to it (by dropping packets to make the traffic conform), and scheduling influences the egress traffic

with functions such as shaping outgoing traffic and using queueing disciplines.

In order to provide service that meets customer demand for specific bandwidth and delay

requirements without costing as much as a leased line, research-and-education network (REN)

providers as well as commercial network providers have begun offering scheduled dynamic circuit
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Figure 1.2: Dimensions of Qos

service (SDCS). In SDCS, a customer contracts for an access link to the circuit-switched network,

and then requests circuit service of a specific rate and duration only when required. In that manner,

SDCS is much like plain old telephone service (POTS), where a monthly fee is charged for access

to the telephone network and circuits are requested as an additionally charged action. There are

several key differences, though, between SDCS and POTS, and the most important for this discus-

sion is the number of channels into which a link is divided. For example, a T3 line consists of 672

individual voice channels, while an SDCS request could be to support a high-bandwidth applica-

tion’s OC-12 service requirement across an OC-192 link, representing one-sixteenth of the link. As

the number of servers m increases, a higher utilization is achievable with decreasing blocking prob-

ability. As the number of servers decreases, the utilization falls and the call blocking probability

sharply rises. Therefore, for the high number of channels into which links are divided for POTS, a

queueing system can operate with low blocking but still achieve the high utilization necessary for

profitability. For high-bandwidth circuit service as described above to be able to provide both low

blocking probability and high utilization, a reservation system is required, and hence reservations

are required as in SDCS.

1.2 Motivation

The motivation for this work stems from a recognition that widespread collaboration in the scientific

community, which can increasingly be characterized by geographically distributed and large-scale
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projects, requires predictable network service [1]. Predictable network service needed by appli-

cations such as large file transfers, remote visualization, and remote instrumentation can only be

offered on connection-oriented networks. Circuit-switched and virtual-circuit networks offer such

connection-oriented services.

Implemented software, such as OSCARS [3] and DRAGON [4] as used in Internet2’s ION net-

work [5], acts as centralized scheduler and performs the control-plane actions required to instantiate

a circuit. The theoretical component of bandwidth sharing for connection-oriented networks has

been studied extensively, including by our research group [6], but there are two additional aspects

further developed in the scope of this work. First, we present a novel general reservation system

model (GRSM) to be able to describe reservation systems in a uniform way, and second, we address

providing fairness in scheduling service. Together those comprise the theoretical component of this

work.

Though circuits are used in the providers’ networks, a packet-switched infrastructure is typically

involved on both ends of the connection. Multi-Service Provisioning Platforms (MSPPs), which

can include both packet-switched and circuit-switched line cards, function as gateways between

the customer’s packet-switched infrastructure and the service providers circuit-switched network.

A virtual circuit can be established across the customer’s packet-switched infrastructure to provide

connection-oriented service to the MSPP, and again on the other side of connection, to ensure

end-to-end connection-oriented service. The various factors involved in the end-to-end connection,

such as mismatched rates between the customer’s packet-switched infrastructure and the providers

circuit service, can cause performance problems, which are explored as part of the experimental

component. The scope of this work includes addressing the cross-layer issues present in extending

the connection-oriented service into the customer’s packet-switched infrastructure, and includes

our method for providing both connection-oriented and connectionless service on the customer’s

packet-switched infrastructure.
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1.3 Problem statement

The hypothesis of this research is that connection-oriented service can be provided with a fairness-

considering advance-reservation system on both circuit-switched and packet-switched infrastruc-

tures.

There are two main components in this work:

1. Theoretical component: the development of both a general reservation system model and

analysis of using queueing and reservation systems in general, and an analytical model for a

multi-class advance-reservation scheduling system to achieve fairness and,

2. Experimental component: a cross-layer study of transport protocols on circuits as well as a

novel method to offer both connection-oriented and connectionless service on a single sub-

strate of packet switches.

A combination of analytical, simulation, and experimental methods are used throughout this work.

1.4 Hypothesis formulation

Theoretical component: As our research group has developed scheduling algorithms, we have

continually encountered the need to compare reservation and queueing systems. There has not

been a comprehensive treatment on the question of how to choose whether a system should use

reservation scheduling or simply queueing, and so we have sought to answer that question. In

doing so, we recognized the need for a uniform way to describe the various reservation systems we

were investigating. To accomplish this, we developed a general reservation system model (GRSM).

Our interest in furthering the analytical work on scheduling led us to pursue the issue of fair-

ness in multi-class advance-reservation scheduling systems. We hypothesize that an optimization

can be performed to provide fair scheduling while taking into account mean waiting time and block-

ing probability, and that we can allow the fairness to be tuned by the system operator to improve

performance metrics by relaxing fairness constraints.
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Experimental component: The data-plane performance is paramount to being able to provide

satisfactory connection-oriented service. To address this, we have performed an in-depth experi-

mental study of the data-plane issues that arise in circuits, as well as comparing existing transport

protocols to a novel implementation designed for circuits.

Further, in the customer’s packet-switched infrastructure, packet switches between the data

source and sink that are heavily loaded must be configured to provide connection-oriented service1.

Typically, this configuration is performed by the control-plane software. Administrators controlling

the network would be wary of granting the control-plane software unfettered access to existing

switches. We hypothesize that a solution can be created to enable the existing substrate of switches

to be used for connectionless traffic as well as virtual circuits, such that no new infrastructure

expenditures would be necessary to provide connection-oriented service.

1.5 Related work

The scope of this work includes four unaddressed issues. In terms of the discussion on reservations

and queueing, there is clearly deep research within specific topics, e.g., variations on customer

behavior regarding queue abandonments [7], but in general, a lack of the identification of common-

alities across disciplines. More specifically, on advance reservation scheduling, most of the work

involves the use of simulations, as the state-space of the models hinders analytical approaches. Fur-

ther, none considers the fairness issue of advance reservations across multiple classes. Relevant

to our experimental component, high-speed transport protocols (e.g., HighSpeed TCP [8]) were

not designed specifically for circuits. Circuit-TCP [9] was designed for circuits, but the cross-

layer interactions that are part of this work were not considered. Finally, while there are other

hardware-based or software-based solutions to offer connection-oriented and connectionless ser-

vice on a packet-switched infrastructure, our approach capitalizes on existing infrastructure without

any data-plane performance sacrifice. Subsequent to the publication of our work, OpenFlow [10]

has risen in prominence, with commercial and educational participation.

1In practice, data-plane functions do not need to be instantiated on switches that are lightly loaded, since the rate
guarantees would likely be met simply by an excess of capacity.
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1.6 Dissertation organization

This dissertation is organized into six chapters. The motivation for this work, relevant background

and related work, and a summary of this work’s key contributions are provided in this chapter.

In Chapter 2, these differences between reservation systems and queueing systems are charac-

terized, and a general reservation system model (GRSM) is proposed. Under four different sets of

assumptions, the GRSM is reduced to analytically tractable models for which solutions are pro-

vided, and solved with simulations under a fifth set of assumptions. Several examples of commonly

encountered reservation and queueing systems are identified and analyzed to understand why cer-

tain systems belonging to the same category of examples use reservation systems while others use

queueing systems.

In Chapter 3, a multi-class advance-reservation scheduling system is developed for use in cir-

cuit/VC networks. An important consideration for a scheduling system with multiple classes is

fairness. Our scheduling algorithm applies to any bin packing problem or advance-reservation sce-

nario where a flexible class boundary is allowed.

In Chapter 4, an in-depth experimental investigation is performed to gain insights into the com-

plex interactions between the TCP layer, ON/OFF flow control at the Ethernet layer, and switch

buffer sizes (the Ethernet line cards have buffers). Using a novel tool and transport protocol de-

signed for circuits, these interactions are characterized.

In Chapter 5, we propose an approach for virtualizing off-the-shelf Ethernet switches that have

built-in support for creating isolated bandwidth partitions on their data-plane interfaces.

Finally, this work’s contributions are summarized, future work is discussed and the dissertation

is concluded in Chapter 6.

1.7 Key contributions

The key contributions are as follows.

1. A general reservation system model (GRSM) is proposed to uniformly describe reservation

systems. The differences between reservation systems and queueing systems are character-
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ized, and categories of reservation systems and queueing systems are analyzed to understand

the factors that influence why reservation systems and queueing systems may be used by

different systems in the same category. This work has been submitted in a paper to Manufac-

turing and Service Operations Management [11].

2. We present a novel three-step scheduling algorithm that finds the optimal solution to a multi-

class, fairness-considering bin packing problem. This model extends our previous single-

class book-ahead BA-First algorithm into a multi-class algorithm, and provide an analytical

discrete-time Markov chain (DTMC) model. The system model is solved using analytical

techniques (for small-scale systems), and simulations (for small and larger scale systems),

and sensitivity analysis is performed to characterize the algorithm’s performance and explore

the tradeoff between fairness, mean response time, and utilization. This work has been sub-

mitted in a paper to IEEE Transactions on Networking [12].

3. An interesting new dynamic was found between flow control at the data-link layer and con-

gestion control at the transport layer. With this in-depth characterization, it is clear that auto-

mated mechanisms are necessary to not only configure end-host TCP send and receive buffer

sizes as is required for high throughput across IP-routed networks, but for circuit networks,

additionally, Ethernet-layer output queue (called qdisc in Linux) size needs to be set, along

with flow-control related parameters within switches. This work is published in a paper in the

Proceedings of IEEE International Conference on Computer Communications and Networks

(ICCCN2010) [13].

4. An approach to virtualize off-the-shelf Ethernet switches is presented. Our solution is to im-

plement two software modules that are run external to the switches, a slice scheduler, which

acts as a reservation scheduler, and a Slice Administration Controller (SAC). We applied our

approach to virtualizing a specific Ethernet switch, i.e., the Force10 E600 model. We describe

our implementation, and show how a slowdown of 3% to 26%, based on the type of admin-

istrative command issued, is experienced when using the SAC. This work is published in a
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paper in the Proceedings of IEEE International Conference on Computer Communications

and Networks (ICCCN2008) [14].



Chapter 2

On Reservation Systems and Queueing Systems

2.1 Introduction

Resource-sharing mechanisms, in which a set of servers are shared spatially and temporally (i.e,

simultaneously by multiple customers), can be classified into the broad categories of reservation

systems and queueing systems. The word “queue” is defined in Webster’s dictionary as a “waiting

line of persons or vehicles.” The word “reserve” is defined as “to retain or hold over to a future

time or place.” What are the key differences between a reservation system and a queueing system?

When should one or the other type of system be implemented?

This paper examines these questions to better characterize the two types of systems. Reservation

systems considered here are restricted to online systems, thus excluding batch scheduling systems.

The difference is that in online systems, each reservation request is processed immediately and a

response is generated, while requests are batched and processed together allowing for optimization

in batch systems.

2.1.1 Key differences between queueing systems and reservation systems

1. In addition to the resources being accessed (also referred to as “servers”), reservation sys-

tems include a control entity called a reservation scheduler, which is not present in queueing

systems.

10
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2. In reservation systems, customers are required to specify anticipated service durations in their

reservation requests. This is required because a reservation scheduler needs to know when

in-service and previously scheduled jobs are going to depart in order to to be able to assign

a future start time for a new reservation request. In contrast, in queueing systems, customers

do not declare their anticipated service durations prior to service.

3. In reservation systems, customers can request advance reservations. This is not a requirement

for reservation systems, but given that a reservation scheduler is present, this feature can be

supported readily. In other words, a reservation scheduler can support (i) immediate requests

and return an earliest start time at which the requested resources are available (we refer to

these as Earliest Start Time (EST) requests), as well as (ii) advance-reservation requests where

users specify a set of start times acceptable to them based on other considerations (we refer to

these as User-Specified Start Time (USST) requests). In contrast, queueing systems can only

support immediate requests as there is no scheduler to accept requests for service in advance.

2.1.2 Advantages and disadvantages of the two types of systems

Queueing systems avoid the costs of having to maintain reservation schedulers, and the need to

design penalties for no-shows and cancelations without customer alienation. Furthermore, they

offer users more flexibility as customers are not required to specify service durations before the

start of service. A disadvantage of a queueing system, however, is that the customer has to wait

in a queue between arrival instant and service-start time, while in a reservation system, customers

do not need to wait in a queue. Instead, once assigned a service start time, the customer can arrive

just before that instant. A second disadvantage of queueing systems is that customers cannot make

advance requests as there is no controller to accept such requests.

The objective of this work is threefold: (i) to develop a general model for reservation systems

by considering several examples of current reservation systems, (ii) to provide analytical solutions

to a subset of specific models derived from the general reservation model under certain sets of

assumptions, and (iii) to use these solutions to analyze example reservation systems to determine

the conditions under which a reservation system is advisable instead of a simpler queueing system.



Chapter 2. On Reservation Systems and Queueing Systems 12

After reviewing related work in Section 2.2, Section 2.3 describes a general reservation system

model (GSRM). Examples of reservation and queueing systems are presented in Section 2.4. For

two sets of assumptions, the GSRM is solved using queueing models as presented in Section 2.5.

Under other sets of assumptions, the GSRM is solved with Markov chain techniques, as described in

Section 2.6, or with simulations, as described in Section 2.7. The paper is concluded in Section 2.8.

2.2 Related work

Queueing and reservations systems are diversely applied and ubiquitous. Correspondingly, the rel-

evant body of work ranges from general queueing theory and scheduling algorithms to specific

concerns such as variations on customer behavior regarding queue abandonments [7]. Typically,

researchers from various fields do not communicate across disciplines in a way that enables simi-

larities to be recognized. For example, scheduling algorithms as well as theory being developed in

the context of high performance computing resource management systems [15] may have practical

overlap with that of real-time systems [16] but the discovery of such is hindered by a lack of a uni-

form way to frame reservation problems. Similar to the Kendall notation [17] for queueing theory,

we contribute toward creating a general reservation system model. This model and its notation is

developed in the following section.

2.3 A General Reservation System Model (GRSM)

A reservation system model is developed in this section to characterize different types of reserva-

tion systems used in everyday life. We refer to this model as a general single-resource reservation

model. Fig. 2.1 shows two timelines, a reservation timeline and a service timeline. There is a

periodicity in both timelines, with Tr and Ts being the reservation period and service period, re-

spectively. Within a service period, service intervals are interspersed with idle intervals. Similarly,

a reservation period also has reservation intervals interspersed with idle intervals (as reservation

schedulers could be human agents who take breaks). Within a reservation period Tr, reservations

can be accepted during reservation intervals for service within the reservation window, which is a
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Figure 2.1: Reservation and service timelines

multiple of Tr, shown as V Tr in Fig. 2.1. This may or may not equal an integral multiple of service

periods, as shown in Fig. 2.1. The last service period TsK may extend into the next reservation win-

dow. For example, a current airline’s reservation system advances the reservation window at the end

of each day, making Tr equal to 1 day, and it accepts reservations for up to 337 days in advance. The

service period is 1 week since the same pattern of flights repeats each week with some exceptions.

Reservation requests are accepted for processing in reservation intervals: (rib,rie), 1 ≤ i ≤ p,

where p is the number of reservation intervals within a reservation period Tr, while the resources

are reserved for use within service intervals: (sib, j,sie, j), 1 ≤ i ≤ q, 1 ≤ j ≤ K, where b and e stand

for “beginning” and “end,” respectively, q is the number of service intervals within a service period

Ts, and K is the number of service periods within a reservation window (as stated earlier, the last

service period may not fit entirely in the reservation window).

A service interval consists of one or more service timeslots, where a service timeslot is the min-

imum service reservation duration. The number of resources available for sharing in each service

interval is denoted Mi j, 1 ≤ i ≤ q, 1 ≤ j ≤ J, and J is the number of server groups.

As an example, consider airline seats on a particular airline between two cities as the shared

resource. There could be several flights each week between these two cities. In this example,

each service period, Ts, is 1 week. Each flight occupies one service interval. The number of seats

available in each class of service (e.g., business and economy) on each flight corresponds to Mi j,

1 ≤ i ≤ q,1 ≤ j ≤ 2. Most airlines have web-based systems that process reservations anytime,
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which means there are no idle intervals in the reservation timeline.

2.3.1 Request

A reservation request from a user is characterized by {U , {h,n, j,T req}, tarr}, where h is the

requested duration (holding time), n is the requested number of resources, j, 1 ≤ j ≤ J, is the server

group requested, and T req, an optional parameter, is a set of acceptable start times. tarr denotes

the arrival time of the reservation request. Some systems could deploy multiple request classes

per server group, in which case, instead of specifying h and n, a request may simply specify the

request class. Thus, if server group j, 1 ≤ j ≤ J supports L j request classes, a user request could

be characterized as {U , {l, j,T req}, tarr}, where 1 ≤ l ≤ L j. Requests are of two types: User-

Specified Start Time (USST) and Earliest Start Time (EST). For USST requests, T req is present, and

the scheduler interprets this parameter as follows: if the requested resources are available starting at

any one of the specified start times in T req, then the request is granted. If not, the request is rejected.

For EST requests, T req is absent, and the scheduler interprets the request as follows: schedule the

request for the earliest possible start time at which the requested resources become available. A

performance metric for both types of calls, USST and EST, is call blocking probability, and an

additional metric for EST calls is mean waiting time.

2.3.2 Response

In response, the scheduler returns tallocated , i.e., the allocated start time at which the requested

resources will be available to the user. For a given tarr within the period [0,Tr], the allocated service-

start time for the request is such that tarr ≤ tallocated ≤ sie, j for some i, 1 ≤ i ≤ q, and some j,

1 ≤ j ≤ K, and (sie, j − tallocated) ≥ h. This assumes that the requested service holding time is not

split between multiple service intervals. This can be relaxed in future models. Further, for USST

requests, tallocated ∈ T req. Lastly, tallocated necessarily falls on service timeslot boundaries.
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2.3.3 Resource usage

Finally, tactual represents the actual time at which service starts for a particular user request. Ide-

ally tactual = tallocated . However, in many practical systems, tactual > tallocated ; for example, a

flight’s departure is delayed or a physician is running late for an appointment. In some instances,

tactual < tallocated , for example, if a patient arrives early for a physician appointment and the physi-

cian completes the previous appointment before anticipated. However, this variability does not

influence the reservation scheduling process itself, in terms of allocated start times, as well as ac-

cept/reject decisions. It does not impact the rate of blocked requests in the short term. A long-term

analysis of tallocated and tactual times can be carried out to determine if the class definitions, service

intervals, and service periods need to be modified. For example, it could lead to a revision of the

service timeslot duration and/or a better estimator of required service holding time in systems such

as physicians’ offices.

More sophisticated reservation systems can be designed in which users provide several param-

eters characterizing the distribution of service duration (or at least first and second moments). This

will allow schedulers to implement algorithms in which users are provided probabilistic characteri-

zations of their tallocated times, which could result in better server utilization through statistical mul-

tiplexing. However, we will see in Section 2.4 that this level of sophistication is not implemented

in practice. For example, a physician’s administrative assistant simply estimates the required ap-

pointment period by asking the patient the reasons for scheduling a visit.

2.4 Examples of reservation and queueing systems

One-time events, such as sporting events or concerts, typically use reservation systems if the number

of resources (e.g., seats) is large, and queueing systems if the number is small, e.g., a music band in

a bar. If the number of resources is large, there would be long queue build-up if all customers had

to stand in line to purchase tickets, which is why reservation systems are used for one-time events.

The more interesting examples are of periodic systems, in which a set of resources is shared over

multiple recurring periods. A categorization of examples of periodic systems is given in Table 2.1,
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Table 2.1: Categories with reservation and queueing systems

Category Queueing Examples Reservation Examples
Transportation Seats on commuter buses, sub-

ways
Seats on airlines, Amtrak-type
trains

Restaurants Fast-food Reservations accepted or re-
quired

Human servers Bank tellers Physicians’ offices
Equipment / physical
space

Weight-training machines / pub-
lic restrooms

Medical equipment / university
classrooms

Government facilities Renewing drivers’ licenses DMV commercial license
Communications
bandwidth

Plain old telephone service
(POTS) and packet switching

Scheduled dynamic circuit ser-
vice (SDCS)

with both reservation and queueing examples for each category.

In Table 2.1, there are examples of both reservation systems and queueing systems within each

category. In transportation, seats on flights and Amtrak-type trains are shared with a reservation

system, while subway and bus seats, road lanes and street parking spots are shared in queueing

mode. In the restaurant category, high-end restaurants accept phone reservations for several days

in advance, while at the other end of the spectrum, fast-food restaurants are queueing based. In

the human servers category, physician offices have reservation systems while customers queue up

for bank tellers. The equipment/physical space category includes sporting equipment and facilities,

university facilities, medical equipment, homeowner rental equipment, and out-of-towner needs

such as hotel rooms and rental cars. While physical space such as racquetball courts, university

classrooms, hotel rooms, and equipment such as medical equipment, homeowner equipment, and

rental cars, are shared with reservation systems, other physical space such as public restrooms,

and equipment such as weight-training machines, are shared in queueing mode. Some government

agencies, such as the Department of Motor Vehicles, offer some services, such as drivers’ licenses

with a queueing system, and other services, such as commercial licenses with a reservation system.

Link bandwidth can likewise be shared using either a reservation system, such as provided by ES-

nets’s dynamic circuit service [18], or as a queueing system as in the Plain Old Telephone Service

(POTS) or packets in an IP router.
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Table 2.2: Characterization of reservation categories

EST Criteria USST Cri-
terion

Example Request
type

Service
time

Vacations Synchronized
servers

Number
of options

Solution

Transportation (as soon as
possible, e.g., emergency trip)

EST 1 timeslot Yes Yes N/A Synchronized Server Model,
Sec. 2.6.1

Transportation (1 option, e.g.,
business trip)

USST N/A N/A N/A 1 Requests with Single Options,
Sec. 2.5.2

Transportation (many options,
e.g., leisure)

USST N/A N/A N/A Many Multiple Options Simulation,
Sec. 2.7

Restaurants (1 option, e.g.,
special occasions)

USST N/A N/A N/A 1 Requests with Single Options,
Sec. 2.5.2

Restaurants (many options,
e.g., high-end)

USST N/A N/A N/A Many Multiple Options Simulation,
Sec. 2.7

Human servers (vacations for-
given)

EST Random No No N/A M/M/m/∞ Queueing Model,
Sec. 2.5.1

Human servers (vacations in-
cluded)

EST 1 timeslot Yes No N/A Server Vacations Model,
Sec. 2.6.2

Equipment/physical space
(e.g., car rental, hotel room
for a particular day)

USST N/A N/A N/A 1 Requests with Single Options,
Sec. 2.5.2

Equipment/physical space
(flexible users)

USST N/A N/A N/A Many Multiple Options Simulation,
Sec. 2.7

Government facilities, e.g.,
DMV commercial license

EST Random No No N/A M/M/m/∞ Queueing Model,
Sec. 2.5.1

Communications bandwidth
(e.g., SDCS)

USST N/A N/A N/A 1 Requests with Single Options,
Sec. 2.5.2

Shown in Table 2.2 are the key characteristics of the reservation system examples from Ta-

ble 2.1. The first distinction is which type of requests the system accepts: Earliest Start Time (EST)

or User-Specified Start Time (USST), as described in Section 2.1. For EST systems, there are three

classifying criteria: the service time distribution, whether or not the service timeline has idle inter-

vals (i.e., servers taking vacations), and whether or not the servers are synchronized (e.g., as with

an airplane in which the seats are servers, and all servers simultaneously begin and end service on a

flight). For USST systems, the criterion is whether one option or many options are specified in the

request. The reservation system examples in Table 2.1 fit one of the groups according to this set of

criteria, and models are solved for each group as presented in the following sections.

In all examples of queueing systems in Table 2.1, there is no scheduler to accept reservations

for servers a priori. Instead a customer must simply wait in line until a server becomes available.

For all examples of reservation systems, there is a scheduler and customers are required to provide

it the required service duration (or at least an estimate of it) in the reservation request. The question
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of how to choose between these two modes is answered in the following sections.

2.5 Solving using a Queueing Model

2.5.1 M/M/m/∞ Queueing Model

This section considers the first of three solution methods used to solve the reservation and queueing

systems described. For a certain set of assumptions, the GRSM described in Section 2.3 is reduced

to a form equivalent to an M/M/m/∞ queueing model, for which an analytical solution is known.

Consider the following set of assumptions that simplify the GRSM:

1. There are no idle intervals in the reservation or service timelines.

2. One reservation period consists of a single reservation interval (p = 1), which in turn consists

of a single service timeslot.

3. The reservation window consists of a single service period (K = 1) with a single service

interval (q = 1). There are ∞ service timeslots in this single service interval, i.e., since the

reservation period Tr is one service timeslot, V in Fig. 2.1 is ∞.

4. There is only a single server group, which consists of m servers.

5. All requests are for a single server, and there is only one request class. All requests are

handled in first-come, first-served mode.

6. Inter-arrival times between requests are exponentially distributed and independent.

7. All requests are of the EST type.

8. Service durations in reservation systems are discrete, since durations are specified as integral

multiples of the service timeslot in reservation requests. In this simplified model, service

durations are assumed to be geometrically distributed, and the service timeslot is assumed to

be infinitesimally small. The latter assumption is made so that the service duration distribu-

tion is approximately exponential, which allows for the use of the M/M/m/∞ queueing model

solution.
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As shown in Table 2.2, the example categories of human servers (vacations forgiven) and govern-

ment facilities fall in this group. As customers only solicit service during open hours, the idle in-

tervals are ignored in this model, and service intervals are arranged back-to-back in one continuous

service timeline. The service time for these examples may not always be exponentially distributed,

but we make this simplifying assumption here for analytical tractability so as to be able to answer

the question of when a reservation system is required and when a queueing system is sufficient.

The solution to the simplified GRSM is the same as that of the M/M/m/∞ queueing model. The

reservation window is equivalent to the buffer in the queueing system.

The analytical solution for the M/M/m/∞ queueing model is well known [19]. The mean waiting

time, E[W ], can be expressed in closed form as a function of customer arrival rate, λ, service

completion rate, µ, and the number of servers m. Of interest, is the factor

β = E[W ]/E[S]

where the mean service time, E[S] = 1/µ. Per-server utilization, U , is given by

U = ρ/m

where the offered load, ρ = λ/µ.

Fig. 2.2 plots per-server utilization, U , against the number of servers, m, for fixed values of β.

These plots allow a resource owner to determine a suitable operating point. The owner of any set

of resources for which there is a customer base typically has a target revenue level and a target cost

level. The revenue level determines the desired offered load, ρ, and the target cost level determines

the number of servers (resources), m, that the owner can deploy for simultaneous operation.

Consider a system in which the owner determines from a target revenue and cost consideration

to operate with ρ value of 1.635 and with m, the number of servers, set to 2. This corresponds to

the point X = 2;Y = 0.8175 on the lower plot of Fig. 2.2. The ratio of mean waiting time to mean

service time, β, is 2 at this point of operation. This means a customer has to, on average, wait two

times as long as the average time it takes for a server to serve one customer. Compare this point of
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Figure 2.2: M/M/m/∞ queueing system; β is ratio of mean waiting time to mean service time

operation with the point of operation at the same value of m, i.e., 2 servers, but for a β of 6. On the

upper plot of Fig. 2.2, corresponding to β = 6, the utilization per server is 0.925 in contrast to the

0.8175 for β = 2, for m = 2.

As examples of these two operating points, consider the human servers category, with physi-

cians and bank tellers, from Section 2.4. Given the relatively higher salaries of physicians when

compared to bank tellers, it is more likely that a physicians’ office operates with a per-server

(physician) utilization of 92.5%, while a bank teller operates at 81.75%. To operate at this higher

utilization level, the owner of the physicians’ office should have engineered the load ρ to be

0.925×2 = 1.85, while the load to the bank tellers is 0.8175×2 = 1.635.

Now consider the implication of the higher β for the physicians. A higher β implies a higher

mean waiting time for customers. If for example, the mean service time at the physicians’ office is

30 minutes, it means the mean waiting time will be 3 hours when β = 6. It is the combination of

the

1. desired β, which is determined by the target (desired) offered load, ρ (a measure of revenues),
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and target number of servers, m (a measure of costs), and

2. mean service time

that together determine the mean waiting time for customers. The next question is “are customers

willing to wait in a queue for this length of time on average” or is the expected waiting time long

enough to warrant a reservation system so that customers can carry out other activities between

their times of request and allocated start times rather than wait in a queue. This is the key advantage

provided by reservation systems relative to queueing systems as noted in Section 2.1. The disad-

vantages of reservation systems, i.e., the requirement for users to specify service durations, and the

cost of running a scheduler and handling no-shows have to be borne if (i) the target β is high (which

stems from a desired high per-server utilization), and (ii) mean service time is large. This explains

why physicians have reservation systems while bank tellers do not.

In summary, with EST-type requests, the answer to the question of when to implement a reser-

vation system is as follows. If the mean waiting time for customers is large at the optimal point of

operation (which is determined by a consideration of revenues and costs), then a reservation system

should be deployed so that customers can carry out other activities between their time of service

request and start of service instead of waiting in a queue.

2.5.1.1 Effect of competition

The β value is often dictated by competition as customers will perceive differences in average wait

times. It is easier for an owner to adjust the number of servers, m, than to alter offered load ρ through

marketing and other indirect means. For a given ρ, say 0.9, the owner can choose to operate with

just one server m = 1 but the corresponding β is 10. If a competitor operates with 2 servers to

handle this same load of 0.9, the β value falls significantly to just 0.1. The competitor’s customers

will experience far smaller waiting times forcing the first owner to add a server.
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2.5.1.2 Server pooling

If it is possible to pool servers together and direct a correspondingly larger load to this server pool,

then efficiencies can be realized. For example, instead of operating with 2 servers at β = 6 (with

a per-server utilization of 0.925), if the owner can pool together servers and operate a system with

5 servers, then a nearly equal per-server utilization of 0.919 can be achieved with a β of just 2, as

seen in Fig. 2.2, or higher per-server utilization of 0.97 can be achieved while maintaining a β of 6.

This is the economies of scale advantage.

2.5.2 USST Requests with Single Options

A system in which all requests contain a single option can be modeled as an M/G/m/m queueing

system. Each timeslot is modeled with a single M/G/m/m queue, the solution for which is Erlang-

B. The same simplifying assumptions as in Section 2.5.1 are made with the following changes in

certain assumptions:

1. Assumption 3: Instead of the infinite reservation window, here the reservation window is

assumed to be finite, with V service timeslots.

2. Assumption 7: All requests are of USST type, not of EST type.

3. Assumption 8: Typically, for single-option USST systems, the requests are for a single times-

lot.

As discussed in Section 2.5.1, the offered load is a measure of expected revenues and the number

of servers, m, is an estimate of costs. Fig. 2.3 shows that the lower the desired blocking probability,

the lower the utilization for fixed values of m and offered load (ρ). Per the Erlang-B formula, only

2 of the 4 variables, offered load, number of servers, blocking probability, and utilization, can be

chosen independently. For example, if m = 30, and the desired call blocking probability is 5%, the

only feasible per-server offered load ρ/m is approximately .83, and correspondingly, the utilization

is approximately 78.5%.

Of the example reservation systems listed in Table 2.2 that fit this model, the communications

bandwidth and the equipment/physical space categories are used to answer the question of how
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Figure 2.3: Solution to requests with a single option.

to choose between reservation and queueing systems. Research and education network (REN)

providers as well as commercial network providers have begun offering scheduled dynamic circuit

service (SDCS). In SDCS, a customer contracts for an access link to the circuit-switched network,

and then requests circuit service of a specific rate and duration only when required. In this respect,

SDCS is similar to plain old telephone service (POTS), where a monthly fee is charged for access to

the telephone network and circuits are requested as an additionally charged action. However, SDCS

is operated with a reservation scheduler, while POTS is a bufferless queueing system. There is no

reservation scheduler in POTS, and users are not required to specify call durations when making

their call requests. The reason we describe POTS as a “bufferless” queueing system is as follows.

POTS is implemented as strictly a call blocking system because it needs bandwidth on multiple

links of end-to-end paths, and holding resources at upstream switches while waiting for bandwidth

at downstream switches will make the system under-utilized. Therefore, there are no buffers to hold

calls, and calls are simply rejected if bandwidth is not available on any single link of the end-to-end

path. This makes POTS a bufferless queueing system. As an aside, another example of a bufferless

queueing system is street parking for the night in residential neighborhoods.

Consider the question of why SDCS designers felt the need for a reservation scheduler when

POTS has been in operation without such a scheduler. The reason is because given the low band-

width required per POTS call (i.e., 64 kbps), the number of channels into which a link is divided
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can be large. For example, a T3 line can carry 672 individual voice channels. When the number of

channels (“servers” in Fig. 2.3) is large, the system can be operated at a low call blocking probabil-

ity without sacrificing utilization. In contrast, with SDCS, requests are expected to be a significant

portion of link capacity, e.g., a 1 Gbps virtual circuit on a 10 Gbps Ethernet link, making the num-

ber of channels only 10. With this number of servers, high utilization cannot be achieved without

high call blocking probability as shown in Fig. 2.3. High utilization is necessary for profitability. If

users are only allowed a single option in their start time specifications, the call blocking probability

will be just as high as with POTS. However, the cost of rejecting a call starting at a future time

instant (which is feasible with a reservation scheduler) is smaller than in a system like POTS that

does not have a scheduler to accept future start time requests. Furthermore, as Section 2.7 shows,

call blocking probability falls significantly with multiple start time options.

As a second example, consider the equipment/physical space category, and specifically car

rentals/hotel rooms. Users often request these facilities for a specific day/night to match their out-

of-town visits, making this category fit the USST single option case. A user’s desire for guaranteed

service is the dominant characteristic. If these systems are operated in a queueing mode, the cus-

tomer would be severely inconvenienced if stranded without a rental car after having arrived at their

destination. They would be disappointed with that provider, damaging the provider’s reputation and

affecting future demand for that provider’s service. The cost to the provider to reduce blocking to

very low levels would be high (both in terms of buying enough cars and maintaining a large fleet).

With a larger fleet, the utilization would be lower, decreasing the provider’s return on investment.

Conversely, by operating with a reservation system, the inconvenience experienced by a customer

being blocked is relatively minor, as they presumably can reserve a rental car with another company

in a matter of minutes with online reservations. Therefore, the provider does not need to operate at

a low blocking probability, and hence can limit the size of the fleet to enable a higher utilization and

return on investment. This explains the use of reservation systems instead of the simpler queueing

system for this category of examples.
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2.6 Solving with Discrete Time Markov Chain (DTMC) models

The second of the three solution methods to solve the reservation and queueing system models

is using Discrete Time Markov Chain (DTMC) models. In each of the two following sections, a

specific set of assumptions are applied to the GRSM to model example systems from Table 2.2.

2.6.1 Synchronized Server Model

Here we consider a synchronized server model, such as an airline flight, where a seat is considered

a server and the servers must begin and end service simultaneously. If the system is considered at

the instant before service begins, the system can be modeled as a DTMC (e.g., just before a flight

departs). The system state is simply (n), the number of customers in the queue at the instant just

before the start of a service interval.

The GRSM reduces to this synchronized server model under a certain set of assumptions, which

differ from those of Section 2.5.1 only as follows:

1. Assumption 1: There are idle intervals in the service timeline, but none in the reservation

timeline.

2. Assumption 2: One reservation period consists of a single reservation interval (p = 1).

3. Assumption 3: The reservation window consists of Z/m service periods, where m is the

number of servers. Each service period has one service interval and one idle interval. The

service interval plus idle interval is τ.

4. Assumption 8: Service intervals consist of a single timeslot of a short duration.

The system state space S is defined as

S , {s = n : 0 ≤ n ≤ Z},

i.e., a newly arriving customer who finds Z customers already assigned for service in all available

timeslots will be blocked.
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The transition probability in the DTMC from state n to state n′, denoted by pn,n′ , is

pn,n′ =

 P(n′) if n ≤ m,

P(n′− (n−m)) if n > m,
(2.1)

where P(a) is defined as

P(a) =

 PA(a) if a < Z,

1−FA(Z −1) if a ≥ Z,
(2.2)

where PA(a) and FA(a) are the Probability Mass Function (PMF) and Cumulative Distribution Func-

tion (CDF), respectively, of A, a Poisson random variable with parameter λτ, representing the num-

ber of customer arrivals within the interval between the beginnings of two consecutive timeslots.

2.6.1.1 Performance metrics

To characterize the performance of queueing systems with vacations, we use the following three

metrics: PB, the blocking probability, which is defined as the ratio of customers blocked to the

total number of customer arrivals in a long observation interval [20], W , the mean waiting time for

admitted customers, and U , the long-run utilization of the system. To calculate these three metrics,

we first calculate the steady-state probabilities, denoted by vector π, of this DTMC based on the

transition matrix given in Eq. (2.1) using well-known techniques [20].

2.6.1.1.1 Blocking probability In any time interval between the beginnings of two consecutive

service timeslots, τ, the average number of customer arrivals is λτ. The number of customers

blocked in this interval depends upon the state of the system at the start of the interval. We therefore

use a vector (b , bn,n ∈ S), where each element bn denotes the blocked-request ratio in this interval

if the system is in state n at the start of the interval. We define the accepted-request ratio as Qn. We

can compute bn as follows:

bn = 1−Qn

= 1−
∑dn

j=0 jPA( j)+dn(1−FA(dn))

λτ
,

(2.3)
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where PA(i) and FA(i) are the PMF and CDF of the previously defined random variable A, respec-

tively, and dn is the number of empty spaces in the queue in that interval, which can be calculated

as

dn =

 Z if n ≤ m,

Z − (n−m) if n > m.
(2.4)

The long-run blocking probability, PB, can then be computed as

PB = πbT , (2.5)

where the components of the vector b are the blocked-request ratios computed in Eq. (2.3).

2.6.1.1.2 Mean waiting time The waiting time of a customer consists of a fractional part, which

is the delay within the arrival interval, and an integral part, which is a multiple of τ before the actual

service is provided. Consider the interval between the beginnings of two arbitrary consecutive

service timeslots τ =(t, t +∆t]. Let wn be the average waiting time conditioned on the embedded

DTMC being in state n at time t. The average is calculated over the customers admitted during the

interval of interest. Denote rn and zn as averages of the fractional parts and integral parts of waiting

times, respectively. We have wn = rn + zn. Using the same derivation as the one used in [21], we

can compute rn and zn as follows.

rn = τ
(

1− 1
2

FA(dn)−
dn +1

2λ
(1−FA(dn +1))

)
, (2.6)

zn =
1
an

(
dn−1

∑
j=1

PA( j)v(n, j)+(1−FA(dn −1))v(n,dn)

)
, (2.7)

where dn is given in Eq. (2.4), PA(i) and FA(i) are the PMF and CDF of the previously defined

random variable A, respectively, an is the conditional expected number of customers admitted in the

interval, which can be computed as

an = Σdn−1
j=1 jPA( j)+dn(1−FA(dn −1)), (2.8)
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and v(n, j) is the sum of the integral parts of waiting times conditioned on the DTMC being in state

n with j customers admitted in the interval, which can be computed as

v(n, j) = Σ j
l=1⌊

l +max((n−m),0)
m

⌋)τ). (2.9)

The long-run mean waiting time W is

W =
Σn∈Sπnanwn

Σn∈Sπnan
. (2.10)

2.6.1.1.3 Utilization System utilization in a time interval (t, t + τ] depends upon the number of

customers waiting to be served at time t. We define the vector (u , un,n ∈ S), where each element

un is the utilization if the system is in state n in any interval. Therefore un can be calculated as

un =


n
m if n < m,

1 if n ≥ m.
(2.11)

The long-run utilization can then be calculated by

U = πuT . (2.12)

2.6.1.2 Numerical results

The impact of varying the inter-service time τ is illustrated in Fig. 2.4. As τ increases, there are

more customer arrivals relative to the servers, which causes an increase in all performance metrics.

The increase is also more pronounced as τ increases, as evidenced by the clearly higher slope of the

utilization and mean waiting time curves.

Consider the transportation category from Table 2.2. Increasing the number of seats on an

airplane from m = 90,τ = 100 to a larger m = 100 with the same τ = 100 causes a decrease in

blocking probability but also a decrease in utilization. Holding the number of seats constant at m =

90 while increasing the τ from 100 to 110 increases the blocking probability while simultaneously
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Figure 2.4: The comparison of queueing systems with different lengths of time between service
intervals τ.
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increasing utilization. Now consider the blocking probability and mean waiting time curves. Of

the cases considered, the system with m = 90 and τ = 110 has the highest blocking probability and

at the same time, the highest mean waiting time. While blocking probability can be dropped by

increasing m or decreasing τ, the latter is the better option from a consideration of mean waiting

time, though both these options lower utilization.

Both utilization and mean waiting time are factors considered in the choice of operating as a

reservation system rather a queueing system. For profitability, it is necessary to operate at high

utilization. Systems with higher operating costs must aggregate customer arrivals over a longer τ

or decrease the number of seats m in order to achieve the high utilization necessary for profitability.

The costs per flight, such as the pilot, crew, airport fees, fuel, etc., are such that operating a larger

flight is more cost effective than multiple smaller flights. Therefore, to achieve a higher utilization,

a longer τ is required. Buses, conversely, are less expensive to purchase and operate (e.g., lower fuel

costs, no airport fees, lower paid operators, no flight attendants, etc.). To achieve profitability, buses

can operate at lower utilization, and therefore can have a lower τ. With a lower τ, mean waiting time

is lower, making it acceptable to have customers wait for service as would be needed in a queueing

system rather than deal with the cost and complexity of instituting a reservation system. But if the τ

required to operate a large aircraft (with large m) at high utilization is high, then to save customers

from having to wait in a queue (as described in Section 2.5.1), a reservation scheduler is required

as with airlines.

2.6.2 Server Vacations Model

In most of the example systems listed in Section 2.4, there are idle intervals in the service timeline.

To account for the idle periods as part of the waiting time, the simplifying assumptions made in Sec-

tion 2.5.1, which allowed for the use of the M/M/m/∞ queueing model solution, must be changed.

Therefore, a different set of assumptions are considered here, which allows for solving the model

with a DTMC.

1. There are no idle intervals in the reservation timeline, but there are idle intervals in the service

timeline.
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2. One reservation period (which is also one reservation interval) is equal to one service timeslot.

3. A service period has a single service interval followed by a single idle interval. There are Ns

service timeslots, each of duration τ, in the single service interval, and the idle interval is Nvτ

in length. The reservation window consists of V/(Ns +Nv) service periods.

4. There is only a single server group, which consists of m servers.

5. All requests are for a single server, and there is only one request class. All requests are

handled in first-come, first-served mode.

6. Inter-arrival times between requests are exponentially distributed and independent.

7. All requests are of the EST type.

8. All requests specify a service duration of one service timeslot.

The solution to this model is similar to the synchronized server solution above, so for brevity

we will only point out the differences. The system state is now represented by a 2-tuple (i,n), where

i identifies which timeslot the system is about to enter, and n represents the number of customers in

the system waiting to be served.

The system state space S is defined as

S , {s = (i,n) : 1 ≤ i ≤ Ns & 0 ≤ n ≤ Z},

where Ns is the number of service timeslots per service interval, and Z is V mNs/(Ns +Nv).

The transition probability in the DTMC from state (i,n) to state ( j,q), denoted by p(i,n),( j,q), is

p(i,n),( j,q) =



P(q) if j = 1+ i%Ns

& n ≤ m,

P(q− (n−m)) if j = 1+ i%Ns

& n > m,

0 otherwise,

(2.13)
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where P(a) is defined as

P(a) =

 PA(a) if a < Z,

1−FA(Z −1) if a ≥ Z,
(2.14)

where PA(a) and FA(a) are the Probability Mass Function (PMF) and Cumulative Distribution Func-

tion (CDF), respectively, of A, a Poisson random variable with parameter λ∆t, representing the

number of customer arrivals within the interval between the beginnings of two consecutive times-

lots. The length of ∆t depends on whether there is a vacation interval between the two service

timeslots, i.e.,

∆t =

 τ if i < Ns,

(Nv +1)τ if i = Ns.
(2.15)

2.6.2.1 Performance metrics

The performance is characterized using the same three metrics: the blocking probability PB, mean

waiting time W , and long-run utilization U .

2.6.2.1.1 Blocking probability The blocking probability is determined in the same way, with

the only notational difference being to accommodate the different state definition. We now use

a vector (b , b(i,n),(i,n) ∈ S), where each element b(i,n) denotes the blocked-request ratio in this

interval if the system is in state (i,n) at the start of the interval. We define the accepted-request ratio

as Q(i,n) and compute b(i,n) as follows:

b(i,n) = 1−Q(i,n)

= 1−
∑

d(i,n)
j=0 jPA( j)+d(i,n)(1−FA(d(i,n)))

λ∆t
,

(2.16)

where PA(i) and FA(i) are the PMF and CDF of the previously defined random variable A, respec-

tively, and d(i,n) is the number of empty spaces in the queue in that interval, which can be calculated

as
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d(i,n) =

 Z if n ≤ m,

Z − (n−m) if n > m.
(2.17)

The long-run blocking probability, PB, can then be computed as

PB = πbT , (2.18)

where the components of the vector b are the blocked-request ratios computed in Eq. (2.16).

2.6.2.1.2 Mean waiting time The waiting time of a customer consists of a fractional part, which

is the delay within the arrival interval, and an integral part, which is the number of service and

vacation timeslots before the actual service is provided. Until the computation of the integral part,

however, the only difference is state notation.

Denote r(i,n) and z(i,n) as averages of the fractional parts and integral parts of waiting times,

respectively. We have w(i,n) = r(i,n)+z(i,n). The computation is the same as above, except where the

integral parts are computed.

r(i,n) =
(

1− 1
2

FA(d(i,n))−
d(i,n)+1

2λ
(1−FA(d(i,n)+1))

)
∆t, (2.19)

zn =
1
an

(
dn−1

∑
j=1

PA( j)v(n, j)+(1−FA(dn −1))v(n,dn)

)
, (2.20)

where ∆t is given in Eq. (2.15), d(i,n) is given in Eq. (2.17), PA(i) and FA(i) are the PMF and

CDF of the previously defined random variable A, respectively, a(i,n) is the conditional expected

number of customers admitted in the interval, which can be computed as

a(i,n) = Σd(i,n)−1
j=1 jPA( j)+d(i,n)(1−FA(d(i,n)−1)), (2.21)

and v(i,n, j) is the sum of the integral parts of waiting times conditioned on the DTMC being in
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state (i,n) at time t for j customers admitted in the interval, which can be computed as

v(i,n, j) = Σ j
l=1((s(l,n)+ ⌊s(l,n)+ i

Ns
⌋Nv)τ) (2.22)

where s(l,n) is the number of service timeslots the jth customer needs to wait before being served,

and can be calculated as

s(l,n) = ⌊ l +max((n−m),0)
m

⌋ (2.23)

The long-run mean waiting time W is

W =
Σ(i,n)∈Sπ(i,n)a(i,n)w(i,n)

Σ(i,n)∈Sπ(i,n)a(i,n)
. (2.24)

2.6.2.1.3 Utilization The system utilization likewise differs to include the state notation, but

also has a substantive difference due to the consideration of the period of time the servers are

active. We define the vector (u , u(i,n),(i,n) ∈ S), where each element u(i,n) is the utilization if the

system is in state (i,n). Therefore u(i,n) can be calculated as

u(i,n) =


n
m if n < m,

1 if n ≥ m.
(2.25)

The long-run utilization while the servers are active U can then be calculated by

U = πuT . (2.26)

Additionally, we define a scaled long-run link utilization that is the long-run utilization scaled by

the portion of time the servers are active as

U ′ =
Ns

Ns +Nv
πuT . (2.27)
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2.6.2.2 Numerical results

Consider the human services (vacations included) category from Table 2.2. In physicians’ offices,

the minimum service duration, which is set to be the service timeslot, is typically 15 minutes.

Physicians work continuously for several service timeslots and then take a “vacation” to handle

paperwork and other non-billable functions within a business day. Assume that the customer arrival

rate, λ = 6. The blocking probability, scaled utilization, and mean waiting time of four combina-

tions of doctors serving patients verses taking vacations are plotted in Fig. 2.5. The x-axis is the

number of servers and one can see an appreciable decrease in scaled utilization can be seen only

when increasing beyond 6 servers operating fully, after which the blocking probability and mean

waiting time are relatively negligible. One interesting characteristic is the increasing difference

(most noticeable for m = 2) in mean waiting time from Ns = 8,Nv = 0 to Ns = 6,Nv = 2 and so on.

The increasing difference comes from the correspondingly increased vacation, whereby a customer

in the fully serving case might be scheduled for the 5th timeslot, but for the Ns = 2,Nv = 6 case, the

5th effective service timeslot might actually be 2+6+2+6+1 = 17 timeslots away. The results

identify the impact of increasing or decreasing the number of doctors and the amount of service

time and vacation time. For example, a 4 doctor practice going from 4 hours of seeing patients in

an eight hour workday to 6 hours would result in a 6% decrease in blocking probability and an

approximately one-third reduction in mean waiting time.

The above includes the assumptions that the demand for physicians service is high, and becom-

ing a physician is difficult and expensive. Thus, a high overall utilization is experienced (due to

high demand and low supply), and the above discussion focuses on the adjustable vacation vari-

able, resulting in the scaled utilization. Comparing the physician’s office to the queueing example

in the human services category, bank tellers, a crucial distinction must be made. When the demand

for bank services is high (certain portions of the day, such as around midday corresponding to

lunch breaks), banks can have more bank tellers working to handle higher demand, but with some

tellers working part-time. The low cost and relative ease of hiring a part-time teller means the bank

can anticipate for and adjust the number of tellers to accommodate temporal increases in demand,

preventing too much waiting time, and therefore operates as queueing system.
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Figure 2.5: The comparison of queueing systems with different vacation settings.
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2.7 Multiple Options Simulation

For systems that are USST with many options specified, there are several complications that make

it difficult to solve with a DTMC. In several of the example reservation systems listed in Table 2.2,

such as an airlines, the customer is shown the available resources (or a subset thereof) as part of the

scheduling action; therefore, options are not independent of the state of the system. Furthermore,

since requests can arrive at any point and each request may take resources that affect subsequent

requests and thereby affect the destination state, the order in which requests are received is a critical

characteristic. Hence, simulations are used to model USST systems with multiple options.

A relevant solution to such multiple option systems was published in [22]. It showed that for

even a small number of alternatives, e.g., 3, the system performed almost as well as one in which

the customer is ready to accept any available option, and, better than when only a single option is

provided. For example, an SDCS system in which the customer is ready to accept any available

option achieves 95% utilization with a call-blocking probability of only 1%, while with POTS, call

blocking probability is 23% even when utilization is only 80%. A USST reservation system in

which users specified only 1 start time option performed similar to the latter, while with 3 options,

the system performed close to the former case.

2.8 Conclusions

The general reservation system model (GRSM) developed in this work can serve as a way to uni-

formly express the key set of characteristics common to all reservation systems. Several examples

of reservation systems and queueing systems were used to illustrate the variations on those charac-

teristics, such as whether a customer wants the first available timeslot or wants to specify a timeslot.

This work answers the important question of when to use a reservation system instead of a queueing

system, as determined by a consideration of revenues (considering load), costs (including servers),

and competition. When choosing between a buffered queueing system with an Earliest Start Time

(EST) reservation system, if the operational point of the system for profitability is such that the

waiting time for customers is large, then a reservation system should be used. When comparing
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bufferless queueing systems with User Specified Start Time (USST) reservation systems, if the op-

erational point of the system for profitability is such that the blocking probability is high, then a

reservation system should be selected. Finally, we provided five distinct solutions for simplified

models drawn from the GRSM under more certain sets of assumptions into which the example sys-

tems could be divided, showing the influence of such factors as reservation window size and server

vacations.



Chapter 3

Fairness in Multi-Class Book-Ahead Scheduling

3.1 Introduction

It has become clear that widespread collaboration in the scientific community, which can increas-

ingly be characterized by geographically distributed and large-scale projects, requires predictable

network service [1]. Predictable network service needed by applications such as large file trans-

fers, remote visualization, and remote instrumentation is typically supported in circuit-switched

and virtual-circuit (VC) networks [23]. Significant work in the CHEETAH project [24] focused on

various problems related to using circuit-switched networks for file transfers (e.g., [9,21,22,25,26]).

In this work, the focus is on an advance-reservation scheduler.

An important consideration for a scheduling system with multiple classes is fairness. The ob-

jective of the scheduling algorithm is to minimize mean response time while meeting a tunable

fairness constraint in terms of the blocked-call ratio and response-time ratio for each class, and also

maximizing the number of allocated channels across all time intervals.

The contributions of this work are three-fold:

• a novel three-step optimization-based solution to a multi-class, fairness-considering bin pack-

ing problem

• the extension of our BA-First algorithm [21] into a multi-class algorithm, and the formulation

of the discrete-time Markov chain (DTMC) model

39
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• a solution to this model of the multi-class BA-First algorithm with sensitivity analysis.

3.1.1 Problem definition

In connection-oriented networks, bandwidth can be shared using an advance-reservation scheduler.

The current state-of-the-art in bandwidth scheduling lacks analytical models for multiple classes

of calls. In this work, a multi-class advance-reservation scheduling system is developed for use in

circuit/VC networks. The scheduling algorithm developed in this work applies to any bin packing

problem or advance-reservation scenario where a flexible class boundary is allowed. The schedul-

ing system is modeled with a Markov chain. Further, simulations are used to compare different

scheduling algorithms that are designed to achieve fairness among classes in terms of call-blocking

probability and response time.

This work extends our BA-First algorithm to accommodate multiple classes. BA-First is a

single-class algorithm in that it discretizes the capacity C of a link into m equal channels with ca-

pacity C/m, and assumes that each request is for one channel and one unit of time τ, referred to

as a timeslot. The system maintains a reservation window of size K, which tracks the number of

channels reserved for calls in each time interval, for K future time intervals. The reservation capac-

ity of the system is mK timeslots. BA-First fulfills a request with the earliest available timeslot, or

rejects the request if a channel is unavailable in the whole K-timeslot advance-reservation window.

As not all sessions require identical bandwidth, the original BA-First algorithm needs to be modi-

fied to handle multiple types of requests. For example, a remote visualization session may require

300 Mbps to display large amounts of data while a distance-learning session may only require 100

Mbps. Hence we design an advance-reservation scheme to support multiple classes.

3.1.2 Related work

There has been a significant amount of theoretical work on advance-reservation scheduling

schemes, [22, 27–77], as well as [21] which this work extends. Our problem definition is unique

in that we are concerned with minimizing mean response time while considering fairness experi-

enced by calls of each class in terms of call-blocking probability and waiting time in a multi-class,
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centralized scheduler. In most work, either one fairness metric or the other is considered. For

example, in routing and wavelength assignment (RWA) work, the fairness metric is primarily call-

blocking probability. In multiprocessor/job scheduling, the primary metric is typically the total time

to complete a set of jobs (the “makespan”), and, sometimes, the waiting time experienced by jobs.

However, since increasing the probability of blocking lowers the waiting time and makespan, and

vice versa, this work pursues a book-ahead scheduler that considers both the blocking probability

and waiting time, in addition to the objective of minimizing the mean response time.

3.2 System Model

Figure 3.1: An illustration of the BA-First scheduler for multiple classes.

Link capacity C is discretized into m channels with equal bandwidth C/m. To accommodate

multiple classes of calls, cx denotes the number of channels requested by a class-x call. To gain a

basic understanding of the impact of multiple classes, we limit our model to a 2-class system (i.e.,

x = {1,2}). The call-arrival process for each class-x is assumed to be Poisson with rate λx, and



Chapter 3. Fairness in Multi-Class Book-Ahead Scheduling 42

we define β = λ2
λ1

. We define r = c2
c1

, normalizing c1 to equal one channel, and c2 = r. Time is

discretized into equal-length intervals of duration τ, as shown in Fig. 3.1. Each time interval can

be thought of as a “bin,” such that there are K bins in the reservation window, each with capacity

m. Though requests can arrive at any instant, service for calls begins and ends only at interval

boundaries. This approximation is made for analytical tractability.

At each time interval boundary, the scheduling algorithms schedules calls that have arrived

during the just-past interval. It is responsible for achieving fairness between the two classes in

terms of call-blocking probability and mean waiting time. To accomplish this, an optimization

function determines how the newly arrived calls should be scheduled. Calls that arrived in the

interval but could not be accommodated are blocked. In Fig. 3.1, this scheduling algorithm is

denoted as occurring between the top set of bins and the bottom set of bins, where the vertical

arrows between the top and bottom show how assigned calls “move up” one bin. In the top set, the

white space at the top of bin i is an example of the case when there are unallocated channels in a

preceding bin, but a subsequent bin has allocated channels to only class-2 calls, shown in the bin

i+1. Newly arrived calls are scheduled and any new class-1 calls would fill in that gap in bin i at

the top, which becomes a full bin i−1 in the bottom set.

As discussed in Section , a reservation system is required when the number of channels into

which a link is divided is relatively small, i.e., around 10. In such systems, the reservation window

does not need to be very large to achieve low blocking probability [22]. Therefore, the systems

for which this reservation scheduler would be applicable are small, and the optimization can be

performed with an exhaustive search.

3.2.1 Non-homogeneous Continuous-Time Markov Chain model

The system state is described by a 2+ 2 ·K-element vector, (n11,n12,n21,n22, . . . ,nK1,nK2,a1,a2),

where nix is the number of assigned channels, i being the index for the bin, and x being the index for

the class. The elements a1 and a2 are the numbers of newly arrived and as yet unassigned class-1

and class-2 calls.

The state space S is defined as
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S ,


n = (n11,n12,n21,n22, . . . ,nK1,nK2,a1,a2) :

∀ j,1 ≤ j ≤ K,n j1 +n j2r ≤ m and a1,a2 ∈Z+

and 1 ≤ j ≤ K,n j2 mod r = 0

 ,

where Z+ is the set of all non-negative integers.

Given the difference in how the system transitions states within an interval and how it transi-

tions states at interval boundaries, the system can be modeled as a non-homogeneous continuous-

time Markov chain (CTMC). However, it contains an embedded time-homogeneous discrete-time

Markov chain (DTMC) if only the time interval boundaries are considered.

3.2.2 Discrete-time Markov Chain model

The discrete time instants in the DTMC are the instants just before the scheduling mechanism is

executed.

The transition probability from an origin state n to a destination state n′, denoted p
(n,n′), is

p
(n,n′) =

 PA1(a
′
1) ·PA2(a

′
2) if n′jx = n( j+1)x +q jx, where x = 1,2 & 1 ≤ j ≤ K & n(K+1)x = 0,

0 otherwise,
(3.1)

where PAx(a) is the Probability Mass Function (PMF) of Ax, a Poisson random variable with

parameter λxτ, representing the number of class-x call arrivals within a time interval, and q jx are

elements of qn, as determined by the scheduling algorithm. The scheduling algorithm takes the

origin state n and outputs a vector qn , (q11,q12,q21,q22, . . . ,qK1,qK2), n∈ S, where qix is the

number of additional channels reserved in bin i for a class-x call. The qn values are determined by

the scheduling algorithm in the next section.

3.3 Scheduling Algorithm

The scheduling algorithm can be described as a bin packing problem in which there are a series of

bins, each of which may be fully or partially filled, and the algorithm must place new items (the



Chapter 3. Fairness in Multi-Class Book-Ahead Scheduling 44

calls) into the bins in a way that considers both the number of the bin (lower numbered bins equating

to lower mean response time) and the relative number of items that are accepted into the bins (versus

rejected) to ensure a fair allocation of resources between the two classes. The state space and the

various system parameters are input parameters to this bin packing optimization, which is solved

independently for each state in the state space. The optimization function, OPT (n), determines the

division of free space in all bins to the arrived but unscheduled calls with the objective of minimizing

the mean response time while meeting a tunable fairness constraint in terms of the blocked-call ratio

and waiting time for each class, and maximizing the number of allocated channels across all bins.

The optimization determines the allocation vector qn based on the origin state, n =

(n11, . . . ,nK2,a1,a2). For simplicity, n is omitted from the notation, i.e. qn is denoted as q with

n being implicit. This omission applies to the following variables and output metrics as well, all of

which are state-dependent:

• q⋆n as q⋆, the most fair allocation vector

• Rn as R, the mean response time for admitted calls

• bn,x as bx, the blocked-call ratio for each class

• fn,b as fb, the blocked-call ratio fairness metric

• wn,x as wx, the total response time for each class (the time between call arrival and the time

interval boundary when the call is scheduled is ignored)

• fn,w as fw, the response-time ratio fairness metric

• f ⋆n,b as f ⋆b , the specific value of the blocked-call ratio fairness metric given by q⋆

• f ⋆n,w as f ⋆w, the specific value of the response-time ratio fairness metric given by q⋆

• V n as V , the set of candidate q vectors

• Ln as L, the maximum number of channels that can be scheduled.

The omission does not apply to the system variables, which are state-independent:
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• C, the link capacity

• m, the number of channels with equal bandwidth C
m

• cx, the number of channels requested by a class-x call

• r, with r = c2
c1

(class-1 call bandwidth is defined as a single channel)

• K, the reservation window.

Further, there are additional system variables used only in the optimization, which are also state-

independent:

• ε, a fairness-relaxation variable to tradeoff fairness and mean response time for admitted calls

• ω, the weight used to dictate the value of each fairness metric (e.g., ω = 0.5 would value the

blocked-call and response-time ratio fairness metrics equally).

The overall optimization problem for a given origin state, OPT (n), is divided into three op-

timization subproblems. Each optimization subproblem acts as a constraint, narrowing down the

possible allocations such that the final allocation is optimal, based on the system variables.

• Subproblem 1 finds the allocation vectors that maximize the number of allocated channels

across all bins.

• Subproblem 2 finds the most fair allocation vector from among those found in subproblem 1.

• Subproblem 3 finds the allocation vector with the minimum mean response time that achieves

fairness within a range specified by ε of the fairness of the most fair allocation, as determined

in subproblem 2.

In the first subproblem, the optimization finds the maximum number of channels that can be

allocated given the bin occupancy of state n. The purpose of this step is to minimize blocked-call

ratios in a way that does not give preference to class-1 calls. That is, if we simply tried to minimize

the number of blocked calls, we would schedule as many class-1 calls as possible, and then schedule
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as many class-2 calls as could fit, treating class-2 unfairly. Instead, we find all possible ways to

schedule the arrived calls that would equally use the available capacity given the bin occupancy

of state n. The objective function of the first subproblem is to find L, the maximum amount of

channels that can be allocated given the bin occupancy of state n (limited by the number of arrived

but unscheduled calls in n), from which the vector set V is determined. The vectors in the candidate

vector set V are then evaluated in subproblems 2 and 3. Each of the vectors in V is a candidate

vector because it meets the criteria of maximizing the number of allocated channels, but must be

evaluated further for fairness concerns.

Given:

• The state n and the system variables listed above.

Output:

• The set of candidate vectors V defined as V ,
{

v jx,where x = 1,2 & 1 ≤ j ≤ K
}

Subproblem 1 objective function:

maxL ,
2

∑
x=1

K

∑
j=1

v jx (3.2)

subject to

n( j+1)x + v jx ≤ m, for all x = 1,2 & 1 ≤ j ≤ K & n(K+1)x = 0, (3.3)

K

∑
j=1

v jx ≤ ax · cx,where x = 1,2, (3.4)

v j2 mod r = 0,where 1 ≤ j ≤ K, (3.5)

v j1 = 0, if n jx + v( j−1)x < m,where x = 1,2, & 2 ≤ j ≤ K, (3.6)
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v j1 + v j2 = 0, if n jx + v( j−1)x ≤ m− r,where x = 1,2, & 2 ≤ j ≤ K. (3.7)

The candidate vector set V can be formed such that every vector v ∈V , ∑2
x=1 ∑K

j=1 v jx = L, and

for every vector not a member of the set V , v̄ /∈V , ∑2
x=1 ∑K

j=1 v̄ jx < L. Therefore, every vector in V

equally maximizes the number of channels allocated and ensures the system is work-conserving.

The constraint Eq. (3.3) ensures that the allocation does not cause m to be exceeded. The

constraint Eq. (3.4) limits the vector v to the capacity requested by the actual number of calls to be

scheduled. The constraint Eq. (3.5) ensures that the number of channels in each bin allocated to

class-2 calls is a multiple of r. Constraints Eq. (3.6) and Eq. (3.7) ensure that calls are scheduled

such that lower bins are filled before higher bins.

In the second subproblem, the objective function is to find the vector q⋆ ∈V that yields the most

fair allocation. For each state, there is (at least one) most fair allocation, q⋆, which results in best-

case fairness metrics f ⋆b and f ⋆w. These values are state-dependent. To avoid having to provide as

input absolute values for fairness metrics, which would be state-dependent, we solve this problem

by finding the state-dependent best-case values and then use the same fairness-relaxation metric ε

to allow for a mean response time/fairness tradeoff in subproblem 3.

Given:

• The set of candidate vectors V found in subproblem 1.

Outputs:

• The vector q⋆ that yields the most fair allocation.

• The best-case fairness metrics f ⋆b and f ⋆w.

Subproblem 2 objective function:

min(ω f ⋆b +(1−ω) f ⋆w) (3.8)

subject to
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q⋆ ∈V . (3.9)

For q⋆, the fairness metrics, f ⋆b and f ⋆w, are specific (best-case) values of the blocked-call ratio

fairness metric, fb, and the response-time ratio fairness metric, fw, respectively. The measure from

[78] is used to compute the fairness metrics. With this measure, the metrics experienced by calls

of each class are expressed with a value of 1 being the most fair and 0.5 being the least fair (since

there are two classes), while allowing an intuitive percentage-based fairness-relaxation variable to

be used.

The blocked-call ratio fairness metric, fb, is defined as

fb =



1, if a1 = 0 and a2 = 0,

1, if d1 = 1 and d2 = 1,

0, if d1 = 0 or d2 = 0,

(2−d1−d2)
2

2((1−d1)2+(1−d2)2)
, otherwise,

(3.10)

where dx is the accepted-call ratio for each class, defined as

dx ,
1

cx ·ax

K

∑
j=1

q jx,where x = 1,2. (3.11)

Likewise, the response-time ratio fairness metric, fw, is defined as

fw =


1, if a1 = 0 and a2 = 0,

0, if ∑K
j=1 q j1 = 0 or ∑K

j=1 q j2 = 0,

(w1+w2)
2

2(w2
1+w2

2)
, otherwise,

(3.12)

where wx is given by

wx ,
1
cx

K

∑
j=1

j ·q jx,where x = 1,2. (3.13)



Chapter 3. Fairness in Multi-Class Book-Ahead Scheduling 49

In the third optimization subproblem, the objective function is to choose the vector q ∈V that

minimizes the mean response time R for admitted calls, but will result in fairness metrics con-

strained by a relaxed-fairness range determined by the fairness-relaxation metric. Mean response

time is the average time until a call has been completed (the time between call arrival and the time

interval boundary when the call is scheduled is ignored), defined as

R , w1 +w2

∑K
j=1 q j1 +∑K

j=1
q j2
c2

. (3.14)

Given:

• The set of candidate vectors V found in subproblem 1.

• The fairness metrics f ⋆b and f ⋆w found in subproblem 2.

Outputs:

• The vector q that yields the minimum mean response time.

• The fairness metrics fb and fw, and minimum mean response time R.

Subproblem 3 objective function:

minR (3.15)

subject to

ω f ⋆b +(1−ω) f ⋆w ≥ ω fb +(1−ω) fw ≥ (ω f ⋆b +(1−ω) f ⋆w)− ε (3.16)

The constraint Eq. (3.16) allows for a tradeoff between relaxing fairness and minimizing the

mean response time by varying the fairness scaling factor, ε. For q⋆, the most fair allocation, the

mean response time would be R⋆. The scaling factor allows a less fair solution to be found that

would result in fairness metrics fb and fw within the range given in Eq. (3.16), for which there

might be an allocation that yields R < R⋆. By varying ε within the range 0 ≤ ε < ∞, a tradeoff

between fairness and mean response time can be explored. For ε → 0, the allocation will be more
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Figure 3.2: Optimization example; MRT: Mean Response Time.

fair at the possible expense of a longer mean response time, while for ε → ∞, the shortest mean

response time will be experienced but with decreasing concern for fairness.

In summary, the output of the overall optimization is the vector q , q11,q12, . . . ,qK1,qK2 de-

tailing the allocation of channels to new calls, the fairness metrics and mean response time of the

most fair allocation, f ⋆b , f ⋆w, and R⋆, and the fairness metrics and mean response time of the relaxed-

fairness optimization, fb, fw, and R.

For example, in Fig. 3.2, (a) through (j) denote vectors in set V , which are determined by

subproblem 1. The vector (j) denotes the vector which is found in subproblem 2 to be the most fair

allocation, with fairness f ⋆b and f ⋆w, and mean response time R⋆. Therefore, q⋆ ≡ ( j) in Fig. 3.2. In

subproblem 3, the relaxed-fairness constraint has a range given by Eq. (3.16), which allows vectors

(d) through (i) to be considered. Minimizing for R as per Eq. (3.15), the optimization determines

that the vector (f) has the minimum R. Therefore, q ≡ ( f ) in Fig. 3.2.

3.4 Model Solution

The scheduling algorithm determines how newly arrived calls are placed into bins. The metrics such

as bx and fw from above are solved for each state as described, and are now used in this section to

solve the overall model. The system performance metrics are defined as:

• R, the mean response time (MRT)
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• Bx, the call blocking probability for each class

• Fb, the call blocking fairness metric

• Wx, the waiting time for each class

• Fw, the response time fairness metric

• Ft , the overall fairness metric

• U , the long-run utilization of the system

In order to calculate the above metrics, the steady-state probabilities, denoted by the vector π,

of the DTMC must first be calculated. As a result of the optimization process, the other parameters

necessary to compute the system performance metrics are pre-determined. That is, at the moment of

the state transition, the waiting time of class-2 calls, for example, is explicitly known, since, based

on the state, the optimization will determine the sole possible transition. Since the states with no call

arrivals should not be factored into the metrics, simply multiplying the steady-state probabilities π

by the transpose of the state-dependent optimization-determined metrics is not sufficient. Instead,

an |S|-element vector ae is created such that its nth element is 1 only if at least one call of either

class arrived in state n, and 0 otherwise. Thus, the optimization-determined metrics are solved as

follows:

• R= πRT

πae

• Bx =
πbT

x
πae

• Fb =
π f T

b
πae

• Wx =
πwT

x
πae

• Fw = π f T
w

πae

• Ft =
π f T

t
πae
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The MRT R is used here to measure the elapsed time from the interval boundary at which

the call is scheduled to the interval boundary at which the call’s service is completed. Recall that

requests can arrive at any instant but the scheduling action occurs only at interval boundaries (calls

received between interval boundaries are held and scheduled as a batch). Therefore, there is some

time experienced by each request, spent waiting to be scheduled. This time is the “cost” of doing

batch processing, and is both unavoidable as well as uncontrollable by the algorithm; hence, it is

not considered.

The utilization of a given state is calculated by the occupancy of the first bin divided by the

number of channels, so we can define the per-state utilization un = n11+n12
m . Therefore, the utilization

of the system is given by U =πuT
n.

3.5 Evaluation Approach

There are two steps in our evaluation approach. First, we execute the scheduling algorithm for the

given system parameters to obtain the q allocations for all possible states, which determines how

newly arrived calls are placed into bins. Second, we solve the system model using “lookups” to

find the computed q allocation for a given state. The model could be solved in two ways. For

small systems, we solved it both analytically and with simulations, and for larger systems we used

simulations. The two models were effectively verified through a comparison of the output from the

analytical solution with the output from simulations for the same-scale systems. The results from

the two models were nearly identical.

Recall from Section 3.2 that the number of newly arrived calls for each class are contained in the

system state vector, making the state space infinite. For tractability, an upper limit for the number

of call arrivals per class per time interval was established at 7∗m. At that limit, there is a balance

between very small probabilities of exceeding that limit (between 10−10 and 10−16 depending on

β and r at the highest system load evaluated) and keeping the state space to a limited size for

which steady-state probabilities could be found using Matlab on a large-memory cluster node with

32GB of memory. The state space increases to untenable levels quickly as m and K are increased.
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Therefore as stated before, the model was solved analytically for a small system (m = 4,K = 2),

and simulations were used to perform sensitivity analysis.

For our evaluation, we chose to run the optimization “a priori” instead of invoking it for the

given state within the simulation. The number of per-class call arrivals in each interval is the only

random number generated. Therefore, we pre-computed all the possible states, such that from

within the simulation it required only a lookup to the optimization’s output to determine the proper

transition. This reduced the processing time to run a simulation, which was still considerable despite

using parallel processing on a Linux cluster. For example, for an m = 6,K = 4 system, each change

in a variable required approximately 16 hours on a high-end compute node, and hence changing

a variable over a range required 16 hours multiplied by the number of points in the range. Each

experiment consisted of 80 simulation runs, and for each combination of system parameters, the

experiment was repeated 500 times.

3.6 Results

This results section evaluates the impact of the different variables, explores the tradeoffs between

fairness and performance, and compares the multi-class BA-First and first-come first-served (FCFS)

algorithms.

3.6.1 Sensitivity analysis on system variables m and K

The system variables m and K are basic design parameters that, holding all other variables equal,

form the fundamental tradeoff between a quicker MRT R and a lower call blocking probability.

This is best demonstrated by looking at only one class. Figs. 3.3(a) and 3.3(b) show there is a

somewhat counter-intuitive result in that the utilization increases as the reservation capacity of the

system increases, but likewise the call blocking probability (CBP) for class-1 calls is lower for

larger reservation capacity systems. Typically, a higher CBP is incurred to gain a higher utilization,

and within each system this is of course true. Comparing across systems reveals that increasing

the reservation capacity simultaneously increases utilization and decreases CBP. However, this is
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(a) Utilization

(b) Call Blocking Probability

(c) Mean Response Time

Figure 3.3: Sensitivity analysis on system variables m and K
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(a) Utilization (b) Fairness CBP

Figure 3.4: Sensitivity analysis on system variable r

an artifact of the overall relative smallness of the reservation capacities chosen: one can note the

disparity is larger between the m= 4,K = 2 and m= 6,K = 2 systems than between the m= 4,K = 4

and m = 6,K = 4 systems, even though in both comparisons the larger system is 50% larger than

the smaller system.

The lower mean response time experienced in a K = 2 system compared to a K = 4 system is

shown in Fig. 3.3(c). The systems with larger reservation windows incur larger mean response times

but gain increased utilization. The crossover point for the K = 4 systems when the offered system

load per channel exceeds 1 is the result of the slightly higher degree of CBP fairness being achieved

by the larger system. The larger number of calls of both classes arriving in the larger system affords

the optimization a greater opportunity to enforce CBP fairness, but the cost is a higher MRT.

3.6.2 Sensitivity analysis on system variable r

The graphs in Figs. 3.4(a)-3.4(b) illustrate the effect of the system variable r. For a larger r, the

system has a more difficult time achieving fairness, as calls of the larger class are unable to be

accommodated in situations if there are less than r channels available in a bin. The graphs are for

an m = 4,K = 2 system, which makes the difference between r = 2 and r = 3 significant. As the

load increases, however, the optimization has more calls to place and therefore more opportunity to

enforce fairness, as seen in Fig. 3.4(b).



Chapter 3. Fairness in Multi-Class Book-Ahead Scheduling 56

3.6.3 The impact of the fairness weight ω

For ω → 0 (favors Fw) or ω → 1 (favors Fb), the system is either very fair in terms of one met-

ric or the other, but not both. The MRT shown in Fig. 3.5(a) reveals that either choice does not

significantly impact the MRT. The graphs are for an m = 6,K = 4,r = 2 system. With ω = 1 in

Fig. 3.5(b), the optimization only considers CBP fairness. The large dip is somewhat misleading;

the fairness of 1 before the dip is because there were no calls that needed to be blocked, given the

large reservation capacity and low per-channel load, but with the slightly higher per-channel load

of 0.7 an extremely low percent of calls needed to be blocked and at these low blocking rates it was

difficult to ensure CBP fairness. For lower loads, the optimization has fewer combinations from

which to choose, leading to a less fair outcome.

3.6.4 Relaxing the fairness objective by the optimization variable ε

The cost for fairness is a higher MRT R. The fairness-relaxation variable allows the optimization to

schedule calls in a way that is less fair but would result in a lower MRT. In Figs. 3.6(a)-3.6(c), the

system is m = 6,K = 4,r = 2 and ω = 0 so the optimization is solely concerned with response-time

fairness. By increasing ε, up to nearly 20% of transitions are chosen that have a lower MRT but are

less fair. The decrease in fairness is evident in Fig. 3.6(b), but the corresponding decrease in MRT

is very slight, amounting to only a 1% decrease in MRT at high load.

3.6.5 Mis-matched capacity demand

Under normal circumstances, over the long run, we would expect the algorithm to operate in con-

ditions where the requested capacity by each class is fairly similar. The preceding results all follow

that assumption. However, it is important to test how well the algorithm performs when there is a

disparity in the requested capacity between the classes, which is shown in Fig. 3.7. The graphs are

for an m = 6,K = 4 system.

Starting with Fig. 3.7(b), at an offered system load per channel of 0.7, for a given r, the system

is increasingly more fair as β= λ2
λ1

increases, showing that the more calls of class-2 there are relative
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(a) Mean Response Time

(b) Fairness CBP

(c) Fairness Response Time

Figure 3.5: The impact of the fairness weight ω
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(a) Mean Response Time

(b) Fairness Response Time

(c) Portion of transitions influenced by ε

Figure 3.6: Relaxing the fairness objective by the optimization variable ε
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(a) Mean Response Time (b) Fairness CBP

Figure 3.7: Mis-matched capacity demand

to calls of class-1, the more fair the algorithm will be. This follows rather clearly from the fact that

the more availability of calls of either class, the more opportunity there is for the optimization to

select a fair allocation.

Somewhat less clear, however, is the complete crossover in order from lowest to highest mean

response time that occurs at an offered system load per channel of 1.0 in Fig. 3.7(a). For a per

channel load of less than 1.0, the order is, from lowest to highest, β = 1
4 to β = 1 for r = 2, then

β = 1
6 to β = 2

3 for r = 3. Greater than 1.0, the ordering is precisely opposite. This is directly related

to the availability of calls of either class for the optimization to allocate, as well as the selection

of ω = 1 for this example. Less than a per channel load of 1.0, with very few blocked calls, the

optimization will default to placing the higher capacity class-2 calls in higher bins. The larger r,

or the more class-2 calls there are, the more likely they will be allocated to higher bins than the

majority of the class-1 calls, thereby increasing the MRT. Conversely, for per channel load greater

than 1.0, the system will be operating at a very high utilization, and the results are heavily influenced

by the likelihood that only the final bin will have space. In that case, the more class-2 calls that are

allocated, or the larger the r, the lower the MRT will be, since each class-2 call prevents multiple

class-1 calls at the same high MRT from being allocated.

3.6.6 Comparison of Multi-class BA-First to FCFS

In this section the multi-class BA-First algorithm is directly compared to a non-optimizing algo-

rithm, in which calls are simply scheduled according to the order in which they arrive (FCFS).
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(a) Utilization

(b) Mean Response Time

(c) Fairness CBP

Figure 3.8: Comparison of Multi-class BA-First to FCFS
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Though it is obvious the FCFS algorithm will be less fair, the performance tradeoff incurred to re-

alize fairness is not so obvious. Fig. 3.8(a) shows the utilization as the per-channel load increases.

At low load, the algorithms are nearly equal, since few calls are blocked in either case. As load

increases, the ability of the multi-class BA-First algorithm to fill more available space (i.e., does

not leave gaps as FCFS might) leads to a higher utilization. Along with that, though, the work-

conserving aspect also causes the cross-over point at a per-channel load of 1.1 in Fig. 3.8(b). In

high load, when enough calls have been received for the optimization to fully fill the reservation

window with greater frequency (leading to higher utilization), that also creates a higher MRT as the

last bin is more likely to be filled, compared to FCFS.

3.7 Conclusions

The scheduling algorithm developed in this work applies to any bin packing problem or advance-

reservation scenario where a flexible class boundary is allowed. The algorithm determines how

newly arrived calls are allocated, and those allocations for all states are used by the analytical

model and simulations as solutions to the system model. Sensitivity analysis completed with the

use of simulations showed how the system performs with varied inputs. We found that with more

channels in a bin and an increased number of bins, the larger system affords the optimization a

greater opportunity to enforce fairness, but the cost is a higher mean response time. The system

has difficultly ensuring fairness when the per-channel loads are lower, as there are fewer possible

choices for the algorithm to make. It enforces fairness quite well at higher loads, and the fairness

can be relaxed by a tunable variable to achieve lower mean response time by decreasing the fairness.

Finally, the algorithm is compared to a non-optimizing first-come first-served algorithm to illustrate

the performance tradeoff incurred in achieving fairness.



Chapter 4

An in-depth cross-layer experimental study of transport

protocols over circuits

4.1 Introduction

Recently, both research-and-education networks (RENs) and commercial networks have added a

dynamic circuit service. With this service, users can request and obtain dedicated bandwidth for

short durations (on the order of minutes to hours). RENs are motivated by eScience applications

such as the high-energy physics projects enabled by the Large Hadron Collider in CERN, Geneva

[79]. Commercial providers refer to this service as “bandwidth-on-demand.”

The deployed dynamic circuit networks use newly developed equipment called multi-service

provisioning platforms (MSPPs), which are fundamentally SONET/WDM circuit switches with

additional Ethernet line cards that implement Ethernet-to-SONET or Ethernet-to-WDM frame map-

ping technologies. These mappings have to be provisioned prior to data transfer, making the end-to-

end communication path effectively a virtual circuit. The addition of Ethernet line cards to circuit

switches has enabled the use of dedicated-bandwidth end-to-end circuits between computers. The

end-to-end circuits consist of Ethernet segments between computers and MSPPs, and wide-area

SONET/WDM circuits between MSPPs.

The main application for end-to-end high-speed dedicated circuits is large file transfers. Toward

supporting this application, the problem statement of this work is to design, implement, and test

62
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a transport protocol for use across dedicated end-to-end circuits. More specifically, the type of

circuits considered here are what we term mismatched-rate circuits. Such circuits are created

when a high-speed port, such as a GigE (gigabit per second (Gbps) Ethernet) port, is mapped on

to a lower-rate circuit, e.g., a 400Mbps virtually concatenated SONET circuit. First, the MSPP

technology allows for such mismatched-rate mappings. Second, the reason for provisioning such

mismatched-rate circuits is as follows. For file transfers, disk-write speeds are often the bottleneck.

They are typically on the order of 400Mbps per host. This means even if the link from the host to

the MSPP is a GigE, by making the wide-area SONET circuit between the MSPPs just 400Mbps,

we can ensure that there is no under-utilization of wide-area circuits. Therefore, the goal of this

work is to design and configure transport protocols for use on such mismatched-rate circuits.

Our key contribution is a characterization of the interaction between multiple layers: TCP,

switch (MSPP) buffers and Ethernet layer. Rate mismatches across circuits are handled by enabling

ON/OFF flow control in the MSPP Ethernet line cards. This, in turn, causes a Layer-2 parameter,

txqueuelen, the size of the output queue (qdisc), at the sending host to play an important role. The

TCP congestion window is limited by the sum of txqueuelen, the Pause ON threshold set in the

switch buffer, and the product of the circuit rate and round-trip propagation delay.

Using recently available features in Linux, a new tool, BWdetail, is developed to capture these

complex interactions between (i) transport protocols, (ii) Ethernet drivers at hosts, (iii) switch

buffers, and (iv) Layer-2 flow control. This in-depth study shows how TCP layer parameters, Eth-

ernet layer parameters at hosts and switches, and switch buffer allocations should be configured

to achieve better performance and fully leverage circuit infrastructure advances. Such an in-depth

characterization can only be obtained with experimental methods, and not with analytical modeling

and/or simulation. Therefore, this work is an experimental study not an abstracted modeling study.

4.2 Background

Section 4.2.1 describes newly deployed circuit networks, and more detail is provided on the MSPPs

used in these networks in Section 4.2.2. The likely scenario of mismatched-rate circuits is de-
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scribed in Section 4.2.3. Sections 4.2.4 and 4.2.5 provide the necessary background on interactions

between TCP, switch buffers and the Ethernet layer.

4.2.1 Dynamic circuit service deployment
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Figure 4.1: Internal structure of a Gigabit/sec Ethernet (GigE) line card in an Ethernet-SONET
MSPP

Three US-wide core (backbone) REN providers, Internet2 [80], the Department of Energy’s

(DOE’s) ESNet4 [81], and NLR [82], offer a dynamic circuit service in addition to their IP-routed

service offering. Similar deployments include Europe’s AutoBAHN [83], Japan’s JGN2plus [84],

and Canada’s UCLP [85], among others. Motivated to support eScience applications that require

rate guarantees, these networks provide users the ability to request on-demand high-speed circuits

for short durations (on the order of minutes to hours). High-energy physics, climate studies, bio-

informatics, and a number of other eScience projects are using these dynamic circuit services.

As an example, consider the Internet2 network. Its dynamic circuit network is referred to as

Interoperable Ondemand Network (ION). The ION consists of twenty-two Ciena CD-CI systems,

which are Ethernet/SONET MSPPs. The IP-routed network consists of Juniper routers. Two wave-

lengths are leased by Internet2 on its entire national footprint, one to interconnect ION nodes, and

the second to interconnect IP routers. Connectors, which are regional RENs, connect via separate

links to these two networks. The Internet2 dynamic software suite [86] provides the control-plane

software, which includes a bandwidth reservation scheduler, through which individual users or ap-

plication software can request bandwidth, specifying start times, bandwidth amount, and durations.
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4.2.2 Equipment used in dynamic circuit networks

Given the ubiquity of Ethernet, circuit switch vendors have added Ethernet line cards to their

SONET/WDM circuit switches to create the so-called MultiService Provisioning Platforms

(MSPPs). The operation of an Ethernet line card designed for an MSPP is described below.

Fig. 4.1 shows the internal structure of a 10-port GigE line card in an Ethernet/SONET MSPP.

It has Ethernet ports on the front end (left edge of Stage One in Fig. 4.1) and SONET (virtual) ports

on the back end (right edge of Stage Three in Fig. 4.1) through which the card is connected to the

backplane. The backplane thus brings SONET signals from all interface cards, both Ethernet and

SONET, to the switch fabric card where the signals are cross-connected according to programmed

configuration information.

Stage One classifies frames and does traffic policing on “Layer-2 flows,” which are defined as

all packets entering the line card at a specific physical port, or tagged with specific virtual LAN

identifiers (VLAN IDs). Virtual-concatenation groups (VCGs) are configured as shown in Stage

Two of Fig. 4.1. An example VCG is a OC3c-7v, which consists of seven virtually concatenated

OC3 signals, for an aggregate rate of 1.09Gbps. The “flow-VCG” mapping shown in Stage Two

allows for the mapping of an Ethernet port or VLAN based Layer-2 flow to a VCG. As the VCG

rate does not necessarily have to match the port or VLAN rate, mismatched-rate circuits can be

created. Stage Three implements generic framing procedure (GFP) [87] in a VC framer to map

Ethernet frames onto SONET frames. In Ethernet-WDM MSPPs, the ITU-T G.709 digital wrapper

standard is implemented to map Ethernet frames on to wavelengths.

4.2.3 Mismatched-rate circuits and Layer-2 flow control

In a mismatched-rate circuit, Ethernet frames could arrive at a rate faster than the rate of the SONET

circuit to which the incoming port is mapped. The rate mismatch will cause the VCG buffer, shown

in Stage Two of Fig. 4.1, to fill. The GigE line card in the MSPP issues Layer-2 Pause frames to

stop the sender, in accordance with IEEE 802.3x ON/OFF flow control, to prevent buffer overflows

and corresponding packet losses. The switch sends Pause frames when the Pause ON threshold

(typically configurable) is crossed. Within each Pause frame, a field specifies the time period during
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which the sender should not transmit any frames. At the end of the specified time period, or after

receiving a Pause frame with zero in the time field, the sender resumes normal transmission of

frames. A switch sends the Pause frame with zero in the time field when the buffer size falls below

the Pause OFF threshold.

4.2.4 Impact of TCP congestion control on switch buffer occupancy

TCP congestion control consists of two phases: slow start and congestion avoidance. In the slow-

start phase, TCP congestion window cwnd increases at an exponential rate. In this phase, if the size

of the congestion window is x, x
2 packets will be queued in switch/router buffers. A full explanation

of why this occurs is given in [88].

Similarly, during the congestion avoidance phase, there will always be (cwnd - 2tpropr) number

of packets queued inside switch/router buffers, where tprop is the one-way propagation delay and

r is the bottleneck link rate. This assumes that the receive buffer is set to a large value to avoid

becoming the bottleneck. As acknowledgments are received by the sender, the congestion window

keeps growing by one packet per round-trip time (RTT). Eventually, for long flows, there could be

packet loss once the congestion window grows beyond the capacity of the end-to-end path between

the end hosts, where capacity is the sum of 2tpropr and switch/router buffer size.

4.2.5 TCP-Ethernet layer interaction within hosts

An application writes data into the TCP send buffer by calling the write() system call. The TCP

layer assembles a segment when data is available in the send buffer. Each segment is pushed down

to the IP layer for transmission. The IP layer enqueues each packet in an output queue (qdisc)

associated with the appropriate network interface card (NIC). The size of the qdisc can be modified

by assigning a value to the txqueuelen variable associated with each NIC card. After a packet is

successfully queued inside the output queue, the packet descriptor is then placed in a output ring

buffer. When there are packet descriptors queued in the ring buffer, the device driver invokes the

NIC direct memory access (DMA) engine to transmit packets onto the wire.
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4.3 Prior work

There has been significant work developing protocols to offer high performance for data transfers,

e.g., NETBLT [89], UDT [90], RAPID [91], and TCP variants such as HSTCP [8] and FAST [92].

However, none of these protocols were designed for circuits.

One protocol which was specifically designed for use on circuits is a variant of TCP called

Circuit-TCP (CTCP) [9]. The key modifications to TCP are that the congestion window is set to

a fixed value equal to the bandwidth-delay product of the path and that the TCP slow start and

congestion avoidance algorithms are disabled. The rationale is that by reserving bandwidth and

provisioning a dedicated circuit between two end hosts (or computer clusters), there can be no

congestion-related losses in the data plane. Losses, if any, are due only to link errors, which is no

reason to change the sending rate. In the experiments presented in [9], the effects of running CTCP

on mismatched-rate circuits, interaction with Layer-2 ON/OFF flow control, and MSPP’s buffering

capability were not studied. These aspects are the main focus of this chapter.

4.4 New CTCP Implementation and BWdetail

A limitation of the CTCP implementation used in [9] is the need to patch the Linux kernel. To

make CTCP more accessible to circuit users in the deployed dynamic circuit networks, in this

work a new CTCP implementation has been developed. Starting with Linux 2.6.13, congestion

control algorithms can be dynamically loaded in as kernel modules. This capability is leveraged

in the new CTCP implementation. In CTCP, a configurable parameter sets the congestion window

value, which remains unchanged for the duration of the connection. Thus, slow start and congestion

avoidance algorithms are disabled in CTCP. Also, the TCP feature that resets the congestion window

to the restart window value when idle periods are larger than one retransmission timeout [93] is

disabled. By fixing the congestion window size, the number of unacknowledged packets allowable

is “capped,” enforcing a strict upper limit on the resources (buffer space, bandwidth, host memory,

etc.) a CTCP flow will use.

To characterize the behavior of CTCP, BIC TCP and Reno TCP across circuits, a new tool called
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Figure 4.2: Experimental Setup

BWdetail was developed in this work [94]. BWdetail is similar to Iperf [95], in that it is used to

measure throughput. BWdetail, however, additionally provides detailed information relating to the

TCP stack without requiring kernel modification. BWdetail takes advantage of the exposed kernel

information to record information such as the current congestion window. No kernel modifications

such as Web100 are necessary to record TCP stack information.

4.5 Experiments

4.5.1 Experimental Setup

Fig. 4.2 shows the experimental setup. Two end hosts, Zelda1 and Wuneng , are connected to GigE

interfaces of MSPPs. A SONET circuit is provisioned between two MSPPs and the Ethernet ports

are mapped to the SONET circuit. Specifically, the Ethernet/SONET MSPPs shown in Fig. 4.2 are

Sycamore SN16000 systems, and the hosts are off-the-shelf Linux machines.

BWdetail is used to execute memory-to-memory data transfers of variable sizes from Zelda1 to

Wuneng using Reno, BIC, or CTCP as the transport protocol. The experiments are performed with

a SONET circuit rate of OC3. For each of these transfers, the instantaneous throughput is recorded

every 100 ms, and the cwnd and RTT every 5 ms. The entire transmission is also captured using

tcpdump . The initial RTT between these two hosts, i.e., with no buffered packets, is 8.85 ms. The

txqueuelen is set to 1000 packets. The MSPPs are configured with a Pause ON threshold of 1 MB

and a Pause OFF threshold of 512 KB. Maximum frame size is 1500 bytes, which makes emission

delay at OC3 rate approximately 80µs, and correspondingly, the initial bandwidth-delay product

(BDP), i.e., with no buffered packets, is 100 packets. The receive-side buffer is set to a large value

so that the effects of congestion window growth can be isolated.
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Figure 4.3: Circuit Rate = OC3 (155 Mbps)

4.5.2 Findings on cross-layer interactions

Our key finding is about the interaction between TCP congestion control, buffering within switches,

and data-link layer flow control. Given the presence of ON/OFF flow control at the data-link layer,

whereby Pause frames are sent to the sending host as the switch (MSPP) buffer fills up, there are no

packet losses. Instead, when the sending end host’s Ethernet layer receives a Pause frame, it stops

transmissions. This causes the Ethernet-layer output queue (qdisc) to fill up because the TCP layer

keeps adding packets to this queue as acknowledgments are received.

When the Ethernet-layer output queue (qdisc) is full, an attempt to enqueue a packet generates

a local-congestion event, which is propagated upward to the TCP layer. The TCP congestion-

control algorithm then enters into the Congestion Window Reduced (CWR) state, and reduces the

congestion window by one every other acknowledgement (known as rate halving).

The cwnd value at which the CWR state is reached is given by:

cwndCWR > 2tpropr+PauseON + txqueuelen (4.1)

where tprop is one-way propagation delay, r is the circuit rate, PauseON is the Pause ON threshold

set in the bottleneck switch (MSPP) buffer, and txqueuelen is the size of the output queue (qdisc) at

the sending host’s Ethernet NIC.

4.5.3 Results

The periodic nature of Pause frames is explained by examining the lengths of the Pause ON periods,

Pause OFF periods, and the number of Pause frames seen in each of these Pause ON periods

(Fig. 4.3). During the Pause ON periods, the sender NIC sits idle, while the MSPP drains data from

its buffer at the SONET circuit rate. For the OC3 rate (Fig. 4.3), the average length of the Pause ON
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period is 0.027967s, during which time the MSPP drains 529 KB of data. This causes the MSPP

buffer to fall below the Pause OFF threshold. As the sending host resumes transmission after the

Pause ON period, it transmits data at a 1 Gbps rate during the following Pause OFF period. This

causes data to be queued in the switch buffer at (1000− 155) Mbps rate, resulting in 512 KB of

data queued in 0.004965s. Hence, the switch crosses the Pause ON threshold again, and enters into

another Pause ON period.

In Figures 4.4, 4.5, and 4.6, the throughput, cwnd, and RTT are shown for a 1 GB transfer over

an OC3 circuit using Reno, BIC, and CTCP. Due to regular Pause ON and Pause OFF periods, the

throughput graph for Reno (Fig. 4.4(a)) shows drops at regular intervals. The average throughput

of the entire 1 GB transmission is 142 Mbps for all three transport protocols. As predicted by

Eq. 4.1, the congestion window plot (Fig. 4.4(b)) for Reno after the initial slow-start period, and

at regular intervals in BIC (Fig. 4.5(b)), drops after crossing 1750 packets as TCP enters the CWR

state. In these experiments, the NIC transmit-queue length (txqueuelen) is set to 1000 packets, the

switch buffer can hold 700 packets (1 MB Pause ON threshold) before entering into a Pause ON

period, and there are approximately 50 packets on the wires; therefore, a local congestion event

is received from the NIC buffer when the congestion window crosses 1750 packets. Hence, when

TCP enters the CWR state, both Reno and BIC reduce their congestion windows by half shortly

after reaching 1750 packets (the amount of time it takes to reduce the congestion window by half

is very small, given the relatively short RTT, and appears in the figures to be instant, but is in fact

not).

Following the CWR state and rate halving, Reno enters the congestion avoidance state, and

increases the congestion window by only one packet in each RTT. Being more aggressive than

Reno, BIC quickly recovers from the cwnd reduction. If the BDP of a path is large, this slow

increase of the congestion window will hurt the overall throughput [8]. No drops in cwnd occur

with CTCP, as this is held constant.

The difference in RTT between Reno/BIC and CTCP is significant. Queued packets in the NIC

buffer and the MSPP buffer cause the RTT to build up. When these buffers are full, each new

packet will be queued behind a maximum 1700 packets. For an OC3 circuit, the service time for
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a standard 1500B packet is 77µs. Hence, a packet may experience a maximum queueing delay of

1700×77µs or 131ms. Therefore, the maximum RTT observed when using Reno (Fig. 4.4(c)) and

BIC (Fig. 4.5(c)) is as large as (131+ 8.85) ≈140ms. In contrast, for CTCP, RTT holds steady

at a value slightly higher than the base 8.85ms, since as seen in Fig. 4.6(b), cwnd is capped at

130 packets. This point is important when considering how a large flow could severely impact the

latency of packets in a small flow if both are mapped to the same VCG.

4.5.4 Discussion

With the in-depth understanding from this work, several options can be suggested to improve per-

formance. Given there is a control-plane procedure for circuit provisioning, this phase should get

information about buffer sizes, select an appropriate TCP congestion control module, and config-

ure TCP-layer receive and transmit buffers and Ethernet-layer txqueuelen, in order to achieve the

best performance. Different options may be more or less easily implementable depending on one’s

situation.

One approach to limit the number of outstanding packets in Reno or BIC is to set the receive-

side buffer to equal or be slightly larger than the initial BDP (with no buffered packets). In this

example, this would limit the number of outstanding packets to a value of 100 packets even if cwnd

keeps increasing to 1750. The RTT would then be held to a value close to 8.85ms. The receive-

buffer size should be initialized on a per-socket basis within the application but this requires appli-

cation code modification. If set using external OS commands, it becomes a system-wide parameter

used for all TCP flows. If the value chosen is too small, it will hurt throughput of large BDP

connections. If it is too large, it will impact RTT as shown with the above experiment.

With CTCP, the effect of bursting a whole BDP-sized window at the Gbps NIC rate when a

transfer starts needs to be considered since slow start is disabled. If the ingress MSPP, where the

GigE port is mapped to a lower-rate SONET circuit, does not have sufficient buffer space to hold

this whole window of packets, Pause frames will be generated. Care should be taken to configure

the txqueuelen variable within the sending host to a large value to prevent a CWR state.

The importance of this work is not limited to circuits. Implications for connectionless traffic
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can be drawn from these results with respect to how “elephant” flows, if allowed to grow to a large

congestion window, will cause “mice” flows to incur unnecessary packet delay and/or losses, and

streamed flows to suffer jitter.

4.6 Conclusions

The key contribution of this work is a detailed understanding of the interactions between TCP

congestion control algorithms, data-link layer flow control algorithms, and switch buffering. These

interactions are observed using a new tool called BWdetail. The behavior of three variants of TCP:

Reno, BIC, and CTCP, are observed across an Ethernet-SONET mismatched-rate circuit. These

types of circuits will increasingly be used across the newly deployed dynamic circuit networks

in research-and-education networks, such as Internet2 and ESnet4, and in commercial bandwidth-

on-demand services. As there is a circuit provisioning phase, this phase can be used to obtain

parameters such as end-to-end propagation delay. Using these values and the circuit rate, flow-

control parameters such as Pause ON and Pause OFF threshold should be set within the circuit

switches in the provisioning phase. Furthermore, in addition to tuning TCP send and receive buffer

sizes, Ethernet-layer output queue length should be configured at the end hosts on a per-circuit

basis. Such configurations are critical to exploiting the full transmission rate allocated to the circuit

to achieve better performance (lower file transfer delays).



Chapter 5

On Virtualizing Ethernet Switches

5.1 Introduction

Virtualization is a central concept in the NSF initiative to create a Global Environment for Net-

work Innovations (GENI) [96]. As the GENI testbed is expected to have both host systems and

network switches/routers (among other entities), techniques are needed for virtualizing both hosts

and switches/routers. The concept of virtualizing a computer host to create virtual machines has

been widely implemented. There are several techniques for virtualizing hosts in both commercial

and research/education communities such as VMware [97], Virtual Server [98], Xen [99], Planet-

Lab [100], etc.

Two types of virtualizable switches/routers, which fall at opposite ends of the flexibil-

ity/performance spectrum, are: (i) software-based switches/routers created using off-the-shelf

servers, as implemented in the Virtual Network Infrastructure (VINI) project [101], and (ii) a

hardware-based high-speed router/switch with Advanced Telecommunications Computing Archi-

tecture (ATCA) components and network processors as proposed in [102].

We propose a switch/router virtualization solution that lies between these two extremes. It is

based on using off-the-shelf switches/routers and poses only one requirement on these switches,

i.e., that the switch/router has built-in capabilities to support isolated slivers (bandwidth partitions)

on its data-plane interfaces. Ideally to create multiple logical switches from one physical switch, in

addition to support for separable slivers on the data-plane, the switch should have built-in capabil-
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ities to support multiple, separable (a) control-plane instances, e.g., routing protocol and signaling

protocol processes, (b) management-plane instances, e.g., Simple Network Management Protocol

(SNMP) agents with partitioned management information bases (MIBs), and (c) Command-Line

Interface (CLI) processing instances. In our proposed solution for switch/router virtualization,

software external to the switch is used to partition the control plane, management plane and CLI

administrative-access, thus requiring built-in support for only data-plane partitioning.

In Section 5.2, we explain our motivation for carrying out this work, and contrast the goals of

the VINI, ATCA and our approach to switch/router virtualization. In Section 5.3, we describe our

overall virtualization approach, and then focus on one aspect, the sharing of the administrative CLI.

Section 5.4 describes our implementation of a software module called the Slice Administration

Controller (SAC), and reports on obtained measurements. We conclude the chapter in Section 5.5.

5.2 Motivation and Related Work

5.2.1 Initial drivers

Our initial interest in virtualization came about when we wanted to run some experiments on Inter-

net2’s Hybrid Optical Packet Infrastructure (HOPI) [103] testbed while another research group was

simultaneously using the testbed. HOPI is an experimental testbed available for use by networking

and other scientific researchers. When considered in the context of HOPI, GENI, and similar sit-

uations in which multiple researchers are using the same physical infrastructure, there is a strong

motivation to virtualize a node in order to allow researchers to operate without interfering with each

other.

The HOPI network consists of Force10 E600 nodes deployed at five cities, Washington, New

York, Chicago, Seattle and Los Angeles. The Force10 E600 does meet our requirement of built-

in support for sliver isolation on its data-plane interfaces. Therefore, we used this model in an

implementation of our virtualization approach.

The E600 equipment can be configured to operate as an Ethernet switch (“layer-2 (L2)” switch),

an IP router (“layer-3 (L3)” router), or a combination thereof. In our studies on the feasibility
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of virtualization of this model, we configured it strictly as an Ethernet switch. This was partly

because this was the intended mode of operation on the HOPI network, and also because the set

of functions/features that need to be virtualized is much smaller in this mode, making it the better

first-step choice.

5.2.2 Broader motivation and related work

In this section, we compare goals and usability of four different approaches to switch/router virtual-

ization. In addition to the VINI, ATCA router, and our approach, we describe commercial interests

in virtualization.

In VINI, the goal is to provide researchers access to virtualized high-end servers for a simulta-

neous testing of new protocols and services. Reference [101] mentions the possibility of eventually

using “programmable hardware devices” instead of servers. A VINI implementation on PlanetLab

runs XORP [104] routing software and Click packet forwarding software [105]. This testbed is

suitable for researchers whose work can be evaluated in an overlay mode.

For high-speed data-plane experiments, the ATCA programmable router [102] is ideal. These

routers allow data-plane researchers to download code for functions such as packet scheduling,

forwarding table lookups, etc., to network processors/FPGAs on the line cards for testing and eval-

uation.

In our virtualization approach, which uses off-the-shelf switches and routers, this level of pro-

grammability, i.e., support for code downloads, is not available. Nevertheless these switches offer

researchers the ability to configure node operation via the CLI. Given the vast number of features

implemented in commercial switches, such configurability access will open up several lines of ex-

perimental research.

We list several examples of the type of networking research (in data, control, and management

planes) possible with just such configurability access of switches: (1) data-plane research com-

bining Weighted Random Early Discard (WRED) and transport protocols (WRED profiles can be

set through the CLI), (2) data-plane research on QoS-support mechanisms, which, while limited

by the capabilities of the switches, still offer much scope for experimental work to understand
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how these capabilities should be configured for desired operations, (3) data-plane research on se-

curity and access-control lists by configuring various parameters related to these functions, (4)

control-plane research in connection-oriented networks for advancing signaling protocols, routing

protocols, advance-reservation schedulers, etc., as is being carried out on the CHEETAH [24] and

DRAGON [4] testbeds, (5) control-plane research on routing protocols for IP networks, such as

XORP [104], (6) management-plane research on algorithms and open-source tools [106], (7) mea-

surement tools to estimate bandwidth, capacity, loss rates, and delay on end-to-end paths, such as

those listed in [107]; visibility to the switches and routers could open up a new set for innovations,

as current tools operate without such access.

Given this rich set of experimental lines of work enabled by offering researchers configurability

access to switches through the CLI, we found a broader motivation than our initial HOPI-oriented

driver for virtualizing off-the-shelf switches. Thus, even without the ability to download code to

these switches, i.e., the “programmability” attribute defined in [96], there is value in virtualizing

off-the-shelf switches.

There is growing interest in the commercial sector among equipment vendors to support built-

in capabilities for switch/router virtualization of all four levels (the data, control, and management

planes, and administrative access). Interestingly, new products are being created to virtualize both

data-center switches [108] as well as high-end service-provider routers [109], [110]. For example,

various departments of an organization can share the computers and switches in an enterprise data

center. As these switches become more widely available, based on their supported capabilities, our

software will need to be adapted to offer researchers the required flexibility. Just as PlanetLab OS

virtualizes hosts in an environment suitable for researchers in spite of the availability of commer-

cial tools, e.g., VMware, we expect that researchers will need open-source software support for

virtualization of commercial switches/routers, a gap filled by this work.
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5.3 Approach for Virtualization of an off-the-shelf Ethernet Switch

5.3.1 Virtualization architecture overview

In this section, we describe our approach for virtualizing an off-the-shelf Ethernet switch that has

built-in support for sliver isolation on its data-plane interfaces. Fig. 5.1 shows our virtualization

architecture. The Force10 E600 switch is used as an example of the type of commercial switch that

can be virtualized with this approach.

First, we define a few terms. The term sliver is defined as a bandwidth partition on a port with

a set of associated multiplexing/demultiplexing identifiers, e.g. VLAN identifiers. The term slice is

used to represent a logical switch, which consists of a set of slivers on a specific set of ports of the

physical switch. Our definition of the word “slice” is for a single switch, though this term has been

used in the GENI community to represent a set of resources across a whole network (i.e., multiple

switches). We decided to focus this paper on the virtualization problem for a single switch before

tackling the broader problem of providing a researcher a virtual set of resources across a network

of switches. Therefore, Fig. 5.1 shows just a single switch and associated software. Some of the

software modules, such as the slice scheduler, could be generalized for a network of switches. The

next term we define is entity. This represents both a human administrator of a logical switch (slice)

as well as software modules implemented by the slice owner to interface with the slice scheduler

and Slice Administration Controller (SAC) of Fig. 5.1, as these software modules offer both graphic

and programmatic interfaces.

The main components of our virtualization software architecture are shown in Fig. 5.1. As stated

in Section 5.1, multiple control-plane instances and management-plane instances are run outside

the switches to provide corresponding functionality to the logical switches. Researchers access the

slice scheduler (via a graphic or programmatic interface) to request reservations for switch slices for

a fixed duration of time. The slice scheduler maintains reservations for discrete time periods (e.g.,

hourly basis). The slice scheduler translates a slice request into a set of required slivers, and checks

whether the request can be accepted, based on resource availability in the requested time period.

Sliver allocations for accepted reservations are written into the configuration database shown in
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Fig. 5.1.

The last component of the virtualization software architecture shown in Fig. 5.1 is the Slice

Administration Controller (SAC). The purpose of the SAC is to enable sharing of the administra-

tive command-line interface. It is an important module to allow multiple researchers to configure

operation of their logical switches, enabling the types of research listed in Section 5.2.2.

In this first phase of the work, we focused on testing the switch data-plane mechanisms for sliver

isolation, and implemented and evaluated the SAC. Therefore, in the following two subsections, we

provide details on these two aspects of the overall architecture.

5.3.2 Data-plane support for sliver isolation

The Force10 E600 switch implements the IEEE 802.1Q standard, which is a multiplexing scheme

based on 12-bit Virtual LAN identifiers (IDs) and the 3-bit priority field. We use the term “class”

when referring to the latter because in the virtualization application all slivers are treated equally.

Force10’s E600 switch implements a rich set of QoS features for traffic control on the date

plane. These features include rate policing for ingress traffic, per-class queueing, rate limiting for

egress traffic, and rate shaping. When a packet enters a port on a line card, it is first processed

by a Flexible Packet Classification engine (FPC). The FPC examines information in the Ethernet,

IEEE 802.1Q, and IP headers, and performs a lookup on a stored policy table to determine how

this packet should be marked according to configured policies. After classification, the packet is

processed using a two-rate three-color rate-policing mechanism [111], and placed into one of the

eight queues according to the policies installed by a switch administrator through the CLI. The

service order of these queues is controlled by a scheduler according to a Weighted Fair Queueing

(WFQ) algorithm. Packets are then served out of the queues and passed through a set of switch

fabric cards to egress line cards. In the egress direction, packets are again placed into eight separate

queues and processed by a two-rate three-color marking mechanism. The queues are serviced using

a WFQ algorithm.

On each physical port, the administrator can use a rate-policing command to control the opera-

tion of the two-rate three-color marking module in the ingress direction. A rate-limiting command
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Figure 5.1: Virtualization Architecture

can be applied to the same port for the operation of the two-rate three-color marking module in the

egress direction. If packets are classified by VLAN ID, we can specify at most six rate-policing

commands and/or six rate-limiting commands on each physical port in the E600 switch. Data-plane

isolation is ensured by a combination of actions performed in these data-plane circuits, along with

actions performed in the slice scheduler and SAC. The slice scheduler tracks aggregate port band-

width when granting slice reservations and the SAC monitors usage of assigned bandwidth when

checking configuration commands from slice entities. Through experimentation, we have verified

that the bandwidth partitions assigned to the various entities sharing the switch are enforced.

5.3.3 Slice Administration Controller (SAC)

The purpose of the SAC is to enforce that the instantiation of slices by entities is within the bounds

the slice scheduler has assigned. In other words, the SAC makes sure an entity does not attempt to

manipulate resources that have not been assigned to it by the slice scheduler. As shown in Fig. 5.1,

the SAC reads the configuration database, updated by the slice scheduler, to discover the resources

to which each entity has access in each time interval. The SAC then checks commands issued

from each entity. It screens each command to verify that it only requires operations on resources

allocated to the slice granted to the corresponding command-issuing entity, and then passes on

approved commands to the Ethernet switch. Responses are relayed from the switch back to the

entity.
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A slice allocation for a given time interval is represented as follows: (R,B,P,V), where (R =

re
l ,1 ≤ l ≤ L,e ∈ E) is the set of requested rates on all the links of the switch, E is the set of entities,

and L is the number of links (interfaces) on the switch. Similarly, the set of requested buffer sizers

on all the links is represented by (B = be
l ,1 ≤ l ≤ L,e ∈ E). Sets P and V represent the set of class

identifiers, and the set of VLAN IDs, respectively.

Slices allocated in a given time interval, T , will be assigned resources such that:



Pi ∩P j = /0,1 ≤ i, j ≤ |ET |,

Vi ∩V j = /0,1 ≤ i, j ≤ |ET |,

∑e∈ET re
l =Cl,1 ≤ l ≤ L,

∑e∈ET be
l = Bl,1 ≤ l ≤ L

(5.1)

where ET ⊆ E presents the set of entities that requested slices in a given time interval, T, i ̸= j, and

Cl and Bl are the capacity of and buffer size associated with link l, respectively.

We show an example of slice allocations for one time interval in Table 5.1. In this example,

two entities are sharing this switch and the switch has four links. In Table 5.1, since QoS functions

can be applied to either classes or VLANs, but not both, the slice scheduler pre-determined that

Link1 and Link3 will operate in class mode, and Link2 and Link4 will operate in VLAN mode.

This determination can be changed for every time interval based on the received requests. If, for

example, P1 = {0,1,2,3}, and P2 = /0, the empty set, it means that entity 1 can issue rate limiting

and rate policing commands for interfaces Link1 and Link3 for classes {0,1,2,3}. By not specifying

classes for entity 2 (since P2 = /0), we know that its allocations r2
1 = 0 and r2

3 = 0. If an entity wants

the full rate of a link, e.g., r1
1 = c1, where c1 is the capacity of link 1, then it must indicate a

priority class value for this link. The Force10 supports a command for setting a priority value for

all frames arriving on a given interface. Thus, in our example, entity 1 can issue this command

to have the switch mark all frames entering Link1 with one of its four assigned priority classes

before transmission. VLAN IDs are handled similarly. For example, V1 = {101−200} and V2 =

{201−300}. In this case, both entities would have non-zero rate/buffer tuples for Link2 and Link4.

Let us consider an example of how the SAC handles a command from an entity. Rate polic-
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Table 5.1: Configuration database for one time interval

Class-mode VLAN-mode
Entity Link1 Link3 Link2 Link4 P V

1 r1
1,b

1
1 r1

3,b
1
3 r1

2,b
1
2 r1

4,b
1
4 P1 V1

2 r2
1,b

2
1 r2

3,b
2
3 r2

2,b
2
2 r2

4,b
2
4 P2 V2

ing/limiting QoS commands specify a Committed Information Rate (CIR), and optionally Commit-

ted Burst Size (CBS), corresponding to the committed rate and committed burst size for a VLAN

or a class. These commands are issued in “interface” mode, which means they apply to a specific

interface. Let us represent such a command from entity e as (e:l,v,cir,cbr), where l identifies the

interface, v, the VLAN ID, cir, the CIR value, and cbs, the CBS value. The SAC maintains a table

of aggregate rates already assigned by each entity to VLANs and/or classes for all the links on

the switch. We represent the aggregate rate assigned to already-configured VLANs by entity e on

a VLAN-mode link l as Ae
l . We use the symbol De

l to represent the already-assigned total buffer

space on link l by entity e. Upon receiving the command, the SAC first checks that link l is set to

be shared in VLAN mode at this time interval. If it passes this test, it then subjects the command

parameters to the following tests:

v ∈ Ve,cir ≤ re
l −Ae

l ,cbs ≤ be
l −De

l (5.2)

If these conditions are met, the SAC allows the command to be sent through to the switch. If not,

the command is rejected.

5.4 Implementation and Measurements

We implemented the SAC software component of our virtualization architecture. In this section, we

first describe design points, then the implementation of the SAC software component, and finally

present our measurements of how much overhead the SAC introduces.

This case study proceeds from our initial motivation of virtualizing the common infrastructure
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of Force10 Ethernet switches in the HOPI testbed to enable concurrent control-plane instances to

coexist. Specifically, this scenario involves using VLANs and rate policing/limiting for data-plane

virtualization, no changes to the control plane, and an external program to virtualize a small set of

administrative functions.

5.4.1 SAC Design

We now discuss some design criteria for the SAC. There were five distinct design goals relating to

the SAC: resource control, transparency, security, performance, and reliability.

5.4.1.1 Resource control

The primary function of the SAC is as described in Section 5.3.3, to control access to switch re-

sources. The SAC implementation must, of course, support this function.

5.4.1.2 Access Transparency

An entity is not generally aware that it is issuing commands to the SAC instead of to the switch

directly. The SAC provides access transparency as opposed to content transparency. Full content

transparency is not provided. By limiting the transparency, we can give an entity the illusion of a

fully functional switch over which it has full control, rather than a shared switch over which it can

only control some resources.

5.4.1.3 Security

The SAC software module serves as a intermediary between entities and the switch as shown in

Fig. 5.1, therefore communication into and out of the SAC must be secure. Access control to the

SAC is limited only to authorized entities. The SAC holds the sole (with the exception of the switch

owner) login to the switch. The resource control functions of the SAC provide a measure of security

against unauthorized manipulation of resources at the switch. A compromised entity will be unable

to effect other entities’ experiments or any resources segmented off for production use.
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5.4.1.4 Performance

With the motivation of accommodating multiple control-plane software solutions that may be issu-

ing commands to the SAC at a relatively high rate (compared to a human user), we have a goal of

not paying too high a performance cost in terms of added delay in command processing. The SAC

performs as little processing on incoming commands as possible and delivers return information

from the switch without alteration or any processing at all, in order to keep the SAC from creating

too much overhead.

5.4.1.5 Reliability

The SAC and the switch could potentially crash or be administratively reset. This introduces a risk

of the SAC becoming out of synchronization with the state of the switch. In order to provide reliable

enforcing of resource sets, upon initialization the SAC discovers the current state of resources by

querying the switch.

5.4.2 Implementation

5.4.2.1 Setup

The SAC is an application which is executed in lieu of a entity’s shell in a Linux environment. A

typical entry in /etc/passwd might end with :/bin/bash, so that upon login an instance of the bash

shell is instantiated to receive commands from the entity. Instead, to use the SAC, the entry for an

account ends with :/home/account/vr. Each entity that requires access to a switch is assigned its

own separate account on a Linux machine. This scheme accomplishes several goals:

1. account management is performed on the Linux machine using the familiar account cre-

ation/deletion mechanisms

2. since each entity has its own account, each entity’s resource set can be enumerated in a config-

uration file which resides in that account’s home directory such as :/home/account/vr config

3. secure authentication is handled by the Linux system
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4. with the shell effectively replaced by the SAC, no access to the Linux system is granted to

the entity

Each entity’s vr config file is defined by the administrator and stored in that entity’s home direc-

tory. Upon instantiation, the SAC initializes the appropriate resource set for that entity by reading

in the values from vr config. These values would be obtained from the database shown in Fig. 5.1

if the complete virtualization architecture was implemented.

5.4.2.2 Operation

Once an entity has logged in to the Linux machine, and the SAC has initialized its values, according

to Section 5.4.2.1, the SAC securely connects to the switch using SSH2. The prompt (e.g., LOSA-

Force10#) returned upon login to the switch is immediately passed to the entity by the SAC, so the

entity is transparently presented with the command prompt from the switch upon logging into the

Linux machine. The entity then issues commands which are terminated at the SAC. All commands

issued from the entity, which deal with resources, are parsed and checked against the resource set

in order to verify that the resource is able to be manipulated by the entity. If the command is

acceptable (i.e., the resource specified in the command is contained in the entity’s resource set),

then the command is passed to the switch unchanged. If, however, the resource specified in the

command is not in the entity’s resource set, then the SAC prints an error message (e.g., % Error:

Permission Denied for VLAN xx) and sends a single new-line character to the switch to cause a

command prompt to be returned, which is then passed to the user.

5.4.2.3 Security

Security between the SAC and both the entities and switch is provided by SSH2 in our implementa-

tion. Specifically, the libssh2 [112] library is integrated into the SAC. In general, security between

the entity and the Linux machine is dependent on which methods the administrator allows, though

SSH2 is desired. Upon instantiation, the SAC attempts to connect using the SSH2 protocol to the

switch with username/password authentication.



Chapter 5. On Virtualizing Ethernet Switches 88

Table 5.2: Delay for various commands

(ms) (ms) (%)
COMMAND Direct SAC Overhead
show vlan id 111.7 140.8 26%
configure 71.7 73.8 3%
interface gi allowed 75.9 84.5 11%
interface gi denied N/A 55.5 N/A
exit from if-gi to conf 57.3 64.6 13%
interface VLAN allowed 85.1 105.8 24%
interface VLAN denied N/A 55.6 N/A
exit from VLAN to conf 57.1 66.8 17%
show config in conf-if 105.7 127.0 20%
rate limit allowed 135.0 142.5 6%
rate limit rate denied N/A 51.5 N/A
rate limit VLAN denied N/A 54.9 N/A
no rate limit 148.5 158.8 7%

5.4.3 Measurements

We gathered measurements, presented in Table 5.2, to discover the level of overhead from issuing

commands through the SAC. Since the research entities we were supporting with the SAC could

potentially be issuing commands at relatively high rates, the SAC should not introduce unacceptably

high delay for processing commands. The column marked Direct contains the delay for processing

commands issued directly to the switch, not through the SAC. The column SAC shows delay for

commands which were issued to the SAC. Entries in the table marked “N/A” are not applicable

since they correspond to functions where the SAC checks commands against a resource set, and

this does not apply to a direct login session. Overall, the delay is acceptable relative to the research

projects for which we designed the SAC.

5.5 Conclusions

We proposed a technique for virtualizing an off-the-shelf Ethernet switch, with built-in capabilities

for isolating bandwidth partitions on its data-plane interfaces, using external software. Such virtual-
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ization would enable the sharing of a physical switch by multiple, concurrent research experiments,

with each experiment being assigned its own logical switch. Even without the ability to download

code into the switches (i.e., programmability), many experiments can be conducted by offering re-

searchers the ability to configure logical switch operation through a shared access to the switch’s

administrative command-line interface (CLI). We demonstrated our approach by implementing a

Slice Administration Controller that enables shared, but policed, access of the CLI, for the Force10

E600 system, configured as a Layer-2 (Ethernet) switch.



Chapter 6

Conclusions and Future Work

In his chapter we summarize the dissertation, and discuss future work that could be done to extend

this research.

6.1 Conclusions

We have studied connection-oriented service with fairness-considering advance-reservation

scheduling on circuit-switched and packet-switched infrastructures. The work is divided into a

theoretical component and an experimental component. Chapters 3 and 2 deal with the theoret-

ical component, in which we studied advance-reservation scheduling, and compared reservation

systems to queueing systems.

A fairness-considering advance-reservation system was presented in Chapter 3. The scheduling

algorithm applies to any bin packing problem or advance-reservation scenario where a flexible

class boundary is allowed. We found that with more channels in a bin and an increased number

of bins, the larger system affords the optimization a greater opportunity to enforce fairness, but the

cost is a higher mean response time. The system has difficultly ensuring fairness when the per-

channel loads are lower, as there are fewer possible choices for the algorithm to make. It enforces

fairness quite well at higher loads, and the fairness can be relaxed by a tunable variable to achieve

lower mean response time by decreasing the fairness. Finally, the algorithm is compared to a

non-optimizing first-come first-served algorithm to illustrate the performance tradeoff incurred in

90
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achieving fairness.

In Chapter 2, a general reservation system model (GRSM) was shown as a way to uniformly

express the key set of characteristics common to all reservation systems. Several examples of reser-

vation systems and queueing systems were used to illustrate the variations on those characteristics,

such as whether a customer wants the first available timeslot or wants to specify a timeslot. This

work answers the important question of when to use a reservation system instead of a queueing

system, as determined by a consideration of revenues (considering load), costs (including servers),

and competition. Finally, we provided five distinct solutions for simplified models drawn from the

GRSM under more certain sets of assumptions into which the example systems could be divided,

showing the influence of such factors as reservation window size and server vacations.

Chapters 4 and 5 comprise the experimental component, in which we studied the data-plane

considerations of providing connection-oriented service, and the issue of creating connection-

oriented service on a packet-switched infrastructure.

Chapter 4 detailed the interactions between TCP congestion control algorithms, data-link layer

flow control algorithms, and switch buffering. These interactions are observed using a new tool

called BWdetail. The behavior of three variants of TCP: Reno, BIC, and CTCP, are observed across

an Ethernet-SONET mismatched-rate circuit. These types of circuits will increasingly be used

across the newly deployed dynamic circuit networks in research-and-education networks, such as

Internet2 and ESnet4, and in commercial bandwidth-on-demand services. As there is a circuit pro-

visioning phase, this phase can be used to obtain parameters such as end-to-end propagation delay.

Using these values and the circuit rate, flow-control parameters such as the Pause ON and Pause

OFF thresholds should be set within the circuit switches in the provisioning phase. Furthermore,

in addition to tuning TCP send and receive buffer sizes, Ethernet-layer output queue length should

be configured at the end hosts on a per-circuit basis. Such configurations are critical to exploiting

the full transmission rate allocated to the circuit to achieve better performance (lower file transfer

delays).

Finally, in Chapter 5 we proposed a technique for virtualizing an off-the-shelf Ethernet switch,

with built-in capabilities for isolating bandwidth partitions on its data-plane interfaces, using ex-
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ternal software. This includes a slice scheduler that acts as a reservation scheduler. In this way, a

single physical switch can be divided into multiple logical switches. This allows a logical switch to

be configured by control-plane software without exposing the entire packet-switched infrastructure.

6.2 Future Work

We discuss the following as possible extensions to this work:

1. The fairness-considering multi-class reservation system is designed for a single link. The

system could be extended to consider multiple links. Domain administrators do not typically

share full topology, so a multiple link treatment could include the concept of distributed

scheduling.

2. The various reservation systems we investigated have a considerable component of human

behavior that is difficult to quantify. Extensive field study and polling to characterize con-

sumer behavior would allow more fine-tuned analyses of the different systems considered.

Further, many assumptions were made for model tractability that could be removed and re-

placed with complex representations in terms of capturing the nuances of human decision

making.

3. Just as we performed an in-depth study for circuits, a similar study would be necessary to

understand virtual circuits in terms of the policing and shaping mechanisms used to pro-

vide connection-oriented service on packet-switched infrastructures. Likewise, extending on

CTCP as a transport protocol for circuits could result in one specifically designed for virtual

circuits.
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