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Not only do public Wi-Fi networks number to hundreds of millions today, but they are 

projected to grow even more along with the number of Internet of Things (IoT) connections in 

the coming years (Cisco Annual Internet Report, 2020). Internet of Things (IoT) refers to the 

network of connected devices that communicate with each other through a cloud network while 

being connected to the Internet (Began, 2020). The most well-known IoT devices include the 

Amazon Echo and smart locks; however, the device that people are most familiar with, the 

smartphone, is generally not considered an IoT device since they are directly connected to the 

Internet. Despite the differences, the interactions with a smartphone have very similar privacy, 

and security concerns as other IoT devices like the Amazon Echo, as many smartphones also 

happen to be powered by a smart assistant. Amazon, the company behind the most popular smart 

speaker – Amazon Echo, reported in 2019 that they have sold over 100 million devices powered 

by their virtual assistant AI, Alexa (Bohn, 2019). With the development and rise in popularity of 

IoT devices, there is also a growth in privacy and security concerns. People, from Generation X 

to Gen Z, are connected to their devices more than ever before, especially as technology usage 

has seen a surge during the COVID-19 pandemic as people find themselves unable to attend in-

person events and stay at home more than usual (Vargo et al., 2021). Smart devices have become 

so integrated with people's lives to the extent to which phones contain almost everything there is 

to know about a person and perhaps even more. Users tend to perceive themselves as safer than 

they are in reality, or there is at least a "general willingness to accept risk in lieu of perceived 

benefit" (Haney et al., 2020; Malkin et al., 2019). The ways consumers interact with devices and 

networks illustrates the undue trust they place in companies that do not always have their best 

interests in mind. Consumers need to be educated and equipped with the tools necessary to 

engage in more informed decision-making regarding the devices and networks they choose to 
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interact with. This paper then explores various types of human-technology interaction before 

proposing a transparency scorecard as one viable option for consumer education and 

empowerment. 

 

Research Question and Methods 

This research paper considers the importance of educating consumers to care about 

privacy and security. In getting users to care, the question will then become how can users ensure 

their privacy and security in the devices and networks they choose to engage with? This paper 

discusses the knowledge that users should have along with the delivery methods for that 

knowledge and the guidelines upon which companies should design for, with respect to helping 

consumers have privacy and security. The methods for this paper will utilize a literature review 

and policy analysis. The compilation of secondary sources will be based on the following list of 

keywords: Internet of Things (IoT), cybersecurity, Wi-Fi, security, user awareness, data 

protection, and risk. The list of keywords is used as they are closely associated with the topic of 

the question. The literature will include research into user behavior and the security risk 

associated with the different networks and devices. The use of the literature review will provide 

context and clarity of the technical concepts. The compilation of literature bridges gaps that may 

be present in some of the research. Policy analysis will fall under the literature review as the 

sources will include a discussion of methods to educate users on how to ensure their own privacy 

and security. The methods utilized will address the complexities of user engagement with 

networks and smart devices and the impact of public understanding in pursuance of the research 

question. 
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This paper explores the much broader question of privacy and security of digital lives by 

focusing on user and technological device interaction. Given the nature of open networks and 

smart devices, Actor-Network Theory (ANT) will be used in addressing the topic as it aids in 

understanding complex relationships. The theory is instrumental in its application to open 

networks compared to other sociotechnical approaches as it considers both human and non-

human actors equally (Cressman, 2009). The consideration of non-human actors is valuable, but 

that is also the basis of several criticisms in that non-human actors should not be considered of 

equal importance to human actors as it also may not always be the case. Actor-Network Theory 

focuses on the study of the associations between actors by also working to define the actors 

within the system without assuming the size of the network (Cressman, 2009). In the study of 

associations, or relationships, between actors, networks can be assessed in how they can become 

more robust and which associations add power to the network. However, there is a flaw in that 

there is no boundary or stopping point of when to stop adding actors to the network. There are 

more advantages than disadvantages in the application of Actor-Network Theory as the 

associations between actors can reveal the impact of user knowledge in open networks. The 

paper will not only examine existing strategies but propose strategies that advocate for a bottom-

up, organic approach to combatting the problematics associated with the usage of smart devices. 

It is not the case that government and policy do not matter, but this paper places an emphasis on 

the empowerment of users and that users matter.  

 

Part I: Privacy and Security Concerns of Smart Speaker Assistants 

Researchers have found that the simple creation of a malicious Amazon link allows bad 

actors to access the list of installed Alexa skills and voice history (Amazon Alexa Security Bug 
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Allowed Access, 2020). The security screening of the Alexa skills cannot catch every malignant 

entity, as found in a large-scale analysis of 90,194 unique skills (Lentzsch et al., 2021; Winder, 

2021). If researchers can find these flaws and loopholes, what are the chances that malicious 

actors have also found them? However, attacks are not the only subject of concern but also how 

companies design their devices. Referring back to the Amazon Echo, the most popular smart 

speaker in the U.S., Amazon has designed the device with the objective to collect consumer data 

that will improve their technology – specifically the artificial intelligence of their Amazon Alexa 

(O'Flaherty, 2019). Many users are unaware that this is a setting they could change due to how 

deeply it is hidden within the Amazon Alexa App along with other smart speaker assistants 

(Malkin et al., 2019). Amazon defaults their devices to collect data in the name of developing 

their AI, which ignores the privacy of users. However, they are definitely not the only company 

to do so as Apple and Google have similar voice assistants, but the key difference is within their 

business models (Benjamin, 2020).  The ways in which Apple, Google, and Amazon operate, in 

comparison to each other, reflect their values of security and privacy. The comparison of these 

companies reflects the notion that some may be willing to help and support users in the process 

of ensuring their privacy and security. Apple and Google have made headway in helping users 

ensure some of their privacy, while Amazon seems to run in the opposite direction by also 

appearing to design means of sharing user data (Benjamin, 2020; Paul, 2019). It is important to 

note that the Amazon Echo is a device that is integrated into the environment of the user and is 

always waiting to listen in – or waiting to be called on, the interpretation depends on how much 

credence one is willing to give these devices – or the companies themselves (Schönherr et al., 

2020). The differences between a smart speaker assistant and a smartphone are significant, 

particularly in the discussion of data on the scale of the user.  
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Based on Actor-Network Theory, artifacts matter such that the scale and type of the 

artifact are essential in the evaluation of relationships between users and artifacts. When privacy 

and security are considered, the magnitude of such depends on the artifacts' characteristics. As 

reliant as people are on their smartphones, they are not integrated in the same manner as a smart 

speaker is (Benjamin, 2020). Smart speakers are intertwined with the physical environment of 

consumers that then tracks behaviors of engagement that a smartphone cannot. There are specific 

types of data and behavior patterns that are collected, which are primarily dependent on what 

devices the users are engaging with. At a command, these virtual assistants can turn on lights and 

lock doors – they can be thought of as an affordable butler for the ordinary citizen that will 

seemingly cater to the user's every whim (Mahbub, 2020; Wells et al., 2020). When Amazon first 

introduced the Amazon Echo, the company advertised it as a standalone unit for a single room. 

However, it was not long before Amazon evolved the Echo network to extend beyond just one 

room – but to encompass the whole house. Actor-Network Theory is a worthwhile framework in 

examining the evolution of artifacts as it can look into the evolving relationships between artifact 

and user. The convivence of trusting simple actions to technology seems remarkable, but nothing 

great comes without a cost. The cost can be reflected by the level of trust that users associate 

with technology; it was found in Cisco survey of over 3,000 consumers that while 53% 

appreciated the convenience that IoT brings to their life, only 9% have a high level of trust that 

their data collected by IoT is secure (Cisco Value Trust Paradox Report, 2017). It would be the 

logical assumption that if the consumer has low trust in the security of their data, then they 

would be more willing to keep the IoT devices out of their lives. However, this is not the case, as 

42% of the consumers are unwilling to part with IoT devices due to their value – this is termed 

the IoT paradox (Aggarwal et al., 2020; Cisco Value Trust Paradox Report, 2017). It is often the 
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case where users alter their behavior to suit the technological device rather than the other way 

around. As the artifact constrains user behavior, it brings up an interesting notion put forth by 

Actor-Network Theory – scripts and counter-scripts. The framework is interested in how the 

actor behavior is bestowed upon by the artifact, known as scripts (Ritzer, 2004). Even though 

there are people who value the benefits of having their data used to develop their AI assistant, 

there are about just as many who feel the opposite. In either case, there are existing strategies 

that can be used to address privacy and security – ultimately, empower the user. 

 

Part II: Examination of Proposed and Existing Strategies with Actor-Network Theory  

In the case where the privacy and security concerns are recognized, it is then necessary to 

evaluate the interventions for those concerns and develop counter-scripts. Suppose the current 

dominant script is to privilege the usefulness of these IoT devices and ignoring their risk threats; 

education is an intervention attempting to produce counter scripts in the users themselves 

through Actor-Network Theory. Initiatives to push back on the scripts of these artifacts can cover 

various areas that include advocating for against the use of smart speaker devices, use of the 

devices that protect their privacy and ensure security, and advocate to the designers of these 

systems to protect them.  

Educational initiatives can spread awareness to get consumers to care about their privacy 

and security. The prerequisite for any further actions is to get the users to care; otherwise, there 

would be no consequential actions. An example that most people can recognize is the numerous 

anti-bullying non-profits partner up with different schools. One such non-profit is called STOMP 

Out Bullying that has "collaborated with over 15,000 school partners to raise awareness and 

educate students" and has assisted millions of students, including saving thousands of lives 
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(STOMP Out Bullying 2019 Annual Report, 2019). Schools have multiple reasons for 

incorporating programs to educate students on matters of cyberbullying and digital literacy. For 

example, a Massachusetts law prohibits bullying and mandates schools to incorporate age-

appropriate instruction on bullying prevention into the curriculum (General Law - Part I, Title 

XII, Chapter 71, Section 37O, n.d.). Like many other anti-bullying non-profits, STOMP Out 

Bullying establishes tools to educate both students and teachers along with tools that can provide 

help to students. Preserving in-home security is absent from these interventions for cyber-

bullying, which strive to educate students on the permanence of data once it is out on the 

Internet. The absence of preserving in-home security from the curriculum is problematic as a 

student's interaction with the device can include the accidental recording of a problematic 

conversation, and it can be sent out to a random contact (Huang et al., 2020). As schools are 

already incorporating cyberbullying interventions within the curriculum as part of their own 

admission against bullying, the addition of education in ensuring privacy and security with smart 

devices is only logical. The logic stems from acknowledging that schools cannot control student 

behavior once they leave the school premises. Hence, students need to be empowered to ensure 

their own privacy and security, and empowerment only comes through with education.  

Educational initiatives are one part, but it is essential to discuss industry initiatives. One 

of the most well-known industry certifications is LEED, Leadership in Energy and 

Environmental Design. It is a globally recognized certification of sustainability as it provides a 

framework, a rating system essentially, for healthy, highly efficient, and cost-saving green 

buildings (What Is LEED?, 2021). There is no mandate for buildings to have a LEED 

certification, but consumers value the sustainability of a building and are more willing to shell 

out more money (Wilber, 2014). The certification is broken down into four tiers, from lowest to 
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highest: Certified, Silver, Gold, and Platinum – each achieved by meeting a range of points that 

can be scored with the LEED scorecard. The scorecard is separated into several categories: 

location and transportation, sustainable sites, water efficiency, energy and atmosphere, materials, 

and indoor environmental quality. Within each category are items that you can gain points on, 

which helps to further understand what is being looked at and why. For example, LEED gives 

points based on the location of the building by basing it off of the proximity to public transit and 

bicycle facilities ("HOW LEED WORKS," 2011). The framework set forth by LEED can be 

generalized to that of smart devices such that they hold certifications that indicate how well they 

handle user data and ensure user privacy and security.  

A more recent scorecard that aligns better in the application for technology and smart 

devices is one that the RAND Corporation developed for COVID-19 contact tracing programs on 

smartphones. The scorecard aims to strengthen privacy protections by assessing the programs 

with five categories: transparency, purpose, anonymity, informed consent, temporal limitations, 

and data management (Boudreaux et al., 2020). The categories are then broken down into 

various sub-categories with the intent of breaking down privacy policies in terms of data 

collection for the user in a concise manner (Boudreaux et al., 2020). This scorecard is able to 

empower users as it allows users to see what privacy protections are in place and in what ways 

do specific programs meet or do not meet the criteria. However, this scorecard also recognizes 

the importance of informing users of explanations on privacy trade-offs should there be any – 

allowing for the people to make an informed decision (Boudreaux et al., 2020). Looking at this 

artifact through the lenses of Actor-Network Theory, it has the potential to rearrange the network 

of actors and artifacts, which is what the paper intends to do in the context of users and smart 

devices.  
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The discussion of both education and industry initiatives illustrates the impacts of each 

and their respective advantages. The education initiative will instill awareness in users at a 

younger age through age-appropriate curriculums. Its effectiveness can be assumed to be similar 

to that of anti-bullying programs. Meanwhile, the industry initiative of a proposed data 

transparency scorecard would be effective at reaching users beyond the K-12 education system 

as it would be included with every device. The semblance of the education and industry 

initiatives to current symbolically powerful programs, such as anti-bullying and LEED, can 

prove crucial in establishing these as tools to gain more power over smart IoT devices. The two 

categories of initiatives will increase accessibility to understanding privacy policies, which 

would bring more awareness to the concerns over smart IoT devices as well. 

 

Part III: Transparency Scorecard in the Frame of Actor-Network Theory 

Actor-Network Theory is an advantageous framework to utilize in reshaping the 

relationships between artifacts and actors. A transparency scorecard should be adapted from the 

one previously discussed but for the use of IoT devices. This scorecard is an artifact that can help 

rearrange the existing network of users, laws, regulations, designers, devices, etc. The existing 

network or rather, the relationships will be redefined to give more power to the consumers by 

allowing them to have a better understanding of the devices they choose to engage with. The 

transparency scorecard for IoT devices will employ the same criteria and sub-criteria used in the 

privacy scorecard for COVID-19 contact tracing applications. For example, to assess the 
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transparency criteria, questions will be asked pertaining to policies, public audit, open-source, 

disclosure of data collected, and user-specific data visibility.  

 

Figure 1: Privacy Scorecard Criteria and Questions (Boudreaux et al., 2020) 

However, to place the RAND scorecard in the context of IoT devices, the proposed scorecard 

will modify the original questions for each sub-criterion and remove those that are deemed 

irrelevant from the RAND scorecard. The new questions will succinctly convey information 
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revolving around data collection, data storage and management, and data usage. Each criterion 

will have a score from 1 (not applicable) to 5 (full satisfaction), which will then accumulate in a 

tiered certification like LEED. Along that same vein, a third party like the U.S. Green Building 

Council for LEED should be responsible for issuing the certifications for IoT devices. There are 

high costs with obtaining a LEED certification, but projects are incentivized to do so by the 

value it brings. The economic benefits are numerous, as LEED-certified apartment buildings 

command rents 10.2% higher than non-LEED buildings on average (Browne, 2020). This 

reflects the growing consumer demand for social responsibility, where people are more willing to 

pay a premium knowing that it has a positive impact. Similarly, like the U.S. Green Building 

Council, an organization can incentivize companies to implement the transparency scorecard to 

increase profits and expand their customer base. In the frame of Actor-Network Theory, the 

transparency scorecard will empower users to advocate or influence the designers to help users 

ensure their privacy and security. 

 

Conclusion: 

This paper explores the sociotechnical impacts of user interactions with smart devices, 

specifically exploring the privacy and security implications of using smart devices that 

determines the behavior of users. Despite the increase in usage of smart devices- such as smart 

speaker assistants like the Amazon Echo – the majority of users are either unaware or do not 

place importance on the privacy of their data, especially when considering the added value of the 

smart devices. The proposed transparency scorecard will lend itself to consumers as a means to 

decipher the data policies that hide behind complex legal jargon and empower users. Many of 
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today’s smart device users unknowingly consent to invasive data collection. This scorecard will 

ensure that users can give informed consent. 
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