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Abstract

We present pressure profiles of galaxy clusters determined from high resolution

Sunyaev-Zel’dovich (SZ) effect observations in fourteen clusters, which span the red-

shift range 0.25 < z < 0.89. We assume spherical geometry for our pressure profiles

and compare to pressure profiles derived from X-ray analysis (ACCEPT catalog),

which also assumes a spherical geometry.

A technique to jointly fit SZ data from the Bolocam and MUSTANG instruments

is developed and implemented to determine cluster pressure profiles. Bolocam is a

bolometer array on the Caltech Submillimeter Observatory (CSO) with a resolution

of 58′′ and 8′ field of view (FOV), and MUSTANG is a bolometer array on the 100-m

Robert C. Byrd Green Bank Telescope (GBT) with a resolution of 9′′ and FOV of 42′′.

Jointly, these two instruments allow a wide range of spatial scales to be constrained

by solely SZ observations. Most notably, MUSTANG is one of a few SZ instruments

with high resolution, and provides unique insight into the pressure in the core of

galaxy clusters.

Our constraints on pressure profile parameters are consistent with those in pre-

vious studies, but on individual clusters we find discrepancies with pressure profiles

from ACCEPT. We investigate potential sources of these discrepancies, especially in

the context of cluster geometry, electron temperature of the intracluster medium, and

substructure.

Additionally, efforts to prepare for the upcoming MUSTANG-2 are presented. In

a desire to identify the preferred materials for the dewar window and radome, we

investigate the transmission properties of several potential materials. We also model

shocks in the plane of the sky to estimate the sensitivity necessary to observe shocks.
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Chapter 1

Introduction

1.1 Historical Background

The tendencies for galaxies to cluster has long been known, before the nature of

nebulae were known. The first detailed study of clusters of galaxies came in 1906 by

Wolf, with notable advances aided by catalogs from Zwicky and Abell in the 1930s

through 1950s. In 1970 and 1972 the Coma and Perseus clusters of galaxies were

discovered to be X-ray luminous (Fritz et al. 1971; Gursky et al. 1971). By 1972,

the Uhuru X-ray satellite confirmed that many other clusters of galaxies are strong

X-ray emitters (Giacconi et al. 1972). See Sarazin (1988) for an excellent review of

the history of X-ray observations clusters of galaxies.

The Sunyaev-Zel’dovich (SZ) effect is a spectral distortion in the Cosmic Mi-

crowave Background (CMB). It was predicted by Sunyaev & Zel’dovich (1970) not

long after the discovery of the CMB by Penzias & Wilson (1965). Despite the earliest

SZ searches occurring in 1976 (Gull & Northover 1976), and a steady progression of

SZ observations with radiometers, generally in the Raleigh-Jeans tail of the CMB, it

was not until Meyer et al. (1983) that the first bolometric SZ observation attempts
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were made, and not until Holzapfel et al. (1997) that bolometer technology had pro-

gressed sufficiently for the first SZ detections at millimeter wavelengths. A major

driving force in the first two decades of SZ observations was to determine the Hub-

ble parameter, H0, by directly measuring the distance of clusters of galaxies (Gunn

1978; Silk & White 1978; Birkinshaw 1979; Cavaliere et al. 1979). However, by 2006,

the SZ effect and X-ray determination (e.g. Bonamente et al. 2006) of the Hubble

parameter had not caught up to constraints via the distance ladder based on Cepheid

variables (Madore et al. 1999; Freedman et al. 2001). With little advancement since

2006 (Bonamente et al. 2013), it is clear that the majority of the SZ field has taken

up other pursuits.

It has been recognized that a great advantage of SZ observations of clusters of

galaxies is that the intrinsic signal is redshift independent (e.g. Korolev et al. 1986;

Birkinshaw 1999; Carlstrom et al. 2002). That is, unlike observations at any other

wavelength, the SZ signal does not suffer from cosmological dimming. Thus, any

studies that rely on the combination of SZ observations with another wavelength (es-

pecially X-rays) will, in principle, be limited by the sensitivity of observations from

the other wavelength. In practice, X-ray observations have benefited greatly from

ROSAT, Chandra, and XMM-Newton telescopes. SZ observations have seen several

telescopes and instruments built in the past two decades, and there are roughly a

dozen instruments that as of 2015 have access to millimeter observations and are de-

signed, at least partially, to observe the SZ effect. Two major SZ survey instruments

are ACT (Swetz et al. 2011) and SPTpol (Austermann et al. 2012); Planck (Planck

Collaboration et al. 2011) also acts as a SZ survey instruments, but its low resolu-

tion (∼ 4.5′ at 350 GHz) lessens the extent to which it can detect new clusters of

galaxies relative to the other two instruments. While not an SZ survey instrument,
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the Yuan-Tseh Lee Array for Microwave Background Anisotropy (AMiBA Ho et al.

2009) is a dedicated CMB telescope able to do SZ studies as well. Several other in-

struments have been placed on non-CMB dedicated single-dish telescopes: Bolocam

(Glenn et al. 1998), now replaced with MUSIC (Sayers et al. 2014) on the Caltech

Submillimeter Observatory; APEX-SZ (Schwan et al. 2012) on the APEX telescope;

GISMO (Staguhn et al. 2006), to be replaced with GISMO-2 (Staguhn et al. 2012),

was placed on the IRAM-30m, which also hosts the New IRAM KID Arrays (NIKA)

(Monfardini et al. 2010) instrument, which is to be upgraded to NIKA-2 (Monfardini

et al. 2014). The AzTEC (Wilson et al. 2008) was originally commissioned on the

James Clerk Maxwell Telescope (JCMT), but has moved to the Large Millimeter Tele-

scope (LMT), and the MUltiplexing SQUID TES At Ninety Gigahertz (MUSTANG)

instrument (Dicker et al. 2006, 2008) on the 100-m Green Bank Telescope (GBT),

to be replaced by MUSTANG-2 (Dicker et al. 2014b). There are also three telescope

interferometer arrays suited for SZ studies: the Australia Telescope Compact Array

(Sinclair et al. 2001), the Arcminute MicroKelvin Imager (Kneissl et al. 2001), and

CARMA (e.g. Plagge et al. 2013). CARMA is the combination of three separate

arrays: the Sunyaev-Zel’dovich Array (SZA), the Owens Valley Radio Observatory

(OVRO) array, and the Berkeley-Illinois-Maryland-Association (BIMA) array.

The features of recent SZ telescopes and instruments are summarized in Table 1.1.

While there are likely many instruments that access the millimeter/submillimeter

regime where the SZ effect is observable, those which are not intended to perform SZ

observations (and thus may not be well suited to whole-cluster SZ observations) are

not included.
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Instrument Telescope Frequency (GHz) Years in use Resolution FOV Reference Notes
Single Dish Telescopes

SCUBA JCMT 350 (& 650) 1999-2009 15′ 2.′8 Holland et al. (1999)
SCUBA-2 JCMT 350 2010-present 10′ 6.′7 Holland et al. (2013)
SuZIE-II CSO 145, 221, & 355 2002-2005 1.′4 1.′4 Benson et al. (2003) Successor to SuZIE
Bolocam CSO 140 & 260 2002-2012 1′ 8′ Glenn et al. (1998)
NOBA Nobeyama 150 1993-2007 13′′ 1.′9 Kuno et al. (1993)
MBAC ACT 148, 215, & 277 2011-2013 1.′3 24′ Swetz et al. (2011) Resolution from 215 GHz
ACTpol ACT 150 & 220 2013-present 1.′3 1deg Niemack et al. (2010)
LABOCA APEX 345 2007-present 19′′ 11′ Siringo et al. (2009)
APEX-SZ APEX 150 2007-present 58′′ 22′ Schwan et al. (2011)
SPT-SZ SPT 95, 150, and 220 2007-2011 1.′6 1deg Carlstrom et al. (2009) Survey instrument
GISMO IRAM 30-m 150 2008-present 17.′′5 3.′7 Staguhn et al. (2006)
NIKA IRAM 30-m 150 & 240 2009-2013 12.′′5 2′ Monfardini et al. (2010)
MUSTANG GBT 90 2008-2014 9′′ 42′′ Dicker et al. (2008)
AzTEC LMT 270 2011-present 6′′ Wilson et al. (2008) Previously on JCMT and APEX

Arrays

HEMT2 & MMIC3 SZA 31 90 2005-2007 18′′ 5′ Muchovej et al. (2007) Resolution from long baselines

HEMT & SIS4 OVRO 31, 90, & 250 -2007 > 1′′ 1.′3 Padin et al. (1991) Max. Resolution ; 250 GHz
MMIC & SIS BIMA 22, 90, & 220 1996-2007 > 0.4′′ 2′ Welch et al. (1996) Max. Resolution ; 100 GHz
– CARMA 25, 90, & 220 2007-2015 > 0.1′′ 5′ Woody et al. (2004) SZA + OVRO + BIMA
AMiBA AMiBA 90 2006-present 2′ 20′ Ho et al. (2009)
HEMT AMI 15 2001-present >1.′5 21′ Kneissl et al. (2001) 8 13m dishes and 10 3.7m dishes
HEMT CBI 31 1995-2005 – – Udomprasert et al. (2004) 13 dishes

Current and soon-to-come

MUSIC CSO 150 - 350 2012-present 22′′ 14′ Sayers et al. (2014) Successor to Bolocam, 4 bands
SPTpol SPT 90 & 150 2012-present 1.′6 1deg Austermann et al. (2012) Survey instrument

Planck Planck 25 to 1000 2009-present 4.′5 4.′51 Planck Collaboration et al. (2011) Resolution given for 350 GHz
NIKA-2 IRAM 30-m 150 & 240 Planned 2015 12.′′5 6.′5 Monfardini et al. (2014) Uses KIDs
GISMO-2 IRAM 30-m 150 & 250 Planned 12.′′5 7.′4 Staguhn et al. (2012)
SPT-3g SPT 95, 150, and 220 Planned 2016 1′ 1deg Benson et al. (2014) Resolution given for 150 GHz
MUSTANG-2 GBT 90 2014-present 9′′ 2.′5 Dicker et al. (2014b) Current implementation deemed “MUSTANG-1.5”

Table 1.1: SZ instruments and telescopes in use from 2000 on. Resolution is given as the full-width, half-maximum
(FWHM) of each instrument, for the lowest frequency band. Field of view (FOV) should be understood as the diameter,
or for instruments with a roughly square layout, as the length of a side. 1Planck has a 1 × 8 detector layout for the
353 GHz detectors the sky is undersampled for a nominal FOV of 4 deg. 2 HEMT: High Electron Mobility Transistor.
3MMIC: Monolithic Microwave Integrated Circuit. 4 SIS: Superconductor-Insulator-Superconductor (radiometer).
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To utilize the advantage of redshift independence, SZ studies will inherently have

to rely minimally on additional wavelength observations to accurately determine

counts of clusters of galaxies as a function of redshift and mass (i.e. determine the

mass function of clusters of galaxies). The redshift of a cluster cannot be garnered

from SZ observations themselves; obtaining spectroscopic redshifts are time inten-

sive, so photometric redshifts are typically the first means of constraining redshift

(e.g. Reichardt et al. 2013; Sehgal et al. 2013). While X-ray follow up is still feasible,

as SZ instruments continue to improve (e.g. SPT-3G and ACTpol Niemack et al.

2010; Benson et al. 2014), SZ surveys will need to become self-reliant for accurate

mass determinations. As is, there is already significant progress in this arena pre-

dominantly from observable scaling relations (e.g. Plionis et al. 2008; Kravtsov &

Borgani 2012). However, they note that a sensitive, high resolution SZ instruments

would clearly be needed within the next 10 years (from 2008), and ideally it would

have multifrequency capabilities (Birkinshaw & Lancaster 2008). The high resolution

is necessary to resolve structure in clusters at a complementary resolution to what

X-ray instruments will have. Of the instruments available, bolometer cameras on

large single dish telescopes are the closest to reaching this ideal.

Many interferometric arrays can achieve a resolution of ∼ 10′′ or better. Taking

CARMA as an example, it can achieve better than 10′′, or even 1′′, and its collecting

area is that of roughly a single 40m dish, but it will still have worse sensitivity

to surface brightness because it is not a filled aperture. Similarly, the Atacama

Large Millimeter/submillimeter Array (ALMA Hills & Beasley 2008) has a total of

66 antennas (54 12-m antennae, and 12 7-m antennas) with the equivalent collecting

area of a single 91-m dish. In addition to not being a filled aperture, ALMA will also

have a limited maximum recoverable scale: for 100 GHz (Band 3) this is 25′′, and for
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150 GHz (Band 4, which is nearly complete), this is 17′′. Thus, despite high resolution

(between 0.27′′ and 7.5′′, depending on configuration and observing frequency). Any

SZ observations with ALMA would be fundamentally limited to a small portion of a

cluster. By comparison, an ideal SZ telescope according to Birkinshaw & Lancaster

(2008) would recover signal out to 10′. Therefore, while ALMA will provide incredible

new observational capabilities in the millimeter/submillimeter regime, it is not well

suited to whole-cluster SZ observations (it was not designed to be), and is not included

in Table 1.1.

The Nobeyama Bolometer Array (NOBA Kuno et al. 1993) on the Nobeyama

45-m telescope was a pioneering high resolution instrument on a single dish. With a

resolution of 13′′, it was able to resolve an enhancement in the well studied cluster RXJ

1347 (Komatsu et al. 2001; Kitayama et al. 2004). While Submillimeter Common User

Bolometer Array (SCUBA Holland et al. 1999), on the James Clerk Maxwell Telescope

(JCMT) also observed the cluster, the 350 GHz data had a noise of 5.3 mJy/beam

(FWHM = 15′′), compared to the 1.6 mJy/beam noise achieved by NOBA. There

have been a number of subsequent SZ instruments which have achieved comparable

sensitivity and resolution. A few notable instruments are MUSTANG, NIKA, and

AzTEC. MUSTANG (and its current successor MUSTANG-1.5) operates at 90 GHz

on the GBT with a resolution of 9′′, and was able to unambiguously confirm (Mason

et al. 2010) the shock heating interpretation of RXJ 1347 (Kitayama et al. 2004).

NIKA operates at 140 and 240 GHz on the IRAM-30m with resolution of 18.5′′ and

12.5′′, respectively, and AzTEC operates at 270 GHz on the LMT with a resolution

of 6′′.

It is in the context of the utility, and to a certain extent, necessity of a high reso-

lution SZ instrument that my thesis takes shape. MUSTANG establishes a significant
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progression towards this need and has shown the value of sensitive, high resolution

SZ measurements (Mason et al. 2010; Korngut et al. 2011; Mroczkowski et al. 2012).

1.2 Scientific Background

Current motivations for studying galaxy clusters via the Sunyaev-Zel’dovich effect

generally fall under two categories: cosmology or astrophysical processes, although

astrophysical processes have been a recent addition with the advent of sub-arcminute

resolution SZ instruments. Cosmological parameters affecting the growth of structure

(e.g. Bahcall & Fan 1998) can be constrained by galaxy clusters, and are complimen-

tary to constraints of those parameters from other methods, including measurements

of the primary and other secondary anisotropies the cosmic microwave background

(CMB), large scale structure (LSS), supernovae, baryon acoustic oscillations (BAOs),

and strong and weak gravitational lensing. As surveys have detected more galaxy

clusters in the optical (e.g. Koester et al. 2007), X-ray (e.g. Burenin et al. 2007),

and with Sunyaev-Zel’dovich measurements (e.g. Sehgal et al. 2011; Bleem et al.

2015; Planck Collaboration et al. 2015), cosmological parameters derived from their

counts have improved (e.g. Sehgal et al. 2011; Vikhlinin et al. 2009; Mantz et al.

2010; Böhringer et al. 2014), and are placing meaningful constraints on cosmological

parameters, especially in conjunction with the other methods listed.

Because the SZ effect is not sensitive to redshift, it will play a crucial role in

finding and observing galaxy clusters at high redshift, where galaxy cluster counts

are highly sensitive to the underlying cosmology (Carlstrom et al. 2002). As seen in

Figure 1.1, which assumes a wide field SZ survey instrument, the mass limit does not

change much above z ∼ 0.5. The slight improvement seen in Figure 1.1 with redshift

is due to the angular size of clusters decreasing, thus enhancing surface brightness.
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Furthermore, the signal will be well contained in the field of view of a wide field SZ

survey instrument.

The thermal SZ (tSZ) effect, due inverse Compton scattering of CMB photons off

of the hot thermal distribution of electrons in the ICM, is proportional to integrated

pressure along the line of sight. The distortion is given by

∆ISZ,ν

ICMB,ν

= g(x) × y, (1.1)

where g(x) = x4ex

(ex−1)2
(x ex+1

ex−1
− 4)[1+ δSZ(x, Te)], x = hν/(kBT ), and the dimensionless

parameter y is given by:

y =
σT

mec2

∫

ne(r)kBTe(r)dl, (1.2)

where σT is the Thomson scattering cross-section of the electron, me is the mass

of the electron, ne is the electron density, kB is the Boltzmann constant, and Te

is the electron temperature. At frequencies below ∼ 220 GHz the tSZ appears as

a decrement, and above that frequency, the tSZ appears as an increment. As the

temperature of gas increases beyond ∼ 5keV, relativistic corrections (Itoh et al. 1998)

need to be considered. Relativistic corrections will tend to move the null towards

higher frequencies and decrease the amplitude of the distortion. While the distortion

from the tSZ is small, typically less than 1 mK, it is greater than the distortion

due to the kinetic SZ (kSZ) effect, which is a spectral distortion of the CMB due

to the Doppler effect from the peculiar motion of the galaxy cluster. In this thesis,

unspecified SZ signal is assumed to be dominated by the tSZ signal.
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Fig. 1.1.— Copied from Carlstrom et al. (2002). The solid lines show the typical
limits of a wide-field SZ survey at 30 GHz with two different survey sensitivities, with
an approximate limit for XMM-Newton as the dotted line.
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1.2.1 SZ Scaling Relations

There is a simple, intuitive connection between the tSZ signal and a cluster’s mass:

the tSZ signal is directly proportional to integrated pressure along the line of sight,

and given hydrostatic equilibrium (HSE), the gradient of the pressure is proportional

to the gradient of the gravitational potential, which is related to a cluster’s mass.

However, the assumption of HSE introduces systematic errors given the inevitable

departure of clusters from HSE (e.g. Nagai et al. 2007). Thus, a more common

approach is to use a scaling relation, relating an observable to the total cluster mass.

For SZ studies, the observables of choice have been ymax or Y , where ymax is the

maximum Compton y value in a map of a cluster, and integrated Compton Y is given

by Y ≡
∫

Ω
ydΩ, where Ω is the angular extent (solid angle) of the cluster. When

the extent of the cluster can be determined, Y is preferable as it exhibits a tighter

correlation with cluster mass than does ymax (e.g. Reid & Spergel 2006). An X-ray

analog to Y can also be defined as: Yx = MgasTx where Mgas is the mass of gas within

a given radius, and Tx is the temperature with that radius, but excluding the core of

the cluster. The motivation for excluding the core are discussed below. This is not to

say that the Y -M relation is without scatter; simulations show that Y will be briefly

boosted in merging clusters (e.g. Wik et al. 2008) and internal physics such as AGN

feedback (e.g. Battaglia et al. 2012). Battaglia et al. (2012) note that sorting clusters

into subsamples based on ellipticities can reduce the scatter in the scaling relation,

where this introduces a bias in the normalizations of a few percent.

Some recent observationally determined Y -M scaling relations of note come from

the REXCESS X-ray sample (Arnaud et al. 2010), ACT [(Marriage et al. 2011),

the Planck satellite (Planck Collaboration et al. 2011), and the Bolocam X-ray SZ

(BOXSZ) sample (Czakon et al. 2014). The scaling relations can see several variations.
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The total mass, M, is generally defined as the spherically enclosed mass at a particular

radius, where common choices are R200, R500, or R2500, which are defined as the radius

at which the average enclosed mass density is 200, 500, and 2500 times the critical

density of the universe at the redshift of the cluster, ρc(z). The radii scale roughly

such that 10R2500 ∼ 3R500 ∼ R200 ∼ Rvir at z = 0, where Rvir is the virial radius for

the cluster. If growth of structure proceeds in a linear manner then the growth can be

shown to be self-similar (e.g. Press & Schechter 1974; Kaiser 1986) and the relations

between the radii defined by density contrast (i.e. not Rvir) should remain constant

over redshift, while the values themselves change. The utility of using characteristic

radii to define quantities such as Y500 is that we should expect a simple, known,

self-similar evolution with redshift, such that the scaling relation can be used across

redshifts.

Unfortunately, the evolution of galaxy clusters is not necessarily linear (e.g. Kravtsov

& Borgani 2012), where mergers are a profound case of the nonlinearity of their evo-

lution. Despite this, models describing linear and mildly nonlinear can describe the

evolution of fluctuations with sufficient accuracy (Borgani & Kravtsov 2011). Re-

markably, the scaling relations of gas density, temperature, and pressure to total

mass agree with self-similar scalings over the range R2500 < r < R500 (Kravtsov &

Borgani 2012). Moreover, the intrinsic scatter of gas density (Vikhlinin 2006; Croston

et al. 2008; Maughan et al. 2012; Eckert et al. 2012), temperature (Vikhlinin 2006;

Pratt et al. 2007; Leccardi & Molendi 2008), and pressure (Arnaud et al. 2010; Sun

et al. 2011) are roughly 10%-40% in this region. Thus, the scaling relations defined

on this region do reasonably well at constraining cluster masses (e.g. Arnaud et al.

2010; Andersson et al. 2011).
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1.2.2 Substructure in the ICM

Much of the previous discussion of the mass-observable scaling relations focused on

the gravitational process of galaxy formation. However, the scatter in ICM observable

quantities, for a given mass is dominated by baryonic processes, especially the heating

and cooling of the ICM. The dominant source of heating for gas comes from its

accretion onto a galaxy cluster (Sarazin 1988), whether by infalling diffuse gas, or by

mergers. Simulations (e.g. Pfrommer et al. 2006; Skillman et al. 2008; Vazza et al.

2009) find that much of the kinetic energy of infalling gas is processed through shocks.

Specifically, much of the kinetic energy is processed through weak (Mach numbers

M . 3) internal (occur within the virial radius) shocks (Skillman et al. 2008). By

contrast, external shocks have much larger Mach numbers (M > 30). At large radii,

the accretion is ongoing, equilibration timescales are long, and thus the pressure

support is dominated by kinetic (i.e. non-thermal) pressure. This increase in kinetic

support is associated with an increase in substructure (Battaglia et al. 2012), which

would only be revealed by instruments with sufficient sensitivity and resolution.

The gas cools primarily from radiative cooling via bremsstrahlung, or free-free,

radiation, which has emissivity given by Λffgνn
2
eT

0.5 (Sarazin 1988), where Λff is

the cooling function, and gν is the Gaunt factor, and T is the temperature of the

plasma (ICM). Thus, cooling timescales will be drastically shorter where the density

is higher. In the cores of a substantial fraction of clusters, the cooling times are of

order, or shorter, than the Hubble time, and without additional heating a cooling

flow (e.g. Fabian 1994) will form, where gas should cool onto a central dominant (cD)

galaxy. Such clusters are denoted as cool core clusters, and are generally relaxed

clusters. In the absences of heating, this would require inflow of gas throughout the

ICM, however soft X-ray spectroscopy does not support this case (Cavagnolo et al.
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2009, and references therein), giving rise to the cooling flow problem.

The leading mechanism is thought to be AGN feedback, which causes so called

X-ray cavities (e.g. McNamara & Nulsen 2007). AGN feedback is a promising mecha-

nism for heating the ICM in cool core clusters as the total energy injected by AGN jets

is comparable to the energy needed to offset the cooling flow as calculated by X-ray

luminosity, and bring it into agreement with observed flows (McNamara & Nulsen

2007). Unfortunately, it’s not clear how that energy can effectively be distributed

throughout the core region (McNamara & Nulsen 2007). Phenomena associated with

AGN feedback, such as ripples and sound waves (e.g. Fabian et al. 2006) and sloshing

(e.g. ZuHone et al. 2010) could contribute heating and transport, but do not ap-

pear sufficient in themselves. Instabilities such as magnetothermal instability (MTI)

(e.g. Balbus 2000), heat flux driven buoyancy instability (HBI) (Quataert 2008), and

Richtmyer-Meshkov instability (RMI) (Friedman et al. 2012), which would result in

turbulent transport of energy, are promising energy transport mechanisms.

Relaxed cluster physics

Determining a cluster’s dynamical state is an essential step towards understanding

the relevant physical processes within clusters. Dynamical states can be determined

from SZ effect, optical, or X-ray observations, although they don’t necessarily agree

due to their differing dependencies (sensitivities) on physical quantities. For instance,

several Cluster Lensing And Supernovae with Hubble (CLASH) clusters have been

identified as relaxed from optical observations, but from X-ray observations are noted

as potentially disturbed (Postman et al. 2012). To the same extent, recent observa-

tions of MACSJ0744.9+3927 reveal evidence for a shock in the SZ effect, which the

X-ray observations did not readily reveal (Korngut et al. 2011). With the knowledge
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of the SZ observations, the X-ray data are consistent with the shock seen in the SZ

effect.

If we can assume a cluster is in hydrostatic equilibrium (HSE), i.e. the cluster is

dynamically relaxed, and we can determine the pressure profile, we can calculate the

total mass. Our fundamental equations are the equation of hydrostatic equilibrium,

the continuity equation, and the ideal gas law, which holds as long as relativistic effects

can be neglected. In the past, it was common to assume isothermal beta models (e.g.

Reiprich & Böhringer 2002) for density distributions; where temperature profiles were

not well constrained, this allowed for an easy way to calculate the mass of a cluster,

while giving a reasonable description of the X-ray derived pressure profile. Recent

works tend to use NFW profiles for the total density, which come from cosmological

simulations of dark matter (Navarro et al. 1997), and a generalized NFW profile (e.g.

Nagai et al. 2007; Arnaud et al. 2010) for a pressure profile as a function of scaled

radius, x = r/R500.

P (x) =
P0

(c500x)γ[1 + (c500x)α](β−γ)/α
(1.3)

Here, c500 = rs/R500, P0 is a normalization, and rs is the scaling radius for the NFW

profile. A relatively new method (Mroczkowski 2011, 2012) for calculating the mass

assumes an NFW profile for the total density, and that the fgas(r) is constant with

radius. By invoking the virial theorem, he finds

(1 + 1/µe)

16π2Gfgas

[3
mec

2

σT

Ysph(r)−4πr3Pe(r)] = (ρ0R
2
s)

2[− Rs

2(1 + Rs/r)2
+

∫ r

0

ln(1 + r′/Rs)

(1 + r′/Rs)2
dr],

(1.4)

where Ysph ≡ σT

mec2

∫ r

0
Pe(r

′)4πr′2dr′, Pe is the electron pressure, Rs is the scaling

radius found in the NFW profile, and ρ0 is the normalization of the density in the

NFW profile. For observationally well determined Ysph(r), one can fit for ρ0 and Rs,



15

and with the NFW parameters solved for, one can find M(r) for a galaxy cluster.

Because the SZ effect directly measures the integrated electron pressure, it holds a

significant advantage over X-ray observations which do not directly measure electron

pressure.

A complicating matter is that the distribution of gas may not be uniform; that

is, µe or µ will be functions of position (to first order, a function of radius) within

a galaxy cluster. Currently these are taken to be uniform, despite the prediction

that helium might sediment to the cluster core (Fabian & Pringle 1977; Gilfanov &

Syunyaev 1984). There are currently investigations to detect helium sedimentation

(Bulbul, private communication) with X-ray (Chandra) and SZ measurements (SZA

and MUSTANG). One encouraging study finds suggestive evidence for helium sedi-

mentation from the ultraviolet upturn in brightest cluster galaxies (BCGs) (Peng &

Nagai 2009).

Determining pressure profiles of clusters provides insight into the regularity of

relevant physical phenomena. That is, if the pressure profiles exhibit large cluster-

to-cluster scatter at certain radial ranges, we can infer the physical processes at play

in those ranges differ significantly. Such analyses have been done (e.g. Cavagnolo

et al. 2009; Arnaud et al. 2010). An SZ study of ICM at all scales of interest will

provide direct access to the pressure profiles. In particular, high resolution SZ studies

of the ICM allow comparison to X-rays at scales of interest for understanding pro-

cesses within the core, as well as outside the core where high resolution can detect

substructure.
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Merging cluster physics

There is evidence that the scatter in scaling relations is relatively independent of dy-

namical state and detailed cluster physics (e.g da Silva 2004; Nagai 2006; Wik et al.

2008). Nonetheless, because our calculations of mass often depend on the assumption

of HSE, any departure from HSE should be taken into account. With hierarchi-

cal formation, galaxy clusters are continually growing, whether it be by filamentary

accretion or cluster mergers.

Thus it is inevitable that mergers will need to be studied, seeing that they pro-

vide the opportunity to study exciting and sometimes unforeseen physics (e.g. cold

fronts, c.f. Markevitch & Vikhlinin 2007). Likely the most famous case is the “Bullet

Cluster”, 1E 0657-56, which shows a classic bow shock (Markevitch et al. 2002) and

the separate locations of baryonic and dark matter (Markevitch et al. 2004). X-ray

data on the gas allowed Markevitch et al. (2002) to calculate the Mach number (2-3)

and shock velocity (3000 - 4000 km s−1) using Rankine-Hugoniot jump conditions

[see Landau & Lifshitz (1959) for a review]. These conditions are assume thermal

equilibrium within the pre and post shock plasma (e.g. Tions = Te), which may

not necessarily hold. It is of interest then to try to determine any departure from

equipartition, and compare the expected heating in the case of non-equipartition (e.g.

Markevitch & Vikhlinin 2007; Wong et al. 2010). This has been calculated in at least

two cases where the geometry has been favorable: in 1E 0657-56 and Abell 2146,

where collisional heating was slightly preferred in Abell 2146 Russell et al. (2012),

and instant equilibration was favored in 1E 0657-56 (Markevitch & Vikhlinin 2007).

Recent SZ observations have also detected the kSZ signal over an ensemble of clus-

ters (Hand et al. 2012) and in a single cluster (Sayers et al. 2013). The kSZ detection

in a single cluster undergoing a triple merger, is found towards one of the subclus-
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ters traveling at a velocity of roughly 3000 km/s and was observed with Bolocam, a

bolometer array on the Caltech Submillimeter Observatory (CSO). Bolocam is able

to observe at 140 GHz and 268 GHz, with resolution of 58′′ and 31′′ respectively and

a field of view (FOV) of 8′ (Glenn et al. 2002). While multi band SZ observations

are required to disentangle the tSZ signal from the kSZ signal, MUSTANG showed

a distinct (separate) decrement coincident with the subcluster with large radial mo-

tion (Mroczkowski et al. 2012), which is consistent with the scenario suggested in

Mroczkowski et al. (2012); Sayers et al. (2013).

1.3 Scope of my Thesis

1.3.1 What MUSTANG has to contribute

The MUltiplexed SQUID/TES Array at Ninety Gigahertz (MUSTANG) is an 8x8

continuum bolometer array at the Gregorian focus of the 100m Green Bank Telescope

(GBT). Its angular resolution at 90 GHz is 9” (FWHM) with an instantaneous field

of view (FOV) of 42”, with a mapping speed equivalent to mapping a 3’ x 3’ region

to an RMS noise of 0.4 mJy in an hour (Dicker et al. 2008). MUSTANG’s sensitivity

and angular resolution make it ideal for high resolution SZ studies, although it can

be used to study synchrotron and thermal emission as well. SZ observations with

MUSTANG are done by scanning over the sky; a variety of scan patterns have been

employed, but scanning in a Lissajous daisy has been the preferred pattern.

Observations of galaxy clusters to date with MUSTANG have been promising

(Korngut et al. 2011; Mason et al. 2010; Mroczkowski et al. 2012). Due to the fact

that SZ observations with a single dish are differencing measurements, a limiting

aspect of MUSTANG is the FOV leads to a spatial transfer function that drops
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dramatically at scales larger than the FOV (Korngut et al. 2011; Mason et al. 2010).

Nonetheless, its ability to resolve substructure has allowed MUSTANG to detect

shocks in MACSJ0744 and RXJ1347 and asymmetries in Abell 1835 and CLJ1226

(Korngut et al. 2011; Mason et al. 2010).

To reiterate, MUSTANG excels at observing substructure in galaxy clusters. Thus,

it will be a great tool for any cluster we observe that has a shock in it. It may also

be able to detect AGN cavities. For determination of pressure profiles, it will be able

to constrain the inner profile well, but will not be able to constrain the outer profile.

1.3.2 Thesis Overview

Well constrained pressure profiles in clusters will advance precision cosmology and

our understanding of physical processes in the ICM. To determine pressure profiles,

we jointly fit MUSTANG and Bolocam data, thus covering angular scales between 9”

and 8′, which covers roughly out to R500. The joint fitting procedure was developed

and provides robust results constraining the pressure profile of galaxy clusters.

Chapter 2 discusses how SZ observations are made, including how the receivers

work, and what processing must be done to the data to determine the astronomical

signal of interest. Chapter 3 highlights my investigations into transmission properties

of potential window and radome materials for the successor to MUSTANG. Chapters 4

discusses the joint fitting procedure, determination of pressure profiles for a sample

of galaxy clusters, and Chapter 5 investigates quantitative constraints on cluster

geometry, ICM temperature, and helium sedimentation with the inclusion of X-ray

data. In Chapter 6, I discuss shocks as seen in the SZ and how we can model them,

especially if they are in the plane of the sky.
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Chapter 2

SZ Observations

Abstract

The manner in which galaxy clusters are observed via the SZ effect impacts the quality

of data. We discuss the development of instruments (bolometers in particular) and

SZ observational techniques, especially with regard to Bolocam and MUSTANG. In

order to understand our observations fully, we need to know the beam for MUSTANG

accurately. We determine this beam, its variations, finding that a one-dimensional

double Gaussian fits the beam profile well. We also investigate potential factors of

MUSTANG data quality, and find that the flagging data is a primary factor in the

noise in the final MUSTANG maps.

2.1 Introduction

As indicated in the condensed historical background in Section 1.1, the progression

of SZ observations was largely due to detector technology development. This develop-

ment has also changed the manner in which SZ observations are conducted, especially
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for single dish telescopes.

To start, we have the intensity or rather, change in intensity, in the astronomical

signal from Equation 1.1. The total intensity [W·sr−1·m−2·Hz−1] to be received by a

telescope is then:

Ir,ν = (Iν,CMB + ∆Iν,SZ)(e−τν ) + Sν(1 − e−τν ), (2.1)

where Sν is the source function for the Earth’s atmosphere, which can roughly be

taken as a blackbody function (Bν) at ∼ 300 K. At the best telescope sites, we might

expect to achieve τν ∼ 0.03 at 90 GHz (see Appendix Appendix B.1 for more infor-

mation), which would cause the atmospheric signal to have a brightness temperature

of 9 K, which is not much greater than the CMB signal itself. However, the SZ signal

is roughly a factor of Compton y smaller than the CMB signal (see Equation 1.1),

and a typical value for the peak Compton y for massive clusters is 10−5. At 90 GHz

g(x) ∼ 3, such that y = 10−5 will translate to a surface brightness temperature

(decrement) of 9×10−5 K. Thus, the atmospheric and CMB signals must be removed

very precisely to recover the SZ signal.

SZ observations of galaxy clusters are further complicated by contaminants such

as radio or sub-millimeter galaxies. Radio galaxies emit via synchrotron and thus are

fainter at higher frequencies. Fortunately, at the peak of the SZ decrement (roughly

150 GHz), radio sources are not particularly luminous and are not seen to be a large

source of contamination (e.g. Sehgal et al. 2011). Sub-millimeter galaxies are dusty,

star forming galaxies at high redshift (most are within the redshift range 1 < z < 3,

but have the potential to be at even larger redshifts), and have an increased chance

of being detected when observing galaxy clusters due to gravitational lensing. If the

spectrum is reasonably well known, then observations at 220 GHz (at the null in the
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tSZ) can be used to subtract the expected contamination at other frequencies (e.g.

Lueker et al. 2010).

Another potential source of contamination is more prevalent at larger scales: the

primary anisotropy of the CMB itself (e.g. Udomprasert et al. 2004). However, this

is not expected to contribute on scales less than a few arcminutes (e.g. Hu & White

1997). Moreover, at smaller scales, the CMB primary anisotropy will only diminish:

the tSZ signal dominates over the primary CMB at ℓ ≥ 3000, or scales . 3.5′ (e.g.

Birkinshaw 1999). This does depend on the observing frequency, and only recently

are we starting to empirically constrain the SZ power spectrum with ACT and SPT.

The latest numbers (e.g. George et al. 2015) show that ℓ = 3000 is still appropriate

for this transition at least at 90 GHz. At 150 GHz, the SZ power spectrum dominates

over the primary CMB closer to ℓ = 4000. Yet one more consideration is that the

Cosmic Infrared Background (CIB), which is dominated by dusty star forming galaxies

(DSFGs), has an order of magnitude less power than the SZ power at 90 GHz, but

is roughly an order of magnitude greater than the SZ power spectrum at 150 GHz.

Of course, the CIB would manifest itself with positive distortions, so it is clearly not

mistaken for an SZ signal where the SZ signal is a decrement relative to the CMB.

Fortunately, by targeting known massive clusters, the tSZ signal we observe is well

above the statistical SZ background over the entire sky, which is dominated by much

less massive clusters.

Thus as far as contaminants are concerned, the CMB is not a concern for high

resolution SZ studies. Other (non-CMB) contaminants may still be a concern, but

they can readily and confidently be identified by high resolution, multi-wavelength SZ

observations, allowing for accurate determination of the tSZ. Moreover, separation of

the kSZ allows for investigations into galaxy cluster formation and galaxy evolution
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(via observations of DSFGs).

2.2 Observing with a Single Dish

With single dish observations, the basic strategy is to observe the galaxy cluster and

then observe a nearby region that does not include the galaxy cluster. The strategy

will allow the primary CMB and atmospheric signal to be subtracted. Provided that

the off-source region is fairly close to the galaxy cluster, then the atmospheric signal

should be effectively the same.

There are three basic strategies for removing extra signals: (1) position switching

(PS), (2) beam switching (BS), and (3) on-the-fly (OTF) observing, which is some-

times referred to as driven scan. PS simply points the telescope on and off target. BS

either moves the sub/secondary reflector of a telescope, or differences signal between

two feeds (which observe different directions on the sky). Finally, OTF mapping can

either be a driven scan (with a particular telescope trajectory) or drift scan, such that

the signal is read out at a rapid rate: at least fast enough to recover astronomical

signal on scales which they are expected to change. The Nyquist criterion states

that the sampling rate must be at least twice that at which you expect the signal to

change. We can write the sampling rate, τsamp, as τsamp = θ/(2vscan) where θ is the

angular extent of smallest expected astronomical signal, and vscan is the scan speed

(e.g. arcmin s−1). Both τsamp and vscan can be tuned at the outset, with limitations

from electronics and telescope slew speed. Most observers only have control over the

scan speed.

In any of these cases, observing an off-source location that is offset in azimuth is

a standard choice as this should keep the atmospheric opacity and ground spillover

roughly constant. Over the course of a night, the offset beam sweeps out arcs (in
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right ascension and declination). In the driven scan case, an off-source location is

not always observed, especially if the receiver has multiple feeds or detectors. That

is, some of the detectors will either be viewing an off-source location, or sufficiently

off source location that its received signal can be used to subtract atmospheric and

CMB signal. If the atmospheric signal is sufficiently dominant, then some averaging

of the detectors can be used for subtracting the atmospheric signal.

2.3 Instruments

2.3.1 Bolometer primer

A bolometer allows the power of incident radiation to be measured via a change

in its electrical resistance due to the radiation heating the bolometer. The first

bolometer was developed by Langley (1881), where a Wheatstone bridge was used to

determine the resistance of one thermal varying resistor, composed of two strips of

metal, where one strip is exposed to radiation. A major utility of the bolometer is

that the responsivity dependence on temperature can be large and well studied for

many materials.

Fig. 2.1.— From Richards (1994), a circuit diagram of a SQUID. The SQUID is a
loop with two Josephson junctions which are each shunted by a resistor and capacitor.
The capacitor represents the self capacitance of the junction.
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Fig. 2.2.— From Irwin & Hilton (2005); resistivity vs. temperature for a Mo/Cu
proximity bilayer TES. The transition close to 96 mK would, where the slope is
steepest would be desirable for measuring small changes in temperature (i.e. received
radiation.)

Fig. 2.3.— From Fagaly (2006), just as the TES has a sharp transition (Figure 2.2)
with resistance and temperature, so too the SQUID (left) has a sharp transition with
voltage and current. It is thus desirable to bias the SQUID to IB, roughly in the
middle of the steep transition. The corresponding relation between magnetic flux
through the SQUID and voltage is shown on the right.
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Today there are many means of measuring incident radiation, and bolometers have

recently become the preferred detectors for infrared and millimeter/submillimeter ob-

servations in some situations. A significant advance in bolometer sensitivity came

with the advent of the transition edge sensor (TES), where the bolometer is held at

the superconducting transition temperature, TC , which has a steep change in resis-

tivity with change in temperature as shown in Figure 2.2. Additionally, by reaching

superconducting temperatures, this allows the use of Superconducting QUantum In-

terference Devices (SQUIDs, see Figure 2.1) as amplifiers, which often have TC at or

above the operating temperature of most bolometers. A bolometer typically consists

of two distinct components, one that absorbs the incident radiation, and a tempera-

ture sensing element (such as, here, a TES). As Figure 2.5 shows, these need not be

spatially coincident as long as the thermal coupling being the absorbing material and

TES is strong.

Signal From One Detector

For a TES, the change in electrical resistance is the effect of our incident radiation.

Thus, we may either seek to observe a change in voltage, if we have a constant (bias)

current, or vice versa (observe a change in current given a fixed voltage). Given

that P = I2R or P = V 2/R, we see that for a fixed current, if the resistance of the

TES increase, the power dissipation increases, which would lead to an increase in the

temperature of the TES and thus a thermal runaway. We may avoid this by biasing

the TES with a constant voltage, which then decreases the power dissipation with

increasing resistance, and thus will be thermally stable (given no other complications).

To measure the current, which we are fundamentally concerned with, it is common

to add an inductor in series with the TES and couple the inductor to the SQUID.
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Given that the steep linear regime for a SQUID is narrow, it is crucial to keep the

current within the transition region (Figure 2.3, left hand side). Therefore, the bias

current, IB is set slightly above the critical current, I0, where below I0, no voltage

difference is observed. However, SQUIDs are dependent on the the magnetic flux

through the loop, Φ, owing to the requirement that trapped flux be quantized in

units of Φ0 = h/2e = 2.07 × 10−15 Wb. The V -Φ response is shown in Figure 2.3,

on the right hand side, for a current-biased SQUID. Again, keeping with the game of

finding the steepest slopes, the flux through the SQUID should be biased (“locked”)

at Φ0/4+nΦ0/2, where n is an integer. These steps then allow for a maximal change

in voltage readout per change in TES signal. Yet one more concern may be evident.

If the signal from the TES is strong enough (∆Φ & Φ0/4), then our voltage readout

will no longer be linear with our signal. To solve this, a feedback signal may be sent

to a feedback coil (i.e. inductor, just like that from the TES). Generally, this signal

is created from electronics outside the cryogenic (superconducting) region.

Another consideration with maximizing the signal recovered is the readout rate.

One must consider the timescale on which the observed signal is expected to change,

and the rate at which the bolometer dissipates heat. The former is determined by the

beam size and slew speed of the telescope, while the latter (thermal time constant) is

determined by the bolometer’s heat capacity divided by the thermal conductivity. The

bolometer will actually have a faster response rate than the thermal time constant

because the a change in the temperature of the TES results in a strong negative

feedback in dissipated electrical power through the TES. It is crucial to sample the

data much faster than the electrothermal time constant, which for MUSTANG is

∼ 0.5ms, or 2 kHz. To be sure that all signals are measured, the sampling rate is

greater than the Nyquist sampling rate (twice the rate of interest); specifically, a
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readout rate of 5.5 kHz is used (primarily for use with the feedback loop). This is

faster than the astronomical signal will change, so data is coadded down to 500 Hz

to be saved to disc.

Multiplexing with SQUIDs

At this point, the signal for a single detector (one TES, coupled to one SQUID)

would be ready to be passed to warmer electronics. However, any wire flowing from

the cryogenic region to the warmer electronics will also allow conduction of heat into

the cryogenic region. Thus, to maintain an array of superconducting detectors, one

wants to send multiple signals along a single wire, i.e. multiplex the signal. There are

two modes of multiplexing: time domain multiplexing (TDM) and frequency domain

multiplexing (FDM). A time domain multiplexer sequentially reads (combines) the

signal from the N detectors along the wire. N is generally limited by the readout rate

of the multiplexer chip itself. MUSTANG uses TDM and has eight detectors (and

one dark channel) on each multiplexer chip, and eight multiplexing chips and has a

second stage of SQUID amplifiers (Figure 2.4). Each multiplexing chip could read up

to 32 detectors. Pushing beyond 32 detectors along a chip with TDM becomes quite

challenging with TDM, but FDM in principle will allow many more detectors along

a wire.

The alternative approach, FDM relies on assigning each detector a resonant fre-

quency. Such a frequency is established by effectively making an RLC (resistor-

inductor-capacitor) circuit. To implement FDM, each SQUID must be used to change

the resonant frequency for its associated bolometer. To do this, a radio frequency (rf)

SQUID is used. An rf SQUID differs in that it only has one Josephson junction, and

in the case of MUSTANG-1.5 (discussed more in Section 2.3.4), it has an inductor so
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Fig. 2.4.— MUSTANG SQUID multiplexing schematic; from MUSTANG documen-
tation: Dominic Benford.

that it may couple to the microwave resonators for each bolometer readout, as shown

in Figure 2.5. Each TES and SQUID pair is coupled to a microwave resonator with a

different resonant frequency (per readout wire). The signal from the TES and SQUID

pair may then be measured as a slight shift in resonant amplitude and/or phase.

Fig. 2.5.— From Dicker et al. (2014a). The orthomode transducers (OMTs) absorb
the incident radiation and transfer thermal energy to the TESs. The OMTs allow for
dual polarization measurements, and the coupling with the radiation is strengthened
by placing the OMTs a quarter wavelength from a backshort.



29

2.3.2 CSO and Bolocam

The Caltech Submillimeter Observatory (CSO) is a 10.4 m diameter telescope on top

of Mauna Kea in Hawaii. It is located at 4140 m in altitude, and has an active surface

adjustment that allows the CSO to achieve 13 µm RMS in surface accuracy. With a

median zenith precipitable water vapor (PWV) of 2 mm, the CSO is able to observe

at frequencies up to 860 GHz (350 µm)1. Bolocam can observe at two frequencies:

140 GHz and 260 GHz, depending on the bandpass (filter) chosen. The 140 GHz

channel has been used more than 260 GHz. At 140 GHz Bolocam has a resolution of

58′′. Bolocam has a circular FOV with a diameter of 8′.

The Bolocam instrument (Glenn et al. 1998; Haig et al. 2004) is a 144 element

bolometer array, with 119 working elements. Each bolometer consists of a micromesh

absorber coupled to a TES, and is AC voltage biased with a square wave at ∼ 400 Hz.

The bolometers operate at roughly 300 mK, and are connected to JFET amplifiers

(see Figure 2.6) at a 1.2K stage before the signal is passed to the 4.2K and finally

120 K stages. The signal is not multiplexed, so that means that there are many

wires (288) between the cryogenic stages, and care had to be taken to reduce thermal

loading.

Bolocam Observations and Reduction

The observing strategy adopted by Bolocam is that of a driven scan. In particular,

they use a Lissajous pattern designed to provide radially symmetric coverage. A

pattern amplitude of 4′ is used, resulting in a circular coverage out to a radius of

roughly 12′where half of the peak weight (coverage) occurs at a radius of 5′. The

Bolocam maps used in this analysis are 14′ × 14′.

1http://cso.caltech.edu/wiki/cso/telescope/telescope
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Fig. 2.6.— From Glenn et al. (1998). The JFET NJ132 was a common low-noise
amplifier when Bolocam was built, as was INA 103.

The Bolocam data are the same as those used in Czakon et al. (2014) and Sayers

et al. (2013); the details of the reduction are given therein, along with Sayers et al.

(2011). Bolocam has observed all the clusters used in our pressure profile analysis

(Section 4). Two clusters with representative noise performance are Abell 1835 and

MACS 0647. Abell 1835 was observed for 14.0 hours resulting in a noise of 16.2

µKCMB-arcminute, and MACS 0647 was observed for 11.4 hours resulting in a noise

of 22.0 µKCMB-arcminute, where KCMB ≡ T (K)
TCMB(K)

. The full sample is tabulated

in Table 4.3. Overall, the reduction and calibration is quite similar to that used for

MUSTANG, and Bolocam achieves a 5% calibration accuracy and 5′′ radial pointing

accuracy (1σ).

2.3.3 GBT and MUSTANG

The NRAO Robert C. Byrd Green Bank Telescope (GBT) is a 100 meter radio

telescope located in Green Bank, West Virgina. Receivers on the telescope allow

for observations between 290 MHz and 92 GHz and an active surface designed to give

a surface accuracy of 200 µm RMS across the entire surface, where each panel should
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have a surface accuracy of 68 µm (Jewell & Prestage 2004). The surface accuracy has

steadily crept towards this limit (Dicker et al. 2008): Nikolic et al. (2007) report an

RMS of 390 µm, while improvements by 2009 (Hunter et al. 2011) yielded a surface

accuracy of 240 µm.

Both conventional holographic and out-of-focus holographic techniques have been

employed to improve the surface accuracy of the GBT. Conventional holography is

performed in the Ku-band, making use of the Ku satellite downlink, and has al-

lowed for the development of surface corrections due to gravitational stresses of the

telescope. The out-of-focus (OOF) holographic technique described in Nikolic et al.

(2007) is designed to measure and correct for thermal gradients in the surface.

The elevation of the Green Bank site is 2800′, or 853 m. While West Virginia is

not as arid as many other telescope sites, it does see good weather for observing at

high frequencies. In particular, the mode of the precipitable water vapor (PWV) is

between 5 and 6 mm during high frequency season (October 1 through May 1)2.

The MUltiplexing SQUID TES Array at Ninety Gigahertz (MUSTANG Dicker

et al. 2006, 2008), is a 64 pixel array of Transition Edge Sensor (TES) bolometers ar-

ranged in an 8×8 array located at the Gregorian focus on the 100 m GBT. Operating

at 90 GHz (81–99 GHz), MUSTANG has an angular resolution of 9′′ and pixel spacing

of 0.63fλ resulting in a FOV of 42′′. MUSTANG is the highest frequency receiver

currently on the GBT. The array consists of eight by eight Transition Edge Sensor

(TES) bolometers. SQUIDS are used to multiplex the readout. The multiplexing

is achieved by time-division: there are 8 channels that read out 8 detectors each,

and the detectors along each channel are read out sequentially. These 8 channels, at

the first stage, are then summed into one readout line which carries the signal from

the cryogenic (superconducting) temperatures of the detector package to room tem-

2http://www.gb.nrao.edu/mustang/wx.shtml
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perature electronics. The Superconducting Quantum Interference Devices (SQUIDs)

are used as amplifiers. Because SQUIDS are interferometers, they have a periodic

response, which is often modified by a feedback loop to keep the SQUID at a fixed

bias point, which effectively linearizes the response.

Observing with MUSTANG

The bulk of the clusters in my thesis sample, and a significant fraction of the galaxy

clusters observed by MUSTANG, are from the Cluster Lensing And Supernova with

Hubble (CLASH) sample (Postman et al. 2012). The sample contains 25 massive

galaxy clusters that are X-ray and lensing selected. The CLASH sample is further

discussed in Section 4.2.4.

Observations consisted of scanning on pointing centers covering the central region

of each galaxy cluster. A variety of scan durations ranging between 90 and 300 seconds

were employed. Over the seasons of observations, we found that scans lasting 200 to

220 seconds provided the best yields, and accordingly we began to favor scans of this

length (see Section 2.4.6). Abell 1835 and early CLASH clusters were observed in the

winter/spring of 2009 and 2010 with one central pointing as described in Korngut et al.

(2011). For later CLASH clusters (observed 2011-2013), we adopted an observing

strategy that consisted of one central pointing, and six off-center pointings, spaced

hexagonally such that each was 1′ from the center, and 1′ away from the two nearest

pointings (Figure 2.7). Using the offset pointings with a Lissajous daisy scan pattern

provides more uniform coverage within the central arcminute of our maps than using

only one central pointing with Lissajous daisy scans. For each pointing center, the

Lissajous daisy has a 3′ radius. The coverage (weight) drops to 50% of its peak value

at a radius of 1.3′.
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Fig. 2.7.— Dotted line: an example GBT trajectory for a 140 second scan with a
Lissajous daisy scan pattern. Three 140 second scans result in complete coverage of
a circle with 3′ radius. The plus sign indicates the pointing center used for this daisy
scan. The diamonds indicate six offset pointings, used on observations of MACS 0647.
The FOV of MUSTANG is shown by the shaded box. The dashed circle encloses 50%
of the peak weight over the ensemble of scans for a given cluster.

An absolute flux calibrator (often a planet, see Section 2.4.1) is observed at least

once per night. At the start of each night of observing and before observing our
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flux calibrators, medium-scale, mostly thermal imperfections in the GBT surface

are measured and corrected using out-of-focus (OOF) holographic technique (Nikolic

et al. 2007). Interspersed with scans on clusters, we observe nearby compact quasars

as secondary calibrators. Secondary calibrators are observed roughly once every 30

minutes, and allow us to track the pointing, beam profile, and gain changes of the

telescope. If the the beam ellipticity or gain degrade by more than 10%, another

OOF measurement is performed.

2.3.4 MUSTANG-1.5

The successor to MUSTANG, MUSTANG-2 will be a 223 dual-polarization feedhorn

array. Each bolometer will be feedhorn coupled and will be packed in a hexagonal

pattern with spacing of roughly 2 f-λ at 90 GHz. The instantaneous FOV will be 6

arcminutes, with an increase of sensitivity by roughly a factor of 10.

Collaborators from the University of Pennsylvania, National Institute for Stan-

dards of Technology (NIST), Jet Propulsion Laboratory (JPL), and Green Bank are

involved in the production of the instrument as currently funded (termed MUSTANG-

1.5), which is MUSTANG-2, with 64 (dual polarization) feedhorns. Most of what is

being developed for MUSTANG-1.5 will be able to accommodate the full array of

223 detectors. In Chapter 3, we investigate the transmission properties of potential

window and radome materials for MUSTANG-2.

MUSTANG-1.5 saw first light in spring 2015. Performance was not as good as

expected, but a multiplexer was found to be a primary culprit. The team is working to

have MUSTANG-2 as sensitive as expected and complete the array (add the remaining

detectors) for the winter of 2015-2016.
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2.4 Data Reduction and Procedures

2.4.1 Calibration of data

Absolute flux calibrations are based on the planets Mars, Uranus, Neptune, Saturn,

or nebulae. At least one of these flux calibrators was observed at least once per

night. Planets are the preferred targets, as they can be calibrated directly to WMAP

observations (Weiland et al. 2011), with assumed temperatures of 120 K, 142 K, and

135 K for Uranus, Neptune, and Saturn respectively. Mars’ temperature is calculated

from Wright (2007), and a correction factor of 0.953 is supplied in Weiland et al.

(2011). Betelgeuse can be cross calibrated to these planets and nebulae, and may be

used as an absolute calibration itself when no planets or nebulae were observed in a

given night. We estimate our calibration is accurate to a 10% RMS uncertainty.

Secondary calibrators are observed roughly every half hour and serve to cor-

rect telescope pointing offsets, as well as monitor observing conditions (e.g. beam

shape, telescope efficiency). Scans on secondary calibrators precede or follow “Cal

and Blank” scans which fire a calibration lamp, chopped with a 0.5 Hz square wave

pattern, followed by a blank exposure, which is used to monitor detector responsivity.

We calibrate these secondary calibrators from the primary one for that night. Despite

streamlining the calibration where possible, there is still the need for manual rejec-

tion and ensuring proper application of calibration. The MUSTANG radial pointing

accuracy (1σ) is found to be 2′′.

2.4.2 Data Reduction

Processing of MUSTANG data is performed using a custom IDL pipeline. Raw data

is recorded as time ordered data (TOD) from each of the 64 detectors. An outline of
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the data processing for each scan on a galaxy cluster is given below.

(1) We define a pixel mask from the nearest preceding calibration lamp (CAL)

scan; unresponsive detectors are masked out. The CAL scan provides us with unique

gains to be applied to each of the responsive detectors.

(2) A common mode template is calculated as the arithmetic mean of the TOD

across detectors. The pulse tube used to cool the array produces a coherent 1.411 Hz

signal across all detectors. A sinusoid and nearby frequencies are used as a template to

fit this signal. The common mode template, pulse tube template, and a polynomial

of order N are then simultaneously fit to each detector and then subtracted. The

polynomial order is given by N = tscan/(tpoly ∗ 1.25), where tscan is the scan duration,

tpoly = FOV/v̄, and v̄ is the mean scan speed. This limits the polynomial to filtering

scales greater than the FOV, preserving features within the FOV. Subtracting the

common mode is powerful at removing atmospheric emission, but has the downside of

removing astronomical signals much larger than the instrument FOV. For Abell 1835

(z = 0.25), 42′′ corresponds to 166 kpc; for MACS 0647 (z = 0.59), 42′′ corresponds

to 285 kpc.

(3) After the common mode and polynomial subtraction, each scan undergoes

further data quality checks: spike (glitch) rejection, skewness, and Allan variance.

We expect our data at this point to contain fairly white (Gaussian) noise, and these

quality checks will flag deviations from white noise. Spikes are flagged such that the

remaining TOD is still used, while detectors that fail skewness and Allan variance

checks are masked for that scan.

(4) Individual detector weights are calculated as 1/σ2
i , where σi is the RMS of the

non-flagged TOD for that detector.

(5) Maps are produced by gridding the TOD in 1′′ pixels in Right Ascension
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(R.A.) and Declination (Dec). A weight map is produced in addition to the signal

map. Unsmoothed signal-to-noise (SNR) maps are produced by dividing the signal

map by the inverse square root of the weight map. For smoothed SNR maps, the

signal and variance maps are smoothed, and the SNR map is then calculated as the

signal map divided by the square root of the variance map.

2.4.3 Noise Maps

Because we are in the small signal limit, we need to understand our noise very well

in both the time domain and map (spatial) domain. In the map domain, we can

produce noise maps by sending our TOD through the above reduction process and

either data-flipping, i.e. reversing, the TOD per scan in the time domain, or by gain-

flipping: flipping the sign of the gain between scans. The former works by no longer

allowing the signal to be coherently matched to location on the sky, while the latter

works by effectively cancelling any signal observed. Thorough analysis has shown

better behavior in the gain-flipped maps. For instance, if we make an unsmoothed

SNR map from the gain-flipped TOD, we find a mean of 0 with a standard deviation

of 1. In both the gain- and time-flipped noise maps (not smoothed), we find that

pixel weights (which form a weight map) accurately reflect the RMS of pixel values

within a weight bin, and the pixel values follow a Gaussian distribution. However,

when determining the RMS noise in our maps, we smooth our flipped noise maps

by a 10′′ FWHM Gaussian kernel. While the weight map can be smoothed with the

same kernel, the smoothed pixel weights will be biased high by a factor of roughly

2.5 (i.e. imply a pixel RMS value 1.6 times lower than what is found). We correct

for this bias by making smoothed SNR maps.

Smoothed SNR maps produced from either of the flipped TOD methods produce



38

Fig. 2.8.— A histogram of the pixels in an SNR map of Abell 1835. The SNR map
was smoothed by a 10′′ FWHM Gaussian kernel.

standard deviations greater than 1, as seen in Figure 2.8; the advantage of the gain-

flipped smoothed SNR maps is that their means are 0, whereas the time-flipped SNR

maps have means that are offset from 0. The standard deviation of our smoothed noise

SNR maps (σSNR) tending towards values greater than 1 indicates our smoothing

procedure will bias the weights of each pixel; thus, we use σSNR to correct our true

(not noise) SNR maps. For our canonical smoothing kernel (10′′FWHM), σSNR ∼ 1.6;

we then divide the true SNR map by the calculated factor for each cluster. As the

model fitting presented in this work makes use of only the non-smoothed maps, this

correction factor is only used for visualizing smoothed SNR maps.
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2.4.4 Simulating Observations

Given a model map (Section 4) smoothed to the MUSTANG’s resolution (convolved

with the MUSTANG beam, see Section 2.4.5), we can simulate observations of that

model. The means of simulating observations have been through a few iterations, but

all incorporate the same filtering to which the raw data are subjected. A model map

is filtered by converting the model map into model TOD, using the true TOD from

the galaxy cluster being simulated as a template, principally for telescope pointing

trajectory. The model TOD is then processed using the same custom IDL pipeline

used to reduce the data to create the filtered MUSTANG model map.

Initially, simulations were performed by effectively re-reducing the data, flipping

the data (as in Section 2.4.3 for noise maps), and adding the model signal, attenuated

by the atmospheric opacity and gain corrected. In this manner, the simulated obser-

vations are truly simulated: they have the noise of actual observations, as well as the

signal of interest. However, we are generally more interested in identifying the nature

of the observed (filtered) signal. Thus, we seek to subtract out the noise. Because we

have generated our noise separate from the model, this can be accomplished by simply

subtracting the noise map from our simulated observation map. For a purely linear

filter, this will be exact; however, our earliest means of data reduction employed a

common mode calculated as the median across detectors (hereafter median common

mode), which did not provide adequate filtered signal (noise-subtracted) maps.

A median common mode had been adopted because of its ability to reject outlier

detectors, and thus provide a more robust determination of the common mode. Con-

versely, a common mode calculated as the arithmetic mean across detectors (hereafter

linear common mode) is more subject to deviations from outliers, but will provide

a means to produce a noiseless filtered maps. An attempt to obtain the advantages
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of both these calculations is to calculate the arithmetic mean of a trimmed selection

(hereafter CM trim) of detectors, where typically two or three of the highest and

lowest detectors are excluded from the calculation of the common mode. A limited

comparison of the the filtering choices is presented in Figure 2.9. No median common

mode filtering is shown for model filtering as we had well established it would not be

suitable. We do, however, compare the linear common mode filtering of the data to

the median common mode filtering of the data.

Fig. 2.9.— Robust Data Filter indicates a median common mode filter has been
applied to the MUSTANG data. Linear Model Filter indicates a linear common
mode filter has been applied to the model (and noise has been subtracted). CM Trim
Model Filter indicates a CM Trim filter has been applied to the model (and noise has
been subtracted). The Input Model is the MUSTANG beam-convolved model map,
and has been scaled down by a factor of 10 to plot in the same region. Linear Data
Filter indicates a linear common mode filter has been applied to the MUSTANG data.
The fitted linear model allows the linear model filter curve and a constant (dc level)
to be fit to the data. The units on the ordinate axis are Jy/beam.
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While the CM trim offers a reasonable filter, it is evident that it is still not a

linear process, and does not provide a substantial advantage over the linear common

mode filtering. Young et al. (2014) establishes the linear common mode filtering as

the standard for both our data and our models.

With the linear common mode filtering established, we sought to improve the time

cost of filtering models. The simulation time is easily cut in half by not including the

noise in the filtering process, which initially was still based on reduction code which

would read in raw data to find the appropriate telescope trajectories.

A better approach was realized by using the data structure, entitled QV, in which

the final calibrated data are stored rather than reprocessing the data from scratch for

each simulation instance. This form of filtering (QV filtering) is able to make use of

the weight vectors of the true data, which is gain calibrated, and replace the filtered

data vector with the filtered model vector. To calculate the filtered model vector,

first the unfiltered model vector must be created by using the telescope trajectory

information in the QV. This already applies step (1) in Section 2.4.2. Then, the

filtering (steps (2)-(3) in Section 2.4.2) is performed on the model array. Step (4) is

not necessary, as it is already done, and then the array must simply be gridded onto

a map (step (5)). In its nascent form, filtering via this method took on order 20 to 30

minutes, which was an improvement upon the two to four hours with the reduction

code. With some code optimization, the QV filtering was reduced to ∼ 10 minutes.

Further improvements were necessary to allow this filtering approach to be feasible

for filtering hundreds of models, as would be required for determination of the pressure

profiles of clusters (Section 4). To improve by a factor of 10, an obvious avenue is to

reduce the amount of simulated data we filter by a factor of 10. That is, rather than

use the full QV (long QV), we may shorten the QV (short QV) by a factor of 10. Given
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that filtering is dependent on the scan trajectory and speed, we want to be sure that

the fraction of QV that we retain is representative of the full dataset. Fortunately,

the scan patterns (and speeds) were limited across the full dataset. In particular, by

the end of our observing campaign, we had established (see Section 2.4.6) a standard

scan pattern which became our workhorse. The end result is that we simply needed

to ensure that the weight map from the short QV has the same shape (profile) as our

long QV weight map. See the appendix, Section Appendix C for further discussion on

the weight maps. As Figure 2.10 shows, the filtered models are very similar between

the long QV and short QV, where the short QV model does have more “noise”.

However, this scatter is roughly an order of magnitude less than the pixel noise in

the data, and is therefore negligible. The final time to filter a simulation is typically

a minute, with shorter runtimes (∼ 30 seconds) when iterating models over the same

QV.

MUSTANG-1.5 simulations

In preparing for MUSTANG-1.5 (Section 2.3.4), we wanted to simulate the filtered

signal and noise. Simulating the filtered signal can simply be achieved by modifying

the detector positions in the full reduction pipeline (from raw data). Once a QV

structure has been created for the MUSTANG-1.5 layout, simulations can proceed

via the QV filtering as presented in the previous section. Figure 2.11 shows the im-

provement in recovered signal, both in amplitude and radial extent. The simulations

assumed 32 detectors for a MUSTANG-1.5 layout.

Noise for MUSTANG-1.5 is simulated from the full reduction pipeline, where the

raw MUSTANG data is used, but the gain is multiplied by 3.5 to account for the

expected improvement in detector sensitivity. Thus, the noise investigation attempts
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Fig. 2.10.— A fitted model to MACS 0647 (see Section 4). The scatter in the short
QV is . 3% of the peak Compton y. In absolute terms, this translates to roughly
2 × 10−5 in Compton y. Typical pixel noise in maps is 15 × 10−5.

to find how the redistribution of weight affects the noise in the maps, especially if we

are to adopt scan patterns other than the standard Lissajous Daisy (Section 2.3.3).

While this investigation was limited to scan patterns previously employed, the results

were indicative that the Lissajous Daisy would still serve SZ observation best.

2.4.5 Characterizing the MUSTANG beam

The accuracy of simulated observations of clusters models depends heavily on the

accuracy of the assumed MUSTANG beam shape, as the sky model must be convolved

with the MUSTANG beam before it is passed through our filtering pipeline. It is

therefore critical that we know the MUSTANG beam precisely in order to determine
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Fig. 2.11.— Panel a shows the (simulated) filtered A10 Compton y profiles for
M500 = [6.0e14, 8.0e14, 1.1e15]M⊙. Panel b shows the filtered Compton y profiles
for γ = [0.1, 0.3, 0.5, 0.7] (otherwise A10 parameters) for M500 = 6.0e14M⊙. 3σ line
shows azimuthally averaged significance for 1 hour of integration with MUSTANG-1.5.
(Assumed redshift is z = 0.591). Unbeknown to most developers of MUSTANG-1.5,
it was very aptly named: the filtered signal shows a factor of 1.5 increase!

properties of clusters we have observed.

While compact sources are comparably less of a problem at 90 GHz than at

other frequencies, they cannot be ignored. For lower resolution instruments, such

as Bolocam, the SZ decrement is generally much stronger than the beam-diluted

compact source emission, and may not cause much concern. Still, if a compact source

is known, then a subtraction is generally attempted based on extrapolating a typical

spectral index. However, for MUSTANG, its high resolution and sensitivity means it

will not dilute many compact sources and will therefore detect these sources above

the SZ decrement. To recover the underlying SZ signal, it is therefore necessary to

remove these compact sources. In order to do so, the instrument’s beam must be

precisely known, and effective compact source removal provides another check on our
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assumed beam shape.

Fig. 2.12.— The solid line shows the fitted radial beam profile of MUSTANG. Fitting
a double Gaussian, the primary beam has a FWHM of 8.7′′, with normalization, B1,
of 0.94. The secondary beam has a FWHM of 28.4′′ with a normalization B2, of
0.06. The dashed line shows the weighted RMS of normalized pixels beyond 27′′; it
intersects the fitted line at 27′′.

To accurately determine the beam, we compile observations of bright point sources

(typically brighter than 1 Jy), which are observed for 60 to 90 seconds every half hour

on a given night, over the seasons of observations. We focus on those observed in

sessions where CLASH clusters were observed. Each scan on the secondary calibrator

is then mapped using a much more gentle filtering routine. This very gentle filtering

provides a map of the intrinsic beam. The IDL routine used to make maps of the

calibrators is MULTIMAKEMAP, which was largely written by Brian Mason and
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Simon Dicker. In this analysis, the data are gain calibrated, flagged, and then low-pass

filtered by subtracting a high-order polynomial. The default polynomial timescale of

10 seconds has been used in the filtering of the data for this sample. Importantly,

MULTIMAKEMAP allows one to choose a radius of interest (within which, the point

source is expected to dominate) of which the corresponding TOD integrations will be

excluded from the polynomial fitting. The radius of interest also sets an upper limited

on the polynomial order, thus keeping the filtering gentle. The fitted polynomial is

then subtracted from the entire TOD.

Once the map of a point source is made, a two-dimensional Gaussian is fit to the

map. The sample of point sources is further trimmed to have only those whose flux

density is greater than 0.5 Jy, with maximum wind speed is less than 5 m/s during

the scan, and the geometric mean of the Gaussian widths (FWHM) along both axes

is less than 11′′. Given that we OOF again when the beam deteriorates by roughly

10% as mentioned in Section 2.3.3, a 11′′ cut is conservative in allowing wider beams

than we typically accept continue observing with. The final sample size from this

selection criteria is 787.

For reference, if the sample used 12′′ instead of 11′′, and no wind speed criterion,

the sample size would be 862. This does not necessarily correlate to the quality of

science data, as many of these scans with broad beams maybe be performed consec-

utively to confirm poor beam shape, and to assess the improvement of autoOOFs.

With the trimmed sample, each map is normalized to unity based on the fitted

peak of the point source. Using the centroid found from the two dimensional Gaussian

fit, an azimuthal profile is taken of the normalized map. A profile with the weights of

each pixel is also recorded. Once all values and weights are stacked, an azimuthally
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Fig. 2.13.— As Figure 2.12, but showing the beams over various seasons of MUS-
TANG data.

symmetric (one-dimensional) double Gaussian,

B(r) = B1e
−

r2

2σ2
1 + B2e

−
r2

2σ2
2 , (2.2)
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is fit using a Levenberg-Marquardt least squares minimization in IDL (MPFIT, Mark-

wardt 2009). Here, B1 is the normalization of the primary beam, and B2 is the nor-

malization of the secondary (error) beam. The fitted parameters over all 862 scans are

B1 = 0.94+0.02
−0.03, σ1 = 3.69+0.23

−0.14
′′, B2 = 0.06+0.03

−0.02, σ2 = 12.0+3.3
−2.8

′′. This corresponds to a

primary beam with FWHM of 8.69+0.53
−0.34

′′ and a secondary (error) beam with FWHM

of 28.4+7.8
−6.5

′′. The secondary beam is qualitatively consistent with the expected near-

sidelobes on the GBT given the MUSTANG illumination pattern and medium-scale

aperture phase errors not fully corrected by the OOF procedure in Section 2.3.3.

Fig. 2.14.— A histogram of the ratio of the major axis to minor axis for the entire
sample (862 maps), and plotted the histogram. This is consistent with each axis
having FWHM Gaussian distributions centered about 9.0′′ and σ = 0.75′′, which is
used as a loose proxy to the distribution of the fitted widths of the two-dimensional
Gaussians.
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There is some indication of bimodality in this data, especially within the main

beam. The only discernible cause for this bimodality, which is extremely weak, is

tendency for the beam to be slightly elliptical (see Figure 2.14).

The bimodality in the beam profiles can be replicated by taking azimuthal profiles

of elliptical Gaussians. That is, from the fitted two-dimensional Gaussians that are

fitted to the maps, the model beams can be mapped and the same analysis with one-

dimensional double Gaussian can be performed on the model beams, which reveals

the same bimodality as seen in the azimuthal profiles of the data. Figure 2.14 shows

the distribution of axis ratios fitted to the data. The distribution for fitted widths,

denoted as “widtha” and “widthb” are 9.07+0.90
−0.55

′′ and 9.05+1.06
−0.51

′′. This should be taken

as confirmation that the fitting code does not preferentially fit one variable as the

major axis, relative to the other. This distribution has been loosely approximated

as 9.0+0.75
−0.75

′′ can reproduce a distribution consistent with the axis ratios reported in

Figure 2.14.
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Fig. 2.15.— Here, the one-dimensional double Gaussians have been fit to each in-
dividual map in the sample, and the distribution of parameters have been plotted.
FWHM 1 corresponds to the FWHM of the main beam, and NORM 1 corresponds to
the fractional amplitude of the main beam. Those with “ 2” correspond to the error
beam. The total amplitude is constrained to be 1. In the upper right is a histogram
for the total area (or beam volume) in square arcseconds. “Center” denotes the center
for the fitted Gaussian (to the distribution of areas).
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2.4.6 MUSTANG Data Quality

From Section 2.4.5, scatter in the fitted parameters of the beam shape is clear and

quantifiable. The simple case of evolution over seasons of data has already been

investigated. However, the scatter in parameters may not be purely random, and

may be correlated with factors such as weather, scan strategy, telescope elevation,

and potentially other factors. To examine any dependencies the beam may have, it’s

important to distinguish between those related to the observations themselves, and

those in the reduction process.

Using a subset of hand-selected sources, an early investigation, in the summer

of 2011, looked at dependencies of the beam on a variety of variables. The criteria

focused more on observing logs and timestream quality than resultant beam-fitted

parameters. The sources selected are given in Table 2.1. Most sources were above 1

Jansky, but 1459+7140, at 0.5 Jy, was included in the sample.

Source Project
2253+1608 TPAR 20101013
1159+2914 AGBT09C 020 01
0721+7120 AGBT11A 009 03
0423-0120 AGBT09C 035 01
0646+4451 AGBT09C 059 06
1459+7140 AGBT09C 059 09

Table 2.1: Sources and projects used to investigate beam dependencies.

For modelling purposes, we are interested to know the volume contained in the

main beam and error beam. In particular, we are interested in the fractional beam

volume (and thus signal) that we receive outside of our main beam, where the extent of

our main beam, r0, is defined by B1e
−r2

0
2σ2

1 = B2e
−r2

0
2σ2

2 . That is, where the main beam and

error beam have the same response. We can write the volumes of the beams internal

to r0 as V0 = 2π
∫ r0

0
B1e

−r2

2σ2
1 rdr and V1 = 2π

∫ r0

0
B2e

−r2

2σ2
2 rdr, and the volumes of the
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beams external to r0 as V2 = 2π
∫

∞

r0
B1e

−r2

2σ2
1 rdr and V3 = 2π

∫

∞

r0
B2e

−r2

2σ2
2 rdr. Then, we

can compare how much received signal is due to our error beam (Equation 2.3), and of

more concern, how much of it is coming from outside our main beam (Equation 2.4),

as it then relates to how much signal we receive from off-target sources. Figure 2.16

shows the calculated values for f and f ′.

f =
V3 + V1

V0 + V1 + V2 + V3

(2.3)

f ′ =
V3

V0 + V1 + V2 + V3

(2.4)

We search for correlations between the beam shape and the following variables:

telescope elevation, air temperature, hours after sunset, and hours after last OOF.

Telescope elevation is a concern because the pulse tube (used in cooling the receiver)

is known to perform poorly when the telescope is below 30◦ elevation. While the

telescope dish does deform as a function of elevation, work by Fred Schwab and

others at NRAO has been able to account for these deformations. Air temperature

should only be a concern if ice were to form along the optical path. Hours after sunset

is investigated because we know the structure of the GBT deforms under solar heating

and can take time to equilibrate. Observations generally start no sooner than three

hours after sunset. Finally, we know that even after we have adjusted the surface

of the telescope from the OOF, the beam can degrade, thus we investigate the time

after OOF as well.

The majority of the targets in our sample of 14 were observed for ∼ 12 hours,

yet the time variations alone are not enough to account for the differences among the

reported noise for each cluster. The beam shape appears to not be well correlated
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Fig. 2.16.— Fractional volumes from all scans, as a function of observation pa-
rameters. Diamonds are f , asterisks are f ′ as defined in Equations 2.3 and 2.4
respectively.

with any variable we examined. Thus, to unveil governing factors in data quality

we correlate the noise in the final maps (of clusters of galaxies) with the same vari-

ables. In particular, we focused on a set of six clusters (MACS J0329, MACS J0429,

MACS J0647, MACS J1115, MACS J1149, and MACS J1206) observed in project

AGBT11B 001, which were largely observed with the same observing strategy.

While the telescope gain, another measure of the telescope beam, will clearly

affect the data quality, the general independence of beam shape on other variables

found above suggest that this is not the leading culprit. Given that the reduction

pipeline is identical for the six clusters of concern (they are not processed with different
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filtering options), the two initial variables we consider are the instrument’s gain and

the fraction of data that we flag. The telescope’s gain is quantified in Janskys per

Cal (i.e. calibration lamp), where the calibration lamp is taken to be equivalent to

a 38.5 Jy source, as viewed by MUSTANG. Not surprisingly, both of these variables

correlate well with the noise in our maps, and importantly, they do seem to account

for the variations in noise, as seen in Figure 2.17. Crucially, the lower right plot shows

the noise in the (smoothed) cluster maps compared to what we expect, “From QV”

(Section 2.4.4), given the gains and flagged fraction for each scan.

Given the general independence that beam shape had on other variables, it is

surprising to see the variations we do in gain. Setting this aside, I investigated

correlations between flagged data fraction and other variables. A more prominent

connection exists between flagged data and scan lengths, which may be addressed

with improved software (flagging functionality). In particular, the lengthy 418 second

scans show a considerable flagged fraction. If features lasting 5 seconds can be enough

to flag a detector and occur, on average, at some predictable interval, then it is (a)

not surprising that more data is flagged in a longer scan, and (b) notable that a

large chunk of otherwise good data is also thrown out. However, the fact that the

139 second scans also show some tendency towards substantial flagged data fraction

reveals that this is not the complete story.

Over the Full Sample

While the data quality analysis in the previous section helped us solidify a standard

scan pattern and observing strategy, we want to assess the noise properties in the

sample of clusters we are analyzing. Figure 2.18 shows the noise properties for each of

the fourteen clusters in our sample to determine pressure profiles (see Section 4). We
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Fig. 2.17.— The first five plots (top-to-bottom, then right) show how much data
is flagged for a given scan length. The sixth plot shows that there is no clear link
between flagging and elevation. The remaining three plots show the variations in
gain, flagged fraction, and expected noise in each cluster. QV is the data structure
from which maps may be gridded (refer back to Section 2.4.4).

include averaged values of the gain (Jy/cal), telescope elevation, and flagged fraction

of data, as we expect these to correlate with the final noise. Of course, the total

integration time (Table 4.3) is also critical to noise determinations; thus, we include

a plot of mapping speeds for the clusters. The expected mapping speed was 400

µJy/beam in an hour in a 3′×3′ region, assuming uniform coverage, 2′′ pixelization,

and no smoothing. The values plotted used σ1, the noise over the central arcminute of

a cluster map (1′′ pixel gridding, 10′′ FWHM smoothing), w1, the total weight in the

central arcminute, wtot, the total weight in the map, and tinteg, the total integration
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time on the cluster. Thus, the map sensitivity ratio (MSR) for a 3′×3′ region in an

hour is calculated as:

MSR =
σ1π

9
(

w1

wtot

tinteg)
−1/2. (2.5)

The major discrepancy with the predicted value is due to the choice of smoothing.

Fig. 2.18.— The upper left panel shows average gain (asterisk) and elevation (tri-
angle) per cluster. The lower left panel shows the total flagged fraction per cluster.
The right panels show the noise quantities as measured in for the central arcminute
of a cluster map (1′′ pixel gridding, 10′′ FWHM smoothing) as diamonds, and the
associated estimate from the timestreams are asterisks.

We may also check the potential correlations between noise and observational pa-

rameters on a scan-by-scan basis. In Figure 2.19 we do not see any strong correlations

except for elevation vs. hours after sunset, where we are tracking an object through-
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out a run. We may take a more focused view on instrument gain versus elevation,

Figure 2.20, as this is one of primary concern and we have some reason to expect

some correlation. To further draw out any correlations, I have binned the data by

elevation, and have fit a fourth order polynomial. The low gains at moderate eleva-

tions is not too surprising given that the pulse tube is known to not work well when

the telescope is below 30◦, thus letting the detector array warm up. Thus, for any

observations that may have started out close to 30◦, the array might yet have to cool

down and stabilize later in the run, once the target has risen to a higher altitude.

However, the increase in gain towards yet higher elevations is somewhat surprising.
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Fig. 2.19.— A comparison of potential dependent and independent variables. The
variables are largely independent, except elevation vs. time after sunset, which would
naturally reflect the tracking of an object.
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Fig. 2.20.— A plot of inverse gain vs. elevation, and binning the gains in elevation
bins of 3◦. That is, lower Jy/Cal values equate to lower noise and better performance.
A fourth order polynomial has been fit to the points without constraints for elevations
below 30◦ or above 80◦. The error on these points (in Jy/Cal) is between 5 and 10.
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Chapter 3

MUSTANG-2 window and radome

Abstract

We perform measurements at the Jansky Lab in Green Bank, West Virginia to quan-

tify the transmission properties of candidate window and radome materials. These

measurements are made by placing a sample of each material in front of a radiometric

receiver, in our case a receiver that operates around 4 mm. Loads (microwave ab-

sorbers) at known temperatures (a hot and cold temperature) are then placed behind

each sample, and the received power is recorded. Variations of this measurement

allow us to determine the total transmission, reflection, and absorption of light. We

perform these measurements for two window samples and four radome samples, and

with some systematic corrections, we can comfortably select a radome material for

MUSTANG-2.
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3.1 Introduction

The window and radome are two parts on most receivers at radio wavelengths, which

light must pass through before arriving at the detectors. This is generally the case

because many receivers are installed in vacuum dewars so that they may be cooled,

thus lowering the receiver noise. Noise is a property of power received and within

the receiver (detectors). For simple radiometers at low frequencies, this is often

expressed as a noise temperature, TN , with the relation TN ≡ Pν

kB
, where Pν is the

noise power per unit frequency. This relation comes from the use of the Rayleigh-Jeans

approximation to black-body emission, but it is commonly applied independently of

the actual emission mechanism(s) at work.

In this manner, the system noise is generally reported as a system temperature:

Tsys = TCMB + Tsource + Tatm + Tspillover + Trcvr + Tadd (3.1)

where TCMB is the temperature of the CMB, Tsource is the temperature of the astro-

nomical source being observed, Tatm is the equivalent temperature of the atmospheric

emission being observed in the telescope beam, Tspillover is the equivalent temperature

of the excess emission (beyond the reflector, typically from the ground) received, Trcvr

is the inherent noise within the receiver, and Tadd is a term to cover any additional

sources of noise.

With many systems, it was, and can still be, the receiver which contributes most

significantly to the system temperature. This is the motivation for cooling many

receivers. As discussed in Section 1.1, bolometer arrays offered a major progression

in SZ studies. These detectors offered increased sensitivity at millimeter frequencies

over heterodyne technology.
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The window is used to provide a relatively transparent barrier between the vac-

uum and cooled stage in the dewar. The radome is used to shield the receiver from

water or ice entering, while also being (relatively) transparent. The window and

radome affect observations in two potential ways: (1) they reduce the strength of

the astronomical signal, and (2) they add noise to the system via thermal emission.

The astronomical signal is attenuated by the reflection and absorption of the materi-

als, while the additional noise would come from emission from the material. Just as

Equation 2.1 applies to the absorption and emission from the atmosphere, the same

can be applied to the window and radome materials. The key distinction here is that

reflected light is not characterized by an optical depth, τ , but it does contribute to

diminished signal received (i.e. diminished optical efficiency).

Given the concern of millimeter-wave transmission, especially absorption and

emission, we seek to quantify the transmission properties of our candidate materi-

als (Section 3.3.1). The typical setup is to place a sample of each material in front of

a radiometric receiver and take separate measurements of the power received when

(1) a cold load (i.e. microwave absorber) is behind the sample, and (2) a hot load is

behind the sample. The loads are of a known, stable temperature, often the cold load

is that of liquid nitrogen (77 K), and the hot load is room temperature (∼ 288 K).

3.2 Approach

Attempting to determine the transmission properties of materials via these radiomet-

ric measurements may produce varied results. There are three common culprits which

may introduce discrepancies in results:

1. the receiver emits thermal noise which is partially reflected back into the receiver

by the sample,
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2. the local oscillator (LO) emits power and is reflected back into the receive by

the sample, and

3. the receiver gain and noise temperature may change with the insertion of a

sample.

Particular to our measurements, we also consider the potential for extraneous light

(light outside the main beam of the receiver) being reflected into the receiver. Ad-

ditionally, we consider variations in the sample temperature as another source of

discrepancies.

3.2.1 Notation

In investigating the transmission properties of potential window and radome mate-

rials for use with MUSTANG-2, the key concerns are quantifying the transmission

properties of the materials, and if possible, distinguishing between the reflection and

absorption losses. The transmission, T, is restricted to the range 0 ≤ T ≤ 1, and the

loss is defined as L = T
−1, and are thus restricted to L ≥ 1. While loss is commonly

used, the subsequent analysis uses transmission.

The following conventions are used: R is the reflectivity, i.e. the fraction of

intensity reflected at the surface, and D is the dissipation within the material. For

transmission, I adopt the following notations: 1 − R = Tsurface, 1 − D = Tmaterial,

and Ttot = Tsurface ∗ Tmaterial. For clarity, the loss terms which may be seen in other

literature is related as: LR = T
−1
surface, LD = T

−1
material, and LI = LR ∗ LD, where LR

is the reflection loss, LD is the dissipative loss, and LI is the insertion loss.
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3.2.2 Calculation of Transmissions

There are four standard measurements of receiver power that will allow us to calculate

the total transmission (insertion loss). The measurement are done with (1) a hot load,

no sample, (2) a cold load, no sample, (3) a hot load, hot sample laid flat, and (4)

a cold load, hot sample laid flat. The rough setup(s) are illustrated in Figure 3.1,

taken from Tony Kerr’s write-up1. By recording the power read out of the receiver

for these four setups, we can calculate the receiver temperature, the receiver gain,

and the total transmission, Ttot.

Fig. 3.1.— From Tony Kerr’s write-up; this diagram shows how the apparatus to
measure total transmission of a material (sample). When measuring, only one load
is placed in front of the receiver at a time. A sample can be inserted or left out.

The four measurements listed above result in the following, respective, powers

1http://www.cv.nrao.edu/~akerr/WindowMeasDraft1.pdf

http://www.cv.nrao.edu/~akerr/WindowMeasDraft1.pdf


65

being read out by the receiver:

PH = kBGB(TH + TR) (3.2)

PC = kBGB(TC + TR) (3.3)

P S
H = kBGB(THTsurfaceTmaterial + THTsurface(1 − Tmaterial) + TX(1 − Tsurface) + TR)

(3.4)

P s
C = kBGB(TCTsurfaceTmaterial + THTsurface(1 − Tmaterial) + TX(1 − Tsurface) + TR)

(3.5)

where kB is the Boltzmann constant, G is the gain, B is the bandwidth, TR is the

receiver temperature, TX is temperature of stray light reflected into the receiver,

TH is “hot” temperature, which is the temperature of the room, and TC is the cold

temperature. The sample is kept at room temperature, and so any emission from it

is proportional to TH . The cold temperature is taken as the temperature of liquid

nitrogen, which is effectively the temperature at which it boils, i.e. 77 K.

From the above equations we can solve for GB, TR, and Ttot, if we assume we

know TC and TH :

GB =
PH − PC

kB(TH − TC)
(3.6)

TR = PH
TH − TC

PH − PC

(3.7)

Ttot =
P s

H − P s
C

PH − PC

(3.8)

Assigning the uncertainties σPH
, σPC

, σTH
, σTC

to their respective measured or as-

sumed values, and assuming the uncertainties are independent, we calculate the un-
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certainties in derived quantities as:

σ2
GB =

σ2
PH

+ σ2
PC

+ GB2(σ2
TH

+ σ2
TC

)

k2
B(TH − TC)2

, (3.9)

σ2
TR

=
4P 2

Cσ2
TH

+ 4P 2
Hσ2

TC
+ T 2

R(σ2
PH

+ σ2
PC

)

(PH − PC)2
, and (3.10)

σ2
Ttot

=
σ2

P S
H

+ σ2
P S

C
+ T

2
tot(σ

2
PH

+ σ2
PC

)

(PH − PC)2
. (3.11)

It’s worth noting that the greater the temperature differences, TH − TC , the greater

the power difference, PH − PC will be, and thus the error in total transmission will

be reduced. The desire for the large, and stable temperature difference motivates

the choice of our hot and cold temperatures (room temperature and liquid nitrogen’s

temperature).

Because we are still interested in separating Tsurface and Tmaterial, measurements

of receiver power in additional setups will be required. Mathematically, there are two

ways to solve for Tsurface: either varying the temperature in the second term (the tem-

perature of the sample) or third term (the temperature of stray light) Equations 3.4

and 3.4.

Unfortunately, adjusting the sample temperature is not feasible (see Section 3.3).

However, changing TX , the reflected temperature of stray light off the sample and

into the receiver, is feasible. While Figure 3.1 shows the sample slightly tilted to

avoid standing waves between the receiver and sample, the sample may be tilted

further, such that the object corresponding to TX could be something outside of the

receiver. If the samples are tilted to 45◦ relative to the receiver, such that TX is the

temperature of an object directly below the receiver window, in which case TX can

be TC or TH .
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By adopting this setup, we can take the measurements:

P S
H,XC

= kGB(THTsurface ∗ Tmaterial + THTsurface ∗ (1 − Tmaterial) + TC(1 − Tsurface) + TR)

(3.12)

P s
H,XH

= kGB(THTsurface ∗ Tmaterial + THTsurface ∗ (1 − Tmaterial) + TH(1 − Tsurface) + TR)

(3.13)

Then we can solve for Tsurface:

T
H
surface = 1 −

P s
H,XH

− P S
H,XC

PH − PC

(3.14)

σ2
Tsurface

=

√

σ2
P s

H,XH

+ σ2
P S

H,XC

+ T
2
surface(σ

2
PH

+ σ2
PC

)

(PH − PC)
(3.15)

With two more measurements:

P S
C,XH

= kGB(TCTsurfaceTmaterial + THTsurface(1 − Tmaterial) + TH(1 − Tsurface) + TR)and

(3.16)

P s
C,XC

= kGB(TCTsurfaceTmaterial + THTsurface(1 − Tmaterial) + TC(1 − Tsurface) + TR),

(3.17)

we can recover Ttot in two more ways:

T
C
tot =

P s
C,XC

− P S
H,XC

kGB(TC − TH)
, and (3.18)

T
H
tot =

P s
C,XH

− P S
H,XH

kGB(TC − TH)
. (3.19)

Here, the superscript on the transmission denotes the constant load temperature in

a calculation. That is, for the total transmission, the secondary load is constant for



68

a given calculation of Ttot. Similarly, for surface transmission, the primary load is

constant for a given calculation of Tsurface, and the superscript will denote which load

(hot or cold) was used.

We now have at least one way to derive each of the transmission quantities of

interest. To keep track of reported quantities and the equation used to derive them,

the results for each window and radome material tested will be reported in the format

of Table 3.1.

Quantity Method 1 Method 2 Method 3

Ttot

P s
C,XC

−P S
H,XC

PC−PH)

P s
C,XH

−P S
H,XH

PC−PH)

P s
H−P s

C

PH−PC

Tsurface 1 − P s
H,XH

−P S
H,XC

PH−PC
1 − P s

C,XH
−P S

C,XC

PH−PC

Tmaterial Ttot/Tsurface

Table 3.1: Equations used to infer transmission values. Tmaterial can in principle be
calculated six different ways. However, the default calculation is to use the average
of Ttot from methods 1 and 2, with the average of Tsurface from methods 1 and 2.

3.3 Measurement Setup

We use the 3 mm test dewar in the Jansky Laboratory at the National Radio As-

tronomy Observatory in Green Bank, West Virginia. The test dewar can be seen in

Figure 3.2, especially the top panels, where the cylindrical protrusion is where light

enters the receiver (there are samples in front of this protrusion in both panels). The

dewar is cryogenically cooled with the tubes adjacent to the cylindrical protrusion.

The setup was designed to reduce the variations due to power emitted by the receiver

as well as gain or receiver temperature fluctuations. An electronic diagram of the

receiver is shown in Figure 3.3.

Measurements are controlled with LabView that was custom written by Steve

White. Measurements are taken from 68 GHz to 92 GHz in 1 GHz steps for both
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hot and cold load runs, where the range and stepsize can be set by the user. This

frequency range (68 GHz to 92 GHz) is the full range for which performance of the

receiver was deemed suitable. To run through this frequency range for one load takes

about 5 seconds when done with 1 GHz steps. The LabView code records (1) the

frequency of a measurement, (2) the received power for each load, and (3) the system

temperature.

Fig. 3.2.— Here we have the measurement setup with the 3 mm receiver. The top
panels show two different samples in front of the receiver, as in Figure 3.1. The lower
panels show a waveguide exiting the dewar and entering the Vector Network Analyzer
(VNA), where the signal can be mixed with a local oscillator (LO). This setup limits
the power emitted from the receiver.

In addition to controlling for variations in the receiver, we must limit the varia-

tions in the materials (both samples and loads) being measured. That is, we must

precisely and consistently place the samples and loads in the same position for a given

measurement. The placement of the loads and sample are shown in Figure 3.4. The

3 mm test dewar receiver has a FWHM of 5◦. Neglecting any sidelobes, this is small



Fig. 3.3.— Courtesy of Bob Simon, the circuit diagram for the 3 mm test dewar used in window and radome tests.
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enough that the reflections of the tilted (45◦) sample will (a) clear the table (seen in

Figures 3.2 and 3.4) on which the receiver rests, and (b) the secondary load will fully

cover the beam.

Measurements with a cold primary load are a potential source of variation due to

condensing water vapor. The cold primary load is kept in a bath of liquid nitrogen

until measurements are ready to be taken. The cold goal is to keep the time out of the

bath as short as possible, so that the primary load is heated by the air as minimally

as possible.

The loads are cones 6 inches in diameter (at the base) with and 90◦ opening

angle (i.e. its height is 3 inches). The cone is made of copper, with a plastic tube

attached to the top to be used as a handle. The inside of the cone is then affixed

with the microwave absorber. The copper reflects any non-absorbed signal back into

the absorber. Moreover, the use of copper allows the absorber to keep its shape and

temperature for the duration of a measurement.

3.3.1 Samples

In total we had six samples to test: two windows, and four radomes. The two windows

were high density polyethylene (HDPE), where one had expanded teflon affixed to

both sides of the material, and is termed the “matched” window, while the other

window is then termed the “unmatched” window. The expanded teflon acts as an

intermediate step in refractive index, thus reducing the reflected light. The radome

materials tested were: Zitex G110, Eccofoam PP2 (1/8” thick), Goretex 3T20, and

Goretex RA7906.

The window pieces are both 4′′ ×4′′ ×1/2′′. The radome sizes varied based on

what was available in the lab, and samples were not permitted to be trimmed as they
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Fig. 3.4.— Upper left: Goretex 3T20 in position with hot secondary load. Upper
right: Same, but with Zitex G110 Lower left: A hot primary load with no sample.
Lower right: Goretex RA 7906, vertical, with a secondary load below it.

were the property of NRAO, and not of the MUSTANG team. Nonetheless, each

sample had enough material to cover the receiver beam when measured vertically.

In the 45◦ case, it is plausible that some of the samples, primarily that of Goretex

RA7906 may not have fully covered the beam.

3.4 Trials

Measurements were conducted at Green Bank multiple times on June 6, 2014 and

June 18, 2014. The results from June 6, 2014 established a baseline and led to refined

measurement techniques used in the second visit (June 18, 2014.) In particular, this

concerns the placement of the primary load when measuring the sample at a 45◦

angle. The preferred placement of the primary load is flush with the sample, such
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that the base of the cone is also at a 45◦ angle. (Prior measurements kept the primary

load such that the base of the cone would be vertical, which would be consistent with

the placement when the sample was nearly vertical.) We discuss the reasoning for

the preference in Section 3.5.

For each of the windows, to estimate the statistical errors, 10 measurements for

each of the following: P s
C,XC

, P s
H,XC

, P s
C,XH

, and P s
H,XH

were taken. There are also 11

measurements of PH and PC (hot and cold loads with no sample). Sampling errors

are then determined as the standard deviation for each of these measurements (at

each frequency), to obtain σP s
C,XC

, σP s
H,XC

, σP s
C,XH

, σP s
H,XH

, σPH
, and σPC

(again, at

each frequency).

Critically, no Eccofoam PP2 samples were visited on the second visit. In the

second visit, the sample and load placements were carefully chosen and held constant.

The radome materials were held in an embroidery ring, but the Eccofoam was too

bulky to be held in the ring without risk of damage. No means to hold the Eccofoam

PP2 sample tight and at a 45◦ presented itself.

3.5 Measurement Refinement

3.5.1 Preliminary Results

From the first trip, we are able to calculate Ttot, Tsurface, and Tmaterial. All Ttot and

Tsurface values are physically plausible; however, some values of Tmaterial are found to

be greater than 1. This arises when Tsurface < Ttot. Given that we have 3 methods

to calculate Ttot, and 2 to calculate Tsurface, the unphysical values of Tmaterial arise

when mismatched values of Ttot and Tsurface are used.

The first, clear case, is the large discrepancy between Ttot in method 3 versus its



Time 09:18 09:20-09:40 09:41 09:43-10:09 10:10 10:12-10:34 10:35 10:37-11:17 11:18 11:20-11:55 11:57
Sample none All none All none All none Windows none Windows none
Setup – Flat – 45◦; XH – 45◦; XC – 45◦; XC – 45◦; XH –
Trials 1 2 each 2 2 each 2 2 each 2 8 each 2 8 each 2

Table 3.2: Trials performed during the first visit (June 6, 2014.) The temperature of a secondary load is denoted as XH

for hot and XC for cold. No secondary load was placed for the “Flat” setup.

Time 13:20 13:40 13:54 14:39 15:00 15:22 15:35
Sample none RA7906 none Goretex 3T20 none Windows G110 & RA7906
Setup OI,VC,MR ; XH OI,10◦,25◦,45◦; XH 45◦; XH 45◦; XH 45◦; XH 45◦; XH 45◦; XH

Trials 6 5 2 10 8 2 each 2 & 1

Time 16:24 16:38 16:47
Sample G110, RA7906, and 3T20 none Windows
Setup 45◦; XC 45◦; XC 45◦; XC

Trials 2 each 3 2 each

Table 3.3: Trials from the second trip (June 18, 2014); tabulated by time and secondary load. OI, VC, and MR denote
distances of the primary load to the sample: “one inch”, “very close”, and “mid range” respectively. If not specified,
VC is assumed. For 45◦ this is puts the primary load as close to the sample without touching as is possible, as seen in
Figure 3.4, bottom-left panel. No Eccofoam PP2 samples were measured at 45◦.
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values in method 1 or 2. We attribute this to standing waves between the receiver

and the sample. This may have be alleviated with a more pronounced tilt of the

sample for measurements used in method 3.

We also find that methods 1 and 2 are systematically offset from each other.

Specifically, T
H
tot ≤ T

C
tot, and T

H
surface ≥ T

C
surface. One potential issue is leakage, where

light not emitted from our absorbers enters the receiver, which we investigate in

Section 3.5.2. However, as we’ll find, this does not explain the systematic offset for a

given transmission. We consider variations in sample temperature due to proximity

to the cold load, but this would impart a signature in the data based on the time

each measurement takes (5 seconds). That is, as it steps through frequencies, if the

sample were being cooled, we would see this when comparing P s
C,X to P s

H,X , which

we do not.

Quantity Method 1 σ1 Method 2 σ2 Method 3 σ3 Material
Ttot 0.78 0.007 0.77 0.003 0.96 0.01 Unmatched Window

Tsurface 0.85 0.004 0.85 0.006
Tmaterial 0.92 0.006

Ttot 0.87 0.003 0.90 0.004 0.98 0.01 Matched Window
Tsurface 0.95 0.003 0.97 0.004
Tmaterial 0.92 0.003

Table 3.4: Initial results for transmission properties of the window samples. Uncer-
tainties are calculated from the statistical error found across the 10 sets of measure-
ments.

3.5.2 Accounting for Leakage

Our initial results likely suggest that there is leakage into our receiver. That is, power

from loads other than the intended primary or secondary loads are entering into the

receiver.

We thus want to find the fractional power that is being observed at various loca-
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Quantity Method 1 σ1 Method 2 σ2 Method 3 σ3 Material
Ttot 0.90 – 0.90 – 1.00 – Eccofoam PP2

Tsurface 1.03 – 1.03 –
Tmaterial < 0.90 –

Ttot 0.91 – 0.90 – 0.99 – Zitex G110
Tsurface 1.02 – 1.02 –
Tmaterial < 0.90 –

Ttot 0.74 – 0.71 – 0.95 – Goretex 3T20
Tsurface 1.00 – 0.96 –
Tmaterial 0.74 –

Ttot 0.80 – 0.72 – 0.99 – Goretex RA7906
Tsurface 1.01 – 0.92 –
Tmaterial 0.79 –

Table 3.5: Initial results for transmission properties of the radome samples. No uncer-
tainties are reported because we did not take a sufficient number of measurements to
calculate a standard deviation. It is reasonable to assume the statistical uncertainties
are roughly those reported for the window samples.

tions: (1) from the primary load, (2) from a secondary load, and (3) spillover from the

room, when no sample is placed in front of any of the loads. We denote the fractions

by α′, β′, and γ′ respectively and have the restriction that 1 = α′ +β′ + γ′. Adopting

g = kBGB, we write:

PH,H = g(TR + α′TH + β′TH + γ′TH), (3.20)

PC,H = g(TR + α′TC + β′TH + γ′TH), (3.21)

PH,C = g(TR + α′TH + β′TC + γ′TH), and (3.22)

PC,C = g(TR + α′TC + β′TC + γ′TH). (3.23)

Here, the first and second subscripts denote the temperature of the primary load and

secondary loads, respectively. The notation used in P s
C,XC

, for instance, is not used

because there is no sample to give the s, and thus there is no reflection of a surface

of TX by a sample.
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For measurements made where the primary load was held horizontally, we find

α′ = 0.932, β′ = 0.077, γ′ = −0.009. Clearly, γ′ < 0 is unphysical, but it is consistent

with 0 given that the uncertainty in each α′, β′, and γ′ is roughly 0.03. However,

the measurements with a 45◦ sample then also have the primary load at 45◦, and

these are the measurements with which we are more concerned. We then denote a no

sample measurement made with the primary load in this diagonal position as P d
C,H .

Investigating the case where the only cold load is the primary load, we write the

received power as:

PC,H = g(TR + α′TC + (β′ + γ′)TH)and (3.24)

P d
C,H = g(TR + α′(λTC + ωTH) + (β′ + γ′)TH). (3.25)

Here, λ is the fraction angular extent that the diagonal primary load occupies relative

to the horizontal primary load. Conversely, ω is the fraction of the angular extent

that was occupied by the horizontal primary load, but is vacated when the primary

load is placed diagonally. Constraining 1 = ω + λ, we find λ = 0.96 (and ω = 0.04)

and modify our previous definitions of α′, β′, and γ′, such that α = α′λ = 0.89,

β = β′ = 0.08, γ = γ′ + α′ω = 0.03. That is to say, the sample (and diagonal

primary load) will account for 89% of radiation entering the receiver, the (unreflected)

secondary load accounts for 8%, and the remaining 3% of is due to stray light in the

room.
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Refined Calculations

We then have the following equations for the power received for the 45◦ cases (with

samples).

P s′

H,XC
= g(α[THTsurfaceTmaterial + THTsurface ∗ (1 − Tmaterial)] + TC(1 − Tsurface)+

TR + βTC + γTH)

P s′

C,XC
= g(α[TCTsurfaceTmaterial + THTsurface(1 − Tmaterial)] + TC(1 − Tsurface)+

TR + βTC + γTH)

P s′

H,XH
= g(α[THTsurfaceTmaterial + THTsurface(1 − Tmaterial)] + TH(1 − Tsurface)+

TR + βTH + γTH)

P s′

C,XH
= g(αTC [TsurfaceTmaterial + THTsurface(1 − Tmaterial)] + TH(1 − Tsurface)+

TR + βTH + γTH)

and the following equations for the power received for the diagonal (45◦) loads

with no samples:

P d′

H,C = g(TR + αTH + βTC + γTH) = αPH + g([1 − α]TR + βTC + γTH) (3.26)

P d′

C,C = g(TR + αTC + βTC + γTH) = αPC + g([1 − α]TR + βTC + γTH) (3.27)

P d′

H,H = g(TR + αTH + βTH + γTH) = αPH + g([1 − α]TR + βTH + γTH) (3.28)

P d′

C,H = g(TR + αTC + βTH + γTH) = αPC + g([1 − α]TR + βTH + γTH) (3.29)

Furthermore, we can cast these equations in terms of the initial equations:

P s′

H,XC
= αP s

H,XC
+ g([1 − α]TR + βTC + γTH)

P s′

C,XC
= αP s

C,XC
+ g([1 − α]TR + βTC + γTH)

P s′

H,XH
= αP s

H,XH
+ g([1 − α]TR + βTH + γTH)

P s′

C,XH
= αP s

C,XH
+ g([1 − α]TR + βTH + γTH)
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We can now re-solve for the transmission values with the more accurate equations:

T
C′

tot =
P s′

H,XC
− P s′

H,XC

P d′
H,C − P d′

C,C

or (3.30)

T
C′

tot =
P s′

H,XC
− P s′

H,XC

P d′
H,H − P d′

C,H

and then (3.31)

T
H′

tot =
P s′

H,XH
− P s′

H,XH

P d′
H,C − P d′

C,C

or (3.32)

T
H′

tot =
P s′

H,XH
− P s′

H,XH

P d′
H,H − P d′

C,H

(3.33)

Where the superscript in T
H′

tot denotes the value of the secondary when the sample is

inserted. However, in the interest of limiting changing variables, Equations 3.30 and

3.33 are preferred.

We are now in a position to assess how the desired transmission quantities, denoted

with a prime (′), and based on the 45◦ sample measurements, compare to previously

calculated quantities. A transmission quantity with mis in the superscript will denote

that a mismatch of load placement has occurred between the sample and no-sample

measurements. In particular, the initial results for the 45◦ samples used no-sample

measurements where the primary loads were placed horizontally, and much closer

to the receiver than their placement with the sample. Finally, if neither
′

or mis is

present, then we take this to mean that the sample and no-sample measurements

differ in only the presence of the sample. The relation to the mismatched cases is

given as an approximation because, despite the notion that the load fully covers the

receiver beam, the same analysis to determine any leakage from the horizontal load

position has not been performed.

This resolves the issue that some values of Tsurface were very close, or greater

than, 1, as reported in Table 3.5. For reference, an assumed mismatched Tsurface of
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1.0, the correct value, T
′

surface, would be 0.91.

There are still some nuances to consider. Most notably, the radome samples

were secured in an embroidery ring of diameter 6′′, which is exactly matched to the

diameter of the primary hot and cold loads. A likely inconsequential imperfection

is the embroidery ring itself being visible to the receiver; the worrisome systematic

is that the radome always had some excess material outside of the embroidery ring.

Goretex RA7906 should have had the largest of this (the whole sheet was a circle with

a diameter of perhaps 20′′, while the Goretex 3T20 was a circle of something just over

12′′ diameter. Finally, the Zitex G110 was an odd piece that was roughly a 9′′ × 9′′

square, with a 4.5′′ × 4.5′′ square missing from a corner. This means that there was

inherently some radome “missing” inside the embroidery ring (but it was pretty well

filled). In our variable lexicon, α will not change. Where γ is the fraction of the beam

that is seeing the room (at TH), more of the beam is now seeing the radome which

is roughly reflecting the beam into the cold load. Thus, we have: β ≤ βs ≤ β + γ,

where βs is the effective β with a radome sample inserted (due to excess material).

Of course, 0 ≤ γs ≤ γ. However, we do not expect this to be significant and do not

attempt to constrain γs or βs here.

T
C′

tot = T
C
tot T

C′

tot ≈
T

C,mis
tot

α
T

C′

surface = T
C
surface + β

α
T

C′

surface ≈
T

C,mis
surface−2β−γ

α

T
H′

tot = T
H
tot T

H′

tot ≈
T

H,mis
tot

α
T

H′

surface = T
H
surface + β

α
T

H′

surface ≈
T

H,mis
surface−2β−γ

α

Table 3.6: A table of transmission corrections. The desired quantities have a
′

and
are on the left of any equality. Transmission quantities with mis denote the no-
sample power measurements were performed in a mismatched manner to the sample
power measurements. No superscript means the power measurements were performed
correctly, but a correction still needs to be applied.
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3.5.3 Final Results

The measurements on the second trip (Table 3.3) were taken with care to consistently

place both samples and loads. A few different positions were measured to reaffirm

the hypothesis that the horizontal sample would create standing waves. We therefore

discard method 3 for measuring Ttot. In calculating our values, we then prefer the

diagonal sample and primary load, which we then correct for leakage.

For the results listed below, where errors are reported, those values have been

calculated via a weighted average, and the reported uncertainty is given as 1√
P

wi

,

where the weights are given as wi = 1
σ2

i
. In doing this average, the assumption is

that the transmission should be (roughly) constant across the frequency range. This

is seen. For example, for the matched window, Tmaterial ranges from 0.905 to 0.930,

where the error bars are roughly 0.015. Thus, there are variations at the 2σ level

across the frequencies. All reported uncertainties are statistical.

3.6 Discussion

We see that the offsets T
H
tot ≤ T

C
tot and T

H
surface ≥ T

C
surface persist. This is as yet

unresolved and highlights that our statistical uncertainties severely underestimate the

uncertainties in our measurements. Despite the identified inconsistencies, our data

are generally consistent. The properties of the windows are in relative agreement,

especially Tmaterial, which should be the same between the two window samples.

Moreover, Tmaterial appears quite consistent across methods for both window and

radome samples. Finally, our derived values are generally consistent with other values

in the literature and other tests done by the MUSTANG team.

We see that Zitex G110 has very favorable absorption properties. While Eccofoam
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Quantity Method 1 σ1 Method 2 σ2 Material
Ttot 0.79 0.007 0.83 0.003 Unmatched Window

Tsurface 0.86 0.004 0.88 0.006
Tmaterial 0.91 0.006 0.94

Ttot 0.91 0.003 0.94 0.004 Matched Window
Tsurface 0.95 0.003 0.97 0.004
Tmaterial 0.96 0.003 0.96 0.004

Table 3.7: Final results, leakage-corrected, for the window samples. Uncertainties are
calculated from the statistical error found across the 10 sets of measurements.

Quantity Method 1 σ1 Method 2 σ2 Material
Ttot 0.95 – 0.98 – Zitex G110

Tsurface 0.98 – 1.01 –
Tmaterial 0.97 – 0.97 –

Ttot 0.77 – 0.86 – Goretex 3T20
Tsurface 0.84 – 0.93 –
Tmaterial 0.91 – 0.92 –

Ttot 0.83 – 0.89 – Goretex RA7906
Tsurface 0.96 – 1.01 –
Tmaterial 0.87 – 0.88 –

Table 3.8: Final results, leakage-corrected, for the radome samples. As before, no
uncertainties are reported because we did not take a sufficient number of measure-
ments to calculate a standard deviation. It is reasonable to assume the statistical
uncertainties are roughly those reported for the window samples. No Eccofoam PP2
measurements were taken for the second visit.
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PP2 was not measured in the second run of trials, its properties in the first trials were

similar to Zitex G110, and we expect that had we measured it again, we would again

find consistent values with Zitex G110. Thus, with acceptable absorption properties,

either Zitex G110 or Eccofoam PP2 were candidate materials for use on MUSTANG-

1.5 (and subsequently MUSTANG-2). The MUSTANG team decided to use Eccofoam

PP2 largely in part because of this study and Eccofoam PP2 is designed to be a

radome material, so is suspected to be sturdier than Zitex G110.
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Chapter 4

Pressure Profile Analysis

Abstract

Determining pressure profiles of clusters is particularly valuable for a sizable and

universally representative sample (see Section 1.2). Specifically, assessing the scatter

in pressure profiles within different radial regimes provides insight to the relevant

physical processes and regularity within those regimes (Section 1.2.2). While the

SZ effect is revealing in itself, we choose a sample of clusters which has a wealth of

multiwavelength observations so that the interpretation of pressure profiles may be

explored, even beyond this current work.

This chapter will first introduce some widely used models for the pressure profile

of clusters (Section 4.1), then will discuss how we can fit those models to our data

(Section 4.2), and the results from fitting to our data (Section 4.3). A brief com-

parison with X-ray data is discussed in Section 4.3.16, while in-depth analyses and

interpretations of the fitted pressure profiles in comparison to X-ray derived values

are found in Chapter 5.
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4.1 Pressure Profiles Models

4.1.1 Introduction

As stated in Section 1.2.2, determining pressure profiles of galaxy clusters provides

insights into the relevance and frequency of physical processes within the clusters. A

variety of profiles has been used over the years; the isothermal beta model (Cavaliere

& Fusco-Femiano 1978) has been one of the most commonly used models (Sarazin

1988; Reiprich & Böhringer 2002; Birkinshaw & Lancaster 2008). The gas mass

density in the isothermal beta model is of the form:

ρg(r) = ρg,0

(

1 +
r2

r2
c

)−
3
2
β

(4.1)

where ρg,0 is the central gas mass density, rc is the core radius, and β is a free param-

eter with typical values between 0.65 and 0.75 (Jones & Forman 1984; Birkinshaw &

Lancaster 2008). It should be noted that β < 1 results in an infinite mass cluster if in-

tegrated to infinity, but some deviation occurs fairly far into the cluster outskirts. For

a gas of uniform metallicity (the standard assumption), and recalling Equation 1.2,

the isothermal beta model yields:

y(θ) = y0

(

1 +
θ2

θ2
c

)
1
2
−

3
2
β

. (4.2)

The isothermal beta model was developed by relating the thermal energy of the

ICM to the specific kinetic energy of galaxies. Furthermore, hydrostatic equilibrium

of the ICM under spherical symmetry:

dP

dr
= −ρg, (4.3)
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and an equation of state are assumed. In Equation 4.3, P is the (gas) pressure, ρ is

the total density, and g is the gravitational acceleration. This model is in contrast

to a King model (King 1966), which starts from the virial theorem to find possible

density distributions (initially developed for star clusters). Both the King model and

isothermal beta model were able to fit the data for the Coma cluster (Cavaliere &

Fusco-Femiano 1978), but the advantage that the isothermal beta model is analyti-

cally integrable provides a compelling reason for its use, especially when either model

is sufficient for fitting the data.

With the advent of numerical cosmological simulations of dark matter halos,

Navarro, Frenk, and White (NFW, Navarro et al. 1996) found the density profile

of the cold dark matter (CDM) was well described by:

ρ =
ρ0

(r/rs)(1 + r/rs)2
, (4.4)

where rs is a scale radius, and ρ0 is a normalization for the profile (hereafter NFW

profile). This CDM profile has been generalized in order to describe the pressure pro-

file of the ICM. Such generalizations are plausible because the dark matter constitutes

over 80% of the matter in clusters of galaxies (Allen et al. 2004; Ettori et al. 2009;

Vikhlinin et al. 2009). One profile generalization from Bulbul et al. (2010) (hereafter

B10) takes the form:

ρtot =
ρ0

(r/rs)(1 + r/rs)β
. (4.5)

This formulation allows the total enclosed mass to be calculated analytically, and

thus allows the right hand side of Equation 4.3 to be calculated. With the additional

assumptions of a polytropic equation of state (P = kργ) and HSE, the B10 pressure
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profile can be determined analytically as well as:

P (r) = P0

(

1

(β − 2)

(1 + r/rs)
β−2 − 1

(r/rs)(1 + r/rs)β−2

)n+1

, (4.6)

where P is the electron pressure and n is the polytropic index (γ = n + 1).

Yet another generalization of the NFW profile is proposed in Nagai et al. (2007),

hereafter gNFW:

P̃e =
P0

(C500X)γ [1 + (C500X)α](β−γ)/α
(4.7)

where X = r/r500, and C500 is the fitted concentration parameter; one can also write

(C500X) as (r/rs), where rs = r500/C500. The radius r500 is defined as the radius in

which the enclosed mass density is 500 times the critical density of the universe, ρcrit,

at the redshift of the cluster. P̃ is the electron pressure in units of the characteristic

pressure P500. P500 is defined as P500 = ng,500kBT500, where ng,500 = 500fbρcrit/(µmp),

fb is the cosmological baryon fraction (fb = Ωb/Ωm, µ is mean molecular weight, and

mp is the mass of the proton. T500 is defined by invoking the Virial theorem, such

that:

kBT500 =
GM500µmp

2r500

. (4.8)

For self-similar evolution (Kaiser 1986; Voit 2005), T500 and P500 can be expressed as

(Nagai et al. 2007):

T500 = 11.05 keV

(

M500

1015h−1M⊙

)2/3

E(z)2/3 and (4.9)

P500 = 1.45 × 10−11erg cm−3

(

M500

1015h−1M⊙

)2/3

E(z)2/3. (4.10)

(4.11)
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While the B10 profile allows for distinct electron density and temperature profiles,

therefore allowing easier application to both X-ray and SZ observations, it has not

garnered as much traction as the gNFW profile (Mroczkowski et al. 2009; Arnaud

et al. 2010; Planck Collaboration et al. 2013; Sayers et al. 2013). Due to its relative

popularity, and therefore potential for comparison, we choose to adopt the gNFW

pressure profile when modeling the bulk ICM.

4.2 Joint Fitting

In attempting to constrain pressure profiles, we want to cover a large radial range, and

seek to cover out to at least r500, which is made reference to in the gNFW pressure

profile we adopt in our modeling (Equation 4.7). This reference is in part because

C500 ∼ 1 in past results (cf. Nagai et al. 2007; Mroczkowski et al. 2009; Arnaud

et al. 2010; Planck Collaboration et al. 2013; Sayers et al. 2013), so rs ∼ r500, but

also the relative importance of quantities measured at, or out to, r500, as discussed

in Section 1.2.1, especially those used in scaling relations. A typical massive cluster

has 1 Mpc< r500 < 2 Mpc. The angular extent will depend on the redshift, but for

0.2 < z < 0.9, this corresponds roughly to 2′ < θ500 <6′. Thus, we seek to jointly

fit MUSTANG and Bolocam data, whose resolutions are 9′′ and 58′′ respectively and

whose FOVs are 42′′ and 8′respectively.

Jointly fitting MUSTANG and Bolocam data is also favorable as they are both

SZ instruments, observing at fairly close frequencies, so they should be observing the

same processes. More critically, they both observe and record data (Section 2.2) in the

same manner, which make the two data sets very compatible for joint fitting. Both

instruments record their data as time-ordered data (TOD), also called timestreams,

and so it is conceivable to attempt to jointly fit the two data sets in the time domain.
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In fact, this was attempted and is discussed in Appendix G, but we were unsatisfied

with the performance of this approach.

Instead, we adopted a means to jointly fit the data in the map domain, as we had

already made progress to fitting models to MUSTANG maps. Rather than attempt to

deproject our SZ data, we choose to a forward modelling approach and fit our models

after filtering sky maps (Section 2.4.4). Inherent in this approach is the assumption

that our (total) model is a linear combination of individual model components, where

the individual components of concern are: (1) a bulk cluster pressure profile, (2) a

mean level, (3) a point source (if any), and (4) a residual component (if any). This

linear combination can be written as:

~dm = A~am, (4.12)

where dm is the total model, each column in A is a model component, and ~am is

an array of amplitudes of the components. Thus, A is a M × N matrix, where N

is the number of data points in our data array, ~d, and M is the number of model

components used. The construction of ~d is is chosen to exclude pixels with low

coverage; principally we select the inner radial arcminute of the MUSTANG maps,

and a 14′×14′box for Bolocam data. ~dm is constructed for the exact same pixel

selection, where the astrometry and pixelization is ensured to be the same across

maps. Since this is done in map space, and our data, ~d have been filtered, we must

filter our model components in the same manner, as discussed in Section 2.4.4. Thus,

the model components referred to in this section should be understood to be the

filtered model components. For each cluster, a bulk pressure component is always

included.

To produce a sky model, we integrate the 3D gNFW pressure profile, which is
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taken to be spherical, along the line of sight to produce a Compton y profile, given

as

y(R) =
P500σT

mec2

∫

∞

−∞

P̃ (R, l)dl, (4.13)

where r2 = R2 + l2, R is the projected radius, and l is the distance from the center

of the cluster along the line of sight. In practice, (±)5R500 is used instead of (±)∞,

where we have verified that integration out to (±)20R500 amounts to less than a 1%

variation in y(R) values. Once integrated, y(R) is gridded as y(θ) and is realized as

maps for MUSTANG and Bolocam (pixels of 1′′ and 20′′ on a side, respectively) using

the Archive of Chandra Cluster Entropy Profile Tables (ACCEPT, Cavagnolo et al.

(2009)) centroid for the cluster. From here, we produce two model maps: one for

Bolocam and one for MUSTANG. In each case, we convolve the Compton y map by

the appropriate beam shape. For Bolocam we use a Gaussian with FWHM = 58′′,

and for MUSTANG we use the double Gaussian as determined in Section 2.4.5

We can then use the χ2 statistic as our goodness of fit,

χ2 = (~d − ~dm)TN−1(~d − ~dm), (4.14)

and find that the minimum χ2 is achieved when:

~am = (ATN−1A)−1ATN−1~d. (4.15)

Here, N is the covariance matrix, which is formally defined as:

Nij =< didj > − < di >< dj > (4.16)

Here, di is the pixel value in a noise realization map, and the average is taken for a
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given pixel of several noise realization maps (see Section 4.2.1).

To fit models jointly to MUSTANG and Bolocam data, we simply append the

MUSTANG data array to the Bolocam data array, and do the same for the model

arrays as:

~d = [~dBolocam, ~dMUSTANG] (4.17)

~dm = [~dm,Bolocam, ~dm,MUSTANG], (4.18)

then solving this set of equations would be a linear problem. We add a calibration

offset term, k to allow for offsets in calibration between MUSTANG and Bolocam

data. We leave Equation 4.17 as such because we expect there may be a calibration

offset between instruments. We quantify the calibration uncertainties and thus put

a prior on it. Solving Equation 4.15 is no longer a problem of linearly independent

variables. Thus, we use a Levenberg-Marquardt least squares minimization routine,

MPFIT (Markwardt 2009), to quickly solve for ~am and obtain a pseudo-χ2: χ̃2. To

calculate χ̃2, we use the same formulation as above, but redefine

~dcal = [~dBolocam, ~dMUSTANG, 1.0]

~dm,cal = [~dm,Bolocam, k ∗ ~dm,MUSTANG, k] = Anew~am,cal

where ~am,cal = [~am, k], and expand N to Ncal, which allows for the extra fitted value:

Ncal =







N ~0

~0 σ2
cal






, (4.19)

where σcal is the relative calibration uncertainty. We adopt a calibration uncertainty

of 11.2%, the quadrature sum of the relative calibration accuracies of Bolocam and
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MUSTANG cited in Section 2.3. Thus, our final goodness of fit is given by:

χ̃2 = (~dcal − ~dm,cal)
TN−1

cal(
~dcal − ~dm,cal). (4.20)

4.2.1 Noise Considerations

In practice, we take Nij to be a diagonal matrix for MUSTANG and Bolocam, with

Nij = δij/wi, where δij is the Kronecker delta, and wi is the weight for pixel i.

MUSTANG’s detector noise is dominated by phonon noise; thus with the common

mode (which is dominated by atmospheric noise) subtracted, we expect the map

pixel noise to be uncorrelated. Figure 4.1 confirms that the diagonal matrix is

a good approximation for MUSTANG when gridded with 1′′ pixels. We note that

the correlation matrix depends on pixelization, and that some correlation becomes

evident as pixel size increases. There does not appear to be a noticeable trend with

correlation as a function of map pixel separation, and the standard deviation of off-

diagonal terms, over the full 11000 × 11000 correlation matrix, is 0.031.

While ∆χ2 may be used for determining confidence intervals on fitted parameters,

as in Figure 4.2, we wish to attempt to account for correlated noise in our pixels (a

non-diagonal covariance matrix), especially in the Bolocam maps. To do this, we

follow Sayers et al. (2011) and calculate the 68.5% (1σ) confidence interval of the

best fits over 1000 noise realizations added to model clusters. The noise realizations

for Bolocam are precomputed from previous work (Sayers et al. 2013), where the

TODs are jack-knifed. Noise realizations for MUSTANG are computed by random

number generation with Gaussian distribution for each pixel, with σi =
√

1/wi, based

on the same weight used to calculate the noise matrix. This also helps address the

point that our calibration offset, k, is not an independent parameter, and the results
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Fig. 4.1.— A cropped portion of the correlation matrix produced from 1000 jackknives
of our data for the central arcminute of a MUSTANG map, with 1′′ pixelization.
For clarity, the image here shows the central 150 × 150 elements of the correlation
matrix; this central region is representative of the full matrix for the region, which is
11000 × 11000 elements.

of these fits for an example cluster, Abell 1835, is shown in Figure 4.10. These fits

are tabulated and used to rescale the ∆χ2 confidence intervals as seen in Figure 4.2.

The rescaling of the confidence intervals is primarily due to the non-diagonality of

the noise in the Bolocam covariance matrix.
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Fig. 4.2.— Confidence intervals for Abell 1835 (left) and MACS 0647 (right). Top
panels show the confidence intervals for Bolocam only fits. Bottom panels show the
confidence intervals for the joint fit. Dashed lines show confidence intervals based on
∆χ2. Solid lines are confidence intervals rescaled based on the bootstrap MC results.
The asterisks denote the best fit.

4.2.2 Point Source Model maps

While we clearly detect point sources in Abell 1835, MACS 1115, MACS 0429, MACS

1206, RXJ1347, MACS 1423, and MACS 0717 in the MUSTANG maps. A point

source is identified by NIKA (Adam et al. 2015) in CLJ1226. For the Bolocam image,

the point sources in Abell 1835, MACS 0429, RXJ1347, and MACS 1423 has been

subtracted based on an extrapolation of a power law fit to the 1.4 GHz NVSS (Condon

et al. 1998) and 30 GHz SZA (Mroczkowski et al. 2009) measurements (Sayers et al.
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2012). The flux densities for the point sources fitted are shown in Table 4.1.

For MUSTANG, where a point source is detected at high significance in our galaxy

cluster map, we take the following approach:

1. For each cluster, the same process for beam fitting as in Section 2.4.5 is ap-

plied to only those secondary calibrators which were observed during the same

sessions as that particular cluster.

2. The above fitted profile is then evaluated as a map, with the centroid and total

amplitude as determined by the 2D Gaussian fit to the cluster data map, and

shape as determined by the 1D fit.

3. The point source map is filtered in the same manner in which the cluster model

map is filtered, and the resultant image is used as our point source component

in model fitting, with the normalization as a free parameter in the fit.

4.2.3 Residual Model maps

Some clusters may clearly have a component other than the bulk ICM or point source

to consider. Given that we rarely have clear extended emission in our maps, these

residual components are clearly an excess SZ decrement. Where the primary science

goal is to model the bulk ICM, we need not develop a detailed model of the residual

component. Thus, a simple means to consistently model residual components is to fit

a two dimensional Gaussian to the component. It is worth noting that any residual

components seen in the MUSTANG maps are small (of order 15′′ at the largest).

All residual components considered here were modeled from MUSTANG maps,

and were subsequently smoothed to Bolocam resolution. Smoothing to Bolocam is

taken to be sufficient. It is not unreasonable to assume that the residual is due
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to substructure, or a relatively small feature, as MUSTANG filters out large scale

signal (Section 2.4.2). Thus, these residual components may be treated as compact

components for Bolocam, and thus, to first order, we need not worry about filtering

the Bolocam model.

To create the third component, we must first select the feature we wish to fit.

This is done with a MUSTANG signal-to-noise (SNR) map, the creation of which is

discussed in Section 2.4.2. The typical SNR maps produced used a smoothing kernel

of 10′′ (with 1′′ pixelization). All pixels below −3σ pertaining to the feature are

selected, and a two dimensional Gaussian is fit to these pixels. This Gaussian is then

fit to the unsmoothed MUSTANG data map, where only its amplitude is allowed to

vary. The final residual models are saved in units of Compton y.

4.2.4 Sample

The Cluster Lensing And Supernova survey with Hubble (CLASH) is a 524-orbit

multi-cycle treasury program. One of its main goals is to “measure the profiles and

substructures of dark matter in galaxy clusters with unprecedented precision and

resolution” (Postman et al. 2012). The CLASH sample has 25 massive galaxy clusters,

20 of which are selected from X-ray data (from Chandra X-ray Observatory), and 5

based on exceptional lensing strength. These clusters have the following properties:

0.187 < z < 0.890, 5.5 < kTe (keV)< 15.5, and 6.7 < Lbol/1044 (erg s−1) < 90.8.

Thus, these clusters are large enough that we should expect to observe them with

MUSTANG with a reasonable amount of time on the sky (on average, <25 hours per

cluster).

While these clusters are not a complete sample, many already have SZ effect

observations from the Sunyaev-Zel’dovich Array (SZA), AMiBA, or Bolocam, making



97

them well studied, and deserving of high resolution SZ effect measurements. The

overwhelming wealth of information (observations) on these clusters will allow us to

constrain pressure and mass profiles of clusters as well as the impact of substructure.

Additionally, we will be able to assess discrepancies between X-ray derived properties,

shown in Table 4.2 and compare to SZ derived properties.
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Table 4.1. Point source flux densities

Cluster R.A. (J2000) Dec (J2000) S90 (mJy) S140 (mJy)

Abell 1835 14:01:02.07 +2:52:47.52 1.37 ± 0.08 0.7 ± 0.2
MACS 1115 11:15:51.82 +1:29:56.82 1.04 ± 0.11 –
MACS 0429 04:29:35.97 -2:53:04.74 7.67 ± 0.84 6.0 ± 1.8
MACS 1206 12:06:12.11 -8:48:00.85 0.75 ± 0.08 –
RXJ1347 13:47:30.61 -11:45:09.48 7.40 ± 0.58 4.0 ± 1.2

MACS 1423 14:23:47.71 +24:04:43.66 1.36 ± 0.13 0.7 ± 0.2
MACS 0717 07:17:37.03 +37:44:24.00 2.08 ± 0.25 –

CLJ1226 12:27:00.01 +33:32:42.00 0.36 ± 0.11 –

Note. — S90 is the best fit flux density to MUSTANG, and S140 is the
assumed flux density in the Bolocam maps (at 140 GHz). The location
of the point source is reported from the fitted centroid to the MUSTANG
data. The conversion for S140 values from mJy to the equivalent uKCMB

is ∼ 30.
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Cluster z M500 P500 R500 T 1
x T 2

x Tmg Dynamical ∆r0

(M⊙) (keV/cm3) (kpc) (keV) (keV) (keV) state (′′)
Abell 1835 0.253 1.2E+15 0.00594 1490 9.0 10.0 8.17 CC 6.8
Abell 611 0.288 7.4E+14 0.00445 1240 6.8 – 6.55 – 18.7
MACS1115 0.355 8.6E+14 0.00545 1280 9.2 9.14 6.47 CC 34.8
MACS0429 0.399 5.8E+14 0.00448 1100 8.3 8.55 4.32 CC 18.7
MACS1206 0.439 1.9E+15 0.01059 1610 10.7 11.4 8.81 – 6.9
MACS0329 0.450 7.9E+14 0.00596 1190 6.3 5.85 5.05 CC & D 14.8
RXJ1347 0.451 2.2E+15 0.01171 1670 10.8 13.6 7.99 CC 9.6
MACS1311 0.494 3.9E+14 0.00399 930 6.0 6.36 4.70 CC 27.7
MACS1423 0.543 6.6E+14 0.00612 1090 6.9 6.81 4.14 CC 19.8
MACS1149 0.544 1.9E+15 0.01228 1530 8.5 8.76 7.29 D 6.0
MACS0717 0.546 2.5E+15 0.01490 1690 11.8 10.6 7.70 D 32.4
MACS0647 0.591 1.1E+15 0.00923 1260 11.5 12.6 9.97 – 6.9
MACS0744 0.698 1.3E+15 0.01199 1260 8.1 8.90 7.34 D 4.9
CLJ1226 0.888 7.8E+14 0.01184 1000 12.0 11.7 8.39 – 15.3
Abell 383 0.187 4.7E+14 0.00285 1110 5.4 5.47 – CC –
Abell 209 0.206 1.3E+15 0.00564 1530 8.2 8.69 – – –
Abell 1423 0.213 8.7E+14 0.00445 1350 5.8 6.61 – – –
Abell 2261 0.224 1.4E+15 0.00632 1590 6.1 8.09 – CC –
RXJ2129 0.234 7.7E+14 0.00423 1280 6.3 7.78 – CC –
MS 2137 0.313 4.7E+14 0.00342 1060 4.7 – – CC –
RXC J2248 0.348 2.2E+15 0.01014 1760 10.9 11.5 – – –
MACS1931 0.352 9.9E+14 0.00595 1340 7.5 7.92 – CC –
MACS1532 0.362 9.5E+14 0.00589 1310 6.8 6.47 – CC –
MACS1720 0.387 6.3E+14 0.00465 1140 7.9 6.50 – CC –
MACS0416 0.397 9.1E+14 0.00625 1270 8.2 8.14 – – –
MACS2129 0.570 1.1E+15 0.00903 1250 8.6 8.11 – D –

Table 4.2: CLASH cluster properties, as tabulated by Mantz et al. (2010): T 1
X is calculated from a single spectrum over

0.15R500 < r < R500 for each cluster. T 2
X is from Morandi et al. (2015), and is calculated over 0.15R500 < r < 0.75R500.

Tmg is a fitted gas mass weighted temperature, determined by fitting the ACCEPT (Cavagnolo et al. 2009) temperature
profiles to the profile found in Vikhlinin (2006). The bolded clusters are the 14 clusters in our sample. ∆r0 denotes the
offset between the ACCEPT and Bolocam centroids.
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Of the 25 clusters in the CLASH sample, four are too far south to be observed with

MUSTANG from Green Bank, WV. Of the remaining 21, we were only able to observe

fourteen given the available good weather and their limited visibility. Abell 209 was

observed, but was relatively noisy and showed no trace of any detection. Thus, our

final sample includes thirteen CLASH clusters and Abell 1835, which shown in bold in

Table 4.2. These clusters were also observed with Bolocam, and have been analyzed

in Sayers et al. (2012, 2013); Czakon et al. (2014). The centroid differences between

ACCEPT and Bolocam are also listed in Table 4.2. The total integration times of

MUSTANG and Bolocam observations of our sample is listed in Table 4.3. The clus-

ters were observed with MUSTANG over the projects AGBT08A 056, AGBT09A 052,

AGBT09C 059, AGBT10A 056, AGBT10C 017, AGBT10C 026, AGBT10C 042, AGBT10C 031,

AGBT11A 009, and AGBT11B 001.
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Cluster z R.A. Decl. Tobs,Bolo NoiseBolo Tobs,MUSTANG NoiseMUSTANG

(J2000) (J2000) (hours) µKCMB-amin (hours) µJy/beam
Abell 1835 0.253 14:01:01.9 +02:52:40 14.0 16.2 8.6 53.4
Abell 611 0.288 08:00:56.8 +36:03:26 18.7 25.0 12.0 46.2
MACS1115 0.355 11:15:51.9 +01:29:55 15.7 22.8 10.0 56.4
MACS0429 0.399 04:29:36.0 -02:53:06 17.0 24.1 11.6 47.2
MACS1206 0.439 12:06:12.3 -08:48:06 11.3 24.9 13.3 42.5
MACS0329 0.450 03:29:41.5 -02:11:46 10.3 22.5 13.1 39.9
RXJ1347 0.451 13:47:30.8 -11:45:09 15.5 19.7 1.9 276.
MACS1311 0.494 13:11:01.7 -03:10:40 14.2 22.5 10.6 64.5
MACS1423 0.543 14:23:47.9 +24:04:43 21.7 22.3 11.2 35.7
MACS1149 0.544 11:49:35.4 +22:24:04 17.7 24.0 13.9 32.7
MACS0717 0.546 07:17:32.1 +37:45:21 12.5 29.4 14.6 27.1
MACS0647 0.591 06:47:49.7 +70:14:56 11.7 22.0 16.4 20.3
MACS0744 0.698 07:44:52.3 +39:27:27 16.3 20.6 7.6 48.5
CLJ1226 0.888 12:26:57.9 +33:32:49 11.8 22.9 4.9 85.6

Table 4.3: Bolocam and MUSTANG observational properties. NoiseMUSTANG is calculated on maps with 10′′ smoothing,
in the central arcminute. Tobs are the integration times (on source) for the given instruments.
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Figures 4.3 and 4.4 show the MUSTANG data maps with contours of significant

features in MUSTANG and Bolocam overlaid, and arbitrary contours from X-ray

surface brightness maps. The maps are 4′ on a side and are centered on the ACCEPT

centroid (red asterisks). Optical and lensing maps are provided in Appendix F and

are just over 4′ on a side.

Several of the clusters show significant features (significance accounts for decreas-

ing weight at larger radii) in the MUSTANG maps, e.g. in MACS 1115, MACS 0329,

Abell 611, and MACS 1149. MACS 1115 is the most compelling with a 5σ peak that

is with a few arcseconds of two foreground galaxies at z = 0.15 and z = 0.17. MACS

0329 is also compelling with some hints from weak lensing that there is a NW-SE

elongation of the cluster, and there may be a subcluster towards the NW. Abell 611

shows some evidence for disturbance, but the feature in the center of the map does

not have a clear interpretation (we do not believe it to be a shock). Finally, MACS

1149 has a 3σ feature to the east of the center, but this too does not have a clear

interpretation, even though MACS 1149 has significant merger activity (e.g. Mann &

Ebeling 2012).

4.2.5 Parameter Space Searched

Given that the spatial coverage from MUSTANG and Bolocam is well suited to con-

straining the inner pressure profile, we choose to allow the gNFW parameters γ, C500,

and P0 to vary. To reduce degeneracies, we fix α and β. For Abell 1835 and MACS

0647, we choose our fixed parameters from four established sets of gNFW parameters:

those found in Nagai et al. (2007, hereafter N07), Arnaud et al. (2010, hereafter A10),

Planck Collaboration et al. (2013, hereafter P12), and Sayers et al. (2013, hereafter

S13); these are summarized in Table 4.4. We construct a model map for each set of
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Fig. 4.3.— MUSTANG maps of 9 of the 14 clusters in our sample. Pale contours are
MUSTANG contours; black contours are Bolocam. Both start at 3σ decrement, with
1σ intervals. Red contours are X-ray surface brightness contours at arbitrary levels.
The red asterisk is the ACCEPT centroid; the black asterisk is the Bolocam centroid.

α, β, γ, and C500, and assume a starting value for P0, which is then determined in

our fits. Since α and β are fixed, each cluster is initially searched over 0 < γ < 1 in
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Fig. 4.4.— MUSTANG maps of the remaining 5 clusters in our sample. Pale contours
are MUSTANG contours; black contours are Bolocam. Both start at 3σ decrement,
with 1σ intervals. Red contours are X-ray surface brightness contours at arbitrary
levels. The red asterisk is the ACCEPT centroid; the black asterisk is the Bolocam
centroid.

steps of δγ = 0.1, and over 0.1 < C500 < 2.1 in steps of δC500 = 0.1. These ranges

are refined after the first pass, and generally δγ is reduced to 0.05. To create models

in finer steps than δγ and δC500, we interpolate filtered model maps from nearest

neighbors from the grid of original filtered models.

Figures 4.5 and 4.6 show that the joint fit pressure profiles for a given cluster

(either MACS 0647 or Abell 1835) are very similar despite being fixed at different

values of α and β. Thus, for the remainder of the clusters in our sample, we focus

only on the A10 values of α and β.
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Given that MUSTANG is sensitive to substructure, we fix the MUSTANG cluster

model centroid to the position of the ACCEPT centroid. If the MUSTANG centroid

is allowed to vary, we find that the fit can significantly be influenced by the cluster

substructure. As a result, such fits generally do not accurately represent the bulk

cluster component that we seek to model. However, Bolocam maps are dominated

by the bulk SZ signal from the cluster, and have a radial pointing accuracy (1σ) of

5′′. Thus we add to our parameter space by allowing the Bolocam pointing to vary

up to a total range of 10′′ in R.A. and Dec, in steps of 2′′ for each direction, relative

to the ACCEPT centroid with a Gaussian prior of radial offset: σcen = 5′′.

Point source components are included for Abell 1835, MACS 1115, MACS 0429,

MACS 1206, RXJ 1347, MACS 1423, MACS 0717, and CLJ 1226. Residual compo-

nents are fitted for MACS 1206, RXJ 1347, and MACS 0744. The residual compo-

nents are all modeled as prescribed in Section 4.2.3, despite the interpretation that

the residual component in MACS 1206 is likely a subcluster (Young et al. 2014), and

the residual components in RXJ 1347 and MACS 0744 are shocks (Mason et al. 2010;

Korngut et al. 2011). For both point sources and residuals, the number of pixels at

a given significance is compared to the expected count for a Gaussian distribution.

Table 4.4. Parameters of gNFW models considered

Model Derivation C500 α β γ P0

N07 Numerical Simulations 1.80 1.30 4.30 0.71 3.3
A10 X-ray 1.18 1.05 5.49 0.31 8.41
P12 Planck SZ 1.81 1.33 4.13 0.31 6.41
S13 Bolocam SZ 1.18 0.86 3.67 0.67 4.29

Note. — We considered these four sets of models and fix α and β

for each.
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Our choice of modelling point source and residual components is generally consistent

with criteria based on the pixel count above a signal-to-noise of (±)4 greatly exceed-

ing the expected count and the component being within the central arcminute. We

exclude the residual component for Abell 611 because the bulk cluster model appears

to account for much of the decrement. For MACS 1115, the residual component is

outside the central arcminute and does not affect our fits. Known point sources (from

other observations, especially close to 90 GHz, and within our sensitivity) are also

modeled, where the primary case of this is in CLJ 1226. The choice to model residual

components is less well defined, as we also take into account the ability for the bulk

ICM or point source to contribute to the observed decrement (cf. Section 2.4.4).

The resultant pressure profiles from fits over this parameter space for Abell 1835

and MACS 0647 are shown in Figures 4.5 and 4.6 respectively. We find that the pres-

sure profiles are all in very good agreement with one another and that the differences

in χ2 values between these fits is not significant, as reported in Tables 4.6 and 4.7.

Thus, for fits to other clusters, we limit our α and β in the gNFW parametrization

to those values used in A10.

We also investigated the potential impact from the uncertainty in the point source

subtraction. For a given cluster, we follow the steps in Section 4.2.2, and we then pro-

duce bracketing point source uncertainty models which adopt the 1σ values (typically

around 0.5′′) for the width of the main beam, as reported in Section 2.4.5, and fit

the remaining components. The fitting procedure is then rerun twice: once with each

of these models. Neither the fitted gNFW parameters nor the confidence intervals

change. However, across the three point source models (two uncertainty and best-

fit point source models), the minimum χ2 does change in the expected manner: it is

greater for both of the uncertainty models than the best fit point source model. Thus,
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Table 4.5. Parameters of Residual Components from MUSTANG

Cluster RA Dec Peak y FWHMA FWHMB θ Peak y
(J2000) (J2000) (Modeled) (′′) (′′) (deg.) (Fitted)

Abell 611 8:00:56.20 36:03:00.08 0.000084 20.7 35.3 160 –
MACS 1115 11:15:56.66 1:30:02.82 0.00014 17.8 28.8 138 –
MACS 1206 12:06:12.91 -8:47:33.48 0.000076 23.5 23.5 -115 0.000035
RXJ1347 13:47:31.06 -11:45:18.38 0.00042 12.2 30.1 -52 0.00052

MACS 0744 7:44:52.22 39:27:28.71 0.00011 17.0 23.5 1 0.000090

Note. — Residual components modeled with a two dimensional Gaussian with associated. θ is
measured CCW (going east) from due north.

Table 4.6. Best fit gNFW parameters for Abell 1835

Model C500 α β γ P0 k χ2

N07 1.44+0.71
−0.22 1.30 4.30 0.74+0.15

−0.13 3.43+1.41
−1.78 1.18 12837

A10 0.83+0.35
−0.15 1.05 5.49 0.75+0.14

−0.17 2.54+1.25
−1.37 1.15 12835

P12 1.45+0.35
−0.28 1.33 4.13 0.84+0.18

−0.12 2.80+1.54
−1.15 1.14 12838

S13 2.29+1.30
−0.52 0.86 3.67 0.36+0.33

−0.21 19.3+9.75
−6.16 1.19 12831

Note. — γ, P0, C500, and k, the calibration offset, were varied. The
degrees of freedom were 12880.

Table 4.7. Best fit gNFW parameters for MACS 0647

Model C500 α β γ P0 k χ2

N07 0.93+0.31
−0.36 1.30 4.30 0.70+0.10

−0.17 2.10+0.93
−1.17 1.14 12845

A10 0.60+0.25
−0.22 1.05 5.49 0.61+0.12

−0.15 2.24+2.03
−1.20 1.14 12844

P12 1.03+0.32
−0.40 1.33 4.13 0.70+0.10

−0.17 2.25+1.04
−1.32 1.14 12845

S13 1.19+0.54
−0.64 0.86 3.67 0.38+0.20

−0.25 8.18+4.68
−1.13 1.14 12843

Note. — γ, P0, and C500 were varied. The degrees of freedom were
12914.
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Fig. 4.5.— Best fit pressure profiles for Abell 1835 for the different sets of fixed α
and β, denoted by the model from which they are taken. The circles denote radial
ranges where the pressure profiles show (local) minimum scatter.

we are confident in our treatment of point sources and allowing only the amplitude

to vary.
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Fig. 4.6.— Best fit pressure profiles for MACS 0647 for the different sets of fixed
gNFW α and β, denoted by the model from which the values are taken. The circles
denote radial ranges where the pressure profiles show (local) minimum scatter.

4.3 Pressure Profile Constraints

4.3.1 Overview

Here we present some general results from the joint fits. Table 4.8 shows how signifi-

cantly a previously determined profile shape is fit to the data sets, independently and
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jointly.

The joint fit constraints on the pressure profile parameters of individual clusters

are shown in Figure 4.8, with the pressure profiles plotted in Figure 4.9. The ensemble

constraints for cool-core, clusters, disturbed, “well-behaved” clusters, and all clusters

in our sample are shown in Figure 4.7. We defined “well-behaved” in Section 4.3.16;

cool-core and disturbed classifications are assigned in Sayers et al. (2013) and are

based on concentration of X-ray luminosity and offset in X-ray peak to centroid,.

The azimuthal plots of the data and fitted (and filtered) models are in Appendix

D as Figure 8.4.
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Cluster tM tB σM σB A10M A10B A10J ACCEPTM ACCEPTB ACCEPTJ

(hrs) (hrs) (µK) (µK) (σ) (σ) (σ) (σ)
Abell 1835 8.6 14.0 87.4 16.2 10.0 28.9 29.9 9.49 28.9 30.08
Abell 611 12.0 18.7 75.6 25.0 1.73 13.9 14.3 1.39 14.4 14.02
MACS1115 10.0 15.7 92.4 22.8 8.66 16.3 18.3 8.22 16.7 18.20
MACS0429 11.6 17.0 77.3 24.1 -0.02 13.2 13.1 -1.41 13.5 12.21
MACS1206 13.3 11.3 70.0 24.9 8.89 28.7 29.8 8.17 28.8 29.36
MACS0329 13.1 10.3 65.3 22.5 8.63 17.4 20.2 7.90 17.8 18.62
RXJ1347 1.9 15.5 452 19.7 8.90 45.3 45.7 11.0 45.8 46.71
MACS1311 10.6 14.2 106 22.5 0.71 11.3 11.6 1.02 11.5 10.97
MACS1423 11.2 21.7 58.5 22.3 6.15 11.8 12.9 5.27 12.0 11.98
MACS1149 13.9 17.7 53.6 24.0 -1.47 22.0 21.4 -0.82 22.3 22.01
MACS0717 14.6 12.5 44.4 29.4 3.05 31.3 31.0 3.40 31.8 31.41
MACS0647 16.4 11.7 33.2 22.0 11.3 24.1 25.9 11.3 23.8 25.02
MACS0744 7.6 16.3 79.4 20.6 7.67 17.8 19.1 7.45 17.7 18.67
CLJ1226 4.9 11.8 140 22.9 9.43 13.7 16.5 9.41 14.4 16.16

Table 4.8: Tabulated cluster observational properties. A10 columns present significances (in σ) of fitted A10 profiles
(only P0 is varied) and ACCEPT columns present significances (in σ) or the fitted ACCEPT gNFW profile. The
subscripts B, M , and J signify fits to Bolocam, MUSTANG, and joint fits respectively.
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Fig. 4.7.— Confidence intervals over all disturbed clusters, cool-core clusters, and
the entire sample. Cool core clusters include: Abell 1835, MACS 1115, MACS 0429,
MACS 0329, RXJ 1347, MACS 1311 and MACS 1423. Disturbed clusters include:
MACS 0329, MACS 1149, MACS 0717, and MACS 0744. Well behaved clusters
include: Abell 1835, MACS 1115, MACS 1206, RXJ 1347, MACS 0647, MACS 0744,
and CLJ 1226. Well behaved clusters are identified in Section 4.3.16.

4.3.2 Abell 1835 (z=0.25)

Abell 1835 is a well studied massive cool core cluster. The cool core was noted to have

substructure in the central 10′′ by Schmidt et al. (2001), and identified as being due the

central AGN by McNamara et al. (2006). Abell 1835 has also been extensively studied

via the SZ effect (Reese et al. 2002; Benson et al. 2004; Bonamente et al. 2006; Sayers

et al. 2011; Mauskopf et al. 2012). The models adopted were either beta models or



Fig. 4.8.— Confidence intervals for individual clusters. Dotted red contours assume
the Bolocam centroid, while solid blue contours assume the ACCEPT centroid. “Cen-
troid Offset” is the offset between the Bolocam centroid and ACCEPT centroid, in
arcseconds. “JF offset” is the pointing offset (of Bolocam) in the joint fit assuming
the ACCEPT centroid.
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Fig. 4.9.— Preferred pressure profiles of individual clusters (using ACCEPT cen-
troids).
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generalized beta models, and tend to suggest a shallow slope for the pressure interior

to 10′′. Previous analysis of Abell 1835 with MUSTANG data (Korngut et al. 2011)

detected the SZ effect decrement, but not at high significance, which is consistent with

a featureless, smooth, broad signal. Our updated MUSTANG reduction of Abell 1835

is shown in Figure 4.3, and has the same features as in Korngut et al. (2011).

We find the best fit A10 model (all parameters but P0 fixed to A10 values) has

χ2 = 12861. To calculate χ2 for no cluster model, we fix the point source amplitude

to that found in the previous fit. We find ∆χ2 = 892.1, with ∆DOF= 2 corresponds

to 29.7σ significance. For Bolocam only, the ∆χ2 between a cluster model being fit

or not yields a 28.9σ detection, while the for MUSTANG we find a 10.2σ detection of

an A10 model from ∆χ2, thus indicating that although individual features are weakly

detected by MUSTANG, the aggregate bulk SZ is robustly detected by MUSTANG.

Our best joint fit over the four sets of α and β, shown in Table 4.6, comes from

the S13 values of α and β: the best fit parameters are: γ = 0.36, P0 = 19.3, and

C500 = 2.28. Despite variations in the best fit γ values, Figure 4.5 shows the best

joint fit pressure profiles of Abell 1835 for each of the four sets of fixed α and β, are in

good agreement with each other. Moreover, we find that the four model fits achieve

minimum scatter at two separate radii, roughly corresponding to the geometric mean

between the resolution and FOV of each instrument.

We find the point source in the MUSTANG map at R.A.=14:01:02.1, Dec=02:52:47

is best fit with a flux density of 1.38 ± 0.10 mJy, and has a correlation coefficient of

0.076 with the cluster amplitude. This minimal degeneracy can also be seen in Fig-

ure 4.10. Similarly, changing the assumed beam shape as discussed in Section 4.2.2

has a negligible effect on the flux density. The amplitude of the point source suggests

a slight flattening of the spectral index between ν = 1.4 GHz and ν = 28.5 GHz
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(Condon et al. 1998; Reese et al. 2002) of αν = 0.89, to a spectral index of αν = 0.59

between ν = 28.5 GHz and ν = 90 GHz. Such a spectral index is also consistent with

McNamara et al. (2014), which find a spectral index of αν = 0.54 between ν = 92

GHz and ν = 276 GHz. The assumed flux density of the subtracted point source for

Bolocam, 0.77 ± 0.24 mJy at 140 GHz, is consistent with the other measurements.

The point source flux density found with MUSTANG is consistent with that ob-

tained from observations with the Atacama Large Millimeter/Sub-millimeter Array

(ALMA) in McNamara et al. (2014), which find the central continuum source has a

flux density of 1.26 ±0.03 mJy. We note they also detect a 1010M⊙ molecular outflow

at 92 GHz, with a total integral flux of 3.6 Jy km s−1 for CO (1-0), which would cor-

respond to an equivalent continuum flux density of 6 µJy, and would not contribute

much additional flux density to the point source flux density as seen by McNamara

et al. (2014). However, this source is reported with a position of R.A.=14:01:02.083,

Dec=02:52:42.649, which is 4′′ offset from the position found in our MUSTANG data.

Since we consider our positional uncertainty to be 2′′, this is a larger than typical

pointing offset, but is difficult to rule out. A list of selected point source flux densi-

ties is provided in Table 4.9.

Figure 4.2 shows that Bolocam, by itself, can place fairly tight constraints on the

gNFW model parameters, primarily on C500. That is, for A10 values of α and β, as in

Figure 4.2, Bolocam finds C500 = 0.73+0.25
−0.17, γ = 0.83+0.22

−0.23, and P0 = 1.75+2.51
−1.22, whereas

the joint fit yields C500 = 0.83+0.35
−0.15, γ = 0.75+0.14

−0.17, and P0 = 2.54+1.25
−1.37. Across the

model sets, the trend for Abell 1835 is that joint fit tends to loosen the constraint on

C500, while improving the constraints on γ and P0 relative to the fits to solely Bolocam

data. It is worth noting that for each value of γ and C500, only P0 is a free parameter

in the Bolocam only fits. In contrast, for the joint fit, the calibration offset and
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Fig. 4.10.— Distribution and correlation of gNFW parameters for pressure profile
fits to Abell 1835.



118

MUSTANG point source amplitude are additional free parameters. The addition of

MUSTANG data slightly reduces the inner slope, γ, relative to the Bolocam-only fit.

This is suggestive that Bolocam, with subtraction of its adopted point source model,

has not underestimated the SZ effect signal. Moreover, given the peak decrement of

−20 mJy in the Bolocam map, an adjustment of ∼ 0.2 mJy, which is the uncertainty

on the assumed 0.77 mJy, would negligibly alter the constraints. Both the Bolocam

and joint constraints indicate a relatively steep slope, which is typical for a cool core

cluster (e.g. Arnaud et al. 2010; Sayers et al. 2013).

4.3.3 Abell 611 (z=0.29)

Abell 611 is unique among our clusters for the severity of the discrepancy between our

joint SZ fitted pressure profile and that found in the X-rays. The MUSTANG map

(Figure 4.3) shows an enhancement south of the X-ray centroid, and the Bolocam map

shows elongation towards the south-southwest. Weak lensing maps are suggestive of

a southwest-northeast elongation (Newman et al. 2009; Zitrin et al. 2015). Using the

density of galaxies, Lemze et al. (2013) find a core and a halo which align with the

elongation seen in the SZ (Figure 4.11). We note that AMI (AMI Consortium et al.

Table 4.9. Abell 1835 point source flux densities

Sa
1.4 (mJy) Sb

28.5 (mJy) S90 (mJy) Sc
92 (mJy) Sc

276 (mJy)

41.4 ± 1.9 2.76 ± 0.14 1.38 ± 0.10 1.26 ± 0.03 0.7 ± 0.1

Note. — S90 is from this work.

References. — aCondon et al. (1998) bReese et al. (2002)
cMcNamara et al. (2014).
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2012) also sees this elongation, while they also note that Abell 611 is the most relaxed

cluster in their sample and that the X-ray data presented from LaRoque et al. (2006)

is very circular and uniform. Despite being relaxed, Abell 611 is not listed as a cool

core cluster (nor disturbed) (Sayers et al. 2013).

In an analysis of the dark matter distribution, Newman et al. (2009) find that

the core (logarithmic) slope of the cluster is shallower than an NFW model, with

βDM = 0.3, where the dark matter distribution has been characterized by yet another

generalization of the NFW profile:

ρ(r) =
ρ0

(r/rs)βtot(1 + r/rs)3−βtot
(4.21)

They find the distribution of dark matter within Abell 611 to be inconsistent with an

NFW model.

4.3.4 MACS 1115 (z=0.36)

MACS 1115 is listed as a cool core cluster (Sayers et al. 2013). It is among seven

CLASH clusters that show unambiguous ultraviolet (UV) excesses attributed to un-

absorbed star formation rates of 5-80 M⊙yr−1 (Donahue et al. 2015). MACS 1115 has

a visible point source in the MUSTANG map. The NVSS, at 1.4 GHz, finds the flux

of the point source to be 16.2 mJy. MACS 1115 is fit by a fairly steep inner pressure

profile slope to the SZ data (Figure 4.8). Adopting the Bolocam centroid, the inner

pressure profile slope is notably reduced, yet the goodness of fit is not significantly

changed. In particular, the Bolocam image shows a north-south elongation (particu-

larly to the north of the centroids). In contrast, weak and strong lensing (Zitrin et al.

2015) show a more southeast-northwest elongation.
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4.3.5 MACS 0429 (z=0.40)

MACS 0429 has been well studied in the X-ray (Schmidt & Allen 2007; Comerford

& Natarajan 2007; Maughan et al. 2008; Allen et al. 2008; Mann & Ebeling 2012)

MACS 0429 is indentified as a cool core cluster (cf. Mann & Ebeling 2012; Sayers

et al. 2013) and has a very bright point source in the MUSTANG image. At 90 GHz,

we find the flux density as 7.67 ± 0.84 mJy. The point source subtracted from the

Bolocam data is a 6.0 ± 1.8 mJy source at 140 GHz. At 1.4 GHz, NVSS finds the

point source to have a flux density of 138.8 ± 4.2 mJy (Condon et al. 1998). MACS

0429 is noted as having an excesses UV emission (Donahue et al. 2015).

Despite MACS 0429’s stature as a cool core cluster, its pressure profile (Figure 4.8)

is surprisingly shallow in the core, and shows elevated pressure relative to X-ray

derived pressure at moderate radii. The offset between the Bolocam centroid (Sayers

et al. 2013) and ACCEPT (Cavagnolo et al. 2009) centroid is 100 kpc, which is notably

larger than the X-ray-optical separations of the cluster peaks and centroids reported

in Mann & Ebeling (2012) of 12.8 and 19.5 kpc respectively.

4.3.6 MACS 1206 (z=0.44)

MACS 1206 has been observed extensively (e.g. Ebeling et al. 2001, 2009; Gilmour

et al. 2009; Umetsu et al. 2012; Zitrin et al. 2012b; Biviano et al. 2013; Sayers et al.

2013). It is not categorized as a cool core or a disturbed cluster (Sayers et al. 2013).

Using weak lensing data from Subaru, Umetsu et al. (2012) find that it the major-

minor axis ratio of projected mass is & 1.7 at 1σ. They infer that this high ellipticity

and alignment with the BCG, optical, X-ray, and LSS shapes are suggestive that the

major axis is aligned close to the plane of the sky. In contrast, this analysis finds

that MACS 1206 has a major-minor axis ratio of 1.85± 0.45 (Section 5.1), where the
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major axis is assumed to be along the line of sight.

The point source was found to have a flux density of 0.77±0.06 mJy with the best

fit model in Young et al. (2014). In this analysis, we find it to have a flux density of

0.75 ± 0.08 mJy. In Young et al. (2014), substructure is identified that corresponds

to an optically-identified subcluster, which may either be a merging subcluster, or a

foreground cluster. A proposal has been accepted for XMM-Newton observations of

this substructure (PI: Sarazin).

4.3.7 MACS 0329 (z=0.45)

MACS 0329 has a rare distinction of being listed as both a cool core and disturbed

cluster. Although it has been classified as relaxed (Schmidt & Allen 2007), subtruc-

ture has been noted (Maughan et al. 2008), and it earns its cool core and disturbed

classifications based on central weighting of X-ray luminsoity and comparing cen-

troid offsets between optical and X-ray data (Sayers et al. 2013). The elongation of

the weak lensing and strong lensing are towards the northwest and southeast of the

centroid.

MACS 0329 has two systems with multiple images: one at z = 6.18 and the other

at z = 2.17. The Einstein radii for these two systems are rE = 34′′ and rE = 28′′,

respectively (Zitrin et al. 2012a), which is noted as being typical for relaxed, well-

concentrated lensing clusters.

4.3.8 RXJ1347 (z=0.45)

RXJ1347 is one of the most luminous X-ray clusters, and has been well studied in

radio, SZ, lensing, optical spectroscopy, and X-rays (e.g. Schindler et al. 1995; Allen

et al. 2002; Pointecouteau et al. 1999; Komatsu et al. 2001; Kitayama et al. 2004; Gitti
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et al. 2007a; Ota et al. 2008; Bradač et al. 2008; Miranda et al. 2008). X-ray contours

have long suggested RXJ1347 is a relaxed system (e.g. Schindler et al. 1997), and it

is classified as a cool core cluster (e.g. Mann & Ebeling 2012; Sayers et al. 2013).

Despite the classification of being a cool core cluster, it is also observed that there

are hot regions, intially constrained as kT > 10 keV (e.g. Allen et al. 2002; Bradač

et al. 2008), and more recently constrained to even hotter temperatures (kT > 20

keV Johnson et al. 2012), indicative of an unrelaxed cluster. Johnson et al. (2012)

also interpret the two cold fronts as being due to sloshing, where a subscluster has

returned for a second passage.

Indeed, the first sub-arcminute SZ observations (Komatsu et al. 2001; Kitayama

et al. 2004) saw an enhancement to the southeast of the cluster X-ray peak, which

was suggested as being due to shock heating. This enhancement was confirmed by

MUSTANG (Mason et al. 2010). Further measurements were made with CARMA

(Plagge et al. 2013), which find the 9% of the thermal energy in the cluster is in

sub-arcminute substructure. At low radio frequencies (Ferrari et al. 2011, 237 MHz

and 614 MHz), (Gitti et al. 2007b, 1.4 GHz) find evidence for a radio mini-halo in the

core of RXJ1347. The cosmic ray electrons are thought to be reaccelerated because

of the shock and sloshing in the cluster (Ferrari et al. 2011).

We observe a point source with flux density of 7.40± 0.58 mJy. Previous analysis

of the MUSTANG data put the point source flux density at 5 mJy (Mason et al. 2010).

The difference in the flux densities is likely accounted in (1) the different modeling of

point sources; primarily that we filter the double Gaussian, (2) we simultaneously fit

the components, and (3) we almost certainly have a steeper profile in the core than

the beta model assumed in Mason et al. (2010). Lower frequency radio observations

found the flux density of the source to be 10.81± 0.19 mJy at 28.5 GHz (Reese et al.
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2002), and 47.6 ± 1.9 mJy at 1.4 GHz (Condon et al. 1998).

RXJ 1347 is observed to have a UV excess in its BCG (Donahue et al. 2014).

4.3.9 MACS 1311 (z=0.49)

MACS 1311 is listed as a cool core cluster (e.g. Sayers et al. 2013), and appears to

have quite circular contours in the X-ray and lensing images, yet has evidence for

some disturbance, given its classification in Mann & Ebeling (2012). However, the

SZ contours from Bolocam show some enhancement to the west, and has a notable

centroid shift (27.7′′) westward from the X-ray centroid. When fitting pressure profiles

to this cluster, it appears that the enhanced SZ pressure at moderate radii (r ∼ 100′′)

is due to this enhancement, especially when noting that we do use the X-ray centroid.

Adopting the Bolocam centroid does not change the pressure profile much, and we

still observe a pressure enhancement at moderate radii.

4.3.10 MACS 1423 (z=0.54)

MACS 1423 is a cool core cluster (Mann & Ebeling 2012; Sayers et al. 2013). While the

Bolocam (SZ) contours are quite concentric, and suggestive of a relaxed cluster, the

centroid is still offset from the X-ray peak by an appreciable angle (19.8′′). Similarly

to MACS 1311, the pressure is slightly less than the ACCEPT X-ray derived pressure

in the core, and slightly greater at moderate radii. While this is expected for a

centroid offset, we find that adopting the Bolocam centroid again yields no substantial

difference in the SZ pressure profile. We observe a point source with flux density of

1.36 ± 0.13 mJy
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4.3.11 MACS 1149 (z=0.54)

MACS 1149 is classified as a disturbed cluster (e.g. Mann & Ebeling 2012; Sayers

et al. 2013), and lensing studies have found that a single DM halo does not describe

the cluster well, but rather at least four large-scale DM hales are used to describe the

cluster (Smith et al. 2009). A large radial velocity dispersion (1800 km s−1 Ebeling

et al. 2007) is observed, indicative of merger activity along the line of sight. X-ray,

SZ, and lensing (particularly strong lensing) all show elongation in the northwest-

southeast direction. We see a 3σ feature to the east of the centroids, but it is not

clear that this is associated with any particular feature.

The SZ derived pressure profile roughly matches the shape of the X-ray derived

pressure profile (Figure 4.8), with the SZ pressure consistently greater than the X-ray

pressure.We calculate that the axis along the line of sight is 2.08± 0.52 (Section 5.1)

times greater than the axes in the plane of the sky. Although we do not find previous

analysis of the elongation in the plane of the sky, we would certainly expect this given

(1) the inferred merger activity along the line of sight, and (2) the lensing strength

of the cluster.

4.3.12 MACS 0717 (z=0.55)

Despite MACS 1149’s impressive merging activity, MACS 0717 is touted as the most

disturbed massive cluster at z > 0.5 (Ebeling et al. 2007), which appears to be

accreting matter along a 6-Mpc-long filament (Ebeling et al. 2004), and has the largest

known Einstein radius (θe ∼ 55′′; Zitrin et al. 2009). Four distinct components are

identified from X-ray and optical analyses (Ma et al. 2009), and the lensing analyses

(Zitrin et al. 2009; Limousin et al. 2012) find agreement in the location of these four

mass peaks with those from the X-ray and optical.



125

There are four identified subclusters (labeled A through D Mroczkowski et al.

2012). Ma et al. (2009) find that subcluster C is the most massive component, while

subcluster A is the least massive, and subclusters B and D are likely remnant cores.

The velocities of the components from spectroscopy are found to be (vA, vB, vC , vD) =

(+278+295
−339, +3238+252

−242,−733+486
−478, +831+843

−800) km s−1 (Ma et al. 2009).

MACS 0717 has also been observed at 610 MHz with the Giant Metrewave Radio

Telescope (GMRT) which reveals both a radio halo and a radio relic (van Weeren

et al. 2009). This is interpreted as likely being due to a diffuse shock acceleration

(DSA).

We observe a foreground radio galaxy, modeled as a point source here, with flux

density of 2.08±0.25 mJy at 90 GHz. This was previously reported with an integrated

flux density of 2.8±0.2 mJy and an extended shape 14.′′4 × 16.′′1 (Mroczkowski et al.

2012). However, an improved beam modeling has allowed us to model the foreground

galaxy given a known beam shape. It is also worth noting that the MUSTANG data

itself has been processed slightly different from that presented in Mroczkowski et al.

(2012); in this work the map is produced with a common calculated as the mean

across detectors.

4.3.13 MACS 0647 (z=0.59)

MACS 0647 is at z = 0.591 and is classified as neither a cool core nor a disturbed

cluster (Sayers et al. 2013). It was included in the CLASH sample due to its strong

lensing properties (Postman et al. 2012). Gravitational lensing (Zitrin et al. 2011),

X-ray surface brightness (Mann & Ebeling 2012), and SZ effect (MUSTANG, see

Figure 4.4, and Bolocam) maps all show elongation in an east-west direction. In the

joint analysis presented here, we see that the spherical model provides an adequate
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fit to both datasets and we note that the spherical assumption allows for a easier

interpretation of the mass profile of the cluster.

To calculate how significantly Bolocam and MUSTANG detect an SZ effect bulk

decrement, we calculate a ∆χ2 as we did for Abell 1835. ∆χ2 is computed as the

difference of χ2 from an A10 profile (all parameters but P0 fixed to A10 values) fit

to our datasets, and χ2 assuming no model. The joint fit (both data sets) yields a

26.3σ significance, while for Bolocam only, ∆χ2 yields a 23.9σ detection, and in the

MUSTANG data we find a 10.8σ detection of an A10 model.

Our best fit model comes from the S13 values of α and β, and finds γ = 0.38,

C500 = 1.19, and P0 = 8.18. The best joint fits, listed in Table 4.10 to the four sets

of α and β differ by ∆χ2 < 3. With Young et al. (2014) constraining γ = 0.90+0.02
−0.04, it

might appear that their result is significantly discrepant with our best fit γ = 0.61+0.17
−0.11

from the A10 set, even though Young et al. (2014) used the identical SZ effect data

as we have used in this analysis. A crucial distinction in the fitting procedures is the

parameter space searched: in Young et al. (2014), Bolocam is first fit over a grid of

fixed γ values, k is fixed at 1.0, and the parameters C500 and P0 are allowed to float.

The goodness of fit, χ2 for each γ are then calculated for the MUSTANG model (all

Table 4.10. Best fit gNFW parameters for MACS 0647

Model C500 α β γ P0 k χ2

N07 0.93+0.31
−0.36 1.30 4.30 0.70+0.10

−0.17 2.10+0.93
−1.17 1.14 12845

A10 0.60+0.25
−0.22 1.05 5.49 0.61+0.12

−0.15 2.24+2.03
−1.20 1.14 12844

P12 1.03+0.32
−0.40 1.33 4.13 0.70+0.10

−0.17 2.25+1.04
−1.32 1.14 12845

S13 1.19+0.54
−0.64 0.86 3.67 0.38+0.20

−0.25 8.18+4.68
−1.13 1.14 12843

Note. — γ, P0, and C500 were varied. The degrees of freedom were
12914.
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parameters fixed) to the MUSTANG map. Thus, the reported error bars reflect a

one-parameter search, without the degeneracies between C500, P0, and γ folded into

it, and do not include the χ2 values from the Bolocam fit.

Given that MUSTANG is only able to constrain the pressure profile on scales

9′′< θ . 42′′, and for MACS 0647, R500 = 3.16′ and C500 = 1.18 (A10 and S13 value)

or C500 = 1.8 (N07 and P12 value), then β should not relate to the slope within the

scales probed by MUSTANG. It is possible for α to relate to the slope within the

scales in question. However, as C500 decreases, especially below 1.0, as is the case in

both this work and Young et al. (2014), then α will relate less to the slope within the

scales probed by MUSTANG. Crucially, having the cluster pressure profile steepen

with increasing radius gives rise to the degeneracy observed between C500 and γ as

seen in Figure 4.8.

Figure 4.2 shows that Bolocam does not place strong constraints on γ and C500,

especially relative to the joint fit (Table 4.10). Specifically, for the A10 set of α and

β, the Bolocam finds C500 = 0.66+0.34
−0.38, γ = 0.39+0.49

−0.39, and P0 = 17.7+2.76
−8.27. As in Figure

4.5, we see in Figure 4.6 that the best joint fit pressure profiles from the different

gNFW fits of MACS 0647 are in good agreement, and the radii where Bolocam and

MUSTANG have the tightest constraints are similar to the radii of tightest constraints

found in Abell 1835.

4.3.14 MACS 0744 (z=0.70)

MACS 0744 is neither classified as a cool core cluster nor a disturbed cluster (Mann &

Ebeling 2012; Sayers et al. 2013), but qualifies as a relaxed cluster (Mann & Ebeling

2012). There is a dense X-ray core, and a doubly peaked red sequence of galaxies as

found by Kartaltepe et al. (2008). The gas is also found to be rather hot: kBTe =
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17.9+10.8
−3.4 keV, as determined by combining SZ and X-ray data (LaRoque et al. 2003).

The data presented here is the same as in Korngut et al. (2011), but has been

processed differently: again, the primary difference is in the treatment of the common

mode. Additionally, Korngut et al. (2011) optimize over the low-pass filtering of the

common mode and do not implement a correction factor for the SNR map. The

surface brightness significance of the shock feature is the same, but is perhaps less

bowed than the kidney bean shape seen previously. The excess in Korngut et al.

(2011) was an exciting results for MUSTANG, as it marked the first clear detection

of a shock in the SZ that had not been previously been known from X-ray observations.

Korngut et al. (2011) reanalyze the X-ray data with the knowledge of the shocked

region from MUSTANG, and calculate the Mach number of the shock based on (1)

the shock density jump, (2) stagnation condition between the pressures at the edge

of the cold front and just ahead of the shock, and (3) temperature jump across the

shock, and find Mach numbers between 1.2 and 2.1, with a velocity of 1827+267
−195 km

s−1.

4.3.15 CLJ 1226 (z=0.89)

CLJ 1226 is a well studied high redshift cluster (e.g. Mroczkowski et al. 2009; Bul-

bul et al. 2010; Adam et al. 2015). Adam et al. (2015) find a point source at RA

12:12:00.01 and Dec +33:32:42 with a flux density of 6.8±0.7 (stat.)±1.0 (cal.) mJy

at 260 GHz and 1.9± 0.2 (stat.) at 150 GHz. This is not the same point source seen

in Korngut et al. (2011), which is reported as a point source with 4.6σ significance in

surface brightness. In our current analysis, we do not clearly observe a point source

at either location, but we do model the point source found in Adam et al. (2015) and

fit a flux density of 0.36 ± 0.11 mJy.
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In the previous analysis of the MUSTANG data, Korngut et al. (2011) find a

ridge of significant substructure after subtracting a bulk SZ profile (N07, fitted to

SZA data). They find that this ridge, southwest of the cluster center, alongside X-ray

profiles, are consistent with a proposed merger scenario.

4.3.16 Discussion

The results of our pressure profile analysis is summarized in Table 4.11. Ysph is

calculated using the tabulated value of R500, where Ysph is given by:

Ysph(r) =
σT

mec2

∫ r

0

Pe(r
′)4πr′2dr′. (4.22)

The error bars on YSph(R500) are found by calculating YSph(R500) to the fits over the

1000 noise realizations, and taking the values encompassing the middle 68%. We

compare our values of YSph(R500) to the scaling relation calculated in Arnaud et al.

(2010) in Figure 4.13 and find six clusters which deviate by more than 2σ, in YSph,

from the scaling relation: MACS 1311, MACS 0429, RXJ 1347, MACS 1149, MACS

0717, and MACS 0744.
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Fig. 4.11.— Left: from Lemze et al. (2013): surface density of bound galaxies and
identified halos. Right: MUSTANG map with MUSTANG, Bolocam, and weak lens-
ing surface mass density contours in pale pink, black, and red respectively.
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footnotesize
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Table 4.11. Summary of Fitted Pressure Profiles

footnotesize

Cluster Ra
500 Ysph(R500) P a

500 P0 C500 α
(Mpc) (10−5 Mpc2) 10−3 keV cm−3

Abell 1835 1.49 22.50+4.12
−4.49 5.94 2.15 ± 0.07 0.77+0.23

−0.17 1.05
Abell 611 1.24 8.14+3.68

−2.21 4.45 35.43 ± 2.46 2.00+0.40
−0.30 1.05

MACS 1115 1.28 20.53+3.84
−3.52 5.45 0.67 ± 0.04 0.35+0.15

−0.10 1.05
MACS 0429 1.10 19.85+4.00

−3.74 4.48 11.01 ± 0.77 0.59+0.11
−0.09 1.05

MACS 1206 1.61 43.24+8.19
−8.27 10.59 2.39 ± 0.10 0.74+0.16

−0.14 1.05
MACS 0329 1.19 12.91+2.93

−2.37 5.93 9.30 ± 0.50 1.18+0.72
−0.28 1.05

RXJ1347 1.67 37.69+5.78
−5.11 11.71 3.24 ± 0.08 1.18+1.02

−0.48 1.05
MACS 1311 0.93 10.16+1.79

−1.73 3.99 2.75 ± 0.22 0.35+0.15
−0.05 1.05

MACS 1423 1.09 8.47+2.53
−2.07 6.12 22.39 ± 1.71 1.58+0.22

−0.48 1.05
MACS 1149 1.53 42.77+4.99

−5.67 12.28 5.50 ± 0.25 0.83+0.07
−0.03 1.05

MACS 0717 1.69 43.44+9.28
−8.00 14.90 21.28 ± 0.68 1.97+0.53

−0.37 1.05
MACS 0647 1.26 26.22+5.37

−4.72 9.23 2.78 ± 0.11 0.70+0.30
−0.20 1.05

MACS 0744 1.26 12.59+3.18
−2.29 11.99 13.15 ± 0.81 1.71+0.29

−0.21 1.05
CLJ1226 1.00 9.03+2.03

−1.60 11.84 19.29 ± 1.25 1.90+0.60
−0.50 1.05

All – – – 7.94 ± 0.10 1.3+0.1
−0.1 1.05

Cool Core – – – 3.55 ± 0.06 0.9+0.1
−0.1 1.05

Disturbed – – – 12.56 ± 0.29 1.5+0.1
−0.2 1.05
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Table 4.11—Continued

footnotesize

Cluster Ra
500 Ysph(R500) P a

500 P0 C500 α β γ k χ̃2 d.o.f.
(Mpc) (10−5 Mpc2) 10−3 keV cm−3

Well behaved – – – 5.34 ± 0.08 1.2+0.1
−0.1 1.05 5.49 0.5+0.1

−0.1 – – –

All (A10) – – – 8.403h
−3/2
70 1.177 1.0510 5.4905 0.3081 – – –

Cool core (A10) – – – 3.249h
−3/2
70 1.128 1.2223 5.4905 0.7736 – – –

Disturbed (A10) – – – 3.202h
−3/2
70 1.083 1.4063 5.4905 0.3798 – – –

Note. — Results from our pressure profile analysis. Ysph is calculated using the tabulated value of R500.
aValues of

R500 and P500 are taken from Sayers et al. (2013). We have assumed A10 values of α and β. The findings from A10 are
reproduced in the last three rows. The h70 dependence is included for explicit replication of A10 results; all P0 values have
this dependence (the assumed cosmologies are the same). Well behaved clusters are identified in the next section.
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To reiterate, Tables 4.1 and 4.5 have results to fitted point source and residual

components. For point sources, while the MUSTANG point sources have been scru-

tinized substantially, it is worth considering the impact of the assumed point sources

in the Bolocam maps of Abell 1835, MACS 0429, RXJ 1347, and MACS 1423. The

conversion for S140 values from mJy to the equivalent µKCMB−amin is ∼ 30, which

puts the uncertainties of these point sources at 6, 52, 35, and 6 µKCMB−amin respec-

tively. From Table 4.3, we see that the noise in the Bolocam maps of these clusters

are 16.2, 24.1, 19.7, and 22.3 µKCMB−amin respectively. Thus, for MACS 0429 and

RXJ 1347, we see that the potential impact of the point sources assumed by Bolocam

could be non-trivial.

We note that M500, from Mantz et al. (2010), is calculated by (1) calculating

Mgas,2500, the total gas mass enclosed in R2500 from deprojected gas mass (non-

parametric) profiles, (2) calculating R500 by a ratio of R500/R2500 ∼ 2.3 assuming

an NFW profile with concentration parameter c = 4, and (3) calculating to M500 as

4π500ρcr(z)r3
500

3(1+B)
, where B = 0.03 ± 0.06 is a systematic fractional bias. Mantz et al.

(2010) note that the dominant source of systematic uncertainty associated with M500

comes from the uncertainty in the assumed fgas(r2500) = 0.1104.

4.3.17 Parameter Range

We find that six of our sample of fourteen have a best fit γ = 0, where we do not allow

γ < 0. We find that our range of C500 is sufficient, and that it is generally found to be

0.5 < C500 < 2.0. This is not unprecedented; Arnaud et al. (2010) find six of their 31

analyzed clusters in the REXCESS sample have γ = 0, where all gNFW parameters

except β were fitted for individual clusters. They found a similar range in C500, and

0.3 < α < 2.5. The sample in Arnaud et al. (2010) is a local (z < 0.2), flux limited
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Fig. 4.13.— YSph,SZ(R500) as calculated in this work (Table 4.11), and M500 as cal-
culated from Mantz et al. (2010). The scaling relation (dashed-dotted line) is from
Arnaud et al. (2010). The diamonds are YSph,X(R500) as calculated from the gNFW
fits to the ACCEPT pressure profiles. MACS 1311 and MACS 0429 are the notable
outliers above the scaling relation.

sample, and for their analysis, they have excluded two clusters (a supercluster, Abell

901/902, and a bimodal cluster, RXC J2157.4-0747) from the full REXCESS sample

of 33 clusters. Sayers et al. (2013) determined pressure profile parameters over a

sample of 45 clusters with the redshift range 0.15 < z < 0.89, where most (60%)

lie between 0.35 < z < 0.59. They fit profiles to the stack of deprojected pressure

profiles, restricting C500 to the A10 value, and fit for the other gNFW parameters.

The degeneracies between parameters in Sayers et al. (2013) is shown in Figure 4.14

and the degeneracies in parameters fit in this work are shown in Figure 4.10.
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Fig. 4.14.— From Sayers et al. (2013); shaded region denotes 1σ (68%). This figure
shows the correlations (degeneracies) between gNFW parameters.

4.3.18 Comparison to other results

Figure 4.9 shows the best joint fit gNFW pressure profiles to MUSTANG and Bolo-

cam, and have deprojected pressure profiles from ACCEPT overplotted. Seven clus-

ters (Abell 611, MACS 0429, MACS 0329, MACS 1311, MACS 1423, MACS 0717,

and MACS 1149) have notable discrepancies (χ2
B/d.o.f. = χ̃2 & 5, as in Table 4.12)

with the ACCEPT-derived pressures, where χ2
B is fits the SZ-derived pressure profile
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to the ACCEPT pressure profile with only the amplitude being allowed to vary. The

remaining seven clusters not listed are considered “well behaved”. Most of the clus-

ters with notable discrepancies are fit by γ = 0, with the exception of MACS 1311,

which has a low C500.

However, the parameter space restriction is not to blame. The ACCEPT pressure

profiles can be fit by gNFW profiles with the same restrictions on α and β (fixing them

to A10 values), and the values of C500, P0, and γ are well within the parameter space

searched and provided qualitatively and quantitatively good fits to the ACCEPT

data. The chi2 values to these fits are reported as χ2
A, with associated degrees of

freedom in Table 4.12. These fitted profiles can then be fit to the SZ data varying

just the amplitude, and in all six cases, the SZ pressure is greater than the ACCEPT

data, and moreover, fitting the profiles to just the Bolocam data shows that Bolocam

fits these clusters at a factor of 1.45 to 3.15. Recall from Section 4.2.5, especially

Figures 4.5 and 4.6, Bolocam is able to set strong constraints at radii θ ∼ 70′′.

footnotesize

Despite the relative discrepancies in pressure profiles, especially as evidenced by

χ2
B in Table 4.12, it is interesting that the pressure profile found over all clusters has

very similar parameters to Arnaud et al. (2010). This can also be seen in Figure 4.15,

where the A10 pressure profile is consistently close to the line from this work (R15).

While all 14 clusters in this work are in Sayers et al. (2013), they find a consistently

higher universal pressure profile.
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Table 4.12. Derived Cluster Masses

footnotesize

Cluster M500,SZ M500,X χ2
A/d.o.f. χ2

B/d.o.f.

Abell 1835 11.83 12.30 ± 1.4 22.5/29 39.8/29
Abell 611 6.63 7.40 ± 1.1 4.2/29 1225.3/29
MACS 1115 10.99 8.60 ± 1.2 11.5/32 101.7/32
MACS 0429 10.69 5.80 ± 0.8 8.2/16 572.4/16
MACS 1206 16.41 19.20 ± 3.0 3.4/34 30.0/34
MACS 0329 8.30 7.90 ± 1.3 13.9/32 610.5/32
RXJ 1347 15.16 21.70 ± 3.0 40.7/32 137.8/32
MACS 1311 7.19 3.90 ± 0.5 9.7/21 180.9/21
MACS1423 6.41 6.60 ± 0.9 15.2/22 107.7/21
MACS 1149 15.95 18.70 ± 3.0 4.9/38 209.7/38
MACS 0717 16.06 24.90 ± 2.7 36.1/36 226.1/36
MACS 0647 11.98 10.90 ± 1.6 5.6/22 6.5/22
MACS 0744 7.76 12.50 ± 1.6 10.0/25 24.5/25
CLJ 1226 6.16 7.80 ± 1.1 12.7/19 18.6/19

Note. — M500,sz is the calculated based on the scaling re-
lation with Ysph in Arnaud et al. (2010). Values M500,X are
X-ray derived values, taken from Mantz et al. (2010). The
column χ2

A enumerates χ2 values for gNFW fits to ACCEPT
pressure profiles. The column χ2

B enumerates χ2 for the SZ-fit
gNFW profile to the ACCEPT data, where the inner and out-
ermost bins have been trimmed. In both cases, d.o.f. indicates
the degrees of freedom.
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Fig. 4.15.— Pressure Profiles from this (R15) and other works. A09 indicates AC-
CEPT (Cavagnolo et al. 2009) pressure profile for the 14 clusters in this sample.
Note that A09 falls below R15, especially at larger radii. Recall the greatest con-
straints for this analysis were between 7′′ and 70′′. We thus constrain radii roughly
0.03R500 . r . R500.
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Chapter 5

Comparison to X-ray Derived

Pressure Profiles

Abstract

The primary observables of SZ and X-ray observations of galaxy clusters differ in their

proportionality with physical properties in the intracluster medium (ICM). This dif-

ference has, in the past, been exploited to make calculations of the Hubble parameter,

H0, assuming spherical geometry of galaxy clusters. However, one relax the spherical

assumption and use the differences in SZ and X-ray inferred quantities to calculate

cluster elongation along the line of sight, helium sedimentation, or (recalculate) the

ICM electron temperature. These are all degenerate (i.e. these can not all be in-

dependently constrained). We investigate each constraint individually, and conclude

that differences in the SZ and X-ray spherically derived pressure profiles are due to

some combination cluster elongation and ICM temperature distribution.
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5.1 Ellipsoidal Geometry

The geometry of a cluster, along the line of sight, may be calculated by comparing

SZ and X-ray pressure profiles. To show the dependence, we take ne as the true

distribution, and let it be a function of ellipsoidal radius, E2 = x2

a2 + y2

b2
+ z2

c2
, where we

will define z to be along the line of sight. Additionally, let ρ =
√

x2

a2 + y2

b2
and s = z

c
be

a “scaled” line of sight variable. Given that our observables are integrals along the line

of sight, we can write O(ρ) =
∫

Q(ρ, z)dz, where O(ρ) is our observable as a function

of position on the sky, and Q(ρ, z) is our integrable quantity (source function) with

ellipsoidal symmetry. We should then recognize that we could alternatively write this

as O(ρ) =
∫

c × Q(ρ, s)ds, as dz = cds.

Now, O(ρ) is fixed, and thus Q(ρ, s) ∝ 1
c
. Of interest to us is ne. Here we have

n2
e,X(ρ) ∝ c, and ne,SZ(ρ) ∝ c. Under the spherical assumption, a = b = c, and

we may take that these all equal 1. Thus, the ratio of derived (spherical) radial

electron densities has the following proportionality:
ne,SZ(r)

ne,X(r)
∝ η−1/2. Noting that η

is independent of r, we see that it can be ascertained through the normalization of

the electron density profiles, or similarly, the electron pressure profiles. Thus,
Pe,SZ

Pe,X

will have the same dependence. We can sum this up as saying that a prolate cluster

(along the line of sight, η < 1) will yield greater pressure as derived from SZ than

from X-ray, whereas an oblate cluster (along the line of sight) will do the opposite.

To estimate the ellipticity of clusters, we fit the ACCEPT pressure profiles with

a gNFW pressure profile, with α and β fixed at their A10 values: 1.05 and 5.49,

respectively. These are tabulated in Table 5.1. The resultant gNFW profile is then

integrated along the line of sight (LOS) to create a Compton y map, and then fil-

tered as discussed in Romero et al. (2015). The amplitude of the ACCEPT model

fitted to Bolocam data, PBolo in Table 5.1 is used to account for the geometry of the
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cluster. The POS-to-LOS ratio given as η = P−2
Bolo, and its associated uncertainty is

calculated as σ2
η = 2P−2

Bolo((σPBolo
/PBolo)

2 +(σBolo/PBolo)
2 +(σACCEPT/PBolo)

2), where

(σBolo/PBolo) = 0.05 and (σACCEPT/PBolo) = 0.10 are the calibration uncertainties of

Bolocam and ACCEPT respectively.
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Table 5.1. ACCEPT gNFW Fitted Parameters and Comparison to SZ data

Cluster P0 C500 γ PSZ k PBolo η ση ∆k (σ)

Abell 1835 12.763 1.366 0.426 0.77 1.21 0.75 1.77 0.41 1.08
Abell 611 3.244 1.180 0.422 3.08 0.94 3.15 0.10 0.03 0.17
MACS1115 18.028 1.687 0.317 0.93 1.17 0.89 1.28 0.32 -0.50
MACS0429 3.763 1.189 0.730 1.79 0.57 2.06 0.24 0.06 3.58
MACS1206 2.821 0.963 0.555 1.36 0.97 1.36 0.54 0.13 1.00
MACS0329 3.486 1.139 0.659 1.90 0.89 1.94 0.26 0.07 1.17
RXJ1347 85.316 3.838 0.028 1.13 1.18 1.12 0.79 0.18 -0.25
MACS1311 35.663 2.105 0.084 1.64 0.81 1.85 0.29 0.08 1.42
MACS1423 14.474 1.859 0.447 1.26 0.82 1.38 0.52 0.15 1.83
MACS1149 6.209 1.117 0.000 1.41 0.82 1.45 0.48 0.12 0.42
MACS0717 12.703 1.864 0.000 1.80 0.51 1.84 0.30 0.07 0.25
MACS0647 24.841 1.741 0.000 1.24 1.09 1.22 0.67 0.16 -0.42
MACS0744 1.532 0.832 0.710 1.14 0.97 1.15 0.76 0.19 0.58
CLJ1226 21.488 1.833 0.118 1.21 1.00 1.22 0.68 0.18 -0.67

Note. — Tabulated gNFW fits to the ACCEPT pressure profiles. PSZ denotes
the fitted amplitude (renormalization) of the ACCEPT model to the SZ data. PBolo

denotes the fitted amplitude of the ACCEPT model to just Bolocam data. the gNFW
parameters α and β are fixed at A10 values of 1.05 and 5.49. The column ∆k (σ)
lists the significances of a more spherical core, as compared to the outer regions. ∆k

was calculated as the difference between the k in this table (column 5), and the values
listed in Table 4.11. Negative ∆k significances indicate the core is measured to be
more ellipsoidal than the outer regions.
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5.2 Discussion

It is not too surprising that many of these clusters are elongated along the line of

sight (η < 1). Effectively, any means of observing, and therefore detecting, a cluster

is enhanced by elongation along the line of sight. The CLASH sample was X-ray (20

clusters) and lensing (5 clusters) selected; Abell 1835 is not in the CLASH sample,

but is a notably well studied cool core cluster, i.e. its the subject of many studies on

the basis of its cool core.

This investigation has made the assumption that the geometry of a given cluster

is globally consistent. That is, one ellipsoidal geometry applies to all regions of the

cluster. However, this need not be the case (Kravtsov & Borgani 2012). The cluster

should appear more spherical towards the center, where baryons have condensed

(e.g. Kravtsov & Borgani 2012, and references therein). Also, the DM and baryonic

distributions need not align (one need only look at the Bullet cluster (Markevitch

et al. 2004) for a dramatic example). This is not a particular concern to this analysis

as we are comparing quantities based on the baryonic distribution, but would be more

of a concern when including lensing.

One way to infer a difference in geometries between the inner and outer regions

is to note the calibration offset between Bolocam and MUSTANG in our fits from

Table 5.1. In almost all cases, we find that k tends to be inversely related to PSZ ,

which may suggest that the central pressure distribution is more spherical than the

outer pressure distribution. A quick estimate of this significance of this signature is

found by comparing to the calibration offset values found in Table 4.11, and finding

those clusters that show a preference in ∆k towards a more spherical center. Recalling

that k has a prior on it of 12%, we can calculate significances shown in Table 5.1.



146

5.3 Temperature profiles

If we assume a given geometry (known ellipticity), then instead of solving for the

ellipticity, we can derive a temperature profile, which may lead to more accurate

than that found solely by X-rays, depending on the quality of both data sets. X-rays

do not constrain electron temperature as well as electron density because of the scaling

in emission, and foremost because of the photon count requirement for X-ray spectra

used to derive a temperature from X-rays, which effectively provides lower resolution

temperature data, especially at larger radii. Thus, combining the SZ derived pressure

and X-ray derived electron density makes use of the strength of each data set.

We find two models (beyond the isothermal model) to describe temperature pro-

files in the literature: those in Vikhlinin (2006), denoted as (V06) and Bulbul et al.

(2010), denoted as (B10). These are given as:

Te,V 06 =
[(r/rcool)

acool + Tmin/T0]

(r/rcool)acool + 1
× T0

(r/rt)a[1 + (r/rt)b]c/b
(5.1)

where rcool is a fitted parameter, indicated the radial scale of the cool core, rt is a

transitional radius, which has been called a scaling radius in other profiles (e.g. NFW).

Tmin is the minimum temperature observed within the cool core. The remaining

parameters, acool, a, b, c, and T0 are all fit for. The first term in this equation is

denoted as the cool core taper:

tcool =
[(r/rcool)

acool + Tmin/T0]

(r/rcool)acool + 1
(5.2)

Thus, the V06 model should be seen as a gNFW temperature profile with a cool core

taper, where Greek letters are used for the gNFW profiles used in our pressure profile

analysis (Section 4). The letter equivalents are a = γ, b = α, and c = β − γ. Thus,



147

given that we have fixed α and β from A10 values, we fix b and c in fitting for the

V06 temperature model, where we calculate c based on the best fit γ value from our

joint fits (Section 4). Thus, we fit for T0, rcool, and acool, and a.

The other temperature model (Bulbul et al. 2010) is given as:

Te,B10 = T0

[

1

(β − 2)

(1 + r/rs)
β−2 − 1

r/rs(1 + r/rs)β−2

]

tcool (5.3)

where T0 and parameters in tcool are the only parameters specific to the tempera-

ture profile (independent of pressure or density profile). β is a power law term in a

generalized NFW profile proposed in Bulbul et al. (2010):

ρtot(r) =
ρi

(r/rs)(1 + r/rs)β
(5.4)

This formulation of density allows for an analytical formulation of P (r) under the as-

sumption of hydrostatic equilibrium. With the assumption of a polytropic equation

of state (P = kρn+1
g , where k is simply a constant, and n is the polytropic index),

the temperature profile (Equation 5.3) can be derived. It is worth noting that Equa-

tion 5.3 does not diverge at β = 2 and can be calculated from L’Hopital’s rule. As

with rt in the V06 model, we fix rs = R500/C500 based on the fitted value of C500.

We use MPFIT (Markwardt 2009) to solve for the free parameters in the two

temperature profiles. For V06 model, we fit for rcool, acool, T0, and a, while for the

B10 model we fit for rcool, acool, T0, and β.

The results of our SZ and X-ray derived temperature profiles are shown in Fig-

ure 5.1. We noted that the V06 model typically performs worse than B10 in our fits.

This can be attributed to fixing b and c (especially c) as these are fixed at power laws

that incorporate the behavior of ne with radius.



Fig. 5.1.— Temperature Profiles. The green triangles are derived as Te = Pe,SZ/ne,X ,
and the shaded green indicates 1σ uncertainties.The blue plus signs are from AC-
CEPT. The solid lines are our fitted Vikhlinin temperature models and the dashed
lines are our fitted Bulbul temperature models.
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5.3.1 Discussion

Given the degeneracy between the geometry of the cluster and temperature, as cal-

culated here, it is most probable that the difference between SZ and X-ray pressure

profiles is due to a combination of the cluster geometries and the ICM temperatures.

We find it implausible that the temperature is in some cases twice that found by

ACCEPT, especially those inferred values of kBTe & 15 keV. However, even account-

ing for geometry as calculated in Section 5.1, we find that there are some clusters

that still appear discrepant with ACCEPT, particularly those whose pressure falls

below ACCEPT’s pressure towards the center, but above ACCEPT at larger radii.

The discrepancy in the core could be suggestive of a centroid offset, but our pointing

accuracy is 2′′, and we assume the same (X-ray) centroid. Even more, we can use

Bolocam’s centroid (Figure 4.8) and find negligible change to the SZ pressure profile.

Some cases, especially MACS 0717 and MACS 1149 are likely due to their known

merging status. Others, like MACS 1115, a cool core cluster with no documented

merger activity, with higher pressure at large radii in the SZ relative to X-rays could

likely be explained by the geometry in the plane of the sky. MACS 1115 shows a

northern elongation in the Bolocam map that is not present in the X-ray surface

brightness maps (Figure 4.3 and 4.4), and MACS 0429 shows a northwest-southeast

elongation that is not evident in the X-ray surface brightness maps. Thus, there is

a geometric discrepancy between the SZ and X-ray, especially at moderate to large

radii. It is interesting to note that this discrepancy appears to bias the SZ inferred

pressure high relative to the X-ray inferred pressure. This could be indicative of

higher temperature (lower density) regions, as the X-ray measurements would be less

sensitive to such a region.
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5.4 Helium Sedimentation

5.4.1 Helium Sedimentation Models

It has long been suggested (e.g. Gilfanov & Sunyaev 1984) that the heavier helium

nuclei would drift towards the center of the intra cluster medium (ICM). This has

implications for the brightest cluster galaxies (BCGs), as the ultraviolet (UV) upturn

seen in many of them may be explained by an increased abundance of helium in stars

within those galaxies (Peng & Nagai 2009). By combining SZ observations with X-ray

data, one can hope to find a helium abundance profile.

Given a specified electron density, a higher helium fraction will increase X-ray

emission. Specifically, the X-ray surface brightness has the following proportionality:

Sx ∝
∫

n2
e ∗(1+4x)/(1+2x) (e.g. Markevitch & Vikhlinin 2007). If x ≡ nHe/nH , then

ne = (1 + 2 ∗ x)nH where the contribution from metals is considered insignificant. If

the deprojection of X-ray data is done with an assumed helium fraction, xa, but the

true value is xtrue, then we have ne,true = ne,X ∗
√

1+4xa

1+2xa

1+2xtrue

1+4xtrue
.

It is critical to note the helium fraction assumed to obtain the X-ray derived

quantities in the ACCEPT collection (Cavagnolo et al. 2009). Their spectral analysis

makes use of the MeKaL model (Mewe et al. 1985, 1986) to find the temperature.

More specifically, they state that heavy element ratios are taken from Anders &

Grevesse (1989), which adopts a fixed value of x0 = 0.0977. The constraints on

deprojected electron density profiles are determined from surface brightness profiles.

In particular, they adopt the deprojection technique from Kriss et al. (1983), which

calculates the electron density as:

ne,x(r) =

√

(ne/nH)4π[DA(1 + z)]2C(r)η(r)

10−14f(r)
, (5.5)
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where DA is the angular diameter distance, η(r) is a interpolated spectral normaliza-

tion, C(r) is the radial emission derived from Equation (A1) in Kriss et al. (1983),

and f(r) is the interpolated spectral count rate.

By contrast, the signal for SZ measurements is proportional to Compton y, which

is defined as: y = σT

mec2

∫

nekBTedl. Thus, we see that ne,SZ does not have a de-

pendence on x, and that ne,SZ must be the true electron density (modulo knowing

Te). Strictly speaking, the SZ signal is directly probing Pe, so rather than introduce

further errors to ne,SZ by dividing by Te, and propagating its errors, we will choose

to compare Pe,SZ to Pe,X . This gives us:

(

Pe,SZ

Pe,X

)2

=

(

1 + 4x0

1 + 2x0

)(

1 + 2x

1 + 4x

)

, (5.6)

where x0 = 0.0977 is the value adopted in Anders & Grevesse (1989). Let us define

c = 1+4x0

1+2x0
, and q =

Pe,SZ

Pe,X
. Then we can solve for x as:

x =
c − q2

4q2 − 2c
(5.7)

It is also worth noting here that for σc = 0, the associated uncertainty in x is:

σx =
cq

(2q2 − c)2
σr (5.8)

It is clear that x has some physical and mathematical limits. We know that x ≥ 0

and that x is finite. This would mean that we should expect, or require, that our

pressure ratios have the following values:
√

c/2 < q <
√

c. Given that for an assumed

x = 0.0977, c = 1.163, this leaves little flexibility for q: 0.76 < q < 1.08. Yet, it is

quite conceivable for ratios to fall outside of this range.
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Peng & Nagai (2009) solve a set of diffusion equations (Burgers equations; Burgers

1969) assuming an ICM of H-He plasma in HSE with no accretion. They do so using

two temperature models: an isothermal model, which had already been calculated in

Chuzhoy & Loeb (2004), and a Vikhlinin model based on the temperature profile in

Vikhlinin (2006). In either case, TX , i.e. Tspec = 10 keV. The clusters are assumed

to be static, and a magnetic suppression factor, fB ≡ κ/κSp = 1 relates the thermal

conductivity, κ, to the Spitzer thermal conductivity, κSp. The results of the two

models with the above assumptions is shown in Figure 5.2.

Because the helium sedimentation models (Figure 5.2) have a radial dependence,

and especially is not expected to be seen at large radii, we can estimate the cluster

elongation and seek to constrain helium sedimentation. To do this, we use PBolo in

Table 5.1, and assume departure of PBolo from 1 is attributable to the POS-LOS ratio

(Section 5.1) globally. Thus, we fit to Pe,SZ/Pe,X , where Pe,SZ has been rescaled.

Explicitly, let Pe be the joint fit pressure profiles from Chapter 4, so that Pe,SZ =

Pe/PBolo, and Pe,X is the electron pressure from ACCEPT.

Temperature profile check

A reasonable sanity check is to compare the ACCEPT temperature profiles with an

approximate ensemble temperature profile found in Vikhlinin (2006):

T (r)

Tmg

= 1.35
(xr/0.045)1.9 + 0.45

(xr/0.045)1.9 + 1

1

(1 + (xr/0.6)2)0.45
, , (5.9)

where xr = r/R500 is the scaled radius and Tmg is the gas mass weighted electron

temperature. Vikhlinin (2006) fit the temperature profile to a sample of 13 low-

redshift clusters and used as a basis for a set of models in Peng & Nagai (2009).

Vikhlinin (2006) also find the following relations between derived temperatures over
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Fig. 5.2.— Models of the He-to-H mass fraction (Y/X) for isothermal and Vikhlinin
temperature profiles (Peng & Nagai 2009). The atomic fraction of helium, x, is simply
a quarter of Y/X. Ages are 0, 1, 3, 5, 7, 9, and 11 Gyr (Y/X increases with age.)

the range 70 kpc-r500 for their sample:

Tpeak : Tspec : Tmg = 1.21 : 1.11 : 1.0 (5.10)

ACCEPT reports an average temperature for each cluster, but does not clarify how

it is derived. However, Mantz et al. (2010) states that his values are derived from
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spectra over 0.15R500 < r < R500, which according to Vikhlinin (2006), we should

expect to be 0.97 of the spectra temperature derived over 70 kpc−r500.

To find Tmg, we fit the interpolated temperature reported from ACCEPT to Equa-

tion 5.9. That is, Tmg is simply the amplitude, ~am, using the same approach that was

discussed in Section 4.2. That is, we take A = ~TV ik, and ~d = ~T (r).

5.4.2 Sample for Helium Sedimentation

Given that helium sedimentation (or sedimentation processes generally) is most promi-

nent when the suspending medium is relatively relaxed, we would expect it to be

most prominent in cool core clusters. To this end, we select those clusters within

our CLASH sample which are listed as cool core by Lrat ≥ 0.17 (Sayers et al. 2013).

The clusters are thus: Abell 1835, MACS 1115, MACS 0429, MACS 0329, RXJ1347,

MACS 1423, and MACS 1311, giving us seven clusters.

We choose to fit helium sedimentation models to the pressure ratios,
Pe,SZ

Pe,X
of each

cluster. This ratio is more directly related to the observations than x, allowing a

straightforward determination of the uncertainties.

For fitting, we take each of the models calculated in Peng & Nagai (2009) and

calculate corresponding pressure ratio models. To do this, we bin the helium fraction

and the SZ fitted pressure into the same radial bins as the X-ray data, and fit the

models to the data. The pressure ratio models are then used to calculated χ2. The

χ2 results are reported in Tables 5.2 and 5.3.

5.4.3 Discussion on Helium Sedimentation

The result ∆χ2 = 165 in favor of helium sedimentation appears to be a fairly conclu-

sive detection of helium sedimentation. Allowing two degrees of freedom (temperature
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Table 5.2. Nominal χ2 values for helium sedimentation models

Model 0 Gyr 1 Gyr 3 Gyr 5 Gyr 7 Gyr 9 Gyr 11 Gyr

iso 684.3 663.3 628.5 601.7 581.2 565.2 552.6
Vik 684.3 667.5 634.3 603.4 575.9 552.0 531.7

Note. — χ2 from all seven clusters. The degrees of freedom in each
fit are 204.
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Table 5.3. Nominal χ2 values for helium sedimentation models

Model 0 Gyr 1 Gyr 3 Gyr 5 Gyr 7 Gyr 9 Gyr 11 Gyr Cluster

iso 10.16 10.50 11.32 12.29 13.31 14.36 15.40 Abell 1835
Vik 10.16 10.58 11.62 12.92 14.40 15.98 17.62 ∆χ2 = 0.00, DOF: 31
iso 34.09 34.32 34.85 35.44 36.06 36.66 37.24 MACS 1115
Vik 34.09 34.08 34.14 34.31 34.57 34.89 35.26 ∆χ2 = 0.01, DOF: 34
iso 193.14 187.21 177.20 169.26 162.99 157.97 153.87 MACS 0429
Vik 193.14 188.43 178.94 169.89 161.62 154.27 147.83 ∆χ2 = 45.31, DOF: 18
iso 97.87 92.63 84.42 78.45 74.11 70.89 68.45 MACS 0329
Vik 97.87 95.09 89.58 84.39 79.70 75.59 72.07 ∆χ2 = 29.42, DOF: 34
iso 22.08 22.24 22.63 23.08 23.55 24.01 24.45 RXJ 1347
Vik 22.08 21.98 21.82 21.76 21.77 21.84 21.97 ∆χ2 = 0.32, DOF: 34
iso 184.48 179.70 170.91 163.31 156.86 151.37 146.68 MACS 1311
Vik 184.48 178.90 167.81 157.45 148.12 139.94 132.78 ∆χ2 = 51.70, DOF: 23
iso 142.45 136.70 127.19 119.88 114.29 109.96 106.52 MACS1423
Vik 142.45 138.43 130.37 122.69 115.69 109.50 104.13 ∆χ2 = 38.33, DOF: 24

Note. — χ2 for each cluster. We can also find ∆χ2 for each cluster is calculated as the difference
between the χ2 for the 0 Gyr model(s) and the minimum χ2, which is bolded. Using

∑

(min(χ2
i )),

we find ∆χ2 = 165. in support of helium sedimentation.



Fig. 5.3.— Electron pressure profiles and SZ-to-X-ray pressure ratios of Abell
1835. The red dashed line shows the normalized temperature from ACCEPT
(TACCEPT/Tmg), while the dotted line shows TV ik. In the lower panel, derived he-
lium fraction and pressure ratios (Pe,SZ/Pe,X) are plotted with squares and asterisks,
while the solid lines show the best fit of the PN09 models. Plotted helium fractions
are limited as previously discussed.



Fig. 5.4.— Notation is identical to Figure 5.3.



Fig. 5.5.— Notation is identical to Figure 5.3.



Fig. 5.6.— Notation is identical to Figure 5.3.



Fig. 5.7.— Notation is identical to Figure 5.3.



Fig. 5.8.— Notation is identical to Figure 5.3.



Fig. 5.9.— Notation is identical to Figure 5.3.



Fig. 5.10.— The helium fraction over all seven cool core clusters within our sample.
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model and age), this is equivalent to a 12.6σ detection! However, we do not believe

this result due to the relative inconsistencies between X-ray and SZ pressure profiles

observed.

We should be wary of the nominal 12.6σ detection also due to the simplistic

treatment of the covariance matrix (we adopt a diagonal covariance matrix) used

in fitting the data to the models. It is clear that there will be some correlation

among bins in the pressure profiles, but it has not been quantified, and thus not

implemented. While covariance will degrade the significance, we can expect it still

remains (nominally) above 5σ. However, this still relies on the assumption that we

have precisely and accurately described the geometry and ongoing physical processes

in the cluster (especially the center), which is, at present, not the case. This is

highlighted in clusters such as MACS 1311 or MACS 0429, which leave much to be

explained given that helium sedimentation would only be able to account for a minor

difference in the pressure profiles seen in the SZ and X-rays.
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Chapter 6

Detecting Shocks via the SZ Effect

Abstract

Merging shocks have been predicted from numerical simulations since the 1990s, but

have only been seen in a handful of systems. Shocks are novel tools to study the

intracluster medium (ICM), especially how the ICM is heated and transport processes.

As shocks are defined by a pressure jump, they should be revealed via SZ observations.

We construct an analytically integrable model of a shock and apply it to a Abell 2146,

an cluster with observed shocks in the X-ray. Additionally, we attempt to observe

the cluster with MUSTANG, but do not detect the shock.

6.1 Introduction

Shocks within the ICM are thought to arise from three phenomena: (1) AGN out-

flows, (2) intergalactic medium (IGM) accretion, and (3) cluster mergers. Shocks from

AGN outflows are not expected to be strong M ∼ 1 (Kravtsov & Borgani 2012), and

thus would be difficult to detect at any significance. As discussed in Section 1.2.2,
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IGM accretion is expected to produce strong shocks, and in turn, produce cosmic

rays and gas heating. However, IGM accretion occurs at the outskirts of clusters,

where the density is low, making observations, especially with X-rays, more difficult

relative to the central regions. Finally, cluster mergers are spectacular events, as to

be expected for merger objects that are already touted as the “most massive grav-

itationally bound” objects. And while shocks from cluster mergers were predicted

at least as early as (1993 Schindler & Mueller 1993; Roettiger et al. 1993), it took

roughly a decade to have clear detections of shocks in pressure, density, and temper-

ature discontinuities (e.g. Markevitch et al. 2002, 2005; Russell et al. 2010). For a

review, see Markevitch & Vikhlinin (2007).

SZ observations may speed up the detection of shocks owing to shocks being

defined as a jump in pressure, and SZ directly probing pressure. Observations of

RXJ1347 have long suggested the presence of a shock to the southeast of the cluster

core, and MUSTANG was able to bolster the evidence for a shock (Mason et al.

2010). More interestingly, in MACS 0744 (Korngut et al. 2011), MUSTANG revealed

a shock where none had previously been seen. Upon re-analysis of X-ray data, it was

possible to confirm the presence of a shock and constrain the Mach number. A key to

observing shocks is the viewing angle: a shock is much more likely to be detectable

if it is moving in the plane of the sky, such that the line of sight is along the shock

front.

While there are many simulations of cluster mergers (e.g. Wik et al. 2008; Chatzikos

2012; Battaglia et al. 2012; Molnar & Broadhurst 2015, to name just a few), observa-

tions can only constrain the physics so well (e.g. Markevitch & Vikhlinin 2007; Russell

et al. 2012; van Weeren 2011). Low frequency radio data are able to constrain the cos-

mic ray population and magnetic field, but cannot constrain the thermal properties of
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the gas. X-rays could potentially constrain the cosmic ray population from analysis

of inverse Compton scattering, but the primary constraints inferred from X-rays is of

the gas density and temperature. SZ observations, of course, directly constrain the

pressure. A disadvantage of current X-ray analysis is the limited energy sensitivity of

the two commonly used telescopes, Chandra and XMM. Both are limited to energies

less than 10 keV, or 108 K. With the expectation that shocks will heat the gas, it is

critical to be able to probe higher temperatures. Here, the addition of SZ observa-

tions is useful, such that temperature may be derived from the pressure SZ observes,

and the density that X-ray infers. Such an analysis may lead to better constraints on

the degree of Coulomb heating and instantaneous heating, which have already been

performed by X-ray observations alone (Markevitch & Vikhlinin 2007; Russell et al.

2012), and are shown in Figure 6.3.

6.2 Modeling Shocks in Systems

While modeling the bulk cluster emission is a challenge in its own right (see Sec-

tion 4.1), if characterizing the shock takes precedence, then some simplifying as-

sumptions can be made for the bulk component. To model a shock in a cluster, we

assume an ellipsoidal model, where the pressure, P , or X-ray emissivity, ǫ is a power

law function of ellipsoidal radius, r = x2

a2 + y2

b2
+ z2

c2
, such that ǫ = ǫ0,ir

−pi is the form

the quantity takes within region i. The pressure is allowed to be defined on sepa-

rate regions, each of which hold the same ellipsoidal geometry (axis scalings). The

pressure is continuous within a region, but need not be continuous between regions.

Finally, we assume two of the axes of the ellipse lie in the plane of the sky, and the

other is along our line of sight. Particularly, we adopt z as our line-of-sight axis, and

x as the direction of shock propagation. The integrals along the line of sight are then
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analytic, and are listed in Appendix E.1.

While fully ellipsoidal regions are appropriate for the bulk ICM, the shocked re-

gions are not ellipsoidally symmetric. In particular, if the shock is propagating in

the x direction, then the front should be strongest at y = z = 0, and taper as some

function of y and z. In the interest of simplifying the calculation, we will assume

the shock symmetry about the x axis follows the geometries of the y and z axis with

(y2

b2
+ z2

c2
) as a polar radius about the x axis. Next, we observe that (

y2

b2
+ z2

c2

x2

a2

) is the

(trigonometric) tangent of the opening angle, θ. I am not too concerned with the

precise shape of the taper I define, but more interested in having the shock be limited

in extent, in agreement with observations. Thus, a taper of the form (tan(θ) + 1)−ξ

is adopted, where ξ is chosen the parameter which effectively controls the extent of

the taper (i.e. shock). Note that this formulation is then written as:

(
x2

a2 + y2

b2
+ z2

c2

x2

a2

)−ξ (6.1)

This is wonderfully simple to integrate (in light of Appendix E.1). Because the

integral is over z, and not x, (x2

a2 )
ξ comes out of the integral, and we have simply

added ξ to the power law previously assumed. For clarity, Appendix E.2) lists the

integrals for a taper defined on any region.

6.2.1 Modeling Abell 2146

Abell 2146 is a cluster undergoing a merger with a clean geometry allowing for

easy modeling. Mergers will alter the thermal and non-thermal intracluster medium

(ICM), with relativistic particles being produced in shocks (e.g. Sarazin 2002). Ad-

ditionally, magnetic field strengths can be augmented during mergers (Feretti & Gio-

vannini 2008). Heating of the thermal ICM electrons may occur in two steps during
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cluster mergers. In the first step, the shock heats the electrons directly, while the

ions will heat the electrons further via Coulomb equilibration (Wong & Sarazin 2009).

Previous observations of Abell 2146 at 330 MHz were unable to detect a radio halo

(Russell et al. 2011), placing Abell 2146 below the radio-halo-LX relation seen for

merging systems.

Prior to observations, we investigated the observability of shocks within Abell

2146 and the potential ability to constrain the shock heating mechanisms within the

cluster. Using the deprojected physical quantities from Russell et al. (2010), and

assuming an ellipsoidal geometry discussed in Section 6.2, we could create models of

the cluster and shocks, which we could then simulate observations, as described in

Section 2.4.4. Both shocks were investigated at the outset, but focus quickly shifted

onto the northwest shock as we expected its detectability to be more favorable than

the southeast shock.

Tables 6.1 and 6.2 list the values and errors of the physical quantities derived

from Russell et al. (2010). The power laws are obtained by fitting a power law to

points within a region. If only one point is present, no power law is assumed (except

for the outer region to ensure the signal is bounded, which requires an overall power

less than −1). Although −1 is the upper limit in this one-dimensional integral, −3

is the upper limit when integrating pressure spherically. The quantities are specified

in the context of the ellipsoidal modeling used. In particular, the electron quantities

are defined such that ne = n0r
−pn and Te = T0r

−pT and the value to be integrated

over is the electron pressure, Pe = nekBTe. Thus, we have Pe = n0kBTor
−(pn+pT ). The

integrated quantity of immediate interest is Compton y, y = σT

mec2

∫

Pedl, where we

assume the line of sight, l, is along the z axis.

In order to simulate observations of the cluster, it will need to be converted from
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Fig. 6.1.— The panel on the left is from Russell et al. (2012), and the panel on the
right is from Markevitch & Vikhlinin (2007). Collisional equilibration is synonymous
with Coulomb heating.

Fig. 6.2.— The left panel shows the unsharp mask image from Chandra (Russell
et al. 2010). On the right is the MUSTANG map with point sources subtracted; the
color bar corresponds to the MUSTANG map and is in Jy/beam. The radial bins are
intended to roughly correspond to those used in Russell et al. (2010).
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Compton y to Jy/beam. As outlined in Section 2.4.4, the relativistic correction

is not accounted for within the integral, but rather, we assume a cluster-averaged

temperature and calculate a the correction outside of the integral.

The discrepancy between the heating models (instantaneous and Coulomb) and

derived X-ray temperature led me to formulate some resolution between the antic-

ipated temperature and the measured temperature. In particular, I investigate a

model which adopts the derived electron temperature, Te, in Russell et al. (2010),

within the shocked region, as the ion temperature, Ti, and solve for Coulomb heating

from the pre-shock to post-shock region. The motivation is in part to resolve the

lower post-shock electron temperatures seen. If the ion temperature is also cool, then

collisional equilibrium will naturally bring the electrons into agreement. The larger

issue, beyond the scope of this discussion, is how to accurately deproject temperatures

within the ICM.

Electron temperature evolves due to Coulomb heating as (Spitzer 1962; Wong

et al. 2010):

dτ

dt
=

2 ln Λ

503

〈

Z2

A

〉

n

T̄ 3/2
τ−3/2(1 − τ)s−1 (6.2)

where n is the total particle density, T̄ is the average thermodynamic temperature,

Region T0 (keV) pT n0 (cm−3) pn

(1) 0′′< θ < 50′′ 6.5+0.3
−0.2 -0.1 7e-3 0.36

(2) 50′′< θ < 120′′ 5.5+1.4
=1.0 -1.16 4e-3 0.35

(3) 120′′< θ 4.6+1.0
−0.7 -0 1.1e-4 1.6

Table 6.1: Abell 2146 NW slice. The region is the radial extent in arcseconds. pT is
the power index for electron temperature, and pn is the power index for the density.
Note that the convention is of the form n = n0r

−pn , such that the negative pT values
indicate that electron temperature is increasing with radius. Value normalizations
are given at 50′′, 50′′, and 120′′ respectively. Reported uncertainties correspond to
1σ.
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Region T0 (keV) Error pT n0 (cm−3) pn

(1) 0′′< θ < ′′18 2.4+0.1
=0.1 0.0 1.3e-2 0.0

(2) 18′′< θ < 55′′ 5.0+1.7
−1.0 1.28 4e-3 -0.42

(3) 55′′< θ 4.0+2.0
−1.0 0.0 1.1e-4 -1.09

Table 6.2: Abell 2146 SE slice. Values are given at 18′′, 18′′, and 55′′ respectively.
Quantities are the same as in Table 6.1.

Fig. 6.3.— The density and temperature profiles for the northwest shock in Abell
2146.
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given as

T̄ =
neTe + niTi

ne + ni

(6.3)

with ne and ni as electron and (all) ion densities respectively, ln Λ is the Coulomb

logarithm, which is approximated by ln Λ ≃ 37.8+ ln(Te/108K)− ln(ne/10−3cm−3)1/2

(Wong et al. 2010), Z is the ion charge, A is the atomic number, and τ = Te/T̄ .

We assume a solar metallicity, and mean molecular mass µ of 0.59. To relate the

transpired since being shocked, we use the shock velocity reported in Russell et al.

(2010): v = 2200 km/s. The results from this model are shown in Figure 6.4.

The integration of the two models in Figure 6.3 and 6.4 is initially performed

assuming a fully ellipsoidal geometry of all regions (including the shocked region),

using the integrals in Appendix Appendix E.1. This produces the Compton y profiles

for each, shown in Figure 6.5. The two models are subtracted to show the difference,

which is otherwise hardly visible.

However, given that the ellipsoidal prescription covers it is evident that the ellip-

soidal treatment of the shock is not very realistic. Thus, a taper which could still be

analytically integrated was developed (Section 6.2). In the absence of a blue pressure

profile, the middle shell was assumed to be a tapered shell, while the inner ellipsoid

and outer shell taken as full ellipsoids. The

A better approach to modeling the shock would likely have been to either assume a

standard bulk ICM pressure model (see Section 4.1), or to simply interpolate between

the inner and outer regions and take that as the bulk ICM pressure in the middle

region (using an ellipsoidal geometry, and power law between the edges). The shock

component would thus simply be an additional component on top of the bulk model.

While such an approach is surely to be implemented for future analyses, it is not to

much avail for Abell 2146, as evidenced by Figure 6.7, which compares the simulated
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Fig. 6.4.— The density model remains unchanged, but the temperature model adopts
a Coulomb heating mechanism post-shock.



176

Fig. 6.5.— We compare the derived Compton y values when we use the simple
power law, taken to be the (instant) equilibrium model, versus our “hybrid” model,
which allows for collisional equilibrium between electrons and ions. As expected, the
difference is very slight in Compton y, and would prove very difficult to observe.



177

Fig. 6.6.— Here, we compare the tapered model with the untapered model. In
both cases, the “hybrid” shock heating is assumed. Note that this plot is linear, as
compared to Figure 6.5.

observations of the model and the noise in the data in a number of ways.

6.2.2 Abell 2146

Abell 2146 is a merging cluster with favorable geometry. Its shocks were detected with

X-ray observations,and deprojected densities and temperatures derived (Russell et al.

2010). Abell 2146 has two shocks: one in the northwest and one in the southwest.

To the northwest, there is also a subcluster tail, while to the southeast there is a

cold front in addition to the shock. Russell et al. (2010) assumes a cosmology with

H0 = 70 km s−1 Mpc−1, Ωm = 0.3 and ΩΛ = 0.7 with a scale of 3.7 kpc per arcsec at
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Fig. 6.7.— Comparison between model and simulated observations. Simulated obser-
vations make use of flipped data, and thus the filtered signal is the difference between
the simulated model and the flipped data. The error bars on the bins are determined
as the standard deviation of the mean within a bin, and the noise level (dot-dashed
line) is underestimated (in amplitude) on this plot.

z = 0.234 (the redshift of A2146). We adopt the same cosmology.

Abell 2146 was observed for 3.4 hours within project AGBT09C 059, and achieved

a map noise of 150µJy/beam in the central 3′ when smoothed by a 5′′ FWHM kernel.

(If we smooth by 10′′, the map noise in the same region is 100µJy/beam.) Our

pointings were centered on the X-ray cluster center and the northwest shock within

Abell 2146. A variety of scan patterns were used. Owing to the differential nature of

SZ observations, jumps in signal are best detected, which is to say that rapid change

in the signal in the time ordered data (TODs) are desirable. Thus, the goal is to cross
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directly over the shock region, such that the scan trajectory is roughly perpendicular

to the shock front. To maximize this, we used a “circlescan”, which slowly translates

circles along the shock front such many circles are completed (there are many passages

across the shock front, while the circular pattern progresses along the shock front.

While no bulk emission or shocks are clearly detected, the point source A is very

well detected, and point sources C and E are also well detected, as seen in Figure

6.8, and tabulated in Table 6.3

Source RA (h m s) Dec (d m s) S610 S1.4 S16 S90

A 15 56 04.23 +66 22 12.94 24.3 ± 0.10 40.6 5.92 ± 0.18 0.96 ± 0.13
C 15 56 14.30 +66 20 53.45 23.6 ± 0.10 – 1.83 ± 0.14 0.47 ± 0.13
E 15 55 57.42 +66 20 03.11 – – 1.65 ± 0.08 0.77 ± 0.15

Table 6.3: All flux densities and errors are reported in mJy. RA and Dec are in J2000.
S610 refers to the flux density found with the GMRT at 610 MHz (work from Huib
Intema); S1.4 refers to the flux density found from NVSS (Condon et al. 1998) at 1.4
GHz; S16 refers to the flux density found with AMI (AMI Consortium et al. 2011) at
16 GHz; S90 refers to the flux density found with MUSTANG at 90 GHz.
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Fig. 6.8.— Highlighted point sources use identifiers from AMI Consortium et al.
(2011). The map is smoothed by 5′′.
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Chapter 7

Conclusions

We developed an algorithm to jointly fit gNFW pressure profiles to clusters observed

via the SZ effect with MUSTANG and Bolocam. We apply this algorithm to 14

clusters and find the profiles are consistent with a universal pressure profile found in

Arnaud et al. (2010). Specifically, the pressure profile is of the form:

P̃e =
P0

(C500X)γ [1 + (C500X)α](β−γ)/α
,

where we fixed α and β to values found in Arnaud et al. (2010). A comparison to

previous determinations of pressure profiles is shown in Figure 7.1. Within the radii

where we have the greatest constraints (0.03R500 . r . R500), the pressure profile

from this work is comparable to the other pressure profiles. This is further evidenced

in the parameters themselves, as seen in Table 7.1, especially in comparison to A10

parameter values.

Despite agreement for the ensemble constraint, we found discrepancies between

the SZ and X-ray derived pressure profiles for individual clusters (Chapter 4). The

physical nature of the clusters investigated in Chapter 5, i.e. cluster geometry and
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Fig. 7.1.— Pressure Profiles from this (R15) and other works. A09 indicates ACCEPT
(Cavagnolo et al. 2009) pressure profile for the 14 clusters in this sample. A09 falls
below R15.

Set P0h
−3/2
70 C500 α β γ

All 7.94 ± 0.10 1.3+0.1
−0.1 1.05 5.49 0.3+0.1

−0.1

Cool Core 3.55 ± 0.06 0.9+0.1
−0.1 1.05 5.49 0.6+0.1

−0.1

Disturbed 12.56 ± 0.29 1.5+0.1
−0.2 1.05 5.49 0.0+0.1

Well behaved 5.34 ± 0.08 1.2+0.1
−0.1 1.05 5.49 0.5+0.1

−0.1

All (A10) 8.403 1.177 1.0510 5.4905 0.3081
Cool core (A10) 3.249 1.128 1.2223 5.4905 0.7736
Disturbed (A10) 3.202 1.083 1.4063 5.4905 0.3798

Table 7.1: Our best fit gNFW parameters (top), and the best fit gNFW parameters
from Arnaud et al. (2010) (A10).
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ICM temperature, may be able to account for some discrepancy seen between the

pressure profiles we fit and what ACCEPT fits. Specifically, by looking at the ratio

between pressure profiles of the same shape as fit to SZ and ACCEPT, we find that

the clusters have plane of sky-to-line of sight axis ratios, η, tabulated in Table 7.2,

which are generally less than unity, implying that most of these clusters are elongated

along the line of sight. This is not too surprising given that both selection methods

for the CLASH sample will favor clusters that are elongated along the line of sight.

Slightly more interesting is the generally weak signature that the cluster core is more

spherical than the cluster itself, which is given in nominal significance (σ) in Table 7.2.

The other property considered is the electron temperature. We tabulate two

temperatures derived for the clusters from ACCEPT (Cavagnolo et al. 2009) and

Morandi et al. (2015): T 1
X is calculated from a single spectrum over 0.15R500 <

r < R500 for each cluster. T 2
X is from Morandi et al. (2015) and is calculated over

0.15R500 < r < 0.75R500. Additionally, we calculate Tmg, by fitting the ACCEPT

temperature profiles to the profile found in Vikhlinin (2006). We then tabulate Tspec

as Tspec = 1.11×Tmg given the ratio found in Vikhlinin (2006) between Tspec and Tmg.

We may then compare either T 1
x and T 2

x to Tspec. Thus, we note that generally Tspec <

T 1
X ∼ T 2

X , which may indicate the ACCEPT pressure profiles may be biased low,

relative to the SZ pressure profiles by the deprojected (and interpolated) ACCEPT

temperature profiles.

These investigations of cluster geometry and electron temperatures may account

for the discrepancy between SZ and X-ray pressure profiles. However, these investi-

gations have been simplistic and are indicative of the global geometry and properties

of the cluster (at all radii), with the exception that we have also found some indica-

tion of a difference in geometry between moderate-to-large radii and core. Yet, the
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Cluster η ση ∆k (σ) T 1
x T 2

x Tspec

Abell 1835 1.77 0.41 1.08 9.0 10.0 9.07
Abell 611 0.10 0.03 0.17 6.8 – 7.27
MACS1115 1.28 0.32 -0.50 9.2 9.14 7.18
MACS0429 0.24 0.06 3.58 8.3 8.55 4.80
MACS1206 0.54 0.13 1.00 10.7 11.4 9.78
MACS0329 0.26 0.07 1.17 6.3 5.85 5.61
RXJ1347 0.79 0.18 -0.25 10.8 13.6 8.87
MACS1311 0.29 0.08 1.42 6.0 6.36 5.22
MACS1423 0.52 0.15 1.83 6.9 6.81 4.60
MACS1149 0.48 0.12 0.42 8.5 8.76 8.09
MACS0717 0.30 0.07 0.25 11.8 10.6 8.55
MACS0647 0.67 0.16 -0.42 11.5 12.6 11.1
MACS0744 0.76 0.19 0.58 8.1 8.90 8.15
CLJ1226 0.68 0.18 -0.67 12.0 11.7 9.31

Table 7.2: Table of implied geometries and temperatures. The plane of sky-to-line
of sight axis ratio is denoted as η. The column ∆k (σ) lists the significances of
a more spherical core, as compared to the outer regions. Negative ∆k significances
indicate the core is measured to be more ellipsoidal than the outer regions. T 1

X is from
Cavagnolo et al. (2009), T 2

X is from Morandi et al. (2015), and Tspec is calculated from
Tmg given the ratio Tspec : Tmg = 1.11 : 1 cited in Vikhlinin (2006).
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discrepancy in pressure profiles is not simply a scalar offset, but that the shapes often

differ, especially in that the SZ pressure profile is lower than X-ray in the cluster

core, and SZ pressure is generally higher at large radii. Geometry in the plane of the

sky may be able to account for this offset, as evidenced by MACS 1115, where an

extended decrement to the north of the cluster center is seen by Bolocam, and drives

the radial pressure up, whereas this extension does not appear in the X-ray surface

brightness image.

Finally, many of these clusters with discrepancies in pressure profiles have weak

detections with MUSTANG, and would benefit from additional high resolution ob-

servations. While this may not resolve the pressure difference at large radii, it could

bring the pressure profile shape into greater alignment.

7.1 Future Work

Further work with CLASH

There were a total of 21 clusters out of the 25 CLASH clusters which are observable

from Green Bank with MUSTANG. However, MUSTANG-2 (and MUSTANG-1.5)

will be able to observe 24 of the 25 CLASH clusters due as the new instrument was

designed to allow observations below 30◦ elevation, with the new elevation limit being

∼ 20◦. Further observations with MUSTANG-1.5 will produce broader coverage, and

with relative ease should achieve similar sensitivity as obtained with MUSTANG.

Revisiting several of the CLASH clusters will allow us to address more definitively

the discrepancies seen relative to X-ray data. Expanding our (MUSTANG) sample

closer towards the full CLASH sample will provide further insights into the scaling

relation dependencies on substructure and the inner pressure profile.
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Improving our joint fitting algorithm

An aspect where the joint analysis could see significant improvement is in the param-

eter space searched, and the speed of doing so. While the parameter space searched

in this work was well matched to the data quality, with additional high resolution

data, it should be very feasible to allow α and β in the gNFW profiles to vary as

well, as well as allow for ellipticity in the plane of the sky. To explore this broader

parameter space efficiently, we would employ a Markov-chain Monte Carlo (MCMC)

technique.

ICM Physics

We’ve already seen that MUSTANG does well at detecting shocks, and MUSTANG-

1.5 will certainly detect more shocks. There are additional features in the ICM

that may well be observable with the SZ effect, such as X-ray cavities. In either

case, deep SZ observations can be used to determine the pressure in shocks or X-ray

cavities, and combined with X-ray analysis, should produce excellent constraints on

ICM temperature, and subsequently ICM heating mechanisms.
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Chapter 8

Appendices

Appendix A

Useful Equations

Compton y y = (σT /mec
2)

∫

Pedl

SZE intensity ∆ISZE

ICMB
= [ x4ex

(ex−1)2
(x ex+1

ex−1
− 4)(1 + δSZE(x, Te))] × y

SZE intensity factor g(x) = [ x4ex

(ex−1)2
(x ex+1

ex−1
− 4)(1 + δSZE(x, Te))]

HSE dPgas

dr
= −ρgas(r)

GMtot

r2

Continuity Equation dMtot

dr
= 4πr2ρtot

Ideal Gas Law Pgas = ngaskTgas = ρgaskTgas

µmp

Propogation of Independent Errors σf =
√

(∂f
∂x

)2σ2
x + (∂f

∂y
)2σ2

y + (∂f
∂z

)2σ2
z + . . .
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YSZ ≡
∫

ydΩ (A.1)

YX ≡
∫

yxdΩ (A.2)

Ysph(r) =
σT

mec2

∫ r

0

Pe(r
′)4πr′2dr′ (A.3)

Ycyl =
σT

mec2

∫ R

0

Pe(r)2πrdr

∫ Rb

r

2P (r′)r′dr′√
r′2 − r2

(A.4)

Ycyl = YSZD2
A (A.5)

Y500 =
ωT

mec2

4π

3
R3

500P500 (A.6)

Appendix B

Fundamentals of Radio Astronomy

Brightness Temperature Tb(ν) ≡ Iνc2

2kν2

Appendix B.1

Opacity

The principle concern for opacity at radio, especially millimeter and submillimeter

wavelengths, is the amount of water in the sky, or precipitable water vapor (PWV).

The best sites like the Atacama Plateau or Mauna Kea may see nights with 1 mm

PWV or less. In fact, ALMA’s technical handbook (Cycle 3 Staff 2015) lists a PWV

of 0.913 mm as the 3rd octile, i.e. 37.5% of the time, the PWV is 0.913 mm or less

(the first quartile is 0.472 mm PWV). By contrast, a PWV of ∼ 10 mm is a fiducial

estimate for observing conditions at Green Bank, WV (Mason 2012).

For a fixed frequency, opacity scales quite linearly with PWV (e.g. Holdaway &

Pardo 1997; Pardo et al. 2001). However, molecular transitions impose atmospheric
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windows, and as a general trend, opacity at lower frequencies (longer wavelengths) is

less than at higher frequencies, for a given PWV, as showing in Figure 8.1

Fig. 8.1.— Figure 1 from Holdaway & Pardo (1997). Assuming 1 mm PWV, the
following opacities are calculated.
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Appendix C

MUSTANG Maps

Fig. 8.2.— The plotted points are scaled pixel weight values.

Appendix D

Filtered, Azimuthal Profiles

An extra check on the joint fitting process is to compare the azimuthal profiles of

the filtered maps (data and cluster models) and see how the fits are doing in this
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Fig. 8.3.— The plotted points are scaled pixel weight values.

manner. Of course, it is important to account for other components (point sources

and residuals) as well. To do so, we subtract these fitted components from the data.
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Fig. 8.4.— Azimuthal profiles showing the fits (lines) to the data (points). MUS-
TANG data points have an asterisk in the legend because they have been point source-
and residual component- subtracted (if there was a point source or residual compo-
nent). The model for MUSTANG includes a mean level, which is determined from a
dataflip map. The cluster is identified in the lower left of each panel. The χ2 value is
for the best joint fit.
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Appendix E

Galaxy cluster models

NFW profile ρ = ρ0

(r/Rs)(1+r/Rs)2

Generalised NFW profile P(x) = P0

(c500x)γ [1+(c500x)α](β−γ)/α

Appendix E.1

Integrals of power law ellipsoids

Quantities with power law distributions and ellipsoidal geometries can be integrated

analytically along an axis. Moreover, this holds for any ellipsoidal range (0 to ∞ or

any range in between). For a general-purpose approach to analyzing shocks, it’s useful

to have three regions defined. Geometrically, this corresponds to an inner ellipsoid,

a middle ellipsoidal shell, and an outer ellipsoidal shell (which goes to infinity). The

quantity of interest may either be emmisivity, as is the case for X-ray emmision, or

pressure, as is the case for SZ signal. We choose ǫ for its use as emmisivity, and this

avoids confusion between power law, p and pressure P ,

Define the ellipsoidal radius, r, by r2 = (x2

a2 + y2

b2
+ z2

c2
). We then divide the radial

range into three regions: r2 < 1, 1 ≤ r2 ≤ R2, and R2 < r2, which we label with

subscripts 1, 2, and 3 respectively. We define our quantity to integrate over with as

ǫi, where i corresponds to the regions; ǫ0,i should be understood as the normalization

to the quantity within region i. If one wishes to impose continuity of emmisivities,

they are related as: ǫ0,1 = ǫ0,2 = ǫ0,3(R
2)−P , Our integrated quantity (especially for

the outer shells) must still be integrated over the inner regions (on the sky. Therefore,

we also define the projected radius, A, as A2 = (x2

a2 + y2

b2
) (z is the line of sight), and

subscript the on the sky region j, in the same manner as the physical region: A2 < 1,
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1 ≤ A2 ≤ R2, and R2 < A2 as 1,2, and 3 respectively. In this manner, we have

φi,j(x, y). Below, I is the incomplete Beta Function, and B is the (complete) Beta

function.

Inner Ellipsoid

ǫ1(x, y, z) = ǫ0,1(
x2

a2
+

y2

b2
+

z2

c2
)−p1

ǫ2(x, y, z) = 0

ǫ3(x, y, z) = 0

φ1,1(x, y) =
√

πǫ0c
Γ(p1 − 0.5)

Γ(0.5)
A1−2p1 ∗ (1 − IA2(p1 − 0.5, 0.5))

φ1,2(x, y) = 0

φ1,3(x, y) = 0

Middle Ellipsoid

ǫ1(x, y, z) = 0

ǫ2(x, y, z) = ǫ0,2(
x2

a2
+

y2

b2
+

z2

c2
)−p2

ǫ3(x, y, z) = 0



195

φ2,1(x, y) =
√

πǫ0,2c
Γ(p2 − 0.5)

Γ(0.5)
A1−2p2 ∗ (IA2(p2 − 0.5, 0.5) − IA2/R2(p2 − 0.5, 0.5))

φ2,2(x, y) =
√

πǫ0,2c
Γ(p2 − 0.5)

Γ(0.5)
A1−2p2 ∗ (1 − IA2/R2(p2 − 0.5, 0.5))

φ2,3(x, y) = 0

Outer Ellipsoid

ǫ1(x, y, z) = 0

ǫ2(x, y, z) = 0

ǫ3(x, y, z) = ǫ0,3(
x2

a2
+

y2

b2
+

z2

c2
)−p3

φ3,1(x, y) =
√

πǫ0,3c
Γ(p3 − 0.5)

Γ(0.5)
A1−2p3 ∗ (IA2(p3 − 0.5, 0.5))

φ3,2(x, y) =
√

πǫ0,3c
Γ(p3 − 0.5)

Γ(0.5)
A1−2p3 ∗ (IA2(p3 − 0.5, 0.5))

φ3,3(x, y) =
√

πǫ0,3c
Γ(p3 − 0.5)

Γ(0.5)
A1−2p3

Appendix E.2

Integrals of tapered power law ellipsoids

We can think of (y2

b2
+ z2

c2
) as a polar radius about the x-axis. Furthermore, (

y2

b2
+ z2

c2

x2

a2

)

is thus the tangent of the opening angle, θ. For simplicity, a taper of the form
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(tan(θ)+C)−ξ is adopted. In particular, if we choose C = 1, then we have our taper,

τ ,:

τ = (
x2

a2 + y2

b2
+ z2

c2

x2

a2

)−ξ (E.7)

Our taper is thus restricted such that 0 < τ ≤ 1.

Inner Ellipsoid

ǫ1(x, y, z) = ǫ0,1(
x2

a2
+

y2

b2
+

z2

c2
)−p1(

x2

a2 + y2

b2
+ z2

c2

x2

a2

)−ξ

ǫ2(x, y, z) = 0

ǫ3(x, y, z) = 0

phi1,1(x, y) =
√

πǫ0,1c(
x2

a2
)ξ Γ(p1 + ξ − 0.5)

Γ(0.5)
A1−2(p1+ξ)(1 − IA2(P + ξ − 0.5, 0.5))

phi1,2(x, y) = 0

phi1,3(x, y) = 0

It should be clear that ǫ1(x, y, z) can also be written as ǫ0,1(
x2

a2 + y2

b2
+ z2

c2
)−p1−ξ(x2

a2 )
ξ

Middle Ellipsoid

ǫ2(x, y, z) = 0

ǫ2(x, y, z) = ǫ0,2(
x2

a2
+

y2

b2
+

z2

c2
)−p2(

x2

a2 + y2

b2
+ z2

c2

x2

a2

)ξ

ǫ2(x, y, z) = 0
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φ2,1(x, y) =
√

πǫ0,2c(
x2

a2
)ξ Γ(p2 + ξ − 0.5)

Γ(0.5)
A1−2(p2+ξ)(IA2(p2 + ξ − 0.5, 0.5) − IA2/R2(p2 + ξ − 0.5, 0.5))

φ2,2(x, y) =
√

πǫ0,2c(
x2

a2
)ξ Γ(p2 + ξ − 0.5)

Γ(0.5)
A1−2(p2+ξ)(1 − IA2/R2(p2 + ξ − 0.5, 0.5))

φ2,3(x, y) = 0

Outer Ellipsoid

ǫ1(x, y, z) = 0

ǫ2(x, y, z) = ǫ0(
x2

a2
+

y2

b2
+

z2

c2
)−p3(

x2

a2 + y2

b2
+ z2

c2

x2

a2

)−ξ

ǫ3(x, y, z) = 0

φ3,1(x, y) =
√

πǫ0,3c(
x2

a2
)ξ Γ(p3 + ξ − 0.5)

Γ(0.5)
A1−2(p3+ξ)(IA2(p3 + ξ − 0.5, 0.5))

φ3,2(x, y) =
√

πǫ0,3c(
x2

a2
)ξ Γ(p3 + ξ − 0.5)

Γ(0.5)
A1−2(p3+ξ)(IA2(p3 + ξ − 0.5, 0.5))

φ3,3(x, y) =
√

πǫ0,3c(
x2

a2
)ξ Γ(p3 + ξ − 0.5)

Γ(0.5)
A1−2(p3+ξ)
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Appendix F

Other Maps of CLASH Clusters

The following maps are based on work from Zitrin et al. (2015), and are available at

https://archive.stsci.edu/prepds/clash/.

Fig. 8.5.— Cluster optical image with strong lensing magnification contours

https://archive.stsci.edu/prepds/clash/
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Fig. 8.6.— Cluster optical image with strong lensing magnification contours
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Fig. 8.7.— Cluster weak lensing (surface mass density) maps.
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Fig. 8.8.— Cluster weak lensing (surface mass density) maps.
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Appendix G

Timestream fitting

Appendix G.1

Introduction

MUSTANG data is recorded as a stream of integrations for each detector, known as

timestreams, or alternatively called time-ordered-data (TOD). While gridding (cali-

brated) data will produce maps of the galaxy cluster, important for visualizing the

SZE, the noise, specifically the covariance matrix, is not well known in the map do-

main, while we expect to be able to better characterize it in the time domain. Still, the

primary reason to pursue timestream fitting is that we can attempt to recover signal

in the common mode that is subtracted out in the production of our maps. Crucially,

this signal could extend beyond the FOV of MUSTANG, so that timestream fitting

would not just yield stronger results generally, but actually be able to constrain the

pressure profile (Section 4) beyond what can be done in the map domain (r ∼ 21′′).

This approach of fitting models in the time domain was our initial pursuit to model

fitting. While the method provided plausible results with real data, upon checking

performance with simulated data, we found that the simulated data did not provide

consistent results in certain cases of simulated common mode noise (realistic to what

is seen with MUSTANG data). While improvements were made, and this approach is

still of interest to the MUSTANG collaboration, the means to fit models in the map

domain was developed and shown to be consistent. Thus, we further developed the

map domain fits to allow for the principle analysis of this thesis (Chapter 4).
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Appendix G.2

Formalism

Timestream fitting follows the formalism presented in Section 4.2, and is altered and

expanded upon here. We write the timestream data as a vector
−→
d , where it is the

concatenation of the detectors that have acceptable timestreams for a scan. For a

model timestream,
−→
d mod, we can calculate the χ2 value as:

χ2 = (
−→
d −−→

d mod)
TN−1(

−→
d −−→

d mod) (G.8)

provided that the noise is Gaussian (it does not have to be independent):

Nij = 〈didj〉 − 〈di〉〈dj〉 (G.9)

If one were to solve for the noise matrix as written above, the computational expense

would be prohibitively large for an entire observation of a cluster, even with the

reasonable assumption that noise is independent between scans (i.e. one can solve for

a noise matrix for each scan individually). We use the circulant approximation for the

common-mode subtracted data (taken as
−→
d above) which reduces the noise matrix

to a diagonal matrix, NF , in fourier space. Our common mode noise is well described

by 1/f power spectrum with a cutoff, where it becomes white noise), NF,CM . The

total noise matrix is then

NF,tot = NF + NF,CM (G.10)

We assume that a model timestream is some linearizable model:
−→
d mod = A−→x mod,

where −→x mod is the model parameter vector, and will be Nparameters in length. This

allows our model timestream to come from more than one model parameter (or com-
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ponent). In other words, this allows us to fit for a point source, as well as the cluster

decrement, and pootentially additional sources of signal. In practice, the creation

of A comes from taking a model sky map (for each parameter) and using the scan

trajectory to create a model timestream. With these variable in place, we would like

to solve for the amplitudes of the model parameters −→x mod. The least squares solution

to the above setup is given by:

−→x m = (ATN−1A)−1ATN−1−→d (G.11)

As presented, this is valid for data (d) and models (xmod) which have had the

filtering applied to it. However, we wish to work from gain-calibrated data, with poor

data already excised or flagged, and apply the filtering within our fitting framework.

These must be linear operators to work in this framework. The operators we then

care about are: (1) a pulse tube subtraction, and (2) a polynomial-subtraction

Appendix G.3

Initial inconsistencies

Real Data

The following plots show that there is an inconsistency between reported error bars,

and propogation of errors.

Fake Data

Rather than flipping data (either in the time domain, or flipping the sign of the gain),

I have replaced the data with white noise (hereafter, “WN”) and in another case, with

random values that have the same power spectrum as the real data (hereafter, “PS”).
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Fig. 8.9.— The left plot shows the amplitude fits to the cluster model, while the right
plot shows the amplitude fits to the point source model. This simulated observation
was done with dataflip.

Fig. 8.10.— Same as figure 1, but this simulated observation was done with gainflip.

Using a point source as a handle on error bars

With a point source (not slightly extended as the “compact” source in the real

MACS0717 observations is), it is fairly trivial to have a comparison between the

error in the fit (reported by Ninkasi) and the error per pixel in an unsmoothed map.

For further simplification, I set the flux of the point source to 1 mJy.

In the PS case, for the entire data set, the fit to the amplitude of the input model

point source was 0.98 (where 1 is a perfect match to the input model). The error
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Fig. 8.11.— The weighted averages for both models. The left plot uses the dataflipped
simulation, while the right plot uses the gainflipped simulation. “rms” in the legend
indicates that the error bars are determined by the rms of the divisions (not valid for
far right points.) From left to right, points indicate 32,16,8,4,2, and 1 bin(s) of data
that have been averaged by weight; x-values are irrelevant.

on this fit is 0.061. (Also, of note, this error is consistent to 1% for the propogated

errors of any of the different cases of division of data.) We can describe our fit to the

point source as:

−→
d mod = A ∗ −→x mod or: (G.12)

dmod = A ∗ xmod (G.13)

I’ve switched to calling dmod and A matricies since I’m considering them in the map

domain. A is the value of each pixel for 1 mJy point source (at the correct position)

smoothed by a MUSTANG beam. Here I’m just concerned about the point source,

so xmod is just a scalar. In this case, we have:

σxmod
=

σdmod
√

∑

A2
(G.14)

Where σxmod
is the uncertainty reported by Ninkasi, σdmod is the uncertainty per pixel
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Fig. 8.12.— Fits from fake data with the same power spectrum as the real data.

Fig. 8.13.— Fits from fake data with white noise.

in our unsmoothed maps. For simplicity, it is assumed to be a scalar, with the value

found at the location of the point source. For clarity, a pixel size of 1.25” (on a side)

were used for all maps in this analysis.

The values of each of these are:

Arguably, this is suggestive that Ninkasi could be overestimating the error. How-

ever, this analysis did not take into account any covariance with the cluster fit. (On

this note, σ12 is an order of magnitude less than either σ11 or σ22.)
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Fig. 8.14.— Weighted averages for the white noise case (left) and power spectrum
case (right).

Case DOF χ2
cluster PTEcluster χ2

ptsrc PTEptsrc

WN 29 90.1 3.58e-08 42.4 5.20e-02
WN 16 77.5 4.61e-10 29.5 2.06e-02
WN 8 69.7 5.67e-12 11.1 1.97e-01
WN 4 67.9 6.21e-14 4.68 3.23e-01
PS 29 23.2 7.68e-01 52.2 5.23e-03
PS 16 16.5 4.18e-01 16.5 4.16e-01
PS 8 15.4 5.22e-02 6.59 5.81e-01
PS 4 10.3 3.52e-02 3.02 5.55e-01
PS 2 9.50 8.67e-03 0.85 6.56e-01
PS 1 9.45 2.12e-03 0.12 7.36e-01

Table 8.1: WN ‘̄‘white noise” and PS ‘̄‘power spectrum”. χ2 values are not reduced
χ2 values. PTE ‘̄‘probability to exceed” (χ2 values).

Appendix G.4

Further investigations

After the summer of 2012, the NINKASI code has experienced a significant overhaul.

Although the initial discrepancy between weighted averages and the fit for a whole

data set seems to be dwindling, there are a variety of other checks that must be

vetted before we proceed to using this code on real data. Currently, our principle test

is looking at the average χ2 values on fits for two models: a cluster model and point
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Variable Value (mJy) Determined by:
σxmod

0.061 Ninkasi
σdmod

0.275 IDL
1√

P

A2
0.185 IDL

σxmod
=

σdmod√
P

A2
0.051 IDL

Table 8.2: These values are for the PS case.

source model. The χ2 values should be close to 1. Secondly, since our data is noise

dominated, d/σ should be 1, or put another way: dN−1d should be 1, where N is the

covariance matrix. If we were to include pulse tube subtraction (since the pulse tube

contribution is significant in real data), we would use dPN−1Pd. While that comes

out to be one number, we could also look at a plot of N−1/2Pd (in either fourier or

time domain, although fourier domain will likely be more revealing), and see that it

looks flat - like white noise.

The updated code has performed well with white noise on all tests. However, real

data has not done so well. Because real data is not understood to utter detail, we

have employed a noise generation that approximates real data (the same functional

form as what is used to fit for a noise model). That is, we create 1/f noise that has

a knee in it.

Avenues

A key part of calculating our covariance matrix is the assumption that our data is

circulant. To this end, Jon has ensured that the noise generation script can indeed

produce circulant data (but it can also produce non-circulant data). Outside of this,

a few other tools are at our disposal in attempts to produce better results:

Windowing The idea is to keep as much data as possible, but throw out (possibly)

bad data at the ends. This can be done as a straight step function, or it can
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be tapered. Curently, a taper with 1% scan length is used on each end of a

timestream.

• Windowing improved χ2 values dramatically for synthetic data with steep

1/f slopes.

Detrending If employed (currently the default is to use detrending), this occurs

before windowing. Detrending takes out any linear slope from the start to

finish of a timestream, as well as setting the ends of the timestream to 0.

• One might think that well-generated noise would not need detrending, and

this is fairly true - circulant data did not see much, if any improvement

from just detrending. However, Non-circulant data did see improvement,

and real data definitely has trends in the data, so it is a necessary part for

real data.
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Shu, X., Zheng, W., Beńıtez, N., Bouwens, R., Broadhurst, T., Ford, H., Host, O.,

Jouvel, S., Koekemoer, A., Meneghetti, M., Rosati, P., Donahue, M., Grillo, C.,

Kelson, D., Lemze, D., Medezinski, E., Molino, A., Nonino, M., & Ogaz, S. 2012a,

ApJ, 747, L9



240

Zitrin, A., Rosati, P., Nonino, M., Grillo, C., Postman, M., Coe, D., Seitz, S., Eichner,

T., Broadhurst, T., Jouvel, S., Balestra, I., Mercurio, A., Scodeggio, M., Beńıtez,
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