




ABSTRACT

Sonothrombolysis is a therapeutic technique that combines ultrasound, thrombolytic

agents and microbubbles to facilitate the dissolution of thrombi. In exposure to ul-

trasound, microbubbles exhibit therapeutic functions as a result of cavitation or drug

delivery. Sonothrombolysis is being explored as an alternative therapy for deep vein

thrombosis (DVT), as it can induce bio-effects and lower the risk of bleeding. Microflu-

idics techniques can generate microbubbles of adjustable diameter and stability. Tran-

siently stable microbubbles have been examined for their ability of recanalization. In

this dissertation, sonothrombolysis for DVT using microfluidically produced microbub-

bles is evaluated in terms of safety and effectiveness. Additionally, ultrasound imaging

techniques are applied for the assessment of DVT.

For real-time monitoring of microbubbles to avoid failure cases, a closed-loop feed-

back control system was implemented in a flow-focusing microfluidic device with inte-

grated on-chip electrodes. The diameter of microbubbles and the production rate were

derived from the impedance variations caused by the passage of microbubbles. This

measurement method was consistent with the optical diameter benchmark (R2 = 0.98).

A proportional-integral controller regulated the diameter of microbubbles in the range

of 14− 24 µm.

In experiments involving a murine model of DVT, a 3D ultrasound imaging approach

was developed to quantify the volume of a thrombus. The volumes of fabricated blood

clots were correlated with their weight in a flow system, with an R2 of 0.89. A mouse
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model of DVT in the inferior vena cava was imaged using 3D ultrasound, followed by

macroscopic observation. The proposed approach was evaluated against macroscopic

measurement, showing an R2 of 0.91, and it was applicable to efficacy experiments.

Mice diagnosed with DVT were randomly divided into experimental and control

groups. During therapy, microfluidically produced microbubbles of 18 µm diameter and

recombinant tissue plasminogen activator were administered through a tail vein catheter

for 30 minutes, while ultrasound was applied to the abdominal region of the mice in

the sonothrombolysis group. The sonothrombolysis therapy significantly reduced the

residual volume of thrombi to 20%, versus 52% without therapy (p = 0.012 < 0.05).

The results suggest that large microbubbles produced using microfluidic techniques are

effective therapeutic agents in sonothrombolysis.

The stiffness of a thrombus indicates its age and compositions. Ultrasound-based

shear wave elastography offers an estimate of tissue stiffness through analysis of the

propagation of shear waves. A Fourier feature network-based algorithm was designed

to denoise displacement data and improve elasticity reconstruction in shear wave elas-

tography. It was validated in phantom and ex vivo studies and shown to outperform

a reference filtering method. After enhancement using this algorithm, the root mean

square error and the structural similarity index of the reconstruction were 1.76 kPa and

0.949 compared to the ground truth, respectively.
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CHAPTER 1

Introduction

1.1 ULTRASOUND IMAGING AND MICROBUBBLES

Ultrasound (US) is one of the most widely used medical imaging modalities for diag-

nostic and therapeutic purposes1,2. Ultrasound imaging is based on the propagation

of mechanical waves, which are free of ionizing radiation, and interactions between

ultrasound waves and tissues involve reflection, refraction, and diffraction3,4. The cost-

effectiveness and compact size of these instruments make ultrasound imaging to be ap-

plicable in various clinical settings. The typical ultrasound frequency of clinical rele-

vance falls within the range of 1-15 MHz5.

Ultrasound waves have the ability to propagate through soft tissues and fluids, for

example, muscles, vessels, and blood. The frequency-dependent back-scattering co-

efficient of red blood cells increases at high-frequency ultrasound6. Although recent

attempts have been made to use red blood cells for contrast-free ultrasound localization

microscopy using a synthetic aperture imaging sequence7,8, red blood cells do not dif-
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ferentiate from plasma due to a similar acoustic impedance and are considered weak

scatterers in clinical imaging9. To improve ultrasound imaging contrast in blood flow

imaging, contrast agents in blood flow are desirable, to assess smaller vasculature and

tissue perfusion10,11. The contrast agents most frequently used for clinical ultrasound

imaging are microbubbles (MBs) of 1-6 µm diameter with a gas core and a stabilizing

shell, such as phospholipids or albumin.

When exposed to an ultrasound pulse, the oscillations of MBs produce a pronounced

reflected echo12. As a result, the enhancement in signal intensity makes MBs a per-

fect contrast agent in contrast-enhanced ultrasound imaging13. More recently, localized

microbubbles can overcome the diffraction limit and image microvasculature in super-

resolution ultrasound imaging14,15. If high acoustic pressure is applied, the MBs become

unstable and cause a localized release of drugs or gene16,17,18,19. MBs can be triggered

by ultrasound to enable versatile applications of diagnostic imaging and/or therapy, tai-

lored to particular needs.

1.2 MICROFLUIDICALLY PRODUCED MICROBUBBLES

Conventionally, microbubbles are fabricated via sonication or agitation of a gas-saturated

solution containing the microbubble shell material. The inherent randomness in the mix-

ing method results in high polydispersity in the MB size distribution. Therefore, MBs

produced using this technique should undergo particle size sorting and counting, such

as electro-impedance sensing, optical microscopy, or laser diffraction20.

Microfluidics offers a different approach for generating controllable microbubbles by

designing the shape of the inner channels within a microfluidic device. The microflu-

15



idic design morphologies for producing microbubbles include T-junction21, co-flow22,

and flow-focusing techniques23. For ultrasound imaging or therapy, microbubbles gen-

erated from a microfluidic device are monodisperse in terms of size distribution, com-

pared to the commercially available counterparts24,25,23. In the process of microbubble

production, a microfluidic channel filled with gas (gas phase) interacts with a microflu-

idic channel containing liquid (continuous phase), leading to the formation of discrete

microbubbles by gas-liquid interfacial instabilities through an orifice. The size of mi-

crofluidically generated microbubbles usually has a diameter of 5-10 µm for the use of

ultrasound24,26. Through the precise manipulation of the liquid phase and the gas phase

within the micrometer-sized channels, it is possible to accurately generate populations

of monodisperse bubbles. Another common way to adjust the size of microbubbles in

microfluidics is to change the geometry of the microfluidic device.

Microfluidics presents significant benefits in the context of lab-on-chip fabrication,

particularly in the generation of microbubbles at need. In this scenario, it has reduced

energy consumption and minimal liquid volume requirement27.

The microfluidically produced MBs, similar to traditional ones, can induce biologi-

cal effects under ultrasound, due to transferred momentum, microstreaming, or collapse

events28. In microfluidics, the inner gas phase affects the stability and size of microbub-

bles. Therefore, one can fine-tune the stability of the generated microbubbles. For exam-

ple, microbubbles of nitrogen core from a polydimethylsiloxane (PDMS) microfluidic

device can dissolve in minutes29,30. As transiently stable microbubbles dissolve rapidly

downstream of the target therapeutic site, they can effectively minimize the risk of off-

target effects31,32. In this context, the transient stability makes these microbubbles a
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potential therapeutic agent for blood clots in venous thromboembolism (VTE).

1.3 DEEP VEIN THROMBOSIS AND SONOTHROMBOLYSIS

Deep vein thrombosis (DVT) occurs when a thrombus forms in deep veins, primarily

in the calf of the leg33. This prevalent VTE condition, along with dislodged thrombi or

emboli traveling to the lung, pulmonary embolism (PE), affects more than one million

people annually in the United States34. The reasons behind the formation of DVT are

not universally agreed upon; however, blood clots may develop as a result of reduced

or obstructed blood flow in the veins. The probability of DVT increases when there

are risk factors, such as long-term sedentary, a family history of blood clots, obesity,

or pregnancy33. Conventional treatment of VTE, including oral anticoagulants such as

warfarin, apixaban and rivaroxaban, reduces the risk of PE but does not dissolve the

clot35,36. Therefore, the venous system in patients often has permanent damage due to

inflammation that can cause scarring and thickening of the venous wall. Approximately

half of patients who use anticoagulants for treatment experience post-thrombotic syn-

drome (PTS), manifesting symptoms ranging from pain and swelling to edema, skin

alterations, and, in extreme cases, venous ulcers37.

Thrombolysis is the resolution of blood clots through systematic or intravenous in-

jection of thrombolytic agents, or through catheter-directed delivery to the site of the

thrombus38. However, current thrombolysis techniques are still associated with an in-

creased risk of bleeding and cannot effectively avoid PTS compared to standard antico-

agulant treatments38,39,40. There is a need for a safe and efficient therapeutic technique

for DVT.
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Sonothrombolysis has been investigated as a therapy to accelerate thrombus reso-

lution using the combination of ultrasound, microbubbles, and thrombolytic agents41.

Ultrasound can provide mechanical or thermal effects to improve thrombolysis, where

acoustic radiation force (ARF) facilitates the penetration of thrombolytic agent into the

thrombus, as well as the cavitation of MBs42. The sonothrombolysis technique has

been validated in applications of in vitro models31, stroke43,32, DVT44, and myocardial

infarction45,46. However, the optimal parameters of US and MB have not yet been de-

termined prior to in vivo therapy, and measurement schemes for sonothrombolysis must

be investigated.

1.4 THROMBUS IMAGING

Evaluation of thrombus changes in thrombolysis is essential. In the in vitro setting, it is

possible to weigh the mass of a thrombus pre- and post-therapy. Alternatively, studies

are conducted sampling the concentration of blood clots in the flow system and mea-

suring the level of optical absorbance in fluid or D-dimer (by-product protein fragment

in the formation and dissolution of blood clots)31,47. However, a standard approach is

still lacking for the in vivo model of DVT, particularly in the rodent models. For ex-

ample, in vivo models, requires euthanasia of the animals to determine the weight of

blood clots. Therefore, imaging techniques that do not require termination are recom-

mended to monitor changes over time. Currently, ultrasound imaging is widely used as

a non-invasive method to identify potential DVT48,49.

For sub-acute or chronic DVT, where long-term observation is required, the accu-

racy of traditional two-dimensional (2D) ultrasound imaging depends on the location
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and angle of the transducer. Recent studies suggest the use of volumetric ultrasound,

or three-dimensional (3D) ultrasound, in clinical patients of DVT50,51. Reconstructing

the thrombus in three dimensions (3D) can minimize errors caused by misalignment of

the transducer at various times. To migrate from human to rodent scale, a transducer

of higher frequency should be used for higher resolution. To gather additional informa-

tion about blood clots, elastography-based imaging can be used to improve contrast or

estimate phases of blood clots by evaluating tissue stiffness52.

1.5 DEEP LEARNING-ENHANCED SHEAR WAVE ELASTOGRAPHY

Shear wave elastography (SWE) provides an estimation of stiffness from the propa-

gation of shear wave in biological tissues, deformed by external or internal stimuli53.

Recent advances in ultra-fast plane wave (PW) US imaging has enabled the tracking

of shear wave generated from ARFs54. SWE has shown advantages in measuring the

thrombus55,52,56. The difference in shear wave velocity can enhance the contrast between

blood clots and background tissue/blood. However, the number of acquisitions or an-

gles is critical for signal-to-noise ratio (SNR) in the final images. The reduced number

of acquisitions results in low SNR. For in vivo setting of DVT quantification, SWE is

also affected by motion57,58.

Deep learning (DL) has begun to influence scientific computing in physics problems.

A neural network in theory can approximate any function according to the universal

approximation theorem59. The framework of DL facilitates the use of automatic differ-

entiation (AD) for differentiation computation. Consequently, physics-informed neu-

ral networks (PINNs) are effectively utilized to address partial differential equations
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(PDEs) through optimizing the residual of the physics equations60,61. The governing

physics equations were modified and used a term in the loss function to enforce the

laws of physics. PINN demonstrates its versatility across multiple fields, from address-

ing the Naiver-Stokes equation60,62,63,64,65 to tackling issues in solid mechanics66,67,68,69,

and extending to healthcare modeling70,71. Propagation of shear wave also follows the

equations of motion similar to these problems, in a highly incompressible medium of

biological tissue72.

Studies have explored the application of PINN in two dimensional + time (2D+T)

shear wave elastography73. These studies indicate that PINN is capable of learning the

particle velocity/displacement field and can reconstruct the Young’s modulus. However,

the effectiveness of PINN has not been confirmed in low-quality data sets, where the

number of acquisitions is limited. Consequently, my goal is to utilize PINN for noise

reduction in shear wave data and improve its ability to assess thrombus dimensions and

stiffness in in vivo imaging.

1.6 DISSERTATION SUMMARY

This dissertation explores the application of microfluidically produced MBs to accel-

erate thrombus dissolution, with a focus on deep vein thrombosis. It examines the use

of sonothrombolysis with transiently stable MBs and addresses practical experimental

challenges for future clinical translation. This sonothrombolysis therapy is characterized

by monitoring and controlling MB production and assessing its effectiveness in an in

vivo mouse model of DVT. Furthermore, it investigates a novel approach to potentially

improve SWE, which could help in thrombus segmentation.
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Chapter 2 discusses a closed-loop feedback control system in a flow-focusing mi-

crofluidic device with integrated on-chip electrodes. The diameter and count of MBs

are measured by the impedance change between the electrodes. A proportional-integral

(PI) controller adjusts the input conditions to the microfluidic device and maintains the

MB diameter at the setpoint.

Chapter 3 implements high-frequency 3D ultrasound to scan blood clots in a partially

ligation mouse model of DVT. The variance in blood clot volume is inherently large

and challenging to control in this animal model. Segmentation from 3D B-mode acqui-

sition provides an accurate estimate of thrombus volume and is compared to weight or

macroscopic observation.

Chapter 4 reveals the efficacy of microfluidically produced MBs in a sonothrombol-

ysis experiment. The lifetime of MB within the venous circulation is characterized in a

mouse. A complete investigation involving microbubbles and the other control groups

is performed using the mouse model of pre-existing DVT. The findings are evaluated

using the method described in Chapter 3 and confirmed by histological analysis.

Chapter 5 illustrates the use of Fourier feature network (FFN) in shear wave elastog-

raphy. The proposed method incorporates a sparse representation of input coordinates

and approximates the displacement field for the shear wave propagation problem. Data

acquired from in vitro phantoms of lesions and ex vivo tissue are validated. the perfor-

mance is compared with traditional filtering techniques in terms of displacement and

reconstruction accuracy.

Chapter 6 outlines the key contributions of this dissertation and provides directions

for future research.
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CHAPTER 2

Real-time size control of microfluidically

produced microbubbles using a micro Coulter

counter

2.1 INTRODUCTION

Microbubbles (MBs) have been developed and widely studied in medical ultrasound ap-

plications. For example, MBs can be used for contrast enhancement,74,75 therapy,76,77

localised drug and gene delivery,78,79,80 and sonothrombolysis to promote recanaliza-

tion in ischemic stroke.31,32,81,82,83 The most widely employed method to produce MBs

involves agitation or sonication of gas-saturated surfactant dispersions and results in

polydisperse MB populations that must often be size-sorted prior to in vivo intravenous

administration84,74,85,86,87,88,89,90. However, microfluidic designs such as T-junction21,

co-flow22, and flow-focusing are capable of producing monodisperse populations of mi-

crobubbles without the need for size sorting, although at significantly reduced produc-
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tion rates relative to agitation and sonication24,25,23,91. MBs produced by microfluidic

devices also have the advantages of real-time tunability in terms of size, production rate,

and temporal stability24,25,91,30. Flow-focusing microfluidic devices (FFMDs), in partic-

ular, focus a gas thread between two liquid flows, and monodisperse MBs are released

from an outlet port, at a production rate that is typically between 104 and 106 MBs/s24,31.

As a practical matter, the limited production rate and the low stability of microfluidic

generated MBs have precluded the approach’s adoption for most applications. However,

in the context of sonothrombolysis, the combination of large MBs, low production rate

and low stability are advantageous. This combination provides an optimal design in

terms of potential efficacy and safety31,32. However, real-time production of MBs would,

logically, require close monitoring of number and diameter of MBs in order to provide

adequate quality control and assurance of clinical efficacy and safety. A measure of MB

count, diameter and conclusive verification of no fault condition(s) being present (e.g.

a ”blow through”) must be considered.

Additionally, other microfluidic applications may also benefit from real-time control

and measurement during production of on-chip particles. Bubble size determines ultra-

sound resonance frequency as well as selection of imaging frequency. In drug delivery

and therapeutic applications, larger MBs are associated with greater bioeffects92. For

reactions and mixing in microfluidic devices, droplet size is significant to the reaction

rate93. In this context, real-time monitoring and control of production parameters is

crucial to further adoption of microfluidic devices in various applications.

At high production rates in FFMDs, a feasible way to measure the non-conductive

particle size in microfluidics systems is by a resistive method using the Coulter Princi-
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ple94,95,96,97. Coulter counters are widely used in sizing and counting cells and colloidal

particles94,98. The sensor detects the resistance perturbation that is proportional to a

particle’s volume while the particle passes through the sensing zone. Miniaturization

and integration of the Coulter counter within the microfluidic device results in what

is referred to as a micro Coulter particle counter (µCPC)95, enabling real-time particle

measurement in a lab-on-a-chip environment99,100. Previous studies have proposed a

new FFMD design with integrated µCPC that succeeded in off-line characterization of

MB diameter and production rate97. This measurement utilized a compensation method

that required a priori knowledge of the device’s operating parameters, but the approach

can be modified to enable real-time MB diameter control in FFMDs.

A possible control scheme for MB diameter involves real-time measurement of the

MB diameter in situ and use of a feedback controller to adjust flow and/or pressure con-

ditions and thereby produce MB of a desired diameter101,102,103. In this method, the input

parameters are adjusted by comparing the diameter and production rate of the produced

MB to the desired diameter. Miller et al. demonstrated that the implementation of a

proportional-integral (PI) control system enabled droplet production of required size,

measured by a high-speed camera, with limited knowledge of the fluid material proper-

ties101. Similarly, Fu et al. verified electrical detection to be effective for droplet size

measurements in a T-junction103. However, the production rates in these systems were

less than 50 particles per second101,103, which is several orders of magnitude less than

the MB production rate of FFMDs.

In this chapter, I propose a real-time measurement method and a closed loop feedback

system to control the diameter of MBs produced at the expanding nozzle of an FFMD
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Figure 2.1: Schematic of the closed-loop control FFMD system. (a) Working principle of the
control system. A PI controller regulates input gas pressure based on the measured diameter. (b)
The output of the Wheatstone bridge is amplified and connected to a data acquisition system.
(c) Image of a benchtop FFMD with µCPC. (d) Produced MBs traverse the detection region of
electrodes. The other electrodes monitor the flooded situation inside the polydimethylsiloxane
(PDMS) channel.

with an integrated µCPC. In addition to enabling real-time control over the operating

parameters of the FFMD, the control system monitors the production of MBs and detects

abnormal operational states of the FFMD. Ultimately, this monitoring system provides

real-time feedback regarding the operation of the FFMD, which is required to meet the

anticipated safety and efficacy requirements of future clinical translation.

2.2 METHODS

2.2.1 DEVICE FABRICATION AND MICROBUBBLE PRODUCTION

The FFMD was comprised of a microfluidic channel and a 500-µm thick glass wafer

with 11 electrodes. The microfluidic channel was fabricated by a custom SU-8 (3025,
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MicroChem, Newton, MA) developed mold. The channel pattern was developed to be

20 µm in height, and cast with PDMS (Sylgard 184, Dow Chemical, Midland, MI, USA),

as previously described30. A glass wafer served as a substrate and standard lift-off tech-

niques were used to fabricate the electrodes95,97. Photoresists LOR10B and AZ4110

(MicroChem, Newton, MA, USA) were applied on the glass wafer, which was later pat-

terned with a transparent photomask. An electron beam evaporation system was used

to sputter 20 nm Titanium (Ti)/100 nm platinum (Pt) on the substrate. After deposition,

the extraneous metal was removed by standard lift-off technique. The PDMS microflu-

idic device channels were aligned with the electrodes patterned on the glass wafer by a

custom 3D positioning stage (Thorlabs Inc., Newton, NJ, USA) and the PDMS channel

and the borosilicate glass wafer substrate were plasma bonded and immediately heated

at 70◦C for 1 h.

MBs were produced using a liquid phase of bovine serum albumin (4% weight/volume

BSA) and dextrose (10% weight/volume) dissolved in isotonic saline (0.9% NaCl) and

a dispersed phase of 99.995% purified nitrogen (Praxair Inc., Danbury, CT, USA). The

liquid phase was administered by a syringe pump (PhD 2000, Harvard Apparatus, Hol-

liston, MA, USA) and the dispersed phase was supplied by an electronic regulator (PC-

series, Alicat Scientific, Tucson, AZ, USA). Both phases were introduced to the FFMD

channels by microbore polytetrafluoroethylene (PTFE) tubing of 762 µm outer diame-

ter. The FFMD was operated within the field of view of an IX51 microscope (Olympus,

Center Valley, PA, USA) and continuously observed in real time.
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2.2.2 FINITE ELEMENT ANALYSIS

Finite element analysis (FEA) was performed using COMSOL 4.4 (Burlington, MA,

USA) to estimate the impedance between electrodes in the expanding nozzle when ex-

cited by a 4 Vpp, 1 MHz signal. The FEA setup was based on the measured geometry

from the FFMD image under the microscope. Fig. 2.1(d) depicts the electrode setting of

the device. The proximal electrode was 9 µm wide and 18 µm away from the expanding

nozzle. The distal electrode was 10 µmwide and 34 µm away from the expanding nozzle.

The distance between electrodes was 15 µm. The detection region was 20 µm tall with

an expanding nozzle that expanded 65◦ with respect to the nozzle. The electrode design

was optimized for MBs between 8 and 25 µm, so the electrode output was sensitive to

MB diameter when using an excitation signal of 1 MHz excitation frequency95,104. The

design was fabricated and verified in a previous study97.

The impedance between electrodes was simulated using the follow procedures: (1)

The newly produced MBs passed through the detection region, while the adjacent MB

stayed still; (2) The simulation was designed to model MB aggregation as they flowed

through the expanding nozzle. MBs were modeled to exit the expanding nozzle at a

constant rate. The center of the MB was at 10 µm height, the same as the center of the

channel. Diameter of MBs was varied from 14 to 26 µm, and the location of the center

of the adjacent MB was set above both edges and the center of the distal electrode. For

MBs of 14− 20 µm diameter, a newly produced MB traverses the detection region and

collides with another MB at three different locations (Fig. 2.3(a)). For MBs of > 20 µm

diameter, only one MB passage was simulated because MBs of such diameter are larger

than detection region and channel height. The maximum impedance change is associ-
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ated with the total conductivity in the detection region, so the diameter of the MB dom-

inates this value. The location of the adjacent MB also affects the total non-conductive

volume. However, its contribution to the impedance should be less significant than the

newly produced MB because it is farther from the proximal electrode97.

2.2.3 SIGNAL ACQUISITION AND SIGNAL PROCESSING

The impedance difference between electrodes in the expanding nozzle was detected by

a Wheatstone bridge excited by a 4 Vpp, 1 MHz sinusoidal waveform. One branch of

the Wheatstone bridge included electrodes within the expanding nozzle and a 30 kΩ

resistor. The other branch consisted of a potentiometer and a 30 kΩ resistor to balance

the impedance ratio. The bridge was pre-balanced at each initialization when only the

liquid phase passed through the detection region. The output of the bridge was amplified

by a LM6171 (Texas Instruments, Dallas, Texas) differential amplifier with a 4-fold gain.

The output of the circuit and the reference excitation signal were sampled using Lab-

VIEW (National Instruments, Austin, TX, USA) by a data acquisition system (ATS460,

Alazar Technologies Inc., Pointe-Claire, QC, Canada). The data were acquired at 10M

samples/s for a 32768-sample-point record, and coherently demodulated using quadra-

ture demodulation in LabVIEW to extract the impedance signal105,95,106. This signal

was filtered using a 10th order Butterworth low-pass filter with 300 kHz cutoff. Subse-

quently, the maximum voltage in each microbubble transit period was selected by a peak

detection algorithm written in MATLAB (Mathworks, Natick, MA, USA) and averaged

over the record. The voltage after processing was denoted as time-average maximum

voltage, V̄max. The MB production rate was calculated using the time difference between
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Figure 2.2: (a) Modulated MB signal and (b) a high-speed optical image of MBs were captured
simultaneously. (c) Demodulated MB signal were acquired by absolute value of quadrature demod-
ulation. The peaks of the demodulated signal were selected and averaged over the sampling. (d)
Optically determined diameter vs. time-averaged maximum voltage.

maxima in each record.

production rate =
# of maxima − 1

tlast − tfirst
(2.1)

where tlast is the time of the last maximum signal and tfirst is the time of the first max-

imum signal. After collection of both electrical signal and images for 5 flow rates (Qc),

a cubic polynomial function of diameter versus time-averaged maximum voltage was

computed in MATLAB to permit future monitoring and control of MB diameter. At the

same time, I contend that the MB count is accurate. So long as the signal associated
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Figure 2.3: FEA results of MBs travel through detection electrodes. (a) The traverse of a MB
through detection region and moved close to the adjacent MB at three different locations. (b) The
impedance of 16 and 20 µm MB passage as described previously. (c) The impedance maxima of 14
to 26 µm MBs were plotted.
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with the MB transit is detectable, there is no plausible error and no ideal reference stan-

dard is available. For example, when using optical observation of MB production, the

limited frame count in high speed photography (24 frames in our case) is a more serious

limitation to accurate counting than exists with continuous Coulter-based measurement

of the same production instance97. The comparison between our electrical method and

optical method is included in Fig. 2.4.

2.2.4 CLOSED-LOOP FEEDBACK CONTROL

Feedback from the real-time diameter measurements of MBs was used to adjust the

input pressure of the dispersed phase (Fig. 2.1(a)). A PI controller program written in

LabVIEW was used to calculate the adjusted amount of pressure based on the difference

between measured diameter and the setpoint diameter. The following equation can be

used to parameterize the control schematic:

u(t) = Kc

(
e(t) +

1

Ti

∫ t

0

e(τ)dτ

)
(2.2)

where e(t) is the difference between a setpoint diameter Dsetpoint and a measured diam-

eter Dmeasured, Kc is the proportional gain, Ti is the integral time constant, and u(t) is

the adjustment value. To adjust the parameters of the PI controller, the commonly used

Ziegler-Nichols method was applied to determine the PI controller’s proportional gain

Kc and integral time Ti
107. A range of Kc values were applied on the proportional-only

feedback control system to determine the ultimate gain Ku at which the output started

to have a stable oscillation with an oscillation period Tu. After the P-only evaluation,

the PI controller parameters can be calculated by
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Figure 2.4: An example of optical and corresponding demodulated electrical data. In (a), it took
a MB approximate 13 frames to pass through the detection region (frame 8-21). The imaging
speed was at 1 million frames per second, the rough production rate was 77±3 kMBs/s. In (b),
there were 56 local peaks in 716 µs. The production rate using electrical counting was 77 kMBs/s.
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Kc = 0.45Ku (2.3)

Ti = Tu/1.2 (2.4)

In the feedback control system, the electrical signal responsive to instantaneous MB

diameter was sampled and the input gas pressure was adjusted every 200ms in real-

time experiments. The step response of MB electrically determined diameter from 18

to 20 µm was recorded using different PI parameters. Another test was performed to

ascertain the system response of the feedback control system with different step sizes.

MBs stabilized at an electrically determined diameter of 18 µm were increased to be-

tween 19 and 24 µm an interval of 1 µm, repeating 3 times for each step size.

Finally, MB diameters were adjusted in a step-wise fashion across a large diameter

range (Qc = 20 µL/min). To assess the precision of our system in specifying MB

diameter, diameter was stepped between 18 and 24 µm at a step size of 0.5 µm every

30 seconds. To determine the maximum possible range of specified MB diameters,

diameter was stepped between 14 and 24 µm at a step size of 2 µm every 30 seconds.

2.3 RESULTS

2.3.1 MICROBUBBLE PRODUCTION BY FFMD

MBs generated by FFMD are shown in Fig. 2.2(c) and electrical signals collected by

the detection circuit illustrated in Fig. 2.1(b). The height of the channel in the FFMD

was between 20 and 22 µm and the width of the nozzle was approximately 6 µm. The
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input gas pressures and flow rates were varied from 51 to 103 kPa and 16 to 28 µL/min,

respectively. The MBs diameters ranged between 13.2 and 28 µm at production rates

between 45 × 103 and 140 × 103 MBs/s. The MB production rate was limited by (i)

the strength of adherence of PDMS to the glass wafer substrate, (ii) the need to produce

monodisperse MBs, as significant jumps in pressure would lead to MBs with noticeably

polydisperse populations.

2.3.2 FEA RESULTS

The schematic of a FEA simulation is illustrated in Fig. 2.3(a). The FEA results in

Fig. 2.3(b) reveal that the maximum impedance measured for a given MB is affected

mostly by the MB diameter, and less so by the locations of adjacent MB. The maximum

impedance occurs when the center of a MB enters the inner region between the elec-

trodes and matches our previous findings97. The total conductivity is associated with

the addition from volume of the adjacent MB, but the adjacent MB being far from the

proximal electrode reduces its contribution to total conductivity.

The maximum impedance with varying locations of adjacent MB was simulated from

a diameter of 14 to 20 µm. MB from 22 to 26 µm were simulated without an adjacent

MB, since MBs of these dimensions were larger than the detection region. The sim-

ulation result was plotted in Fig. 2.3(c) to display the relation between MB diameter

and maximum impedance induced by MB. As depicted in Fig. 2.3(c), the diameter-

impedance relationship is non-linear. To compute the diameter in real-time, a cubic

polynomial was used to represent the relation in practical measurements as the change

in conductivity is a function of the volume of liquid displaced by the MB.
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2.3.3 ELECTRICAL DETECTION OF MB DIAMETER

Figure 2.5: Validation data of electrically determined diameter vs. optically determined diameter.
R2 = 0.98.

The electrical signal was collected (Fig. 2.2(a)) and demodulated (Fig. 2.2(c)) as

described above. The dashed line in Fig. 2.2(d) depicts the fitting function to be used in

monitoring MB diameter. Region I is an unstable zone, where there are no MBs but the

demodulated signal is larger than 0 V, while region II is the measurable range. A cubic

polynomial fit was performed between optically determined diameters and correspond-

ing V̄max. The fitting result is illustrated in Fig. 2.2(d) and is described by the following

equation:

Delectrical = −457.75V̄ 3
max + 271.55V̄ 2

max + 37.86V̄max + 12.99 (2.5)
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where Delectrical is MB diameter in µm. The equation applies when 0.020 ≤ V̄max ≤

0.165V.

Validation data were also collected to test the accuracy of the model. Eleven high

speed images and corresponding electrical signals were collected with the same method

as a validation set. The electrically determined diameters calculated by equation (2.5)

were compared to the optical diameters in Fig. 2.5. The root mean squared error of the

electrically determined diameters to the optical diameters were 0.53 µm, while the R2

value was 0.98.

The model fit of MB diameter vs. time-averaged maximum voltage was used to attain

an equation relating the electrically determined MB diameter and electrical measure-

ment of impedance change. The system acquired measurements of MB diameter every

0.2 seconds, enabling real-time implementation of a feedback controller to adjust the

setpoint diameter.

2.3.4 CHARACTERIZATION OF FFMD FEEDBACK CONTROL SYSTEM

A PI controller was implemented as in Fig. 2.1(a). When Kc was increased to 0.1, the

system reached ultimate sensitivity107, and oscillated as shown in Fig. 2.7, with a period

of approximately 4 s. From equation (2.3) and (2.4), Kc and Ti were estimated to be:

Kc = 0.045, Ti = 3.3 s.

MBs were produced from 18 to 20 µm under 3 sets of parameters in Fig. 2.6. Ini-

tially, the electrically determined MB diameter was stabilized at 18 µm and the setpoint

diameter was increased to 20 µm, therefore the input gas pressure was adjusted by e(t).

With increasing integral time in PI controller, the overshoot decreased as anticipated
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(a)

(b)

Figure 2.6: Step responses of closed-loop control FFMD system with three different sets of pa-
rameters. (a) Increase from 18 to 20 µm. (b) Decrease from 20 to 18 µm.
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Figure 2.7: Step response (a) for setpoint of MB diameter changing from 18 to 20 µm and (b)
from 20 to 18 µm with a Proportional controller. A variety of proportional gains (Kc) are imple-
mented to determine the optimal proportional gain and integral time to be used in a Proportional-
Integral controller.

38



and the system settling time was short (< 20 s) in Fig. 2.6(a). When the integral time

constant was too small (1.8 s), the system exhibited a larger oscillation and longer set-

tling time. The result was different when it came to reducing the MB diameter. The

time required to reduce MB diameter was shortened by releasing gas pressure of the

regulator. The regulation of increasing and decreasing pressure is achieved by different

motions of mechanical parts within the regulator, so the control of diameter in Fig. 2.6

(a) and (b) behaves differently108. It takes longer to reduce the inner pressure of the gas

channel than it does to inflate the channel by the same pressure. As expected, the rate

of pressure loss in Fig. 2.6(b) using different parameters was basically the same.

Fig. 2.8(a) demonstrates the response of the system at varying setpoints. The differ-

ence between the original and destination setpoint diameter determined the requisite gas

pressure change and the settling time. The destination setpoint diameter was associated

with the pressure that was needed to maintain the MB diameter. As observed, when

the MB diameter was changed from 18 to 24 µm, the electrically determined diameter

took longer to settle and demonstrated more obvious fluctuations than cases in which

the destination diameter was closer to the setpoint diameter.

The relative input gas pressure to the initial pressure at t = 0 s was recorded in Fig.

2.8(b). The change in pressure was related to the destination setpoint. A linear fit was

performed for pressure versus time when the electrically determined diameter became

stabilized (> 15 s). The rate of pressure change was linear with respect to the setpoint

diameter (R2 = 0.99). This suggests that to maintain a stable diameter in an FFMD, the

input pressure should change with a constant rate for a fixed flow rate.
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(a)

(b)

(c)

Figure 2.8: Step responses of feedback control FFMD with various destination setpoints at flow
rate of 22 µL/min with Kc = 0.045 and Ti = 3.3 s . (a) Measured diameter of different setpoint
diameter from 18 µm. The dashed line is the setpoint diameter. (b) Relative measured input gas
pressure over time. The lines correspond to the process with same line type and color in (a). (c)
Change rate of relative pressure 15 to 36 s vs. setpoint diameter.
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(a)

(b)

Figure 2.9: Feedback control with multiple steps of electrically determined diameter. (a) MB
electrically determined diameters were increased from 18 to 24 µm by increments of 0.5 µm every
30 s. (b) MB electrically determined diameters were increased from 14 to 24 µm by increments of
2 µm every 30 s.

2.3.5 MULTIPLE STEP CHANGES OF DIAMETER

The multiple setpoint experiments used a PI controller with Kc = 0.045 and Ti = 3.3 s.

Electrically determined diameters of MBs and corresponding input gas pressure were

recorded, in Fig. 2.9(a) , with an increment of 0.5 µm and also in Fig. 2.9(b), with an

increment of 2 µm.

With different step size, when the MB diameters were large (> 20 µm), the variation

of the electrically determined diameters was significantly higher than those of smaller
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MBs. The oscillation in larger MBs was caused by the oscillation in input pressure. As

discussed before, the pressure rate of change for larger MB was greater than for smaller

MBs.

2.4 DISCUSSION

The FFMD was designed to optimize the detection of impedance changes induced by

the passage of large MBs (10−25 µm) through the Coulter sensing zone. The electrode

spacing and excitation frequency was optimized in silico for peak sensitivity when sens-

ing MBs of diameter between 8− 25 µm, permitting real-time control of MB diameter

using a closed-loop feedback control system. Remote monitoring and control of MB

diameter within these ranges was successfully demonstrated across MB setpoint values

between 14− 24 µm with effective settling times of less than 10 s.

Figure 2.10: System response of a constant input gas pressure. The initial electrically determined
diameter was 15.3 µm and the setpoint gas pressure was 77 kPa.

Use of a control system to maintain a constant MB diameter is essential. As suggested
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Figure 2.11: Comparisons between PI controlled and static input MB production. MB diameter
was stabilized at 22 µm for 120 s, after which the system used the constant input flow rate and
gas pressure of 103 kPa, in the top row. The same process repeated in the bottom row, but the
initial diameter was 18 µm and the constant input gas pressure was 95.4 kPa.

in Fig. 2.10 and 2.11, when the input pressure of the gas regulator remained constant

after disabling the controller, the production of MBs drifted to steady-state and the os-

cillation of MB diameter tended to increase. These undesirable effects were mitigated

by the introduction of the controller, which actively adjusted the input gas pressure to

maintain a constant MB diameter.

Unexpectedly, the gas pressure and liquid flow rate required to maintain a specific MB

diameter are not static parameters, but rather must be modified dynamically to maintain
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stable MB production. In the FFMD design studied, maintaining MB production at

large diameters (> 18 µm) required a continuously increasing gas pressure. This may

be due to material compliance along the length of the gas tubing and gas channel within

the FFMD, in addition to a pressure drop when the electronic regulator delivers gas

into the microfluidic device’s gas orifice. As a result, while MB diameter remained

fixed, the MB production rate varied with increasing gas pressure, suggesting that both

MB diameter and MB production rate cannot be controlled by only modulating the gas

pressure. A potential consequence of continuously rising pressure is that it may lead

to either the failure of the FFMD or the inability to exert input gas pressure beyond

regulator’s range. When designing these systems, the material properties are critical

factors to consider. The bond-strength of the PDMS and glass wafer is weakest near

the metalized electrodes, which can result in bond failure and leakage of liquid and gas

near the electrodes. To improve robustness of the design and to potentially mitigate the

need to continually adjust the gas pressure in order to maintain a stable MB diameter,

it may be worthwhile to consider alternative materials for liquid/gas phase delivery and

FFMD construction. In particular, fused silica capillary tubing exhibits minimal elastic

deformation in response to increased pressure, as has been used as conduit in high-

pressure FFMD applications32. Similarly, the FFMD channels may be etched in glass

or silica to yield a rigid, non-compliant design with high bond strength.

Another noticeable phenomenon observed when modifying the MB diameter was the

difference in the system’s step response when enlarging or shrinking the MB diameter.

When using a step of same size (2 µm), the settling time when enlarging the MB diameter

was approximately three times less than when reducing the MB diameter. The observed
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difference in settling time is due to the working principle of the pressure regulator, which

depressurizes much slower than it pressurizes. To rapidly reduce the MB diameter, a

quick drop in pressure is required. Therefore, it is possible to insert an electronically

controlled pressure-relief valve to accelerate depressurization. However, this scheme

requires the coordination of two actuators, and the pressure-relief valve should only

be activated when the setpoint diameter is lower than the previous setpoint. This is a

feasible extension of the system studied in this chapter, and may be required for some

applications.

During MB production, a large change of input gas pressure led to instability of the

system. An immediate jump in gas pressure larger than 2 kPa or multiple jumps of

pressure larger than 5 kPa resulted in the production of polydisperse microbubbles or

gas thread blowing through the nozzle. To avoid the production of polydisperse MBs or

gas blow-through, multiple small step increases or decreases in MB diameter (Fig. 2.9)

were implemented to address the problem. A more sophisticated control method, not

implemented here, could be a ramped transition of MB diameter, rather than a stepped

transition. A feasible way to achieve this is to linearly update the setpoint diameter

at each measurement. Notably, the demodulated signal is an appropriate indicator of

abnormal FFMD operation. The V̄max value and its deviation are useful to determine

whether the FFMD is producing monodisperse, polydisperse or no MBs. If the FFMD

enters into an abnormal state, one possible recovery method would be to constrain the

gas and liquid supply and reinitialize the system.

Alternative on-chip measurement approaches exist for detecting and measuring par-

ticle size, including optical techniques based on light-scattering or light-blocking in
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the detection region of a FFMD109,110. However, the advantages of using an electrical

method are that it enables: (1) miniaturization beyond that which is possible for optical

based approaches, (2) robust operation without dependence on precise optical align-

ment, (3) and facile integration into medical catheters to enable remote operation for

intravascular treatment. Additionally, Coulter-based methods are likely lower-cost and

more reliably manufactured than optical-based approaches.

I elected to use an electronic gas regulator as the actuator of the feedback control

system. Feedback by adjusting the liquid flow rate is an alternative method that was

not studied in this chapter, but is likely equally as effective. Though the motivation

for the development of a feedback control system stems from our target application of

sonothrombolysis, the method can be implemented in any on-chip setting that requires

real-time monitoring and control over microfluidic particle production.

2.5 CONCLUSION

In this chapter, a closed-loop feedback control system was implemented in a benchtop

FFMD with an integrated µCPC. The device was fabricated using micro-fabrication

methods and demonstrated production of MBs between 13 and 28 µm. The µCPC de-

tected the passage of MBs and the electrical signal was captured simultaneously with

optical images. Simulation informed the relation of the MB diameter and the maximum

impedance, so that the time-averaged maximum voltage was extracted from the electrical

signal and fit into a cubic polynomial with optically determined diameter. The empiri-

cal relationship between electrically and optically determined diameters were measured

and validated, enabling the real time measurement of MB diameter. A PI feedback con-
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troller was incorporated into the system and adjusted the input gas pressure to control

the MB diameter. Different parameters were implemented and the responses were char-

acterized. The recorded pressure indicated the MB diameter from the FFMD design was

associated with the change rate of pressure. Further, by multiple setpoint scheme, MB

diameters were varied from 14 to 24 µm. The implementation of this method provides

the advantage of blind operation without a microscope.
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CHAPTER 3

In vivo quantification of deep vein thrombosis

using high-frequency ultrasound imaging

3.1 INTRODUCTION

3.1.1 DEEP VEIN THROMBOSIS

Deep vein thrombosis (DVT) is a life-threatening condition that can lead to its seque-

lae pulmonary embolism (PE) and post-thrombotic syndrome (PTS), affecting over one

million people in the United States annually34. The development of a thrombus in DVT

obstructs blood flow, induces clinical manifestations such as edema, venous hyperten-

sion with pain, ulceration, and has a detrimental effect on the quality of life of a pa-

tient111. DVT results in the use of extensive health resources and considerable social

costs (7 to 10 billion dollars per year in the United States)112.

Ultrasound is widely used in the detection of suspected DVT48,49. Doppler ultrasound

or pulsed wave ultrasound is used to determine the existence of blood clots when blood
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flow is occluded by blood clots and reduced to approximately zero113,114,115. However,

in the field of rodent models of DVT, there is still a lack of a standard approach to

the quantification of blood clots. Previous studies have used a recanalization rate or

blood flow restoration rate derived from two-dimensional (2D) Doppler/power Doppler

ultrasound to qualitatively assess the efficacy of a treatment, such as a recombinant tissue

plasminogen activator (rt-PA)113,114. The blood flow velocity in pulsed wave ultrasound

has been used to assess the influence of DVT116,117. However, it is highly dependent

on the measured location and parameters, such as the Doppler angle. Alternatively, the

weight of the blood clots or the macroscopic observation of the length and width of

the thrombus can be used as a quantitative measurement. This approach requires the

harvest of clots from animals, which is a termination procedure118,119. Recent advances

in high-resolution microscopic imaging have enabled the in vivo visualization of venous

thrombus formation120,121,122. It is suitable for imaging the formation of DVT in a short

time frame, since the vessels of mice must be exposed to light excitation. The invasive

nature of surgery may restrict the use of this technique in research that involves multiple

days of observation, or thrombolysis of sub-acute or chronic DVT.

Researchers frequently use ultrasound imaging-based approaches for the volumetric

quantification of blood clots. A novel three-dimensional (3D) imaging protocol has

been proposed to evaluate the volume echogenicity of the thrombus and has been val-

idated in clinical patients50,51. Additionally, a flow system was reported to assess in

vitro thrombus volume during thrombolysis123. These studies obtained sequential 2D

slices and generated estimates of 3D volume of blood clots of clinical patients or in

vitro models. Volumetric quantifications outperform 2D area-based methods, as they
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take into account the irregular shape of blood clots and do not require the imaging plane

to be exactly aligned with the previous position124,116. Driven by these advantages, this

work is the first application of 3D ultrasound examination of DVT assessment in murine

models. It is distinct from previous research due to its requirement for a higher resolu-

tion than in clinical patients. Compared to existing in vitro models, imaging in in vivo

models is challenging, as the surrounding tissues of the vessels may result in imaging

artifacts or reduced contrast for DVT. This non-invasive ultrasound imaging technique

can be used to further evaluate the most effective way to remove DVT by conducting

thrombolysis studies in murine models.

In this chapter, I present a 3D ultrasound approach for the quantitative assessment

of a clot in a mouse model of DVT. To validate this quantification method, blood clots

were first made and imaged using 3D ultrasound in an in vitro circulating system. The

measured volume of blood clots was segmented and compared with their weight. The

next step was to apply the approach in vivo in a mouse model of DVT and to make a com-

parison between the 3D volume of the blood clot from ultrasound and the macroscopic

measurement at harvest. This work is significant in that it provides the first evidence

that 3D ultrasound volume can be used as a non-terminating metric for assessing clot

volume in a rodent DVT model.

3.2 MATERIALS AND METHODS

3.2.1 IN VITRO BLOOD CLOT MODEL

The experimental apparatus of the in vitro flow model is illustrated in Figure 3.1(a). In

vitro Blood clots were formed using the addition of 15 mM Calcium chloride into 3.8%
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Figure 3.1: Schematic of experiments and imaging setups. (a) An in vitro blood clots is fabri-
cated and kept in refrigerator for 4 to 7 days. The weights of the blood clots are measured before
running in a flow loop. The blood clots in whole bovine blood are imaged by a 3D ultrasound sys-
tem. (b) A mouse of inferior vena cava (IVC) stenosis model undergoes surgery at day 0. At day
3, the mouse is imaged using a 3D ultrasound system before sacrifice.

citrated whole bovine blood (HemoStat Laboratories, Dixon, CA) in 15 mL Polypropy-

lene Conical tubes to reverse anticoagulation125,31. The mixture was placed with 2.5 mm

diameter Borosilicate glass tubes and sutures were tied through the tubes. The mixture

was incubated in 37 ◦C for 4 h. After 4 h, the samples were kept at 4 ◦C for 3 to 7 days to

promote clot retraction126,127. Before experimentation, the clots were removed from the

glass tubes but remained attached to the sutures. The weights of the clots were recorded

after subtracting the weights of sutures of the same length that were inside the clots.

An in vitro experimental apparatus was employed to simulate the physiological envi-

ronment of DVT. The apparatus was submerged in 37◦C water bath. The blood clot with

sutures was fixed in a segment of 3-mm-inner-diameter 0.2-mm-thin-walled polyolefin

tube (H&PC-58727, Sopoby, Zhejiang, China). Whole bovine blood (20 ml) was circu-

lated within the flow loop using a peristaltic pump (NE-9000B, New Era Pump Systems,

Inc., Farmingdale, NY). The average velocity in the 3mm inner diameter section was
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Table 3.1: Ultrasound imaging parameters in B-mode and Doppler mode.

Parameters B-mode Doppler
Frequency 40 MHz 30 MHz
Depth 12 mm
Width 14 mm
Resolution (width x depth) 512 × 400 pixels 256 × 200 pixels
Step size 0.03 mm (long axis) / 0.1 mm (short axis)

47 mm/s, which is approximately equal to the blood flow velocity in the mouse vein128.

An ultrasound transducer was submerged under water in this apparatus.

3.2.2 MOUSE MODEL OF DEEP VEIN THROMBOSIS

All animal procedures conformed to the Guide for the Care and Use of Laboratory Ani-

mals129 and study protocols approved by Animal Care & Use Committee (ACUC) at the

University of Virginia. C57BL/6 male mice (The Jackson Laboratory, Bar Harbor, ME)

approximately 8-10 weeks old were used in this chapter. The mouse vein underwent par-

tial restriction of blood flow with minor modifications from previous articles119,124,118.

A midline laparotomy was performed to dissect the IVC. Following permanent ligation

of all side branches, a 5-0 Prolene suture string was placed on top of IVC as a spacer,

followed by ligation. The spacer was then removed, leading to a partial ligation of IVC

below the renal vein. The procedure resulted in a reduction in 90% in the lumen cross

section area at the ligation site124. The side branches were fully ligated and the back

branches were cauterized.

Three days after surgery, ultrasound imaging was performed to measure the volume

of blood clot. Ultrasound gel was applied to the abdominal region for coupling. After

the imaging session, the clot was harvested for macroscopic measurement.
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3.2.3 ULTRASOUND IMAGING

Scanning 3D ultrasound volume can be accomplished by mechanically translating a

linear transducer and acquiring 2D frames at each location130. The Vevo 2100 sys-

tem (Fujifilm VisualSonics, Inc., Bothel, WA) was used with an external motor module

(Fujifilm VisualSonics, Inc., Bothel, WA) that mounted an MS-550D transducer to ac-

quire 3D volumes of blood clots. During the imaging session, each mouse was fixed

on a temperature-monitored heated motion stage (TM150, Indus Instruments, Webster,

TX) in the supine position while its nose was flushed under 1.0% v/v isoflurane (Henry

Schein, Dublin, OH). The transducer was operated at 40 MHz in B-mode, focal zone

of 6 to 8 mm with a 12 mm imaging depth. The location and orientation of the trans-

ducer were carefully adjusted to align the IVC within the imaging plane and provide the

best image quality. During acquisition, the 3D volume of B-mode and Doppler imag-

ing data was collected to segment blood clots from the background48. The step size was

0.03 mm in the long axis (sagittal plane) and 0.1 mm in the short axis (transverse plane),

respectively. Ultrasound parameters are listed in Table 3.1. The schematic of the in vivo

imaging setup is shown in Figure 3.1(b).

3.2.4 THREE-DIMENSIONAL SEGMENTATION OF BLOOD CLOT

The workflow employed a semi-automatic GrowCut segmentation workflow131, as illus-

trated in Figure 3.2. Volumetric data in the imaging system were exported to a PC and

loaded into 3D slicer software for image analysis132. Blood clots and background in a

few slices of each direction (X-Z, Y-Z, and X-Y planes) were manually annotated, which

was supervised by an expert surgeon. The existence of the blood clot was based on the
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Figure 3.2: Workflow of the semi-automatic 3D segmentation. First, Ultrasound volume is loaded
into 3D Slicer (I). Manual segmentation is performed in multiple slices and angles, based on B-
mode signal density and Doppler blood flow signal in (II). A seeding algorithm is run and modi-
fications are applied to extract a 3D volume of a blood clot in (IV). After the segmentation, the
volume of the blood clot is calculated for quantifications.
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static texture and Doppler blood flow signals. After accumulating more than 30 anno-

tations, a growing-from-seeds algorithm was run on a 3D slicer to segment the volume

of the 3D blood clot131. After smoothing the boundary to the volume of 3D blood clots

provided in the software, the volume of the blood clots was measured as a quantification

metric.

As an alternative, a cylindrical volumetric estimation of the blood clot was used from

macroscopic photos. The volume of the blood clot was calculated133

V =
π

4
D2L (3.1)

where D and L are the diameter and length of the blood clot, respectively. The diameter

in the macroscopic measurement included the thickness of the vein wall. To correct the

blood clot diameter, vein wall thickness was estimated from ultrasound acquisition and

subtracted from the macroscopic diameter.

3.2.5 DATA ANALYSIS

The statistical analysis was performed using MATLAB (2021a, Mathworks, Natick,

MA). The Pearson correlation coefficient between blood clot volume and weight was

calculated using the inbuilt MATLAB corrcoef function, so as between in vivo blood

clot volume and blood clot length from macroscopic measurement134.
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Figure 3.3: The correlation plot of In vitro blood clot weights versus 3D segmentation volume,
where R2 = 0.89. The dashed line represents the linear regression result.

3.3 RESULTS

3.3.1 THREE-DIMENSIONAL BLOOD CLOT VOLUME AND WEIGHT

The weights measured before the flow loop and the total volumes are plotted in Figure

3.3. The inner diameter of the tubes holding the blood clots was 2.5 mm, to ensure that

the blood clots can be placed within the flow loop system. The weights of the blood clots

ranged from 28 to 180 mg. The 3D volume measurement of the blood clot generated

from the workflow described in Figure 3.2 varied from 21 to 123 mm3. The dimension

of blood clots was optimized for the field of view of the transducer and the limit of the

3D motion module.

The fitting linear relation between the weight (W ) in mg and the 3D segmentation
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Figure 3.4: Photographic and ultrasonic examples of a bovine blood clot. (a) A photo of an in
vitro blood clot. Each small tick of a ruler equals to 1 mm. (b) One slice across the corresponding
3D US volume approximates the previous photo in (a). This clot has a weight of 101 mg and a
volume of 94.1 mm3. (c) The output segmentation volume of the clot is shown.
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Figure 3.5: A correlation plot of in vivo results between volumetric measurement using ultrasound
and macroscopic observation is plotted, with R2 = 0.91. The dashed line is the linear fitting
result.

volume (V ) in mm3 is described as:

W = 1.2556V − 0.7375. (3.2)

The R2 for this linear fitting is 0.89. Figure 3.4 shows a photo of a blood clot, with a

mass of 101 mg and a volume of 94.1 mm3. A cross-sectional slice is extracted in the 3D

ultrasound volume after linear transforms. The texture and intensity difference distin-

guish the boundary of the blood clot from the background blood flow. The reconstruc-

tion of the 3D blood clot preserves correct geometry. Therefore, 3D ultrasound scanning

is a suitable quantification readout to assess blood clot volume in non-transparent fluid

media.
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Figure 3.6: Example of macroscopic photos and ultrasound imaging on day 3. Each row is the
macroscopic photo (a, d, g), the ultrasound image (b, e, h), and the ultrasound image with an
overlaid mask of the blood clot (c, f, i), of each mouse. Arrows indicate the location of the de-
tected blood clots in macroscopic photos.
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3.3.2 CHARACTERIZATION OF THROMBUS IN MOUSE OF IVC STENOSIS MODEL

Figure 3.5 shows the correlation between ultrasound volume and macroscopic obser-

vation. The volume of blood clots segmented from 3D ultrasound acquisition in mice

(N = 10) ranged from 5.3 to 20.0 mm3, and the mean volume was 13.5 mm3. Mean-

while, the cylindrical volumes of the macroscopic measurements ranged from 5.0 to 29

mm3, after removing the mean thickness of the vein wall of 105 µm from the macro-

scopic measurement. The correlation coefficient R2 is 0.91. The root mean square error

for this linear regression is 2.51 mm3. Three examples of ultrasound imaging slices and

their corresponding photos are shown in Figure 3.6. The thrombi are indicated with ar-

rows in macroscopic observations and highlighted with light green masks in ultrasound

imaging, shown in Figure 3.6.

3.4 DISCUSSION

In this chapter, a blood clot quantification method was developed to measure volume

based on 3D B-mode and Doppler ultrasound imaging data. The 3D measurement

method was applied to an in vitro flow loop model and a murine model with partial

ligations. The volume of blood clots using a semiautomatic 3D segmentation algorithm

was validated in the in vitro flow loop against their weight in volumes of 21.4 to 123

mm3 and weights of 28 to 180 mg, respectively. In the murine model, eight volumes of

DVT from 5.3 to 20.0 mm3 were validated with macroscopic measurements.

Blood clots share similar density and incompressibility to water, which is one of the

foundations for such a measurement. Vessels such as IVC can be pressed and deformed.
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Most previous studies used color Doppler or pulsed-wave ultrasound to qualitatively de-

termine the existence of blood clots113,114. To quantify changes before and after blood

clot treatment, two-dimensional area-based measurements have also been performed as

an output metric124. The selection of 2D slice location is also subject to the operator’s

expertise, and this benchmarking method does not take into consideration the irregular

shape of the DVT outside of the imaging plane. Today, macroscopy is widely used to

characterize a clot118,119. In our experiment, the volume of 3D ultrasound acquisition

was compared with the macroscopic measurement. The cylindrical model of macro-

scopic measurement oversimplified the geometry of a blood clot133. The width of blood

clots can vary from the center to the edges, and the shape of the cross-section of blood

clots in the short-axis view may not be circular. Finally, similar to the weighing method,

it required the termination of mice. The above restrictions cause it to be an imprecise

measure for quantifying blood clots, resulting in a larger volume than a genuine 3D tech-

nique. In Figure 3.5, the slope of the linear regression (1.4) is greater than 1. Unlike

existing methods, the 3D volume method proposed in this chapter was deformation-

tolerated and was not subject to operations during acquisition. The abdominal area was

completely recorded with a small step size and a segmentation algorithm was run after

acquisition. The high correlation coefficient (Figure 3.5) of 0.91 suggests that the 3D

ultrasound volume method is a reliable measurement of DVT. Though all animals were

treated with the same procedures, the blood clot volumes in Figure 3.5 are not evenly

distributed within the range of 5 to 20 mm3 due to individual variability in the formation

of the thrombus 119,124.

The 3D acquisition method can reduce the required number of animal subjects. Ul-
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trasound is a non-invasive imaging technique that can be used to observe mouse IVC

thrombus without causing any adverse effects, enabling the same subject to be moni-

tored before and after treatment. The difference in volume is a reliable quantification of

the efficacy of treatment in mice. A qualitative result or harvesting at each time point

requires a larger number of mice in such an experiment. The use of 3D ultrasound in

other medical conditions, such as plaque and Abdominal Aortic Aneurysm, is already

established135,136,137. However, 3D ultrasound is novel for assessing the rodent model

of DVT, in which there is still no standard criterion for assessing DVT in a murine

model. The proposed method has the potential to benefit DVT-related pharmacological

or therapeutic in vivo studies by providing reliable quantified measurements throughout

the treatment without any termination procedure. The difficulties of ultrasound imag-

ing in the IVC thrombus are: (1) obstructions from scarring, air, or food, for example,

Figure 3.6h; (2) false color Doppler signals from the adjacent aorta; (3) absence of

color Doppler signals due to slow blood flow. The challenges mentioned above, if not

addressed, can affect the detection of DVT boundary and lead to an inaccurate measure-

ment, especially in traditional 2D B-mode ultrasound 138. Acquisitions of 3D ultrasound

provide additional data for thrombus evaluation, partially alleviating these concerns.

When the contrast of IVC ultrasound images was not sufficient, I employed some

alternatives to ensure good imaging quality in mouse imaging. (1) Change the applied

pressure of the transducer. The IVC was imaged at a different axial distance; (2) Change

the imaging site. Shadowing of the ultrasound signal can be caused by air or food par-

ticles swallowed. I tilted the transducer angle away from the original plane where there

were degrading imaging artifacts during data acquisition. These compensations miti-

62



gated the lack of signal contrast, thus reducing the chance of overestimation or under-

estimation of the volume of blood clots.

Occasionally, Color Doppler imaging produces unreliable results, which can be caused

by slow blood flow138. B-mode data were considered with color Doppler images simul-

taneously to avoid inaccurate segmentation. One sophisticated way to separate the static

blood clot and tissue region from the dynamic blood flow is to apply a singular value

decomposition (SVD) analysis to a multi-frame data set at each position139. Therefore,

it requires a longer acquisition time and a programmable system, which can collect mul-

tiple frames at the same location between each mechanical translation. Another imaging

technique that can be used is ultrasound elastography140. It can differentiate between

blood clots and background due to the significant difference in stiffness. Recently, ad-

vances in deep learning enable automatic segmentation of DVT without annotations,

which can be adopted and applied in the murine model in the future to simplify the

procedure141,142.

The seeding algorithm in Figure 3.2 needed a small number of manual annotations

for the thrombus and background. It was mainly based on texture and intensity in the

volumetric data. Segmentation of the blood clot did not guarantee a smooth boundary.

After running the algorithm, I modified the mask to remove discrete clusters and cover

the missing region. These modifications can generate a smoother 3D surface for blood

clots.

The widely used Duplex ultrasound has been proved to be a reliable and accurate tech-

nique to detect DVT 48,49. To translate the proposed measurement method into clinical

settings, an appropriate 3D ultrasound scheme is recommended. Existing 3D ultrasound
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measurements of DVT are based on the mechanical movement of the probe 51,50. This

mechanical movement can be achieved by either an internal or external translation mod-

ule, or by performing a freehand scan. Motion correction techniques can be used in

cases where there is substantial motion 143. Advances in 2D matrix arrays have the po-

tential to measure the volume of DVT in a single acquisition. However, 3D ultrasound

imaging using a matrix array is usually associated with reduced resolution and demand-

ing computational power for beamforming 144. It is important to address these concerns

before clinical applications.

3.5 CONCLUSIONS

I have demonstrated a quantification method for DVT in an in vitro model and a murine

model. The quantification method involved the use of a 3D ultrasound acquisition sys-

tem and semi-automatic segmentation of a blood clot. The volume measured by ultra-

sound was validated with the weight of in vitro blood clots and the optical observation

of in vivo. The correlation coefficients in the in vitro and in vivo models were 0.89

and 0.91 respectively, indicating a strong correlation. The technique does not require

the euthanasia of animals and is non-invasive. The DVT volumes calculated using this

method vary from 5 to 20 mm3. We anticipate that 3D ultrasound measurement will be

used to quantify pharmacological or therapeutic studies in murine models. The proposed

method can accurately measure DVT and improve the data quality of future research.
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CHAPTER 4

Efficacy of in vivo sonothrombolysis using

microfluidically produced microbubbles in a

mouse model of deep vein thrombosis

4.1 INTRODUCTION

It is estimated that there are more than one million cases involving venous thromboem-

bolism (VTE) annually in the United States. These cases include deep vein thrombosis

(DVT) and pulmonary embolism (PE)34. DVT not only contributes to high healthcare

expenses112, but also remains responsible for a one-year mortality rate of 20%145. Fur-

thermore, the occurrence of DVT and its sequelae can cause considerable disability

and impaired quality of life in individuals after experiencing DVT146,147. Successful

treatment of DVT has been shown to be vital in improving long-term outcomes in pa-

tients148,149.

Standard therapies for acute VTE include oral anticoagulants and reperfusion150.
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With the wide use of oral anticoagulants in clinics, a common side effect is hemor-

rhage in patients with VTE151,152,153. Meanwhile, systemic infusion of thrombolytic

medications, such as recombinant tissue plasminogen activator (rt-PA), results in major

bleeding in approximately 3.5% of the patients154,155. It is now more widely accepted

that catheter-directed thrombolysis (CDT) delivers smaller doses of thrombolytic agents

than systemic infusion for rapid thrombus dissolution156,157. However, the large-scale

randomized ATTRACT trial did not show evidence of improvements in pharmacome-

chanical CDT (PCDT; CDT with the use of mechanical thrombectomy devices) over oral

anticoagulation alone in two-year post-thrombotic syndrome (PTS) occurrence (47%

PCDT vs 48% No-PCDT, p = 0.56)39,40. PCDT/CDT should be reserved for highly

selected patients with severe symptoms and low bleeding risk. In light of the observa-

tions in CDT, there is a need for a safer and more efficient catherization technique to

achieve complete or partial resolution of venous thromboembolism without the risk of

hemorrhage.

The use of ultrasound (US) has been demonstrated to enhance the delivery of throm-

bolytic medications and contrast agents, such as microbubbles (MBs), into blood clots,

through acoustic radiation force158,159, microstreaming160,161 and cavitation78,162,163. In

this regard, ultrasound-facilitated thrombolysis, known as sonothrombolysis, has been

explored extensively to accelerate blood clot dissolution164. The safety profile of such

ultrasound-assisted approaches, including intravascular catheter-based ones, has been

widely documented165. Multiple studies have documented the potential of sonothrom-

bolytic therapies in the in vitro, in vivo, and ex vivo166,167,116,165. Unfortunately, recent

clinical trials have yielded mixed results. While ultrasound-assisted therapies could
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similarly dissolve DVT, the available evidence did not show significant advantages over

CDT therapies168. A meta-analysis of clinical trials found that the commercial scheme

of ultrasound-accelerated catheter-directed thrombolysis (UACDT) without MBs may

not be the preferred option due to its prolonged intervention time and marginal improve-

ment in terms of lysis rate168. Collectively, the suboptimal efficacy of existing therapies

testifies to the need for further research efforts in improving and refining sonothrombol-

ysis.

Recently, our laboratory has reported sonothrombolysis using large microfluidically

produced MBs (>15 µm diameter)31,32. In the in vivo study, a 3.3 fold reduction in rt-PA

dose was allowed in this stroke model. These studies used a low duty factor (<10%),

focusing solely on the mechanical effects of ultrasound, which decreased the thermal

effect.

In this context, there is still an unmet need to validate the efficacy and safety in

sonothrombolysis using large MBs through the use of in vivo models of DVT, as the

mechanical properties and aging of thrombus could vary significantly from prior stud-

ies169,170.

In this chapter, I investigated the therapeutic efficacy of sonothrombolysis using large

microfluidically generated MBs in a mouse model of pre-existing DVT. It was the first in

vivo study to evaluate the influence of ultrasound and microfluidically produced MBs on

venous thromboembolism. For this objective, MBs from a flow-focusing microfluidic

device was generated in situ and administered to animals through venous catheteriza-

tion. Microfluidically produced MBs dissolved rapidly in blood flow, thus resulting

in limited off-target bioeffects. Changes in blood clot volume were monitored by three-
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dimensional (3D) ultrasound imaging. Based on existing research on CDT in DVT ther-

apy, sonothrombolysis using large microfluidically produced MBs was hypothesized to

effectively dissolve the venous thrombus.

4.2 METHODS

4.2.1 FABRICATION OF MICROBUBBLES VIA MICROFLUIDICS

The mold for the microfluidic device was fabricated using the photolithography method,

as described in previous research30,171. The device was poured into the SU-8 mold with

polydimethylsiloxane (PDMS), and assembled with a clean 500-µm-thick glass wafer.

The microfluidic channel had a height of 20 µm and a nozzle width of approximately 7

µm.

MBs were produced using a gas phase of 99.995% Nitrogen (Linde Gas, Richmond,

VA, USA) and a liquid phase of bovine serum albumin (4% w/v), dextrose (10% w/v) in

0.9% saline171. The flow rate of the liquid phase was 20 µL/min supplied by a syringe

pump (PhD 2000, Harvard Apparatus, Holliston, MA, USA), and the setting pressure of

the gas phase was fixed at 84.8 kPa using a gas regulator (PC-series, Alicat Scientific,

Tucson, AZ, USA). The inlets and the outlet of the microfluidic device were connected

through 30-gauge inner diameter polytetrafluoroethylene (PTFE) tubings (Cole-Parmer,

Vernon Hills, IL, USA). The operating parameters were verified to produce MBs in the

microfluidic device under a high-speed camera (SIMD24, Specialised Imaging, Tring,

UK), optimized as the existing literature31.
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(c) Therapy

Figure 4.1: (a) Experiment timeline: the animals underwent surgery of partial ligation to develop
thrombus on Day 0; 3D ultrasound imaging was performed on Day 3, followed by a therapy; An-
other 3D ultrasound imaging was conducted on Day 14. (b) Two-dimensional slices of both long
axis and short axis view of the inferior vena cava (IVC) were acquired at different vessel cross-
sections. Data were exported to 3D Slicer software for segmentation. (c) A therapy to mouse
model of DVT. Microfluidically produced MBs and thrombolytic drugs were administered through
a tail vein catheter, while ultrasound was applied from the top of the mouse abdomen. Compari-
son of DVT in the IVC was shown in (d) and (e), on Days 3 and 14, respectively. The red region
indicated the location of thrombus.
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Figure 4.2: (a) Layout of a flow-focusing microfluidic device. G: gas inlet, L: liquid inlet. O: MB
outlet. (b) A photo of generated MBs under a high speed camera. The mean diameter of MBs
was 18.0 µm

4.2.2 ULTRASOUND IMAGING

All animal experiments followed the guidelines outlined in the Guide for the Care and

Use of Laboratory Animals129 and were conducted in accordance with the approved

study protocols by the Animal Care & Use Committee (ACUC) at the University of Vir-

ginia (Protocol 4327-09-23). As described in previous literature172, a high-frequency ul-

trasound imaging system, Vevo 2100 (FUJIFILM VisualSonics, Toronto, ON, Canada),

equipped with a linear array probe MS-550D (40 MHz center frequency) was used to

acquire data. The animals were placed on a 37 ◦C temperature control platform and

anesthetized with 1.5% v/v isoflurane. The abdomen of the mice was shaved and treated

with ultrasound gel to improve imaging quality. The transducer mounted on a 3D mo-

tor module (VisualSonics, Toronto, ON, Canada) captured long-axis slices of mice at a

step size of 0.03 mm using B-mode and color Doppler mode. The acquisition was also

repeated for the short-axis slice at a step size of 0.1 mm. The 3D data collected were

saved for further image analysis.

The saved 3D data were exported to 3D Slicer software132 for annotation and segmen-

70



tation. After manually labeling multiple two-dimensional (2D) slices for a blood clot and

background at each view, a grow-from-seeds algorithm was run to semi-automatically

segment the blood clot131. The volume of the blood clot was then calculated as an output

metric.

4.2.3 DELIVERABILITY STUDY OF MICROFLUIDICALLY PRODUCED MICROBUBBLES IN

MICE

A preliminary investigation was conducted to determine the deliverability of microflu-

idically produced MBs from a venous catheter to the IVC. Healthy male C57BL/6 mice

(8-12 weeks old) were anesthetized with 1.5% isoflurane and placed on a heated 37 ◦C

platform. Microfluidically produced MBs were administered to the tail vein through a

catheter for 30 seconds. B-mode videos were recorded using the ultrasound imaging

system described above at 0, 100 and 360 seconds after administration.

Table 4.1: Summary of experimental groups

Group N rt-PA ultrasound microbubbles
A 4 + + +
B 4 + + -
C 4 + - -
D 4 - - -

4.2.4 MOUSE MODEL OF DEEP VEIN THROMBOSIS

A murine IVC partial ligation model was utilized to mimic the venous stenosis/insufficiency

and induce the development of DVT, as previously described119,124,118. In total, forty 8-

to-12-week old male C57BL/6 mice (The Jackson Laboratory, Bar Harbor, ME, USA)
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were anesthetized and underwent a midline laparotomy on Day 0. A 30-gauge needle

was placed above the IVC as the spacer, and a suture was used to ligate the IVC im-

mediately below the venal vein. The ligation allowed for a 90% closure of the IVC

lumen, which resulted in thrombosis without endothelium denudation. After removal

of the needle/spacer and wound closure, the mice were recovered and monitored for

postoperative care.

The animals were randomly divided into four different therapeutic treatments upon

confirmation of DVT development on Day 3 post IVC stenosis, an intermediate time

point suggested by114. After 3D ultrasound scanning and reconstruction of the thrombi

volume, animals were subjected to the aforementioned therapy session lasting 30 min-

utes. Animals in groups A, B, and C were catheterized by an experienced technician and

received an injection of 2 mg/kg rt-PA (Activase, Genentech, South San Francisco, CA,

USA)113, while group D was a no-therapy control. The rt-PA dose was administered for

a period of 30 min, with an initial bolus of 10%. In groups A and B, a 1-MHz center

frequency Panametrics ultrasound transducer (A303S, Olympus Panametrics, Waltham,

MA, USA) was placed on the abdomen of mice coupled with ultrasound gel and con-

tinuously transmitted energy at a pulse repetition frequency (PRF) of 1 kHz and a duty

factor of 2% during the therapy session. The low duty factor allowed for the perfusion

of MBs and avoided thermal effects. The transducer was calibrated in a water tank and

observed to produce a peak-negative pressure of 574 kPa, at a distance of 7 mm from

the transducer surface. US parameters remained consistent with the calibration. Group

A received microfluidically produced MBs for 30 s, every 5 min, as illustrated in Fig.

4.1. The average diameter of the MBs was measured as 18.0 ± 1.1 µm (mean ± SD),
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Figure 4.3: Flow diagram of mice enrollment.

while the production rate was estimated to be 90.3 × 103 MBs per second. Therefore,

the total gas volume was approximately 50 µL.

On Day 14, a second imaging was performed for the animals under anesthesia, fol-

lowed by euthanasia. IVC were harvested and preserved in formalin for histological

purposes. The residual volume (RV) is defined as:

RV(%) = VDay14/VDay3 × 100%, (4.1)

where VDay3, VDay14 are the DVT volume segmented from acquired 3D ultrasound data

on Days 3 and 14, respectively.
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4.2.5 HISTOLOGY

Excised IVC specimens were formalin-fixed and paraffin embedded. Sections of 5 µm

were obtained at an interval of 0.1 mm across the samples and stained with hematoxylin

and eosin (H&E) stain. Slices were scanned with a Leica microscopic camera (DMi8,

Leica Microsystems, Durham, NC, USA). Representative photos of each group were

selected and demonstrated.

4.2.6 STATISTICAL ANALYSIS

Statistical analysis was performed using RStudio software (R version 4.2.1). Signifi-

cance in means among all groups was determined using one-way analysis of variance

(ANOVA), followed by post hoc Fisher’s least significant difference (LSD) test173,174.

The significance level was set at 0.05.

4.3 RESULTS

4.3.1 ULTRASOUND IMAGING ASSESSMENT OF MICROFLUIDICALLY PRODUCED MICROBUB-

BLES IN MICE

Fig. 4.4 shows the B-mode imaging results in mouse IVC. Microfluidically produced

MBs injected from a tail vein catheter enhanced the intensity of the B-mode image at

0 s. Due to circulation and gas dissolution, contrast enhancement weakened along with

a reduction in the number of detectable MBs 100 seconds after injection. Eventually,

there were no MBs passing through the IVC in 360 seconds, indicating total absorption

of the MBs. Microfluidically produced MBs can be delivered to the IVC and serve as a
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Figure 4.4: US images of IVC at (a) 0 s, (b) 100 s and (c) 360 s after administration of microflu-
idically produced MBs into the catheter. Cluster of MBs flow in the IVC in (a) and enhanced the
image intensity inside the vein. The arrow in (b) shows a single MB traversing in the IVC. No MBs
are detected after 360 s.

thrombolytic agent in sonothrombolysis.

4.3.2 MOUSE MODEL OF DVT

Due to the variability inherent to murine models of DVT, not every experimental ani-

mal develops thrombosis nor uniformly. In order to focus our studies on animals with

pre-existing DVT, a pre-therapy US imaging can screen those mice without DVT. The

flowchart of the enrolled mice is presented in Fig. 4.3. In total, 20 mice were confirmed

with DVT by color Doppler ultrasound. Only 16 mice with >5 mm3 DVT were selected

in the experiments. Smaller blood clots can be completely lysed without interventions

and the image resolution for them may not be sufficient. The mean volume of DVT in

all four groups was 15.9 mm3 on Day 3.

The volume of DVT was evaluated for mice in each experimental group. Represen-

tative differences in DVT volume on Days 3 and 14 are shown in Fig. 4.5, and RVs are

plotted in Fig. 4.6. The average RVs of each group were (mean ± SD): A, microflu-

idically produced MBs, ultrasound and rt-PA, 20.0 ± 10.9%; B, ultrasound and rt-PA,
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Figure 4.5: Representative ultrasound images in long-axis. The top and bottom rows are the
results of Day 3 (a-d) and Day 14 (e-h), respectively. Each column is the same mouse from group
A sonothrombolysis using microfluidically produced MBs (a, e), B ultrasound plus rt-PA (b, f), C
rt-PA (c, g) and D no-therapy control (d, h). The red overlaid mask is the segmented blood clot.
A scalebar of 2 mm is plotted.

45.3± 18.0%; C, rt-PA, 50.0± 16.1%; D, no-therapy control, 52.2± 15.7%.

According to the ANOVA analysis, the average RV for each group was significantly

different (p = 0.0406). The RV for group A of sonothrombolysis using MBs was signif-

icantly different from group B of ultrasound plus rt-PA (p = 0.0387), group C of rt-PA

alone (p = 0.0158) and no-therapy control group D (p = 0.0121). Among groups B,

C, and D, the RV for group B ultrasound plus rt-PA was not significantly different from

group C rt-PA alone (p = 0.636) and no-therapy control group D (p = 0.539), neither

between group C rt-PA alone and no-therapy control group D (p = 0.886).

4.3.3 HISTOLOGY RESULTS

Representative images of circumferential IVC samples are shown in Fig. 4.7. The lumen

in Fig. 4.7A was observed with a larger space because the residual blood clot was the

smallest among all sections. All residual blood clots in Fig. 4.7A-D were attached to the
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Figure 4.6: Efficacy results of therapies. The residual volume of thrombus from Day 3 to Day 14
in percentage is plotted. The use of large microfluidically produced microbubbles reduces the resid-
ual volume of thrombus. The differences in the residual volume for MBs + US + rt-PA (group
A) and the other groups (B: US + rt-PA; C: rt-PA and D: no-therapy control) are all statistically
significant (p < 0.05, LSD test). An asterisk denotes statistical significance of comparison to no-
therapy control group D (p < 0.05). Additional statistical results are listed in the result section.
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A B

C D

Figure 4.7: H&E staining results in (a) MBs + US + rt-PA, (b) US + rt-PA, (C) rt-PA and (D)
no-therapy control groups. Arrows in A-D show the recanalization channels in thrombus. The scale
bar responds to 200 µm. H&E, haematoxylin and eosin; MB, microbubble; US, ultrasound; rt-PA,
recombinant tissue plasminogen activator.

IVC vessel walls. The channels within the thrombi were found to allow recanalization,

as indicated by the arrows, similar to previous studies175,176,177, and the fibrin-rich region

within the blood clot decreased in group A of sonothrombolysis.
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4.4 DISCUSSION

This chapter was the first to evaluate the efficacy of sonothrombolysis using microflu-

idically produced microbubbles (>15 µm) in a murine model of DVT. Microbubbles

from a microfluidic device were transiently stable, dissolved in the circulation system

in minutes (Fig. 4.4). The use of microbubbles of large diameter in sonothromboly-

sis applications has previously been proven safe32. However, conditions (such as blood

flow velocity) in the arteries and veins are not comparable. In addition to differences in

arterial and venous thrombus, the age of the thrombus can also affect the therapeutic effi-

cacy of a certain therapy. Catheter-directed intervention for DVT does not show clinical

improvement over anticoagulant medications in early-stage DVT, but it is at increased

risk of vein injury178,179,180,40. An appropriate intervention time point for intravenous

therapy should be selected for thrombolysis studies. Li et al. propose that patients with

intermediate DVT may experience better clinical outcomes when treated with catheter-

directed thrombolysis114. Therefore, our sonothrombolysis was performed on Day 3

post DVT formation.

Our mouse model of DVT was created by partial ligation of the IVC, leading to venous

stenosis and hemodynamic instability. This model allows for DVT formation while pre-

serving blood flow as observed in clinical DVTs, thereby enabling the delivery of throm-

bolytic drugs and microbubbles to blood clots. Therefore, it is a suitable animal model

for thrombolysis studies. However, this model is associated with a large variance in

thrombus size181. To mitigate differences in blood clot size, in this chapter, blood clots

less than 5 mm3 were excluded after pre-therapy ultrasound imaging, as in Fig. 4.3,
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since smaller clots were generally easier to remove and low risk, even without interven-

tions. In the in vivo experiments, the residual volume rate in rt-PA (group C) was not

significantly different from the no-therapy control group D, which was consistent with

the results of rats with acute carotid artery occlusion113. The thrombus volume in the

no-therapy control group D decreased by approximately 50% over a period of 14 days,

which aligns with the findings of previous studies182,183. Furthermore, sonothrombol-

ysis using large microbubbles (group A) displayed significantly improved therapeutic

efficacy compared to other control groups in Fig. 4.6, matching results in the in vitro

model and the arterial model32,31.

The microfluidically produced microbubbles were of 18.0 µm diameter at a produc-

tion rate of approximately 90×103 MBs/s. Large microbubbles have been shown to

have stronger bioeffects in applications of blood brain barrier disruption92, stroke32,

and DVT166,31. A possible explanation for this phenomenon is the increased transfer

of momentum induced by acoustic radiation force158,159, and higher-energy cavitation

events160,161. The administration of microbubbles and thrombolytic agents was per-

formed through a tail vein catheter. Therefore, the routes of intravenous administration

should be chosen between a tail vein32 or femoral veins184,185, as they were physically

close to the location of the thrombus in the IVC. However, femoral vein injections pre-

sented technical difficulties and were not suitable for a study involving long-term sur-

vival of mice186. Given the number of animals, I use the current scheme to evaluate

our performance. Notably, in our experiments, the administration of microbubbles and

rt-PA did not result in any mouse fatalities.

Ultrasound applied to cavitate the microbubbles was implemented by an Olympus
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Panametrics transducer on the abdomen. Catheter-based ultrasound has also been in-

vestigated to enable human-compatible dimensions, such as a forward-looking trans-

ducer that generates vortex ultrasound187,188,165, or a side-looking transducer116,189,156,190.

These therapeutic ultrasound designs can be combined with real-time control of the on-

chip microbubbles generation171. Advances in the miniaturization of therapeutic ultra-

sound and microfluidic technology will provide effective therapies for thrombus-related

conditions, in the field of catheter-directed therapy. This is an important step towards

the miniaturization of human-compatible microfluidic devices for DVT therapy.
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CHAPTER 5

Shear wave elastography enhancement using

Fourier feature network

5.1 INTRODUCTION

Biological tissues or organs with different levels of stiffness can serve as biomarkers

of developing diseases191. Ultrasound (US) elastography is an imaging technique to

estimate stiffness from soft tissue deformation developed by Ophir et al.140. This non-

invasive imaging technique enhances morphological contrast and identifies diseased tis-

sue based on deviations from background or normal stiffness. Consequently, US elas-

tography has become a common approach to screen and diagnose conditions such as

deep vein thrombosis (DVT)52,192, prostate cancer193, breast cancer194,195, thyroid can-

cer196,197 and liver disease198,199.

Shear wave elastography (SWE) uses external vibrators or acoustic radiation forces

(ARFs) to induce deformation of the soft tissue200,201,202,203,204. Recent advances in co-
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herent plane wave compounded (CPWC) imaging enable the tracking of shear wave

propagation at a high frame rate after ARF pushes54. Imaging schemes, such as comb-

push ultrasound shear elastography (CUSE) invented by Song et al., allow the char-

acterization of the entire imaging field205,206,207. The shear wave velocities can be ex-

tracted from 2D ultrasound image series to evaluate tissue stiffness. However, the stiff-

ness estimated by SWE can be affected by respiratory/cardiac motion and vessel pulsa-

tion57,58,208. Although a decrease in the number of acquisitions can alleviate the impact

of motion on stiffness and lower ARF push energy, it may also be associated with a

low signal-to-noise ratio (SNR) and an increase in time estimation errors in elastogra-

phy209,210,211. Exploring methods to increase SNR for noisy SWE displacement signals

is essential for velocity estimation and stiffness reconstruction212.

Deep learning (DL) has been extensively researched in a variety of fields in the last

decade, including computer vision213,214 and natural language processing215,216. Recent

progress in DL has started to have an impact on scientific computation and physical

system modeling. It has been shown that a neural network trained to approximate the

solution to ordinary differential equations (ODEs)/partial differential equations (PDEs)

has the potential to replace traditional numerical methods, such as the finite differ-

ence method (FDM) and finite element method (FEM). Deep learning, in contrast to

traditional methods, uses automatic differentiation (AD)217 to derive derivatives, and

ODEs/PDEs are regularization terms to be added to loss functions.

Raissi et al. founded a general physics-informed neural network (PINN) framework

to solve the system with a limited dataset or even without training data61,60. Since then,

researchers have shown that PINN can be applied to various physical problems, such

83



as the Naiver-Stokes equation60,62,63,64,65 and solid mechanics66,67,68,69. PINNs are also

extended to medical applications, including prediction of thrombus properties70, blood

flow modeling71, transcranial ultrasound propagation218,219, and measurement of tissue

properties220.

Significant advances in PINNs have also expanded their applications in learning the

motion of biological tissues. Shear wave elastography is complex in biological tissue

due to biological tissue’s high incompressibility and high dimensions221. In articles

involved with biological tissue mechanics with PINNs, an energy-based hyper-elastic

model has been proposed to analyze the response of loading222,223,224. However, they

do not include temporal motion estimation, which is essential for dynamic elastogra-

phy. Recently, Thakur et al. has proposed using only the velocity field of a viscoelastic

fluid to learn the pressure field and model parameters, motivating us to apply a similar

strategy to tissue and its temporal displacement field225. Yin et al. has used a wave-

equation-based SWENet for shear wave elastography with the introduction of a stream

function, and the network can be trained to produce an elasticity mapping from the av-

erage of in-phase and quadrature (IQ) data in multiple acquisitions73. However, recent

researchers have pointed out that deep fully connected networks weaken PINNs’ ability

to learn high-frequency functions226,227,228. The feature of over-smoothness can under-

mine the use of PINN for high-frequency ultrasound problems. For this limitation, a

Fourier feature network (FFN) supported by neural tangent kernel (NTK) theory was

proposed to handle multi-scale problems229,230. Multi-scale random Fourier features

can prevent biased learning along the dominant eigen-directions, and assist PINN to

solve challenging problems such as wave propagation230.
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Inspired by the FFN architecture, this research introduces an approach using both

data-driven and physics-informed methods, termed Shear wave ELastography Fourier

feature Network (SELFNet). SELFNet, described in Fig. 5.1, incorporates an auxiliary

network to the original multi-scale spatial-temporal FFN to approximate shear modulus.

SELFNet is designed to denoise and correct the displacement field from limited acquisi-

tions in shear wave elastography, based on wave equations. It employs a simple form of

scalar wave equations to uphold the physics laws during shear wave propagation, while

preserving detailed temporal features through a Fourier representation of the input coor-

dinates. In this chapter, the performance of SELFNet was evaluated using displacement

data from phantom experiments and compared to a filtering method. Subsequently, an

ablation study was conducted to validate the use of FFN to improve the reconstruction

of shear wave elastography. Additionally, SELFNet was also tested in ex vivo tissues to

test its robustness.

5.2 MATERIALS AND METHODS

In this section, the proposed SELFNet to solve shear wave propagation in elastography

imaging is introduced.

5.2.1 BACKGROUND AND FRAMEWORK OF SELFNET

Following the original PINN framework61, I formulate a time-dependent PDE problem

in a domain Ω ⊂ Rd parameterized by λ with a spatial-temporal coordinate vector
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z := [x1, . . . , xd−1; t] and its solution u as the following format:

F(u(z);λ) = f(z), z ∈ Ω, (5.1)

B(u(z)) = g(z), z ∈ ∂Ω, (5.2)

where F represents the nonlinear differential operator, f describes the PDE problem,

B is the operator for initial or boundary conditions (BCs) on the boundary ∂Ω and g is

the boundary function.

A feed-forward neural network, also known as multi-layer perceptron (MLP), is one

of the basic neural network architectures. It consists of an input layer, hidden layers and

an output layer. For an L-layer neural network, the MLP is expressed as follows:

fθ(x) = W [L]ϕ(W [L−1]ϕ(· · · (W [2]ϕ(W [1]x+b[1])+b[2]) · · · )+b[L−1])+b[L], (5.3)

where W [i] denotes the weights layer of the i-th layer, and b[i] is the bias of the i-th layer,

ϕ(·) the non-linear activation function.

In PINN, the parameters of the neural network θ are optimized by minimizing a loss

function defined as the sum of the prediction error and the ℓ2 norm of PDE and boundary

condition residuals for collocation points and boundary points, respectively. The total

loss ℓ is defined as below:

ℓ = Wu∥û(z)− u∥2 +Wf∥F(û(z))− f(z)∥2 +Wb∥B(û(z)− g(z)∥2, (5.4)

ℓ = Wuℓu +Wfℓf +Wbℓb, (5.5)
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where Wu, Wf and Wb are the weights for each term in the loss function, û represent

the neural network estimated solution to the PDE problem, ∥ · ∥2 is the mean squared

error. Optimization of neural network parameters θ is often performed using gradient

descent, Adam and L-BFGS optimizers231,232.

The difference between FFN and PINN is the introduction of the Fourier feature map-

ping module230. The input to a spatial-temporal FFN is to encode the input spatial

and temporal coordinates using a random Fourier feature mapping followed by a con-

ventional MLP θ1. The original input to a spatial-temporal problem is z = [x; t] =

[x1, . . . , xd−1; t], after a random Fourier mapping γ, the input to the L-layer MLP θ1

becomes

γ(i)
x (x) =

cos(2πBi
xx)

sin(2πBi
xx)

 , for i = 1, 2, . . . ,Mx, (5.6)

γ
(j)
t (t) =

cos(2πBj
t t)

sin(2πBj
t t)

 , for j = 1, 2, . . . ,Mt, (5.7)

where the coefficients Bi
x and Bj

t are not trainable. The spatial and temporal coordi-

nates are mapped and fed into a L-layer MLP θ, resulting in intermediate vectors

H(i)
x = fθ(γ

(i)
x (x)), for i = 1, 2, . . . ,Mx, (5.8)

H
(j)
t = fθ(γ

(j)
t (t)), for j = 1, 2, . . . ,Mt. (5.9)

According to the original FFN, these outputs are then point-wise multiplied and con-
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catenated to create a merged variable,

H(i,j) = H(i)
x ⊙H

(j)
t for i = 1, 2, . . . ,Mx and j = 1, 2, . . . ,Mt, (5.10)

which is fully connected to the final output of FFN,

ûθ(z) = W [L+1][H(1,1), . . . ,H(Mx,Mt)] + b[L+1]. (5.11)

In ultrasound imaging, only the z-component of displacement w can be calculated

from the correlation algorithms. The scalar wave equations can be written as233

∇ · (µ∇w)− ρ
∂2w

∂t2
= 0, (5.12)

where ρ is the density of tissue, µ is the shear modulus and ∇ is the nabla operator.

In our study, the density is a constant of 1000 kg/m3. To customize FFN’s application

to a 2D shear wave elastography problem, I build a SELFNet composing of two sub-

networks, one FFN θ1 and one auxiliary MLP θ2. The FFN θ1 takes spatial and temporal

coordinates as inputs and approximates ŵθ1(x, z; t) = [ŵ, ŵx, ŵz, ŵt], where ŵ□ is the

network-predicted derivative of axial particle displacement with respect to a variable.

The MLP θ2 estimates the shear modulus field µ̂θ2(x, z) during training. The auxiliary

network receives only the spatial coordinates x, z as input because the shear modulus

remains constant over time.

Since only the second-order derivatives along the x and z axes can be calculated in 2D

ultrasound imaging, it is assumed that the derivatives related to the y-axis are negligible.
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The physics-informed loss ℓf for equation 5.5 should be

ℓf = ∥ ∂

∂x
(µ̂ŵx) +

∂

∂z
(µ̂ŵz)− ρ

∂

∂t
ŵt∥2. (5.13)

The data-driven loss ℓu is the mean square error to the input training displacement data

ℓu = ∥ŵ−wtrain∥2+Wdif (∥ŵt−wtrain
t ∥2+∥ŵz−wtrain

z ∥2+∥ŵx−wtrain
x ∥2), (5.14)

wherewtrain
t ,wtrain

z andwtrain
x are the derivatives of training displacement signalswtrain

using the central differential scheme. The parameterWdif regulates the differential com-

ponent to approximate the magnitude of the original component.

The network architecture of SELFNet is illustrated in Table 5.1 and in Fig. 5.1. The

size of a MLP is defined as the number of hidden layers × the number of hidden neu-

rons per layer. Both sub-networks used tanh as the activation function60. I applied one

Fourier feature mapping initialized with σx = 1 to spatial coordinates [x, z] and two

Fourier feature mappings initialized by σt = 1, 10 to temporal coordinate t, consistent

with230. Two Fourier feature mappings were designed to preserve temporal details in the

displacement data and provide a sparse feature map, thereby avoiding over-smoothing.

All featurized spatial and temporal inputs were fed into a 80 × 7 MLP. After point-

wise multiplication of the spatial and temporal outputs of the MLP, the outputs were

concatenated and converted to participle displacement ŵ and its derivatives ŵt, ŵx, ŵz

through an additional fully connected layer. An auxiliary network θ2 of 60× 6 hidden

neurons was trained to predict the shear modulus simultaneously during training. The

auxiliary network constrained the shear modulus output between 1 and 33.3 kPa using a
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Figure 5.1: SELFNet architecture: the input spatial and temporal coordinates [x, z; t] are encoded
using Fourier feature embeddings (initialized with different σ) separately, and then the spatial and
temporal featurized tensors go through a neural network θ1. Point-wise multiplication is applied
to the spatial and temporal outputs, and the results are concatenated. The final particle displace-
ment and related field are obtained through an additional linear layer. An auxiliary network θ2
predicts the shear modulus by providing the spatial coordinates. The whole networks θ1 and θ2
are optimized by summation of data-driven loss ℓu and physics-informed residual loss ℓf , boundary
condition loss ℓb. MLP: multilayer perceptron; FF: Fourier features.

sigmoid function234. For comparison, the performance of an 80× 8 MLP and an 80× 8

PINN containing the same auxiliary network was tested for ablation study purposes.

The number of parameters was approximately consistent in SELFNet and PINN.

5.2.2 TRAINING OF SELFNET

To train SELFNets for each dataset, 40,000 source points from axial particle displace-

ment fields, 25,000 collocation points, 200 points for the initial zero displacement and

velocity conditions were used in ℓu, ℓf and ℓb, respectively. The sampling of datapoints

was updated each epoch. The weight ratio was Wu : Wdif : Wf : Wb = 1 : 0.001 :

0.0001 : 1. Each dataset was trained using SELFNet for 80,000 epochs, with the train-
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Table 5.1: SELFNet architecture. FFN: Fourier feature network; MLP: Multilayer perceptron.

Name Layer Input size Output size Output variable

FFN θ1

Fourier feature mapping 1
2 80 γ1

x

1 80 γ1
t

1 80 γ2
t

Fully connected 1_1-1_7 80 80 H
(1)
x ,H

(1)
t ,H

(2)
t

Pointwise multiplication 1 2×80 80 H(1,1)

2×80 80 H(1,2)

Concatenation 1 2×80 160 H
Fully connected 1_8 160 4 w

MLP θ2

Fully connected 2_1 2 80
Fully connected 2_2-2_5 60 60
Fully connected 2_6 60 1 µ

ing epochs for PINNs and MLPs being equivalent. I used an Adam optimizer to search

for optimal neural network parameters at an initial learning rate of 0.001. The learning

rate decayed by a factor of 0.9 every 2,000 epochs.

In this chapter, all experiments are implemented in PyTorch 1.13.1. The comput-

ing platform for this study was a workstation equipped with four NVIDIA RTX A4000

graphics processing units (GPUs).

5.2.3 DATA ACQUISITION

The data processing workflow is illustrated in Fig. 5.2. A Verasonics Vantage 256 sys-

tem (Verasonics, Kirkland, WA, USA) equipped with a L7-4 transducer was used to

collect SWE data. A custom 75-angle plane wave (PW) imaging sequence was pro-

grammed to image a CIRS ultrasound phantom (CIRS-049, Norfolk, VA, USA)235,236.

The ARF push from the 32 central elements lasted for 192 µs at a setting voltage of 50

V. Five hundred microseconds following the ARF push, the PW imaging sequence for
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the phantom started to image at a center frequency of 5.2 MHz and a pulse repetition

frequency (PRF) of 10 kHz, and the imaging depth was limited to 47 mm. The pushes

were repeated 75 times for different tilted PW imaging angles, evenly ranging from -15◦

to 15◦ with a step size of 0.405◦. A ground-truth (GT) dataset was built using all 75 an-

gles for CPWC, followed by a spatial Gaussian filter with a standard deviation of 0.15

mm along the x and z directions237, while a training dataset used 5 tilted PW imaging

angles in [-4◦, 2◦, 0◦, 2◦, 4◦] for compounding. The axial displacements for each frame

were extracted using the Loupas autocorrelation algorithm on the IQ data and normal-

ized by the maximum absolute axial displacement of the whole dataset |wmax|238. The

half-space from the ARF push center to the right edge was used for training, and the

propagation direction of the shear wave was from left to right in the context. The final

dimension of the region of interest (ROI) in the displacement field was 80 × 160 × 48

(lateral × axial × temporal), where the corresponding resolution in wavelength λ and

ms is 0.5λ× 0.25λ× 0.1 ms.

5.2.4 PHANTOM AND EX VIVO TISSUES

The CIRS phantom contained four types of circular lesions of various stiffness. Young’s

moduli in the lesions were 6.6 (type I), 11 (type II), 34 (type III), and 73 (type VI) com-

pared to the background value of 23 kPa. Four lesions of each stiffness with diameters

ranging from 2.5 to 10 mm were imaged using the SWE sequence. In total, 16 particle

displacement datasets were collected in this chapter.

A piece of porcine liver was purchased from a local grocery and processed as211.

During imaging, the sample was placed within a water bath, and the transducer was
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Figure 5.2: Workflow for data acquisition and processing. A Verasonics Vantage 256 equipped
with a L7-4 transducer was used to collect data on CIRS-049 phantom. The displacement data
woriginal or wGT were extracted from either 5- or 75-angle CPWC images using Loupas autocor-
relator, respectively. The displacement data woriginal from 5-angle CPWC images were fed into a
SELFNet to predict the corrected displacement field ŵ. AC: autocorrelator; CPWC: coherent plane
wave compounding; GT: ground truth.

placed on the top of the sample. The imaging parameters remained the same as those for

the phantom imaging, except the imaging duration was 12 ms. In contrast to the phantom

experiment, three training datasets for SELFNet were obtained from compounded data

using 5 angles at [-4◦, 2◦, 0◦, 2◦, 4◦], 3 angles at [2◦, 0◦, 2◦] and non-compounded 0◦

IQ data.

5.2.5 RECONSTRUCTION

A reconstruction of the elasticity map was implemented based on a cross-correlation

method developed by Song et al.239. The shear wave velocities along the x and z direc-

tions in a pixel were calculated from a window of 6 × 6 λ2 around the center pixel. The
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local shear wave velocity vs was then converted to Young’s modulus by

E = 3µ = 3ρv2s , (5.15)

where vs the group speed of shear wave in propagation media, µ the shear modulus of

media and ρ the density of media. The range of Young’s modulus was limited to 100

kPa234.

5.2.6 QUANTIFICATION METRICS

Our proposed method is compared with original displacement data, Gaussian filtered

data, PINN outputs and MLP outputs. The results of each method were evaluated using

the metrics listed below.

1. Relative ℓ2 error. The displacement fields from each method were individually

compared with the ground truth displacement wGT , in terms of relative ℓ2 er-

ror69,219,

E(w) =

√∑N
i=1 ||w

(i)
GT − w(i)||2√∑N

i=1 ||w
(i)
GT ||2

, (5.16)

where N is the total number of data points and w
(i)
GT is the i-th particle displace-

ment derived from the filtered 75-angle CPWC images.

2. Improved SNR211. The improvement over the unprocessed data woriginal was as-

sessed by

SNRimp(w) =
1

N

N∑
i=1

10 log10
∥w(i) − w

(i)
GT∥2

∥w(i)
original − w

(i)
GT∥2

. (5.17)
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3. Root mean square error (RMSE). The downstream reconstruction elasticity maps

were calculated and compared with the ground truth EGT in kPa,

RMSE(E) =

√√√√ 1

N

N∑
i=1

||E(i)
GT − E(i)||2. (5.18)

4. Structural similarity (SSIM) index. Reconstruction elasticity maps from the pro-

posed or other methods were used to calculate with the reference EGT , defined as

SSIM(E) =
(2ĒGT Ē + c1)(2σcov + c2)

(Ē2
GT + Ē2 + c1)(σ2

GT + σ2 + c2)
, (5.19)

where Ē and σ2 represent the mean and variance of the reconstructed elasticity,

respectively, σcov is the covariance between the ground truth and the reconstructed

method, c1 and c2 are constants to prevent denominator equal to zero in the divi-

sion.

5.3 RESULTS

5.3.1 DENOISING DISPLACEMENT FIELD

Snapshots of the displacement field in the phantom of a type III lesion at 1, 2, and 3

ms after ARF push are demonstrated in Fig. 5.3. The original displacement signals

woriginal contained noise, particularly in the deep (second row in Fig. 5.3). A Gaussian

filter blurred and averaged the neighboring pixels, thereby enhancing the wavefront. In

contrast, SELFNet output filtered out background noise by minimizing physics resid-

uals, while it also learned the details of the wavefront. The relative ℓ2 errors for this
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dataset were 0.227, 0.132 and 0.115 from the original, Gaussian-filtered and SELFNet-

denoised data, respectively.

The red dotted particle displacement data w in Fig. 5.3 are shown in Fig. 5.4. The

original 5-angle CPWC displacement signal over time at the location was noisy and

presented a large oscillation, while the ground truth data were smooth. The relative

ℓ2 error for the original input was 0.413. A Gaussian filter was unable to completely

eliminate the oscillation due to the low SNR of the original signal. The relative ℓ2 error

was reduced to 0.223, resulting in an improved SNRimp of 3.8 dB. SELFNet successfully

removed the noise of the displacement ŵθ1 at this point. The relative ℓ2 error was 0.159,

with the SNRimp reaching 10.8 dB in this example. SELFNet can infer displacement

at any given coordinate and it estimated displacement from 0 to 5.2 ms at a temporal

resolution of 0.02 ms in this example.

5.3.2 RECONSTRUCTION RESULTS

The downstream elasticity mappings of phantoms of type II and type VI lesions using

the correlation method are illustrated in Figs. 5.5 and 5.6.

In Fig. 5.5, reconstruction artifacts were observed on the left boundary and on the

right side of the soft lesion. The reconstruction of the original displacement signals

was noisy in the upper region of the background. The other reconstruction offered a

smoother estimate. In this type II lesion example, SELFNet achieved the highest per-

formance, with RMSE and SSIM values of 1.78 kPa and 0.977, respectively, compared

to the ground truth reconstruction.

In Fig. 5.6, a hard type VI lesion, which is more common in breast cancer or liver
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Figure 5.3: Snapshots of normalized displacement field at 1, 2 and 3 ms, in a phantom of a type
III lesion. Each row represents the ground-truth, original, Gaussian-filtered or SELFNet-predicted
displacement signals. The red dot indicates the location of the point in Figure 4. The scale bar
represents 2 mm. GT: ground-truth.
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Figure 5.4: Axial displacement at x = 8.8, z = 31 mm from 0 to 5.2 ms. The original data are
Gaussian filtered or trained using SELFNet. In comparisons with the ground truth, the relative
ℓ2 errors for the original, Gaussian-filtered, and SELFNet predicted displacement are 0.413, 0.223
and 0.159, respectively. The improved SNRs over the original data are 3.8 and 10.8 dB using a
Gaussian filter and SELFNet approaches.

disease, was reconstructed using each displacement signal240,241. In the elasticity map

from the original signal, insufficient angles for compounding resulted in saturation of

Young’s modulus within the lesion, stemming from an inaccurate estimation of shear

wave velocity. Both the PINN and MLP techniques improved the smoothness of the dis-

placement field and the reconstruction outcomes. However, this increased smoothness

led to the formation of a striped pattern extending from the top-left to the bottom-right

corner. The SELFNet reconstruction closely matched the reference, achieving a RMSE

of 2.04 kPa and an SSIM of 0.922, thus outperforming the performance of alternative

methods. Among the other methods, MLP obtained the minimum RMSE of 2.48 kPa,

and PINN reached the maximum SSIM of 0.893.

Fig. 5.7 displays the output of the auxiliary network for both type I and type VI
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Figure 5.5: Reconstruction of elasticity mappings, where a type II lesion is included. The dash-
dotted circle represents the location of the lesion. A 2 mm scale bar is plotted. Filter: Gaussian
filter; MLP: multilayer perceptron; PINN: physics-informed neural network.

lesions. The SELFNet and PINN approaches demonstrated the capability to restore

elasticity without further processing. They eliminated artifacts on the left boundary and

corrected for the error (Fig. 5.7a) that occurred as the wavefront entered the background

from the soft lesion. Notably, strip patterns were observed in the PINN’s auxiliary net-

work output in Fig. 5.7b.

99



GT Original Filter

MLP PINN SELFNet

0

10

20

30

40

50

60

70

80

Figure 5.6: Reconstruction of elasticity mappings, where a type VI lesion is included. The dash-
dotted circle represents the location of the lesion. A 2 mm scale bar is plotted. Filter: Gaussian
filter; MLP: multilayer perceptron; PINN: physics-informed neural network.
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Figure 5.7: The auxiliary network θ2 generates an approximate elasticity mapping. Displayed are
the reconstructed fields of Young’s modulus in phantoms with (a) Type I and (b) Type VI lesions.
The image from left to right shows the reference, the SELFNet results, and the PINN results. A 2
mm scale bar is included and the dash-dotted line is the boundary of the lesion.
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5.3.3 ABLATION STUDY

The summary of quantitative comparisons is listed in Table 5.2 and a detailed boxplot

for each metric is plotted in Fig. 5.8. In conclusion, methods based on neural networks

outperform traditional filtering techniques. Our SELFNet model documented a relative

ℓ2 error of 0.144, marginally higher than the PINN method 0.140, ranked second among

all methods tested. This metric exceeded the original data and Gaussian-filtered data

by 51% and 16%, respectively. Additionally, it yielded the lowest RMSE and highest

SSIM for elasticity mappings compared to the reference, recording 1.76 kPa and 0.949,

respectively. These values improved the unprocessed control by 69% and 0.093, and

outperformed the filtering method by 45% and 0.04, respectively.

The minimal relative ℓ2 error, along with the RMSE and SSIM scores in the down-

stream reconstruction results, suggested overfitting in the PINN model, as well as in the

MLP model. Compared to the MLP and PINN models, the incorporation of Fourier

feature mappings served as a critical module that contributed to improved performance.

SELFNet outperformed PINN by 20.4% and 0.025 in the RMSE and SSIM of down-

stream reconstruction, respectively. A sparse representation of the input data alleviated

overfitting to the training displacement field, indicating a superior learning ability of

high-frequency information in shear wave elastography242,230.

5.3.4 EX VIVO TISSUE RESULTS

The ex vivo tissue of the porcine liver exhibits a viscoelasticity property, suggested by

the increasing width of the arrival wave in Fig. 5.9. The following Fig. 5.10a shows the

reconstruction of Young’s modulus using the correlation method. The correlation-based
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(a)

(b)
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Figure 5.8: Overview of (a) Relative ℓ2 error, (b) RMSE, and (c) SSIM metrics for qualitative as-
sessment. The box-plots display original data and data processed by a Gaussian filter, MLP, PINN,
and SELFNet. The scatter points’ color and size reflect the lesions’ stiffness and diameter, respec-
tively. SELFNet provides the second least relative ℓ2 error and the most accurate reconstruction
based on RMSE and SSIM metrics. Outliers are not shown for relative ℓ2 error above 0.45, RMSE
above 12 kPa and SSIM below 0.7.
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Table 5.2: Quantification summary of phantom data. The unit for RMSE is kPa. N = 16. MLP:
Multilayer perceptron; PINN: physics-informed neural network; SELFNet: our proposed method;
RMSE: root-mean-square error; SSIM: Structural Similarity index.

Metrics Original Gaussian
Filter

MLP PINN SELFNet

E(w) mean 0.291 0.172 0.158 0.140 0.144
std 0.051 0.035 0.042 0.040 0.038

RMSE mean 5.72 3.20 2.24 2.21 1.76
std 4.77 3.77 1.62 1.35 1.12

SSIM mean 0.856 0.919 0.922 0.924 0.949
std 0.086 0.061 0.062 0.060 0.047

reconstruction failed to estimate the elasticity in the deep region due to attenuation.

Therefore, a relatively clear ROI of 4×8mm2 in Fig. 5.10a was selected for measurement

purposes.

In the full datasets, the relative ℓ2 errors using SELFNet in 5-, 3-angle CPWC and

non-compounded data were 0.106, 0.123 and 0.194, respectively. For reference, the

Gaussian-filtered and original displacement of 5-angle CPWC data were 0.146 and

0.184, respectively. Within the ROI, the RMSE for SELFNet-denoised displacement

of 5-angle CPWC data was 0.41 kPa, while RMSE from 3-angle compounded and non-

compounded dataset were 0.60 and 1.1 kPa, respectively. The SSIM indexes for SELF-

Net reconstructions were over 0.92 in all three cases. The findings of the ex vivo study

indicate that SELFNet is effective for viscoelastic tissues with adequate SNR, such as

in 5-angle and 3-angle CPWC B-mode images. However, in more extreme scenarios

like non-compounded ultrasound data, obtaining a clean displacement field remains a

challenge.
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(a) Phantom (b) Ex vivo tissue

Figure 5.9: The ground-truth axial displacement signals w at various lateral positions and z = 23
mm in (a) phantom and (b) ex vivo tissue. The width of wavefront in ex vivo tissue increases
along the shear wave propagation direction.

5.4 DISCUSSIONS

In this chapter, SELFNet is presented for shear wave elastography to denoise particle

displacement and to enhance the reconstruction of elasticity in biological tissue. To the

best of our knowledge, it is the first application combining the neural tangent kernel and

PINN for shear wave elastography. Training data were prepared with a limited number

of acquisitions, which were of clinical relevance to avoid long-time pressure exposure

and motion artifacts despite increasing noise levels. During performance evaluation,

SELFNet’s effectiveness was compared with conventional filtering technique and com-

parable neural network-based methods. The innovative neural network-based methodol-

ogy exhibited the capacity to smooth authentic datasets containing noise, as evidenced in

Figs. 5.3 and 5.4. Moreover, exploiting the sparse representation of input data through

Fourier feature mappings improved the downstream reconstruction, surpassing PINN

and MLP (Figs. 5.5 to 5.8). Additionally, I also applied it in a viscoelastic ex vivo tissue
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a b

c d

Figure 5.10: Ex vivo reconstruction results using SELFNet. (a) The ground truth reconstruction
of Young’s modulus in a homogeneous sample. Due to the attenuation and dispersion of the shear
wave, reconstruction in the bottom-right area is not reliable. The dash-dotted rectangle of 4 × 8
mm2 indicates the ROI used for RMSE and SSIM calculation. (b) Relative ℓ2 error v.s. the num-
ber of acquired angles. (c) RMSE v.s. the number of acquired angles. (d) SSIM v.s. the number
of acquired angles.
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dataset. The low bias value in Young’s modulus of homogeneous tissue confirmed its

robustness in viscoelastic tissue.

The denoising in displacement data is an important intermediate step for the final

reconstruction of stiffness. Traditional filtering can reduce spikes in displacement sig-

nals, but noise or artifacts due to attenuation in the deep region are inevitable (Fig. 5.4),

with fewer angles for compounding243. In this chapter a minimal problem of the half

2D space is considered. The implementation of SELFNet can be extended to the entire

space or sequence with multiple ARF pushes, such as CUSE, since the wave equations

remain applicable in these scenarios205,207.

Furthermore, to generate results where the mesh point is not defined, the FEM must

use the interpolation method, which adds extra inference time. Conversely, PINN can

predict the physics fields at any given input coordinate with the same computational time

as for the known inputs. Therefore, neural network-based methods, which are driven

by the idea of meshless input and output, have also been reported to achieve super-

resolution in a physics system with limited data244,245. SELFNet or PINN-based methods

can estimate fields at subpixels or at subframe resolutions, as shown in Fig. 5.4.

In our work, MLP θ1 also learned the first derivative of particle displacement ŵ with

respect to x, z and t. Instead of using AD twice to calculate the second derivative, I

chose to differentiate the predicted ŵt, ŵx and ŵz to accelerate the training process, as

suggested by Rao et al.69.

The elasticity predicted from SELFNet’s auxiliary network shows the potential to

remove artifacts in traditional reconstruction algorithms, as evidenced in Fig. 5.7a243.

SWENet, developed by Yin et al., has used a similar strategy of a subnetwork to suc-
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cessfully estimate the shear modulus73. Therefore, exploring reconstruction from neural

networks based on physical models could be a future research direction. Two outliers of

SELFNet are identified in Figs. 5.8b and 5.8c. These outliers correspond to the phan-

tom of large type I and type VI lesions. The reconstructions of Young’s modulus for

these two outliers are shown in Fig. 5.11. Removing outliers results in a 20% improve-

ment in RMSE for SELFNet, reducing it to 1.40 kPa. Similarly, the removal of outliers

increases SSIM by 0.013 and relative ℓ2 error by 0.002, respectively. Notably, the re-

constructions from the SELFNet-denoised data outperform other methods in terms of

RMSE and SSIM. The significant differences between these outliers and other datasets

are associated with the geometry of the lesions and reconstruction artifacts.

An alternative to improve the reconstruction results can be to use ARF pushes from

two sides of the region of interest246. The average data from two side pushes can mitigate

the reconstruction error using the correlation-based method when the shear waves cross

the boundary of two media, but the implementation of the multiple push sequence is not

the focus of this work. Additionally, SELFNet can be applied for the displacement data

for each of the two pushes separately.

The displacement fields from each acquisition need to be re-trained to suit the features

of individual data. Previous studies suggest that using pre-trained models for transfer

learning or dividing into sub-problems can accelerate the training process247,248,73.

The next steps of the application include validation using additional data from in vivo

or ex vivo models. Real data of viscoelastic tissues will be necessary to improve the

robustness of this algorithm. Although I used porcine liver tissue in our ex vivo ex-

periment, tissue samples of lesions are desired for the shear wave elastography study.
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Other complex equations can be used to model shear wave imaging, such as including

viscoelasticity225,70,73, or higher dimensions245. Another possible approach is to de-

velop PDE/ODE-regularized DL methods in a wider range of ultrasound applications.

For example, using PDEs for thermal diffusivity to monitor temperature during focused

ultrasound therapy could serve as a means of quality assurance. Recent progress in

diffusion models has shown potential in the reconstruction of medical images249,250,251.

The iterative algorithm can be exploited to solve denoising or reconstruction problems

of SWE.

5.5 CONCLUSION

I propose a multi-scale spatial-temporal SELFNet framework to estimate displacement

from noisy data. SELFNet introduces a Fourier feature mapping and an additional net-

work for the shear modulus to PINN. The mapping enhances the sparsity of the input

data, thus facilitating the learning of high-frequency information in shear wave elas-

tography displacement data. During training, SELFNet simultaneously estimates dis-

placement, its related derivative fields, and shear modulus. Using noisy displacement

signals from 5-angle CPWC ultrasound images after an ARF push, SELFNet reduced,

by 51% and 17%, the relative ℓ2 error over the original data and the Gaussian-filtered

data, respectively. With the same number of trainable parameters, it improved the elas-

ticity reconstruction compared to PINN and MLP. The reconstructed SELFNet achieved

a final RMSE of 1.76 kPa and an SSIM of 0.949, showing strong agreement with the

ground truth. Moreover, SELFNet underwent testing on ex vivo viscoelastic tissues and

continued to produce matched results. Collectively, these results indicate that SELF-
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Net effectively reduces noise in SWE with fewer data acquisitions, and the introduction

of Fourier feature mapping strengthens the network’s learning ability for shear waves,

which is potentially beneficial for clinical applications such as DVT or liver disease.
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a

b

Figure 5.11: Reconstruction of Young’s modulus in phantom of (a) a type VI lesion and (b) a
type I lesion. (a) The mismatch of pattern inside the lesion decreases SSIM of reconstructed elas-
ticity, with respect to ground-truth. (b) The artifacts occur when the shear wave leaves the lesion,
resulting in increasing RMSE. The lesions are indicated by the dash-dotted circle. A scalebar of 2
mm is included.
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CHAPTER 6

Conclusion and Future Directions

6.1 SUMMARY

Therapy for deep vein thrombosis (DVT) is a rapidly growing topic of research, given the

annual population affected by DVT. Using ultrasound for drug delivery tasks, sonothrom-

bolysis offers accelerated resolution of blood clots and seems to be a potential approach

for DVT treatment with reduced bleeding risk. However, the acoustic parameters and

the choice of microbubble (MB) have not yet been determined for optimal performance.

In this dissertation, microfluidically produced MBs was delivered to blood clots as ther-

apeutic agents for sonothrombolysis. Precise production in terms of size was imple-

mented using a micro Coulter particle counter (µCPC) and proportional-integral (PI)

controller within a microfluidic device. Subsequently, a 3D imaging technique was

implemented to allow quantification of the in vivo sonothrombolysis experiment in a

rodent model of DVT. The efficacy of large-diameter MBs was then validated in the an-

imal model and compared to other control conditions. Finally, a model-based algorithm
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was proposed for shear wave elastography, which can be applied for enhanced imaging

of DVT.

The results of this dissertation suggest that microfluidically produced MB is a safe

and controllable method in DVT therapy. The key results are summarized as follows.

1. Real-time in situ measurement and control of microbubbles from microflu-

idic devices. In Chapter 2, I implemented a closed-loop feedback control system

in a flow-focusing microfluidic device with integrated on-chip electrodes. Using

our system, microbubbles between 13 − 28 µm in diameter were measured and

counted, and their diameter was controlled using a PI controller. The measure-

ments were validated against an optical reference with R2 = 0.98 and achieved a

maximum production rate of 1.4× 105/s. Using the feedback control system, the

device enabled control in microbubble diameter in the range of 14− 24 µm.

2. Development of a quantitative method for DVT in a murine model using 3D

ultrasound imaging. In Chapter 3, a quantitative evaluation of the volume of

DVT was achieved using 3D high-frequency ultrasound imaging and a segmen-

tation tool in a murine model. The measured 3D volume of blood clots was com-

pared with the in vitro blood clot weights, resulting in a R2 coefficient of 0.89. In

the in vivo mouse model, this method was confirmed with a cylindrical volume

from macroscopic measurement, showing an R2 coefficient of 0.91.

3. Validation of efficacy using microfluidically produced microbubbles in sonothrom-

bolysis for DVT. Chapter 4 demonstrates the use of transiently stable microbub-

bles and ultrasound to improve the resolution of blood clots in a mouse model of
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pre-existing DVT. During therapy, microbubbles and thrombolytic agents were

administered through a tail vein catheter, while ultrasound was applied to the ab-

dominal region of the mice. Three-dimensional ultrasound scans were performed

before and after therapy for quantification. The therapy using microfluidically

produced MBs and ultrasound documented a significant reduction in DVT vol-

ume, where the residual volume was 20% versus 52% in the no-therapy control

(p = 0.012 < 0.05). Histological analysis of tissue sections showed a reduction

in DVT volume post-therapy. The findings indicate that large microbubbles gen-

erated from a microfluidic device show promise in ultrasound-assisted therapy to

address concerns related to venous thromboembolism.

4. Design of a physics-model-based denoising method for shear wave elastogra-

phy. Chapter 5 introduces a Shear wave ELastography Fourier feature Network

(SELFNet) using spatial-temporal random Fourier features to estimate and de-

noise particle displacement signals. The findings of in vitro and ex vivo experi-

ments indicate that SELFNet is capable of smoothing out the noise in phantom

lesions with different stiffness and sizes, outperforming a reference Gaussian fil-

tering method by 17% in relative ℓ2 error, 45% in root mean square error (RMSE)

and 0.03 in structural similarity (SSIM), respectively. Furthermore, the ablation

study suggests that SELFNet can prevent over-fitting through the Fourier feature

mapping module. The implementation of SELFNet can denoise shear wave elas-

tography data with limited acquisitions and improve elasticity reconstruction. In

this context, subject to successful translation, it has the potential to be extended

to clinical applications, such as the diagnosis of DVT, cancer or liver disease.
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In Chapter 2, the µCPC detects the volume of particles based on the Coulter princi-

ple252. The measurement system is customized for the geometry of the microfluidic de-

vice and the size of the produced MBs. In addition to my application for sonothromboly-

sis in Chapter 4, microfluidics has the potential for further clinical translation. Nanobub-

bles at sub-micron size have been produced using microfluidic techniques253,254. Reduc-

ing the size of the particles remains a challenge limited by microfabrication techniques

and material properties. Microfluidics has also been reported to provide on-demand

drug release255, or the targeted function by adding ligands to the continuous phase256.

Microfluidics can generate controllable, monodisperse products of high concentration

for biomedical applications, such as imaging or drug delivery.

The results in Chapter 5 use a Gaussian filtering method for comparison. The current

physics-informed method is an unsupervised deep learning method. Since convolutional

neural network (CNN) requires pairwise input and reference data for training, a bench-

marking of physics-informed neural network (PINN) with CNN is not fair. However,

evaluating the distinction between these two approaches is essential to determine the

scenarios of their applications. PINN-based method is appropriate for a small amount

of data without knowing the ground-truth, while the CNN-based algorithms are advan-

tageous in inference time.

6.2 FUTURE DIRECTIONS

The findings of this dissertation and other research articles suggest some possible di-

rections for sonothrombolysis therapy, microfluidics techniques, and model-based al-

gorithms for ultrasound imaging.
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6.2.1 EVALUATION OF POST THROMBOTIC SYNDROME

Post-thrombotic syndrome (PTS) is the complication developed from DVT. The man-

ifestations of PTS range from mild symptoms such as edema, to pain, and even life-

threatening conditions. However, there is still an unmet need for PTS, as it cannot be

fully cured. PTS is associated with chronic DVT, therefore, one possible direction of

this dissertation involves the removal efficacy of our sonothrombolysis technique for

chronic DVT. Sonothrombolysis therapy can be used to resolve the in vitro blood clot

model mentioned in Chapter 3. After optimizing the MB and ultrasound parameters for

chronic DVT, an in vivo study will investigate its influence on the vessel walls of the

veins. Since there are no treatments that can cure PTS, improving the quality of life

through the sonothrombolysis technique will represent a significant advancement.

6.2.2 CATHETER FOR SONOTHROMBOLYSIS THERAPY

The ultrasound transducer and microfluidics can be micro-fabricated in one catheter.

There has been growing interest in therapeutic ultrasound compatible with the human

cardiovascular system. Side-viewing transducers have been used to assist in throm-

bolysis in commercial applications and research studies116,189,156,190. Recently, a novel

design of forward-viewing transducers has also been developed to enhance sonothrom-

bolysis, evolving from a single element to multiple elements to induce vortex ultra-

sound187,188,165. One benefit of the micro-Coulter counter approach in Chapter 2 is its

operation without microscopic observation. The on-site production of microbubbles

with an integrated therapeutic transducer aggressively improves recanalization, thus re-

ducing the duration of therapy. In addition, the ultrasound transducer might be used for
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intravascular imaging. Incorporating imaging capability enables real-time monitoring

of blood clot volumes, and the dosage of thrombolytic agents can be adjusted as needed

to minimize bleeding risks.

6.2.3 DUAL FUNCTION ULTRASOUND FOR DEEP VEIN THROMBOSIS

Non-invasive ultrasound imaging is recommended for thrombolysis therapy. As an al-

ternative to a transducer-integrated catheter, shear wave elastography (SWE) have also

shown potential in thrombolysis therapy257. The difference stiffness between a thrombus

and its surrounding tissues can enhance image contrast, aiding in estimating the throm-

bus size. During therapy, real-time estimate of the size and stiffness of a thrombus can

offer information such as the lysis rate and the composition of the residual thrombus258.

Furthermore, the ARFs applied by the transducer in SWE can induce mechanical effects,

to facilitate cavitation of microbubbles or dissolution of the thrombus. Consequently,

a transducer can provide therapeutic ultrasound and simultaneously characterize blood

clots. However, an appropriate frequency of the transducer has to be chosen as it affects

the depth and resolution of the imaging. A custom sequence switching among imag-

ing, therapeutic ARFs and SWE ARFs should be programmed for this application, as

illustrated in Fig. 6.1.

6.2.4 MODEL-BASED ALGORITHMS FOR ULTRASOUND IMAGING

In the field of medical imaging, the physics behind each imaging modality forms the

foundation for visualizing the interior of the human body. For example, real ultra-

sound imaging signals are based on propagation of ultrasound waves. PINNs can in-
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Figure 6.1: Sequence for dual function ultrasound in sonothrombolysis. Ultrasound is switching
among SWE ARF, therapeutic ARF and imaging modes.

clude PDEs as a regularization term to estimate unknown data, or provide a solution to

forward/reverse problems. With known physical partial differential equations (PDEs),

PINN can be extended to enhance MBs in video sequences, or to monitor temperature

changes during high-intensity focused ultrasound therapy. Despite these applications,

further translation to medical imaging will still require instant display of the processed

results. PINN can be accelerated by dividing into sub-problems or pre-training. For

practical implementation, fully trained neural networks are recommended as they do not

require extra training. Diffusion models, or generative AI models, combine the benefit

of iterative methods and data-driven models, becoming a focus of current deep learning

research259,249. The diffusion models have been extended to medical imaging recon-

struction260,251. The network proposed in Chapter 5 could be rewritten in the diffusion

model261,262 or incorporated with traditional convolution neural networks219. Input im-

ages are encoded into a latent space matching the training data, and latent variables are
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iteratively decoded from a network trained with physics-informed regularization. There-

fore, it can effectively decrease the computation time compared to PINN and generate

prediction in near real-time, while still being governed by the laws of physics.
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