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Abstract

As mobile devices become heavily energy constrained, the need for low power, energy efficient

circuits has emerged. The application space varies from ultra low power devices such as body

sensor networks (BSNs), to higher performance applications such as smart phones, tablets,

and all other devices constrained by battery life. In order to reduce energy consumption and

increase energy efficiency, voltage supplies are scaled down to take advantage of quadratic

active energy savings. Static random access memory (SRAM) is a critical component in

modern system on chips (SoCs), consuming large amounts of area and often on the critical

timing path. SRAM is the most commonly used form of memory in cache designs due to

its high speed and high density. In the past, conventional SRAM designs were able to take

advantage of Moores law by simply reducing devices sizes and scaling down VDD. This has

become increasingly difficult as devices enter the nanoscale range due to increased device

variability and leakage. SRAM devices are typically minimum sized, which further compounds

this problem. The increase in both variation and leakage leads to reduced read and write

margins, making it more difficult to design low power SRAMs that meet frequency and yield

constraints. In addition, as the capacity of SRAM arrays continues to increase, the stability

of the worst case bitcell degrades. Therefore it has become increasingly important to evaluate

the effect of VDD reduction on SRAM yield and performance.

The goal of this work is to push the memory design space beyond its conventional bounds.

Typically the minimum supply voltage (VMIN) of SRAMs is higher than that of conventional

CMOS logic due to a higher sensitivity to device variation. In order to push SRAM designs
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past this apparent brick wall, new knobs have been introduced such as alternative bitcells

and read and write assist methods which improve the robustness of SRAMs in the presence

of variability. These knobs introduce new trade-offs between energy, speed, area and yield

which are difficult to evaluate because they are dependent on many factors such as technology

node, bitcell architecture, and design constraints.

In this work, we first investigate the trade-offs in designing a subthreshold SRAM embedded

in an ultra low power body sensor network. The result of this work is one of the first embedded

subthreshold memories, capable of operation down to 0.35 volts. Next, we present a method

for fast, accurate estimation of SRAM dynamic write VMIN, which we will show provides a

speedup of 112X over statistical blockade at a cost of only 3% average error. Furthermore, we

will evaluate the combination of new bitcell circuit topologies and circuit assist methods at

reducing SRAM read and write VMIN. Next, we extend the functionality of an existing tool

used for rapid design space exploration and optimization of SRAMs. The proposed extensions

include: evaluation of read and write assist methods, support of multi-bank design evaluation,

and yield evaluation. To combat the effects of process, voltage, and temperature (PVT)

variation, we propose a tracking method using canary cells to regain energy lost through

over-conservative guard-banding. Finally, we present a set of novel stack-based sense amplifier

designs for reducing input-referred offset. The anticipated contribution of this research is

a set of circuit methods and tools for pushing SRAM designs to lower operating voltages,

increasing yields, and evaluating design trade-offs.
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Chapter 1

Introduction

The miniaturization of devices as predicted by Moore’s Law has resulted in an ever increasing

role of electronics in our everyday lives. The reduction in size has enabled a variety of

platforms ranging from high performance supercomputers down to highly mobile hand held

devices. While technology scaling has led to an increase in mobility, it has also presented new

design challenges due to increases in variability, leakage, and design complexity. Static random

access memory (SRAM) is highly susceptible to these challenges due to its sub-minimum

sized devices and ratioed design (Figure 1.1a). SRAM is the most commonly used form of

embedded memory due to its high speed and density. It is a critical component in modern

system on chips (SoCs), consuming up to 90% [10] of the total area on chip and is often on

the critical timing path. Because of its large area, SRAM consumes a significant amount of

power in the form of leakage. The most commonly employed method for reducing leakage is

voltage scaling. In the past, the operating voltage of these memories has been easily scaled

down with technology; however as devices sizes have entered the nanometer regime, voltage

scaling has hit a fundamental wall due to reduced reliability. In order to break through

this wall and continue scaling, SRAM designers must address and overcome the challenges

outlined in the rest of this chapter.

1
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(a) (b)

Figure 1.1: (a) Schematic of the conventional 6T SRAM bitcell (b) the length of the side of
the largest square that can be fit inside the butterfly curve represents the static noise margin
of the cell [1]

1.1 Reducing SRAM VMIN

In order to increase energy efficiency, voltage supplies are scaled down to take advantage of

quadratic energy savings (E = C ∗ V 2
DD). In addition to reducing active energy, reducing

VDD also reduces leakage energy. This is especially important for SRAMs due to the fact that

memories can contain millions of cells, the majority of which are held in standby mode (e.g.

only consuming static current). The minimum operation voltage (VMIN) is defined as the

minimum voltage that the SRAM can operate without failures. The three main categories of

SRAM failures are: read, write, and hold failures. These categories will be discussed in detail

in the following subsections.

1.1.1 Read Static Noise Margin

The static noise margin is typically calculated using the butterfly curve technique (Figure

1.1b) first introduced by [11]. This metric is a measure of the amount of noise that a bitcell

can tolerate before its data becomes corrupted. During a read operation, both of the bitlines

are precharged high, and are held dynamically at VDD (Figure 1.1a). Once the wordline

(WL) pulses high (Figure 1.2b), the charge stored on the BL is discharged through XL and
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NL. Because the bitline is shared with many cells (up to 512), the value of CBIT is very large.

This can cause the node at Q to rise above ground. In order to ensure that the voltage at

this node does not rise above the switching threshold of the PR/NR inverter, the resistance

of the XL transistor must be kept larger than that of the NL transistor. If the voltage rises

above the threshold value of NR, this could result in the data being stored to flip values.

This is prevented by sizing the pull-down and passgate using the following equations [12]:

kn,XL

[
(VDD −∆V − VTn)VDSATn −

V 2
DSATn

2

]
= kn,NL (VDD − VTn) ∆V − ∆V 2

2
(1.1)

∆V =
VDSATn + CR(VDD − VTn −

√
V 2
DSATn(1 + CR) + CR2(VDD − VTn)2

CR
(1.2)

CR =
WNL/LNL
WXL/LXL

(1.3)

As an example, if the threshold voltage of the NMOS transistor is 0.4 volts, than the cell

ratio (CR) must be kept above 1.2 in order to ensure that the voltage of the Q node (∆V )

does not rise high enough to turn on the NR transistor. By sizing these devices properly, we

can ensure that the bitcell remains stable during a read. However, as we can see from these

equations, variation in the threshold voltage could cause the bitcell to become unstable. This

type of ratioed design becomes even more unreliable in the sub-threshold region where the on

current becomes exponentially dependent on VT (equation 1.4). This exponential dependence

of ISUBV T on VT is one of the biggest challenges in designing in the sub-threshold region.

ISUBV T = I0
W

L
exp

(
VGS − VT − ηVDS

ηVth

)(
1− exp

(
−VDS
Vth

))
(1.4)
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(a) (b)

Figure 1.2: (a) Equivalent circuit of the conventional 6T SRAM bitcell during a write
operation (b) a typical SRAM read and write timing diagram

1.1.2 Write-Ability

During a write (Figure 1.2a and 1.2b), the bitlines are driven statically to VDD and ground.

In this example we are writing a 1 into the cell. Because we have sized the XL/NL ratio

such that the Q node cannot rise high enough to flip the cell, the new value must be written

in by pulling the QB node to ground. Once again we have a ratioed fight occurring, this

time between the XR and PR transistors. In order to write a 0 into the bitcell, the QB node

must be pulled low enough to turn on the PL transistor. Using a similar approach as in

the previous section, we can set the currents of these two transistors equal to determine the

minimum sizing of the pull up to pull down ratio to pull QB low enough to flip the cell [12]:

kn,XR

[
(VDD − VTn)VQ −

V 2
Q

2

]
= kn,PR

[
(VDD − |VTp|)VDSATp −

VDSATp
2

2

]
(1.5)

VQ = VDD − VTn −

√
(VDD − VTn)2 − 2

µp
µn
PR

[
(VDD − |VTp|)VDSATp −

V 2
DSATp

2

]
(1.6)
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PR =
WPR/LPR
WXR/LXR

(1.7)

What we find is that the pull up device should typically be kept minimum sized in order

to improve write-ability. The downside to this is that the variability of this device will be

larger due to the fact that it is minimum sized. The passgate is typically up sized to further

reduce this ratio, and increase write-ability. The trade-off is that strengthening the passgate

also reduces read stability, therefore the two metrics must be balanced in order to maintain

functionality. As with read-stability, write-ability is reduced in sub-threshold due to the

exponential dependence of the on current to threshold voltage variations.

To measure the static write margin, the bitcell is first set into a known state (holding ’0’

or holding ’1’), and the BLs are driven to the opposite value. The WL is then swept from 0

to VDD. The margin is defined as VDD − VWL, where VWL is defined as the wordline voltage

when the internal nodes flip [13]. A large positive margin means that the cell is easy to write,

while a margin of ≤ 0 is equivalent to a static write failure. The downside to using this static

metric for write margin is that it assumes an infinite WL pulse width and is therefore more

optimistic compared to a dynamic metric. In addition, it does not take into account the

transient behavior of the bitcell. A more accurate metric for measuring write ability is to

measure the minimum WL pulse width required to flip the cell, known as TCRIT . This metric

will be discussed in detail in chapter 4.

1.1.3 Read Access Stability

Read access fails occur when the bitline differential developed before the sense amp enable

(SAE) signal goes high is not large enough for the sense amp to correctly resolve to the

correct value (Figure 1.3). This occurs due to variation in both the maximum current being

sunk by the bitcell during a read (IREAD), and the sense amp offset voltage due to variation

within the sense amp (VOS or σOFFSET ). IREAD sets the delay for the proper BL differential
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Figure 1.3: Read access fails occur due to variation in the read current and the built-in sense
amp offset [2]

to develop and is typically normally distributed. σOFFSET determines the minimum BL

differential required in order for the sense amp to resolve to the proper value. The sense amp

offset is also normally distributed and typically has a mean of 0 mV. A read access failure is

usually considered a performance failure, because the read failed to complete within the cycle

time. It has been shown in [2] that 55% of the total read delay occurs in the development of

the BL differential. Therefore it is important to minimize the delay between the WL and

SAE signal (TWL−SAE) without compromising yield.

Worst case analysis sets the value of TWL−SAE by pairing the worst case bitcell with

the worst case sense amp. However it is noted in [2] that the probability of this occurring

in a large memory is actually very small. By using this pessimistic approximation, we are

sacrificing performance as well as energy. The increase in energy is due to the fact that

the WL pulse width is larger than it needs to be, resulting in more charge being dissipated

from the bitlines. [2] instead uses order statistics to determine the bitcell/sense amp pairing

that results in the worst case TWL−SAE, resulting in a 9300x speed up over Monte Carlo

simulations. This model will be revisited in chapter 5 for evaluating the trade-off between

yield, performance, and energy.
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Figure 1.4: Curve fitting can lead to large errors if the data does not match a known
distribution

1.2 Estimating Yield

Monte Carlo (MC) simulation is the gold standard for evaluating the effects of process

variation on circuit performance and reliability. Because variation is a stochastic process, we

use MC to calculate failure probabilities, but can not necessarily guarantee functionality. The

difficulty with using MC for SRAMs is that memories can contain millions of bits; therefore

the number of simulations needed for margining becomes prohibitively large. In addition,

because we are only concerned about points lying in the tail region, Monte Carlo simulations

are not efficient at identifying these points. A common approach to reducing simulation time

is to run a relatively small number of samples and then fit the resulting distribution to the

normal distribution. Once the µ and σ are known, the stability of the worst case bitcell

can be identified. The problem with this approach is that it can only be applied to data

sets that replicate a known distribution [14, 15]. As shown in Figure 1.4, not all data sets

match a known distribution, which can lead to large errors in approximating the tail of the

distribution. Therefore, we need some method for quickly and accurately estimating SRAM

failure probabilities.
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Figure 1.5: ViPro combines device, circuit, and architectural level models to generate optimal
SRAM designs and evaluate the benefits of circuit innovations

1.3 Evaluating Design Decisions

The introduction of new circuit techniques such as read and write assist methods and new

bitcell topologies creates a whole new set of trade-offs between speed, area, performance and

reliability. These trade-offs are difficult to evaluate because they are dependent on many

factors such as technology node, bitcell architecture, and design constraints. In addition,

technology scaling has brought on a whole new set of challenges due to increases in memory

capacity, process variation, interconnect delay, soft error susceptibility (SER), and leakage.

Many circuit techniques have been proposed to address these challenges, however these

solutions tend to address individual components. A change in any one of the key memory

circuits or in the core cell technology will alter the optimal circuit topologies, partitioning,

and architecture for the entire memory. We can no longer innovate in one portion of the

memory while ignoring the effects our innovation could have on the overall memory and

system design. Without the proper support structure and tools, it would be nearly impossible

to re-design and re-optimize an entire memory by hand every time we try a new circuit, much

less explore a technique’s impact across different technologies and applications. Therefore

there is a need for a tool flow which is capable of evaluating both circuit and architectural
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Figure 1.6: The worst case VMIN is 100 mV higher than the average VMIN, resulting in
potential energy savings [3]

level design decisions at the system level. This is the goal of ViPro (Chapter 5): to combine

the device, circuit, and architectural level models in order to generate optimal SRAM designs

and evaluate the benefits of circuit innovations (Figure 1.5).

1.4 Adapating to Process, Voltage, and Temperature

(PVT) Variations

One of the biggest challenges facing commercial SoC’s is guaranteeing functionality across a

wide range of process, voltage, and temperature variations. Designs are typically margined

to ensure functionality under the worse case conditions, which typically means over-designing

for the average case. Figure 1.6 shows the traditional method of guard-banding to consider

the worst case scenario for setting the operating voltage at design time. This conservative

approach ensures reliable operation across the worst PVT corners; however it also sacrifices

potential energy savings because the full range of VMIN is large when accounting for the worst

case [16]. Because the circuit is not always operating in the worst case PVT corner, there is a
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potential to regain some of this lost energy. If the circuit could adapt to changes in the PVT

corner, instead of setting the operating voltage at design time, then the energy overhead of

conservative guard-banding could be eliminated.

1.5 Dissertation Organization

This dissertation is organized as follows. Chapter 2 presents a novel asymmetric Schmitt

Trigger (ST) bitcell which uses single ended reading to achieve higher read static noise margin

(RSNM) compared to the 6T cell and the 10T ST bitcell [5] in simulation. The second

contribution of this chapter is a comparison of different read and write assist methods and

various sub-threshold bitcell topologies. We found that assist methods had a much stronger

impact on reducing VMIN compared to alternative bitcell topologies. In addition, we find that

the bitcells proved to be write-limited in sub-threshold, a trend that has been shown to be

especially true in newer technologies [17]. Using measurements from the test chip, we show

which assist methods were more effective at reducing read and write VMIN.

Chapter 3 presents a methodology for designing sub-threshold SRAM specifically for ultra

low power body sensor networks (BSNs). In this chapter we highlight the challenges, and

common pitfalls associated with ULP memory design. The final outcome of this chapter is

a 2 kB and 4 kB sub-threshold SRAM embedded on an ultra low power body sensor SoC,

capable of operation down to 0.35V.

In Chapter 4 we focus on modeling SRAM dynamic write VMIN. We present a methodology

based on sensitivity analysis that provides a total speedup compared with recursive staticsal

blockade with only a small loss in accuracy. Using this method, we characterize SRAM

dynamic VMIN across a range of speed requirements and cache sizes. In addition, we compare

the static write failure rates to the dynamic write failure probability predicted by the model

to prove that the static metric is more optimistic and should not be used in high speed
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applications. Finally, we use the model to compare a subset of write assist methods across a

range of voltages.

Chapter 5 describes the development of Virtual Prototyping tool, ViPro. In this work,

we extend the previous functionality of ViPro to consider the effect of VT variation on the

global figures of merit. Additionally, we enable the tool to consider die yield as a metric for

evaluation.

Chapter 6 describes a canary based system for tracking process, voltage, and temperature

variation in SRAM designs. We present a methodology for optimization using order statistics

to maximize the energy savings of the system.

Chapter 7 focuses on reducing sense amp offset (σOFFSET ) in order to provide savings

in read energy and delay. The first proposed circuit uses a source coupled scheme which

reduces σOFFSET and requires no area overhead. In addition, we present three novel sense

amp designs which further reduce σOFFSET at iso-area compared to a traditional latch-based

design.



Chapter 2

The Effects of Assist Methods on

SRAM VMIN

1 As mobile devices become heavily energy constrained, the need for ultra low power circuits

has emerged. In order to reduce energy consumption, voltage supplies are scaled down to

take advantage of quadratic energy savings (Energy = C ∗ V 2
DD). The sub-threshold region

(VDD < VT ) has been shown by [18] to minimize energy per operation. Sub-threshold systems

require Static Random Access Memory for storing data at these low voltages. The problem

with this is that while logic has been shown to easily scale into the sub-threshold region, the

traditional 6T SRAM bitcell becomes unreliable at voltages below 700 mV due to process

variations and decreased device drive strength [19]. SRAM devices are typically minimum

sized, which further compounds this problem. As the capacity of SRAM arrays continues to

increase, the stability (typically measured in terms of Static Noise Margin (SNM) [11]) of the

worst case bitcell degrades. Therefore, in order for the minimum operating voltage (VMIN)

of SRAMs to enter the sub-threshold regime, more robust bitcell designs or assist methods

must be used.

One possible solution to this problem is to design a more robust bitcell topology capable of

1This chapter is based on the published paper titled: Analyzing Sub-Threshold Bitcell Topologies and the
Effects of Assist Methods on SRAM VMIN” [JB2]

12
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larger read and write margins. The downside to this strategy is that adding more transistors

to the bitcell increases the total area of the array. The second strategy is to use various

assist methods [20–29] to make the cell easier to read and write. This method also results

in a smaller area overhead and may require multiple voltage sources. In this chapter we

will analyze different bitcell topologies and assist methods to determine which is the most

effective at reducing SRAM VMIN.

2.1 Introduction of Sub-Threshold Bitcell Topologies

In a sub-threshold circuit, the supply voltage (VDD) is set below the threshold voltage (VT)

of the transistors. This reduction in VDD results in a quadratic reduction in switching power.

In addition, it reduces leakage power, which is especially important for SRAMs that contain

thousands or millions of bitcells. The main limitations of sub-threshold circuits are their

sensitivity to variation and slow speed. In the sub-threshold region, transistor currents

vary exponentially with VT. This makes designing ratioed circuits such as SRAMs nearly

impossible [30]. Another problem is that the ION/IOFF current ratio is reduced, which can

lead to read access failures on bitlines with excessive leakage. In order to combat these

problems, new bitcell topologies have been introduced and are described below.

The 8T bitcell [4] shown in Figure 2.1 adds a two transistor read buffer to the conventional

6T bitcell in order to prevent the data from being disturbed during a read. In a normal

read operation, the bitlines are precharged and the WL is pulsed high, causing the bitcell to

discharge one of the bitlines. The problem with this is that if the node storing a 0 rises above

the switching threshold of right inverter (Figure 2.1), then the cell could unintentionally flip.

The 8T cell solves this problem by decoupling the data from the read operation; therefore

the read SNM becomes the hold SNM. One weakness of this bitcell is that it still suffers

from half-select instability, which occurs during a write when an unselected cell is read like a

traditional 6T bitcell. Currently the best method to solve this problem in a bit interleaved
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Figure 2.1: The 8T bitcell [4] introduces a two transistor read buffer which decouples the
stored data from the read bitline during a read operation

Figure 2.2: The 10T bitcell [5] uses Schmitt Trigger inverters to improve the stability of the
cell during a read

architecture is by using a read before write scheme. In this method the entire row is read

and then the data is written back into the unselected cells at the same time that new data is

written to the selected cells.
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Figure 2.3: The 8T ST bitcell uses an asymmetric design to improve read margin without
sacrificing write margin (as is the case for the asymmetric 5T cell [6])

The 10T bitcell [5] (Figure 2.2) uses Schmitt Trigger (ST) inverters to help improve the

read static noise margin (RSNM). The NR2/NFR feedback transistors weaken the pull down

network when VR is high, increasing the switching threshold of the right inverter. This means

that the VL node would have to pull up much higher during a read in order to flip the cell,

resulting in higher read stability. This bitcell has been shown by [5] to have 1.56X higher

read SNM compared to the conventional 6T bitcell. The downside to this topology is that

the four extra transistors result in a 33% area penalty compared to the 6T bitcell.

We propose an 8T asymmetric Schmitt Trigger bitcell (Figure 2.3). This bitcell uses

single-ended reading and asymmetric inverters, similar to the asymmetric 5T bitcell in [6] to

improve read margin. By using an asymmetrical design, the trip point of the ST inverter

is increased, resulting in higher read stability. Because the 5T bitcell has only one access

transistor, write assist methods must be used when trying to write a 1 into the bitcell. The

advantage that this design has over the 5T bitcell is that it is written like a traditional 6T

bitcell, which eliminates the need for write assist methods. The WL is pulsed high during

both a read and write, and the WWL is only pulsed high during a write. In simulation
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(a) (b)

Figure 2.4: Read butterfly curves for the asymmetric ST, ST, and 6T bitcells. Due to the
asymmetric design of the cell, the 8T ST cell offers the highest read SNM

(Figure 2.4a) this bitcell achieves 86% higher RSNM than the 6T cell and 19% higher RSNM

than the 10T ST bitcell without VT variation.

In Figure 2.5a and 2.5b, we compare distributions of the read and hold static noise margins

for each of the bitcells under the presence of VT variation. The average hold static noise

margin (HSNM) of the 6T and 8T bitcells is 222 mV, with the 10T ST slightly higher at

226 mV and the asymmetric ST slightly lower at 218 mV. However it is interesting to note

that the standard deviation of the HSNM is 2.5 mV for 6T and 8T bitcells, 5.0 mV for the

asymmetric ST, and 7.8 mV for the 10T ST bitcell. Therefore as the number of bitcells

increases, the HSNM of the worst case bitcell in the 10T ST array will be lower compared to

the other arrays. The average read static noise margin (RSNM) of the asymmetric ST is 88%

higher than the 6T and 8% higher than the 10T ST. The 8T read distribution is the same as

the hold distribution since the data is decoupled from the read operation. This assumes that

the architecture of the 8T array does not interleave bits, or that a read before write scheme

is implemented.
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(a) (b)

Figure 2.5: (a) Hold and (b) Read static noise margin Monte Carlo simulation results. The
8T read and hold SNM are identical due to the 2T read buffer

2.2 Write Assist Methods

A write failure occurs when the value being stored in the bitcell is unable to be flipped. For

example, to write the bitcell in Figure 2.1, the bitline (BL) is held high and BLB is held low.

In order for the internal state to flip, pass-gate transistor XR must be able to pull node QB

below the switching threshold of the left inverter. A ratioed fight is occurring between XR

and PR, therefore transistor PR is usually made weak (by using a minimum sized device), to

make writing easier. The downside to making the pull up transistor minimum sized is that it

increases the VT variation of this transistor.

The goal of write assist methods is to further weaken the pull-up transistor or strengthen

the pass-gate transistor. There are several ways to accomplish this. The first is to increase

the pass-gate to pull-up ratio by upsizing, however because we are operating in sub-threshold

sizing is not an efficient knob. The second method is to collapse VDD, which weakens the

pull-up transistors by reducing their VGS and VDS [20, 25, 26]. The third and fourth methods

involve strengthening the pass-gate transistors by either boosting the WL VDD or reducing

the BL VSS [20–24, 27, 29]. These methods strengthen the pass-gate by increasing its VGS.
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(a) (b) (c)

Figure 2.6: (a) increasing the pass-gate VGS allows for easier writing of the bitcell; (b-c)
boosting the on current and reducing off current improves read access.

The downside to boosting the WL VDD is that it reduces half selected cell stability. The

weakness of reducing the BL VSS is that it increases the BL swing, which increases the total

write energy. This assist method can also lead to instability in cells sharing the same BL as

the active cell if the BL is driven below the threshold voltage of the pass-gate transistor.

2.3 Read Assist Methods

Read failures can occurs in two ways. The first is that the bitcell is flipped during a read

operation (referred to as read stability failure). This occurs when the XL and NL1 transistors

(Figure 2.1) are sinking the large amount of charge from the highly capacitive BL, and the Q

node rises above the trip point of the right inverter. In order to increase read stability, the

pull-down transistor is made stronger than the pass-gate. This ensures that the voltage drop

across NL1 (Figure 2.1) is not large enough to turn on PR. XL and NL1 form a resistive

voltage divider during a read, so by upsizing NL1 we reduce its on resistance. This reduces

the voltage rise seen on the Q node during a read. The second type of read failure occurs

when the voltage difference between the BL and BLB is not large enough for the sense

amp to determine the correct value (referred to as a read access failure). This happens in

sub-threshold due to the BL leakage current in unaccessed cells causing the BL voltage to

droop. Because the ION/IOFF ratio is reduced in sub-threshold, it is feasible for the leakage
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current through the unaccessed rows to pull the BL low at the same rate that the on current

is pulling BLB low. This leakage current can be reduced by having less bitcells sharing the

same bitline or by using one of the assist methods discussed below.

There are two goals involved in read assist methods. The first is to improve the stability

of the cross-coupled inverters during the read by either raising the bitcell VDD or reducing its

VSS [20, 21, 23–26]. While raising bitcell VDD has been shown by [19] to result in larger gains

in RSNM, the advantage of reducing the bitcell VSS is that it significantly reduces read delay

due to the body effect strengthening both the pull-down and pass-gate transistors [19]. The

second goal is improve read access by increasing the read current (ION) and reducing the BL

leakage in unaccessed cells (IOFF). The read current can be increased by boosting the WL

VDD (Figure 2.6b). The downside here is that by strengthening the pass-gate, you reduce the

stability of the cross-coupled inverters. In order to reduce bitline leakage current, the WL

VSS is reduced to a negative voltage (Figure 2.6c).

2.4 Chip Results

To compare bitcell topologies for subthreshold and to test assist features, we implemented

a test chip that was fabricated in MITLL 180 nm FDSOI. This technology is specifically

optimized for subthreshold operation by using an undoped channel to reduce capacitance

and improve VT control [31]. In addition, the gate spacer is widened and the source/drain

extensions are removed which has only a small impact on ION due to low VDS barrier. These

optimizations result in a 50x reduction in energy-delay product compared to bulk silicon.

As shown in Figure 2.7, the chip contains four SRAM arrays, with each array containing

two four-Kb banks. The banks dimensions are 128 rows by two 16 bit words. The 6T and

8T cells are sized iso-area; the ST and asymmetric ST bitcells are also iso-area and suffer

a 33% area penalty over the 6T and 8T bitcells. In order to easily test the read and write

assist methods, peripheral and bitcell array voltages are controlled by separate supplies. The
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Figure 2.7: Schematic of the conventional latch based sense amp and the proposed modification

output pads used level converters to convert from sub-threshold to super-threshold in order

to ensure that the data could be read by the Logic Analyzer. Because the main objective was

reducing VMIN, the chip was tested at 20 kHz to ensure that timing errors would not occur.

The test setup used a combination of Labview to control Keithley 2400 Source Meters and

a Tektronix TLA7012 Logic Analyzer to handle the input and output signals. To determine

the minimum data retention voltage (DRV), the memory is written with a known value, the

voltage is dropped below nominal, then raised back to nominal and the data is read back

out. The DRV is defined as the minimum voltage that the memory will retain the data. The

second metric, write VMIN is determined in a similar way. First a know value is written at
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nominal VDD, then the voltage is dropped and the opposite value is written. Next the voltage

is raised back to nominal and read back out. To determine read VMIN, a known value is

written at nominal VDD, then the voltage is dropped and the data is read back out. Each of

the tests described above is an iterative process, with the voltage dropping lower at each step

until it is close to ground.

Because the test chip was fabricated during the first run of a new technology (MITLL

180nm FDSOI), the yield was not ideal. We found full columns to be non-functional as well

as a relatively high number of random bit failures. However, even with the non-ideal yield

we were able to obtain some interesting results. The first result was that the SRAM proved

to be write limited, meaning that the write VMIN exceeded the read VMIN. The best case

write VMIN at 80% yield was 620 mV, and the best case read VMIN was 440 mV at 80% yield.

This number was chosen because the yield of some of the arrays even at nominal voltage

was below 90%. Therefore in order to capture the trends of the various assist methods, we

chose to use a yield value of 80% in order to negate the effect of these outliers. The 8T

bitcell offered the lowest read VMIN which is surprisingly only 10% lower than the other three

bitcells. This is interesting because in simulation, the RSNM of the asymmetric ST and 10T

ST bitcells was much higher than the 6T bitcell. What we observed was that there seems

to be a discrepancy between the SPICE models and silicon data. This is most likely due

to the technology being relatively immature during its first fabrication run. As a result, it

was difficult to compare bitcell topologies, which ended up producing very similar results in

silicon. The cause of these discrepancies is not yet fully understood, and more research will

be necessary to identify the source of error.

Although bitcell measurements yielded inconclusive results, we can still evaluate assist

features. The results from the different write assist methods are shown in Figure 2.8a, 2.8b,

and Table 2.1. Based on these figures, we conclude that BL VSS reduction is the most effect

method for reducing write VMIN. This method outperforms the WL VDD boost method across

each of the bitcells. It is interesting to note that the 6T bitcell and Asymmetric ST bitcell
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(a) (b)

Figure 2.8: (a) effect of BL VSS reduction on write VMIN; (b) effect of WL VDDboosting on
write VMIN; best case nominal refers to the bitcell with the lowest write VMIN without the
use of assist methods

Table 2.1: Percentage reduction in write VMIN relative to write VMIN without assist methods

Bitcell Type BL VSS Reduction WL VDD Boost

6T 30% 3%

8T 23% 12%

10T ST 27% 18%

Asymmetric ST 30% 7%

achieve the lowest write VMIN at 430 mV, a reduction of 190 mV compared to the best case

without assist methods.

As seen in Figure 2.9a, the WL VSS reduction resulted in a 100 mV reduction in read VMIN

for each of the bitcells. The interesting trend with this plot is that each of the bitcells had

almost identical read VMIN values. This would suggest using a combination of the 6T bitcell

and WL VSS reduction is the most area efficient strategy for reducing read VMIN. Based on

the results from Figure 2.9b, reducing WL VSS and bitcell VSS consistently improved the

read VMIN for each of the bitcells. This suggests that bitline leakage was a major contributor
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(a) (b)

Figure 2.9: (a) effect of WL VSS reduction on read VMIN; (b) comparison of read assist
methods

(a) (b)

Figure 2.10: Effects of increasing the WL VDDBoost (a) and BL VSS Reduction (b) above
100 mV

to reduced read margin. It is also interesting to note that increasing the bitcell VDD had the

greatest impact on the 10T ST bitcell and WL VDD boosting had the most positive effect on

the 8T bitcell. Again, process features in the new technology most likely masked the effects

of topological differences in the cells.

The results in Figure 2.10a and 2.10b show the effect of raising the assist voltage above

100 mV and are measured at a yield of 70% . As seen in Figure 2.10a, as the WL VDD is
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boosted up to 200 mV greater than nominal VDD, the write VMIN of the 10T ST and the 8T

bitcells improve consistently. However, the 6T bitcell sees no improvement in VMIN as the

WL VDD is boosted above 100 mV. Reducing the BL VSS below -100 mV has a significant

effect on reducing the write VMIN. For the 8T bitcell, a reduction from -100 mV to -150 mV

results in a 26% reduction in VMIN. However, further reducing the BL VSS to -200 mV does

not have a significant effect on reducing VMIN. Based on this data we conclude that using

a combination of the 6T bitcell and negative BL VSS is the most area efficient strategy for

reducing write VMIN.

2.5 Conclusions

In this chapter we present a novel asymmetric ST bitcell which uses single ended reading

to achieve 86% higher RSNM than the 6T cell and 19% higher RSNM than the 10T ST

bitcell in simulation. Although the asymmetrical ST and 10T ST bitcells offer improved

read stability, silicon results in the first run of a 180 nm FDSOI process showed read VMIN

comparable to the 6T bitcell. Therefore it would be interesting to repeat this analysis in a

more mature technology, to determine if the discrepancy was caused by the Spice models or

by faults in the immature process. The second contribution of this chapter is a comparison

of different read and write assist methods and various sub-threshold bitcell topologies. One

important observation is that by choosing an effective assist method, the bitcell topology

has a much less impact on VMIN. Therefore the bitcell topology with less leakage and/or

less area might be the optimum one for all the trade-offs. Another important observation

is that sub-threshold bitcells proved to be write-limited, with unassisted write VMIN 41%

higher than read VMIN. This trend has been shown by [17] to be especially true in newer

technologies. In terms of write assist methods, the BL VSS reduction is the most effective,

providing a 46% increase at -200 mV. Reducing WL VSS or bitcell VSS provided the largest

reduction in read VMIN of 26%. Based on our results, we conclude that using assist methods
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as opposed to designing new bitcell topologies is more effective at reducing SRAM VMIN.
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Chapter 3

Subthreshold SRAM Design for a

BSN

1 Body sensor networks (BSNs) promise to provide significant benefits to the healthcare

domain by enabling continuous monitoring and logging of patient bio-signal data, which can

help medical personnel to diagnose, prevent, and respond to various illnesses such as diabetes,

asthma, and heart attacks [32]. BSNs (Figure 3.1) consist of multiple nodes which are used

to collect and transmit data to an aggregator, such as a smart phone. The basic functionality

of the node is to sense a physical signal (such as temperature, heart rate, pressure, etc.),

convert that signal into digital data, process the data on chip, and transmit the results back

to the user. One of the greatest challenges in designing BSNs is supplying the node with

sufficient energy over a long lifetime. A large battery increases the form factor of the node,

making it unwearable or uncomfortable, while a small battery requires frequent changing

and reduces wearer compliance. Another option is to use energy harvesting from ambient

energy sources, such as thermal gradients or mechanical vibrations to provide potentially

indefinite lifetime [32]. However, designing a node to operate solely on harvested energy

1This chapter is based on the published papers titled: ”A Batteryless 19 µW MICS/ISM-Band Energy
Harvesting Body Sensor Node SoC” [JB1], ”A Batteryless 19µW MICS/ISM-Band Energy Harvesting Body
Sensor Node SoC for ExG Applications” [JB3], and ”A 6.45 µW Self-Powered IoT SoC with Integrated
Energy-Harvesting Power Management and ULP Asymmetric Radios” [JB6]

26
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Figure 3.1: An example BSN contained multiple nodes and an aggregator. The basic
functionality of each node is to collect and process physical signals and transmit to an
aggregator [7].

requires ultra-low power (ULP) operation since the typical output of an energy harvester is in

the 10’s of µWs [33]. To ensure sustained operation of the node using harvest energy, on-node

processing to reduce the amount of data transmitted, power management, and ultra-low

power circuits are critical. Recently published BSNs have utilized subthreshold operation to

keep overall system power less than 50W [34–37], making battery-less operation feasible.

For systems that rely on energy harvesting as in [35], an interruption of the power



Chapter 3 Subthreshold SRAM Design for a BSN 28

Figure 3.2: Typical block diagram for a wireless body sensor node SoC highlighting memory
resources (shaded) [8]

source can cause complete system state loss due to the volatile SRAM-based on-chip storage,

and this can result in the loss of vital patient data or chip instructions. Using on-chip

power management as in [38] can reduce the probability of a complete system power loss by

monitoring the available energy and turning off high-power blocks before a power outage.

Similarly, BSN SoCs often have large sleep periods where most time is spent in data retention

mode, making circuit leakage a primary concern. As technology continues to scale and

operating voltages decrease into subthreshold, leakage dominates the power budget. This is

especially critical for circuits that consume a large portion of the on-chip area such as SRAM

memories used for program, data, and buffering. Recent BSN work such as [37] has shown

that the dominant digital power consumer in a BSN can be the on-chip memories.

The amount of memory required for a biomedical system depends heavily on the target

application. Making a flexible platform that can be used for various types of biosignal data

acquisition and processing requires careful inspection of system components from a power and

throughput perspective. Depending on the set of applications, the SoC might need to cater

to programs with high compression ratios and low storage requirements while at other times
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accommodating high throughput applications needing large amounts of storage. This creates

a design challenge for flexible and ultra-low power (ULP) BSN design as power consumed

by storage elements should scale with their use. A typical SoC platform block diagram is

shown in Figure 3.2. This shows that most digital blocks on chip require buffering or storage,

and its important to carefully evaluate the trade-offs between power, area, reliability, and

integration complexity when choosing the type of memory used in each domain. In the rest

of this chapter, we discuss the challenges of optimizing memory design from a system-level

perspective, motivating the need for robust and low power storage. We then evaluate the

challenges and design opportunities of designing SRAM-based memories for ULP SoCs.

3.1 System Level Memory Requirements

3.1.1 Storage Type Considerations

There are five general classes of storage shown in Figure 3.2 data memory, instruction

memory, transceiver buffers, chip-to-chip communication buffers, and local block storage.

The usage cases for each type of memory vary in terms of read/write frequency and capacity

requirements, allowing for a variety of memory types and read/write optimizations.

Many recent BSN SoCs have relied on SRAMs to implement memory functionality on

chip. SRAM macros are a common choice due to their density and energy efficiency for

larger memory sizes typically used for data and instruction memories. To allow for ULP

chip operation, most BSN SRAMs operate in the subthreshold regime, which reduces overall

power but introduces challenges related to robustness and leakage. During power outage

events, SRAM-based memories lose state, which can mean the loss of important medical

data, chip state, and instructions. In this case, the chip must also be reprogrammed, which

is inconvenient for longitudinally deployed systems.

An alternative to SRAM-based memories is using commercial, non-volatile memory

(NVM) options such as Flash or EEPROM, but these require high read/write voltages and



Chapter 3 Subthreshold SRAM Design for a BSN 30

Figure 3.3: Breakdown of sequential and combinational elements for digital blocks in a BSN
SoC [8]

have large peak current demands. Alternative NVM solutions exist that are promising for

ULP designs but are either not yet commercially available or still require high read/write

voltages. Examples such as FeRAM have enabled state-retentive ULP operation in recent

designs [36,39]. Another example, conductive bridging RAM (CBRAM) NVM, is targeted

for ULP chips and can reduce write energy by 100x compared to Flash [40]. CBRAM also

allows write operations at voltages down to 0.6V and read voltages down to 0.35V, making

them compatible with existing BSN platforms. These NVMs were integrated on-die with an

existing BSN platform, showing feasibility for ULP SoC integration [40].

Since all memories are not large (>1kb) on an SoC, standard cell-based memories (SCMs)

synthesized using registers and latches must be considered for optimal energy and area

efficiency for small-capacity memories. SCMs are easily integrated into digital blocks during

synthesis without the need for extra power rings, reducing the overall area. Figure 3.3 shows

the number of standard cells used for a set of BSN SoC blocks based on the system in [35]. In

this example, sequential elements account for 17% of the total standard cell count and more

than 40% of the digital chip area (not including SRAMs). Based on [41], blocks containing

>1kb memory can benefit from SRAM-based storage, while blocks <1kb see power benefits
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Figure 3.4: Body-worn platform sensing modalities/applications and their corresponding
sampling rates [8]

using latch-based storage. The example in Figure 3.3 shows that some BSN accelerators with

>1k sequential standard-cells can benefit from the integration of SRAM-based memories.

This makes early design space exploration based on application requirements crucial to avoid

excessively high power and area implementations.

3.1.2 Capacity Determination

Target applications in the biomedical space include a wide range of sensing modalities,

sampling rates, processing requirements, and storage considerations. As shown in Figure

3.4, a majority of biomedical applications have sampling rates <1kHz, meaning new data

samples are infrequent relative to common system clock rates used in systems operating in

the near- or subthreshold regime (<1MHz). Minimum required memory capacities can be

determined based on the data rate requirements between on-chip components. Along any

processing path in the SoC shown in Figure 3.2, there exist data sources (e.g. sensor data

from the ADC, data received over RX or SPI), data processing (e.g. FIR filters, CORDIC),

and data sinks (e.g. TX, data memory). If the data rate of the source/processing unit, RSRC,

(in bits/s) is greater than the data rate of the processing/sink unit, RDEST, then intermediate



Chapter 3 Subthreshold SRAM Design for a BSN 32

buffering is required. The minimum amount of memory required, NMinBuff, (in bits) to meet

application constraints is dependent on the maximum continuous runtime of the program,

tprog, (in seconds). Compression that occurs during data processing eases the requirements

on the intermediate buffer between the processing and sink units and reduces RSRC. The

final relationship for determining the minimum buffer size is shown in 3.1.

NMinBuff = (RSRC −RDEST )tprog, RSRC > RDEST (3.1)

Since wireless communication consumes the most power in BSN SoCs [41], minimizing

the time that the transmitter or receiver is on is critical in energy-constrained systems. This

can be accomplished using data encoding or compression methods to reduce packet sizes, but

the maximum packet size (i.e. TX/RX buffer size) is determined by the available energy

for processing. The maximum radio transmit and receive buffer sizes, NRX/TX, (in bits) can

be computed using an estimate for available system energy for communication, Eavail, radio

startup energy, Estartup, and energy/bit of the radios, EbitRX/TX, shown in 3.2.

NRX/TX =
(Eavail − Estatup)
EbitRX/TX

(3.2)

This can reduce the leakage overheads due to unnecessary memory resources.

3.2 SRAM Design Challenges For BSNs

In low performance applications, such as body sensor networks, node lifetime is the primary

concern. To maximize node lifetime, it is important to operate at the minimum energy point,

which typically lies in the subthreshold region [18]. While low voltage operation provides

longer battery life, it also reduces the noise margins, particularly during read and write, due

to reduced device drive strength and a higher sensitivity to VT variation. Due to its ratioed

design and minimum sized devices, the 6T SRAM bitcell is more susceptible to failure at low
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Figure 3.5: Read static VMIN versus cache size across technology node

voltages than standard logic. Therefore, the two major types of designs of embedded SRAMs

for body sensor nodes are the 6T bitcell at high VDD (e.g. 1.2V) [42,43] and the 8T bitcell [4]

at low VDD (e.g. ∼0.5V) [34,35,37,44]. Although many alternative bitcell topologies exist,

e.g. [45], the 8T structure is most commonly used because it decouples the internal storage

nodes from the bitlines (BLs) during the read operation and remains compact. In this section

we highlight a few of the design challenges facing subthreshold SRAMs and the approaches

taken to overcome these challenges.

Read Static Noise Margin

Read static noise margin measures the stability of the bitcell during a read operation. As

VDD is scaled, this margin is reduced, and the probability of failure increases. Using the

model from [15], we calculate the probability of a read upset failure across a range of supply

voltages. Using the bit failure probability, we can calculate the minimum supply voltage

(VMIN) for a specified memory size that satisfies a given die yield. Figure 3.5 plots VMIN

versus cache size for the read operation to maintain a die yield of 95% (meaning 95% of dies

have no failures during read). We can see from this figure that VMIN increases as memory
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Figure 3.6: Write static VMIN versus cache size across technology node

size increases. In addition, as feature size scales down, the minimum operating voltage for a

fixed memory size increases, due to an increase in process variation. However, because BSNs

typically operate at low clock speeds, leakage tends to dominate the power budget, so process

scaling is less advantageous.

Static Write Margin

The write-ability of the cell is determined by the current ratio of the pass-gate to the pull-up

device in the bitcell. In super-threshold, this ratio is set by upsizing the pass-gate device so

that it is stronger than the pull-up device. This strategy does not work well in subthreshold

due to the exponential dependence of ION on VT. Static write margin is measured by setting

bitline (BL) and bitline bar (BLB) to ‘0’ and ‘1,’ then sweeping the wordline (WL) from 0 to

VDD. The margin is defined as VDD WL voltage when the Q/QB nodes flip. Once again

using [15], we can measure the static write VMIN required to meet a die yield of 95%. Figure

3.6 shows the write VMIN as a function of memory size. Comparing the results of Figure 3.6

and Figure 3.5, we can see that the write VMIN is typically slightly higher than the read VMIN

for the 45 nm and 65 nm nodes. The 130 nm design has a marginally lower write VMIN due
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Figure 3.7: (top) Connecting the read buffer footer to ground causes the Read BL (RBL) to
droop, while in (bottom) this leakage path is removed by driving the footer of unaccessed
rows to VDD [4]

to the fact that at the N-P ratio is heavily skewed at lower voltages in this process.

Read Access Stability

The 8T bitcell solves the problem of read upsets by adding a 2T buffer to isolate the internal

storage nodes from bitlines. However, this introduces a new problem due to the single-ended

design. Because we are operating in subthreshold, the ION/IOFF current ratio is greatly

reduced. This means that during a read, the value of IREAD could approach the total BL

leakage current (number of cells per bitline * leakage per bitcell) in designs with a large

number of cells per bitline. This can lead to read access stability failures where the leakage

through the un-accessed cells pulls the read BL low while attempting to read a ‘1’ (Figure

3.7). In [4,35], this is prevented by driving the footer of the 2T read buffer in the un-accessed

rows to VDD (Figure 3.7). This reduces the total leakage of the cache but also incurs an
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Figure 3.8: Half-select disturb during a write operation in bit interleaved designs

energy overhead to switch the footer of the accessed word during a read. [34] and [44] use

a 4T read buffer (inverter + transmission gate) to hold the read BL high during a read ‘1’;

however, this increases the leakage per bit when the memory is not in sleep mode. [37] uses a

hierarchical bitline scheme to minimize the capacitance and leakage of the local bitline and

improve read performance. The cost of this technique is higher layout area, as the global

bitline must be routed to each of the local bitlines.

Half Select Instability

The 8T bitcell is immune to data instability during a read, however it suffers from half select

instability during a write (Figure 3.8). During a write, the selected WL goes high to write

data into the cell. In bit interleaved designs (e.g. designs with more than one data word per

row), the write WL is shared by each word in the row. Therefore in unselected columns, the

pass-gate devices turn on during a write, creating a read SNM disturb. If the read static

noise margin of these cells is not sufficient, it could cause the cell to unintentionally flip

states. Because the layout area of the bitcell is so small, it is impossible to route multiple

local wordlines to each word in a row without increasing the cell size. Another solution is
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to simply not use bit interleaving and place only a single word in each row. However this

solution is not feasible in designs containing > 1kb. The third solution is to use a read before

write scheme which will be described in detail in section 3.4.

3.3 Revision 1

The first version of the BSN chip required a 1.5 kB instruction SRAM / ROM and 4kB

data SRAM. The instruction memory (IMEM) was required for storing 12 bit instructions

for execution by the digital power management (DPM) block and the PIC processor. It is

programmed once during startup using a scan chain, then once the chip is deployed, the

memory is only used for reading out instructions. The data memory (DMEM) is used as a

FIFO (First In, First Out). During signal acquisition, the digital data is streamed directly

into the DMEM. Once the memory is full, the memory address is reset to 0 and old data is

replaced with new data. When an atrial fibrillation (Afib) event is detected, the previous

eight heart beat samples stored in the data memory are transmitted wirelessly from the radio.

3.3.1 Bitcell Design and Characterization

The first step in the design process is designing a reliable bitcell. The three metrics that

we consider for reliability are: read static noise margin, write noise margin and read access

stability.

Read Static Noise Margin (RSNM)

Monte Carlo simulation shows that the mean-4σ point (for RSNM) was 0.526 mV (Figure

3.9). 4σ was chosen because the maximum memory size is 4 kB, therefore the worst case

read margin is approximately four standard deviations from the mean. With a margin this

low, any noise source on the supply could potentially result in an accidental bit flip during a

read. Therefore, to remedy this issue we decided to use the 8T bitcell [4], which eliminates
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Figure 3.9: Read Static Noise Margin Distribution at 0.5V

the problem of read instability in designs that do not use bit interleaving. To eliminate the

half-select instability that occurs during a write, a row buffer is used to store the eight words

per row. A write only occurs when the row buffer is full and the entire row is then written.

Since each row of the DMEM contains eight 16-bit words, the memory is only written once

every eight cycles. This control is managed by the direct memory access controller (DMA)

which is a sub-threshold accelerator to interface the DMEM with the rest of the SoC. We are

able to use this approach due to the fact that the DMEM is used as a FIFO (First-in, first-out),

where each successive write increments the memory address by one. This same technique is

used to write the IMEM, however the control in this case is through the scan chain. During

a read, both the instruction and data memories output the entire row, and the individual

word is selected by the DPM (IMEM) or the DMA (DMEM). This type of design allows us to

reduce the number of reads and writes to once every eight cycles, thus achieving close to an

8x energy savings (minus the overhead of additional buffers).
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(a) (b)

Figure 3.10: Comparison of the write noise margin between the (a) high VT cell and (b)
regular VT cell

Figure 3.11: A comparison of the RVT and HVT IN/IP ratio across VDD

Write Static Noise Margin (WSNM)

The next metric to consider is write noise margin. Because leakage is a major concern in

SRAMs due to the large number of inactive bitcells, the ideal bitcell would use high VT

(HVT) devices to reduce this wasted energy. However, Monte Carlo shows that the worst case

static noise margin of the bitcell using HVT devices was close to zero, meaning the bitcells
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were failing to write at 500 mV (Figure 3.10a). Therefore, to ensure adequate write margins,

we decided to use regular VT (RVT) devices (Figure 3.10b). Using these devices, we were able

to achieve a worst case write margin of 100 mV (µ− 4 ∗ σ). We can see from these Monte

Carlo results that the high VT bitcell has a lower mean and a higher sigma. The lower mean

can be explained by the plot in Figure 3.11. This figure plots the relative strength of the

NMOS device compared to the PMOS (IN/IP ). At 0.5V (the BSN digital voltage), the RVT

NMOS is 8.94X stronger than the PMOS, while the HVT NMOS is only 2.68X stronger than

the PMOS. As explained in Section 1.1.2, the NMOS pass-gate must be stronger than the

PMOS pull-up device to write to the cell. Because the process is so highly skewed towards

the NMOS at low voltages, the RVT bitcell is able to achieve a 66% higher average write

margin. In addition, the σWM is 56% lower in the RVT design compared to the HVT design.

This is due to the fact that the threshold voltage of the RVT devices is ∼350 mV while

the VT of the HVT devices is ∼500 mV for the NMOS and ∼550 mV for the PMOS. This

means that the HVT bitcell is operating in the sub-threshold region, while the RVT bitcell is

operating in near threshold. As shown in equation 1.4, on current is exponentially dependent

on VT, which leads to the higher sensitivity to variation as shown by the HVT cell. The

downside to using RVT devices is that it increases the leakage current per bitcell by 24X.

Read Access Stability

The final metric to consider to ensure reliability is read access stability. Typically in super-

threshold, read stability is determined by the minimum BL differential required for the sense

amp to generate the proper output. However because speed is not an issue due to the five

microsecond cycle time, no sense amp is required. Because the 8T bitcell has single ended

reads, the output of the read BL (RBL) is fed directly into a standard buffer. The real

concern for this design is that the leakage current from the unaccessed cells does not cause

the RBL to droop when a ‘1’ is being read (Figure 3.7). By reducing the number of bitcells

per column, we can reduce the total leakage current, however this results in a larger number
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of banks. Having more banks increases the total area due to increased redundancy of the

periphery cells (WL drivers, BL drivers, output buffers). Another approach is to reduce the

leakage from the unaccessed rows by precharging the footer voltage (Figure 3.7) to VDD. [4]

shows that this technique reduces the RBL leakage to almost zero. This technique does

however introduce a new problem. Because the footer must be driven to VSS, when a row is

active, the driver of the footer must sink all of the current from each column (in this design

there are 128 columns). By using a charge pump to boost the input gate voltage of this buffer

to 2∗VDD, we are able to achieve a 13.5X increase in on current. Even with this increase

in current, we found that the maximum number of bitcells per row to ensure that the RBL

pulled low within half of a cycle was 64.

3.4 Revision 2

To improve programmability, the second revision of the BSN design included an openMSP430

[46] on chip. In order interface the existing memory design with the openMSP430, the

memory timing must be compatible. This meant that memory could no longer be treated as

a FIFO, but must have the capability to act as a true random access memory. While this

is not a problem for reading data, it does create a problem during the write operation. In

the previous design, the write operation waited for each of the eight words in a single row

to be written, and only then did it write a complete row. For this revision, the assumption

that the word address would be incremented by one during each successive write is no longer

valid. This means that the prior solution to the half-select problem described in Section 3.2

would have to be modified to ensure data stability during a write operation.

Three possible solutions for improving half-select instability are: using an alternative

bitcell such as [5] to improve the RSNM, reducing the WL VDD to improve RSNM [20–22,47],

or implementing a read before write scheme [48–50]. The downside to using an alternative

bitcell such as [5] is that it introduces a large area overhead due to the additional bitcell
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Figure 3.12: Memory timing diagram. During a read or write, the RWL is pulsed in the first
half of the cycle. The read data is latched on the rising edge of the Latch Clock, and the
write completes in the first half of the cycle.

devices. The additional devices also increase the leakage per bit. Simulation data from

Revision 1 showed that leakage consumed 64.7% of the total memory energy during a read

access. Therefore, reducing leakage energy per bit has a significant effect on the total memory

energy. Lowering the WL VDD reduces the noise injected into the cell during half-select.

However, as shown in Section 3.3, the bitcell has a worst case write margin of 100 mV;

therefore lowering the WL VDD below 500 mV could create static write failures. The read

before write scheme takes advantage of the 8T bitcell’s ability to perform a read without

disturbing the cell data. During a write, the active row is read and the data from the row is

stored in a latch (Figure 3.12). This data is sent to the write BLs, along with the new data
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Figure 3.13: The pulse generator was designed using HVT devices, while the memory core
was designed using RVT devices

word. The new data is written into the active column, while the old data is written back into

the unselected columns. This scheme ensures that the data stored in half-selected columns is

not disturbed at the cost of higher dynamic energy during a write.

Revision 2.1

In Revision 2.1, the width of the read WL (RWL) and Latch Clock (Figure 3.12) is set by

a pulse generator circuit embedded within the memory (Figure 3.13). The pulse generator

is tune-able from a range of 131 ns up to 1.17 µs, measured at the TT (Typical-NMOS,

Typical-PMOS) process corner. During a read or a write, the pulse generator raises the

RWL, allowing the bitcell to discharge the RBL to ground. The pulse width generator is

designed using HVT devices to reduce the number of buffering stages necessary to achieve the
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target pulse width. As long as the read WL pulse width is greater than the worst case read

delay, then the RBL is able to discharge to ground before the RWL is disabled, and before

the output latch enters the hold state (Figure 3.12). The worst case read delay and largest

tune-able pulse width are shown in Table 3.1. We can see from this table that at the TT and

FF (Fast-NMOS, Fast-PMOS) corners that the output of the pulse width generator is 6.52x

and 7.22x larger than the worst case read delay, respectively. Once the RWL goes low, the

write occurs in the reminder of the first half of the clock cycle (while the Clock is high). The

second half of the clock cycle is used to precharge the read BL before the next cycle. During

a read, the data from the 128 bit output latch is latched into a 16 bit flip-flop. This ensures

that the output of the memory is stable one half of a clock cycle before and after it is latched

on the rising edge by the memory controller (ensuring setup and hold time are met).

Table 3.1: Worst case read delay, and largest pulse width generator output

TT Corner FF Corner

Read
Delay

163 ns 25 ns

Pulse
Width

1.17 µs 162 ns

After fabrication, the memory was unable to reliably read and write data at any voltage

from 0.3V up to 1.0V. The bit yield across the die ranges from 0% up to 90%. The error

causing this poor yield is a ’stuck at 1’ error. Based on the schematic, the most likely cause

of this problem is the RBL not discharging to ground before the RWL pulse is disabled.

This was confirmed by sweeping the width of the RWL pulse. The pulse width has eight

programmable settings, and test results show that the memory only begins to function at

the two highest settings. Our assumption in designing the pulse width generator is that the

regular and HVT devices would track to the same process corner. However, based on Table

3.1, we can conclude that the HVT devices are closer to the FF process corner, while the RVT

devices are TT.
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Figure 3.14: At low temperatures, the ratio of the RWL pulse width divided by the read
delay increases

To test this theory, we ran a simulation of both devices across temperature to characterize

the current ratio of the HVT and RVT devices. Results show that as the temperature is

lowered, the
IRvt
IHvt

ratio increases. This means that at low temperatures, the HVT devices

become weaker relative to the RVT. This is important because in order for the memory to

function properly, we need to increase the RWL pulse width, and decrease the read delay.

Figure 3.14 shows that as the temperature is lowered, the ratio of the RWL pulse width

divided by the read delay increases. This means that at low temperatures, we expect higher

yields due to the increase in the RWL pulse width relative to the read delay. To test this in

silicon, the memory was placed into a thermal chamber and the temperature was dropped to

−20 ◦C. On average, this increases the bit yield roughly 10% relative to the yield at room

temperature. This confirms the theory that the HVT devices are fast relative to the RVT

devices. This section highlights one of the major issues with designing muli-VT systems:

process variation may skew one set of devices relative to the other, causing issues with timing.
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Figure 3.15: Memory timing diagram. During a read or write, the memory is read in the first
half of the cycle. The read data is latched on the falling edge, and the write occurs in the
second half of the cycle.

Revision 2.2

From Revision 2.1, we learned that using pulse generators is not a robust solution for

implementing a read before write scheme in sub-threshold. In this revision, the pulse

generator is replaced by the system clock. This allows us to directly control the length of

the RWL pulse width by varying the system clock frequency. Figure 3.15 shows the new

timing scheme. The advantage of this scheme is that both the read and write WL pulses are

dependent on the clock period. Therefore, they can be easily tuned post-fabrication. The

write and read precharge are performed in parallel in the second half of the cycle. This is



Chapter 3 Subthreshold SRAM Design for a BSN 47

possible due to the fact that the read and write BLs are decoupled in the 8T bitcell. This

creates a new problem on the rising edge of the clock when the new write data inputs and

address bits arrive at the memory. To ensure that the new data isn’t written into the address

from the previous cycle, the write WL needs to pull low before the new data is accidentally

written. This problem is addressed by inserting hold time buffers at the output of the column

address and data input flip-flops.

The design was again fabricated in a commercial 130nm technology. Test results showed

reliable (100% bit yield) operation down to 0.35V, with an average standby power of 0.871µW

per kB. Table 3.2 presents a comparison of this work to existing BSN SoCs. We can see from

the table that this work achieves one of the lowest operating voltages among the current

state of the art without the use of peripheral assist methods.

Table 3.2: Comparison to existing BSN SoCs

This
Work

[34] [44] [37] [42] [43]

Application
EKG,
EMG,
EEG

-
Temp,

Pressure
EKG EKG, TIV EKG

Technology 130 nm 180 nm 180 nm 130 nm 180 nm 180 nm

Supply
Voltage

0.35-0.7 V 0.5 V 0.4-0.5 V 0.25-0.7V 1.2 V 1.2V

Memory
Size

12 kB 496 B 5 kB 4 kB 20 kB 42 kB

Bitcell
Type

8T 14T 10T 8T 6T 6T

3.5 Conclusions

In this chapter we have presented a sub-threshold SRAM embedded on a body sensor node

SoC. We have motivated the need for SRAM on BSN SoCs as the optimal solution for large
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amounts (> 1kb) of data buffering. In addition, we have presented the challenges in designing

sub-threshold SRAMs for BSNs including read and write static noise margin, read access

stability, half-select instability, and timing closure. In Revision 1, we presented a 1.5 kB

instruction memory and a 4 kB data FIFO. Bitcell optimization included: selecting the the

8T cell [4] to prevent static read upsets, choosing the RVT cell over the HVT for improved

write noise margins, and the use of a row buffer to prevent half-select disturbs. In Revision 2,

we presented a truly random access embedded sub-threshold memory design. To meeting the

timing requirements of the openMSP [46], the design employed a read-before-write scheme to

ensure half-select stability. This design achieves an average standby power of 0.871µW per

kB and reliable operation down to 0.35V in silicon, one of the lowest among existing state of

the art solutions.



Chapter 4

Modeling SRAM Dynamic Write

VMIN

1 Static Random Access Memory (SRAM) is a critical component of todays SoCs consuming

large amounts of area and often setting the critical timing path. Technology scaling has allowed

reductions in area, power, and delay. In order to continue this trend, the minimum operating

voltage (VMIN) of SRAMs must continue to scale down. This has become increasingly difficult

as devices enter the nanoscale range due to increased device variability and leakage. SRAM

devices are typically minimum sized, which further compounds this problem [51]. The increase

in both variation and leakage leads to reduced read and write margins, making it more difficult

to design low power SRAMs that meet frequency and yield constraints. In addition, as the

capacity of SRAM arrays continues to increase, the stability of the worst case bitcell degrades.

Therefore it has become increasingly important to accurately predict SRAM yield at a given

supply voltage.

The most common method for evaluating yield is through Monte Carlo (MC) simulations.

However for very large arrays (i.e. 10 Mb) the number of simulations required to identify the

worst case bitcell becomes prohibitively large. Because the majority of simulated samples

1This chapter is based on the published papers titled: Leveraging Sensitivity Analysis for Fast, Accurate
Estimation of SRAM Dynamic Write VMIN” [JB4] and ”Modeling SRAM dynamic VMIN” [JB5]

49
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do no lie in the tail region, a full MC simulation is not an efficient method for estimating

very small failure probabilities. A common approach to reducing simulation time is to run

a relatively small number of samples and then fit the resulting distribution to the normal

distribution. Once the µ and σ are known, the stability of the worst case bitcell can be

identified. The problem with this approach is that it can only be applied to data sets that

replicate a known distribution [14, 15]. However, it has been recognized that the dynamic

write margin does not fit the normal distribution [15,52]. The distribution resembles the long

tail F-distribution, but does not match it exactly. Because the distribution does not closely

match any known statistical distribution, it is difficult to model without full simulation of

the tail region.

One approach to solve this problem is to develop purely analytical models as in [53,54].

However these approaches are less accurate because approximations must be made to simplify

the problem. [52] showed that these approximations can lead to errors in failure probability

estimates of up to three orders of magnitude. Two methods that reduce MC run time by

effectively simulating only points in tail region include importance sampling [55, 56] and

statistical blockade [57,58]. These techniques can be used to reduce simulation time by several

orders of magnitude. However, because the calculation of the dynamic margin requires a

much larger number of simulations than the static noise margin (SNM), these methods still

require long simulation times. In this chapter, we present a methodology using sensitivity

analysis to further reduce the time required to calculate dynamic write VMIN.

4.1 Background

The dynamic noise margin is defined as the minimum pulse width required to write the

cell, or TCRIT [59–64]. The benefit of this metric is that it takes into account the transient

behavior of the bitcell, which is not captured by static metrics. This metric has been shown

by [62] to produce more accurate VMIN estimations than static metrics, since static metrics
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Figure 4.1: a) DC sweep of WL allows for the write margin to be calculated in a single
simulation, b) successful write operation c) even with QB pulling below Q at the end of the
WL pulse, the write is not successful

give optimistic write margins and pessimistic read margins, due to the infinite wordline (WL)

pulse width. In this chapter we focus primarily on dynamic write-ability since the static

metric results in optimistic yields and because it has been shown that write failure is more

likely in newer technologies [17]. The downside to using transient simulations is that they are

more time costly, especially when running large numbers of Monte Carlo samples to isolate

the worst case bitcells. Whereas static margin can be calculated using a single simulation (

Figure 4.10a), the calculation of TCRIT requires a binary search. This takes on average ten to

fifteen iterations to determine the critical pulse width with a high level of accuracy. Figure

4.10 b-c shows that in the presence of variation, pulling QB below Q doesnt guarantee a

successful write.

In [14, 15] the author defines static VMIN under the presence of variation. The VMIN is

defined as the point where the SNM becomes zero. The author uses the hold SNM to define

the data retention voltage, the read SNM to define read VMIN, and the WL sweep method to

define write VMIN [13]. To estimate the failure probability at a given supply voltage, each

metric is simulated across a range of VDDs. Each resulting distribution is then fitted to the

normal distribution. As VDD is reduced, the mean of the write distribution decreases and the

standard deviation increases. Then using equations 4.1 and 4.2, the failure probability can be

calculated for any VDD. In equation 4.1, s is equal to the SNM which causes a failure, which

in this case is just zero. µl and µh are defined as the SNM for writing a zero and writing a
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Figure 4.2: The distribution of TCRIT does not fit a normal distribution

one. Equation 4.2 is a best fit line representing the value of µ and σ versus VDD.
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The problem with this approach is that the dynamic margin is not normally distributed.

From Figure 4.2, the shape of the TCRIT distribution is long tailed, making the normal

approximation inaccurate. In order to apply a similar method as in [14,15], a new distribution

must be identified that fits the data. Using the curve fitting toolbox in MATLAB, we were

able to determine that the TCRIT distribution closely matches the Frechet distribution, whose

probability density function is shown in (4.3), for VDD ≤ 800 mV.

f(x) =
α

β

(
β

x− µ

)α+1

∗ exp
[
−
(

β

x− µ

)α]
(4.3)

The Frechet distribution is an extreme value distribution, commonly used to estimate the

maxima of long sequences of random variables. The three parameters: µ, α and β represent
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Figure 4.3: The three distributions match the MC data however, they do no match the tail
of the distribution

the offset, shape, and scale respectively. When applying the fit to a sample size of 5K Monte

Carlo points, we were able to closely match the Monte Carlo data. However, due to the shape

of the distribution, the fit software calculates a large confidence interval for the three fitting

parameters, resulting in errors modeling the tail region. Figure 4.3 shows three possible

fit lines predicted by the curve fitting tool. The actual line represents data taken using

importance sampling to estimate the extremely low failure probabilities. At a certain point,

the probability of failure remains constant as the WL pulse width is increased. This is due to

the fact that at 500 mV, the memory is approaching the static failure point, and therefore

a wider WL pulse does not reduce the failure probability. This figure shows that it is not

possible to extrapolate the tail of the distribution using only a small (5K) Monte Carlo

sample.

Another method to determine the dynamic write margin of the worst case bitcell is

recursive statistical blockade [58]. However, in order to accurately determine the dynamic

margin using binary search, its takes an average of twelve simulations. Using this method, it

would take over 894,000 simulations to identify the worst case write margin for a 100 Mb
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Figure 4.4: In order to characterize the bitcell, the VT of each transistor is swept independently

memory. In the next section we will describe a method using sensitivity analysis to accurately

predict the worst case bitcell that requires less than 1,100 simulations.

4.2 Estimating Dynamic Write Margin (TCRIT)

In order to reduce the cost of running large numbers of transient Monte Carlo simulations,

we propose using sensitivity analysis to quickly generate the TCRIT distribution [65]. The

first step in this method is to sweep the threshold voltages of each transistor to produce

the plot shown in Figure 4.4. The PU, PD, and PG labels represent the pull-up, pull-down,

and passgate transistors respectively. The left node of the bitcell is initially holding a 0 and

the right node is initially holding a 1. The x-axis represents the VT shift of each transistor

ranging from -6σ to 6σ; the y-axis represents the resulting TCRIT value. When sweeping the

VT of each transistor, all other transistors are left at nominal VT. We then fit each curve to a

third order polynomial. Once each of the curves has been fitted, the next step is to generate

a VT distribution for each of the six transistors (Figure 4.5). This is done by generating a

normal distribution using the sigma values from the Spice model.
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Figure 4.5: Flow chart of the proposed TCRIT model

TCRIT−OFFSET = aV 3
T−Shift + bV 2

T−Shift + cVT−Shift + d (4.4)

Next, the VT offset of each transistor is plugged into (4.4), and the six offsets are then

added to the nominal case to produce the TCRIT prediction:

TCRIT = TCRIT−NOM + TCRIT−Offset−PUL + ...+ TCRIT−Offset−PGR (4.5)

This calculation is repeated N times depending on the desired sample size. Clearly,

computing (4.5) is much faster than running the set of simulations required to find TCRIT

using Spice.

One assumption made by sensitivity analysis is that the VT variation of each transistor

has an independent effect on TCRIT. In order to verify this, we repeat the VT sweep on each

transistor, adding Monte Carlo variation to the other five transistors. If the VT variation of
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Figure 4.6: Transistor variation has a close to independent effect on TCRIT. Each line
represents a single Monte Carlo iteration

each transistor does have an independent effect on TCRIT, then we would expect the shape of

the VT curve to remain the same in the presence of variation. As shown in Figure 4.6, the

shape of the VT shift vs. TCRIT curves does not change significantly; the curves are simply

shifted up or down from the nominal case. There is some slight overlap between the curves

which leads to small errors in the predicted value.

In order to verify the accuracy of this methodology, we compared the margin of the worst

case bitcell calculated by the model and using the recursive statistical blockade tool [58]. The

accuracy of the model was tested for three memory sizes: 100 Kb, 10 Mb, and 100 Mb. The

model was also tested across a range of VDDs from 500 mV up to 1V. The results are shown

in Table 4.1. We can see from the table that the worst case error is only 6.83%, while the

average is 3.01%. A positive percentage error means that the model overestimated the TCRIT

value, resulting in slightly pessimistic margins.

The advantage of this method is that it greatly reduces simulation times while sacrificing

very little accuracy compared to statistical blockade. This same technique can be applied

to importance sampling to reduce the total run time. Simulating the VT curves in Figure

4.4 requires approximately 18.8 minutes. Once these curves have been produced, random
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Table 4.1: Percentage Error Across Memory Size

Voltage 100K 10M 100M

500 mV 6.83% -4.25% 6.51%

600 mV 2.96% -3.69% 5.61%

700 mV -0.18% -2.64% 4.75%

800 mV 0.83% -0.7% 1.21%

900 mV -4.5% 0.83% 1.43%

1V -2.72% -2.2% -2.27%

Average 3.01% 2.39% 3.63%

samples are generated (e.g., by MATLAB) and applied to equation 4.5. The run time for the

sensitivity analysis increases linearly with the number of samples. The total run time for a

100 Mb memory is only 32 minutes (Table 4.2). One disadvantage of the statistical blockade

tool is that in order to determine the worst case write margin, two separate test cases must

be run: writing a 0 and writing a 1. This means that two separate filters must be generated,

as well as two separate sets of Monte Carlo simulations. The total number of simulations

required for the recursive statistical blockade tool is 894,288, corresponding to a total CPU

runtime of 60 hours.

In summary, our method provides a 112.5X speedup at the cost of an average loss in

accuracy of 3.01% and a worst case loss of 6.83%.

4.3 Dynamic Write VMIN Prediction

Write VMIN is defined as the minimum operating voltage in which the write operation will

succeed. We can define this minimum operating point using either static or dynamic metrics.

Static write VMIN is defined as the voltage that results in an SNM of zero, meaning that even

if the WL is pulsed high for an infinite time period, the write operation will fail. Dynamic
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Table 4.2: Total Run Time Comparison

Statistical Blockade
(Number of
Simulations)

Sensitivity Analyisis
(Run Time)

Initial Simulation 24,000 18.8 min

100 Kb 107,904 0.72 s

10 M 531,096 72 s

100M 231,288 12 min

Total Simulations 894,288 -

Total Run Time 60 Hours 32 Minutes

Figure 4.7: The lines represent the point of single failure while the region above represents
no fail, and the region below represents multiple bit fails

write VMIN is defined in [62] as the voltage in which the worst case TCRIT value is larger than

the word line pulse width. In order to calculate dynamic write VMIN using our approach we

can repeat the procedure described in Figure 4.5 for varying VDD. In this example we chose

six test points between 0.5V and 1V. The procedure can be repeated for different memory

sizes, and the worst case dynamic write margin can be plotted versus VDD.

In the plot on Figure 4.7, the individual lines represent different memory sizes in bits.
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Figure 4.8: Static failure probablity versus VDD

The curves represent the (TCRIT, VDD) point of the first single bit failure. Below the curve

represents multiple bit failures and the region above the curve has no bit failures. By choosing

a WL pulse width constraint and memory size, we are able to determine the minimum

operating voltage necessary to ensure reliable operation. We can see that as the size of the

memory increases, the critical word line pulse width for the worst case bitcell also increases.

This effect becomes more pronounced as VDD is scaled down. Generating these same results

across VDD using statistical blockade would take approximately 360 hours.

To show the importance of using dynamic write VMIN as opposed to static, we have

plotted the static failure probability versus VDD in Figure 4.8. At 500 mV, the static failure

probability is 2.57e-8, which means that in a 100 Mb SRAM cache, there will likely be two

to three bitcells statically failing. At 600 mV, this failure probability decreases by over five

orders of magnitude, meaning that at this operating voltage, it is statically unlikely that there

will be any bitcells failing. As VDD is raised the static failure probability continues to decrease.

Clearly margining based on static failure probabilities leads to drastic overestimation of

SRAM yield. While dynamic metrics allow for a much more accurate measure of VMIN they

are much more costly to simulate than static metrics. This is why having a method to

accurately predict dynamic write VMIN is so valuable.
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Figure 4.9: Measuring the effects of write assist methods on dynamic write VMIN

4.4 Impact of Assists on Dynamic Write VMIN

As SRAMs continue to scale, peripheral assist methods will be needed to allow for continued

voltage scaling [22,23,27,29,66,67]. Therefore it is important to determine which write assist

methods provide the largest reductions in dynamic write VMIN. Some assist features such

as cell VSS (CVSS) boost aim to weaken the cross coupled inverters, by reducing the gate

to source voltage of the PMOS device. However, we will show that this technique actually

increases the worst case TCRIT value. With write WL (WWL) boosting, we increase the gate

voltage of the passgate transistor in order to improve the drive strength. The negative BL

reduction technique also increases the drive strength of the passgate by dropping the voltage

on the source. Using sensitivity analysis, we can quickly and accurately make predictions

about which assist methods are the most effective across a range of VDDs.

In Figure 4.9, the memory size is 1 Mb, and the ∇V for each assist method is 100 mV.

We can see that the CVSS boost technique actually increases the worst case TCRIT value.

This is due to the fact that the weakening of the cross coupled pair results in a longer time

delay for the node initially holding a 0 to pull high. At high VDD, the negative BL reduction

and WWL boost have comparable effects on reducing TCRIT, however as VDD is reduced, the
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Figure 4.10: The negative BL reduction results in improved write times due to the QB node
being pulled negative

negative BL technique provides much larger reductions in TCRIT. This can be explained by

the VT curves in Figure 4.4. We can see from this plot that as the PUR transistor (initially

on) gets stronger, the TCRIT value increases as expected. However, as the PUL transistor

(initially off) gets stronger, the TCRIT value decreases. This second order effect is due to the

fact that as the PUL transistor gets stronger, it is able to more quickly pull the internal

node high, resulting in a slightly faster switching time. Because the negative BL technique is

passing a stronger 0 (e.g. a negative voltage) into the bitcell, it is effectively strengthening the

PUL transistor. Therefore the effect of negative BL is twofold: it strengthens the passgate

transistor as well as the PUL transistor. This second effect is not seen with the WL boost

technique because it is not passing a strong 0. Figure 4.10 shows that at lower VDD (e.g. 500

mV), the QB node pulls low relatively quickly, while the majority of the write operation

is spent waiting for the Q node to pull high. This explains why boosting the WWL has

negligible effects on reducing TCRIT as compared to negative BL at lower VDD. These results

were obtained using the analysis described in section 4.2, resulting in a total speedup of 672X

over statistical blockade.
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Figure 4.11: Relaxing the WL pulse width requirement reduces the overall cycle time

4.5 Dependence of Cycle time on TCRIT

As the WL pulse width is scaled more aggressively, the time that it takes for the internal

nodes of the bitcell to settle increases. It is important that these nodes settle before the

following clock cycle because if there is a read immediately following a write, the stability of

the cell could be compromised. In a less extreme case, if one of the internal nodes has not

pulled up to VDD, the read current of the cell will be reduced which could result in a dynamic

read failure. In Figure 4.11, we quantify this trade-off by sweeping the WL pulse width and

observing the effect on the settling time of the cell. In this experiment, we define the settling

time as the length of time after the WL has gone high before the difference between the

internal nodes is 0.9*VDD. What we observe is that as the WL pulse width is lengthened,

the settling time is reduced until it eventually plateaus. This means that if we relax our WL

pulse width requirement, we can reduce the overall cycle time. The downside to lengthening

the WL pulse width is that it results in an increase in half-select energy due to a larger BL

discharge. However, we can see from Figure 4.11 that in some cases a small change in the

WL pulse width results in a large reduction in cycle time. In this example, lengthening the



Chapter 4 Modeling SRAM Dynamic Write VMIN 63

Figure 4.12: Percentage reduction in TCRIT by using negative BL as opposed to WL boosting.
Each line represents a different ratio of cycle time/WL pulse width.

WL pulse by 26% results in a 64% reduction in cycle time.

In section 4.4 we observed that negative BL reduction is more effective at reducing

dynamic write VMIN compared to WL boosting and that this effect becomes more pronounced

at low supply voltages. In this section, we take a closer look at how this trend is affected by

the cycle time. Our assumption was that the cycle time was always equal to 2*WL pulse

width. Our constraint was that the internal nodes of the bitcell must settle by the end of the

cycle. We can see from the plot in Figure 4.12 that once the ratio of cycle time to WL pulse

width becomes less than 3, lengthening the WL any further has little effect on the settling

time. This explains why the plot in Figure 4.9 shows that WL boosting results in only small

reductions in TCRIT across VDD. However, negative BL reduction reduces the settling time

of the cell by overdriving the gate of the PMOS devices, thus resulting in a reduction in

TCRIT. In order to verify this result was not simply a product of our experimental setup, we

tested the two assist methods across a range of cycle times. The plot in Figure 4.12 shows

the percentage reduction in TCRIT gained by using 100 mV of negative BL assist versus 100

mV of WL boosting. In order to normalize the cycle time across VDD, we took slices of data

at various cycle time/TCRIT ratios. We can see from this plot, that as cycle time is increased,
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the percentage reduction in TCRIT decreases. However, at low supply voltages we still see

significant (i.e. 10%) reductions in TCRIT. This is due to the fact that at low voltages, the

rise time of the PMOS dominates the total settling time of the cell.

4.6 Conclusions

In this chapter, we have shown that modeling the tail of the dynamic write margin using

a small Monte Carlo simulation is not effective due to the shape of its distribution. While

the static noise margin has been shown in [15] to fit the normal distribution, the dynamic

write margin follows a skewed long tailed distribution. We found that at VDDs below 800

mV, the distribution fits the Frechet distribution, however the tail of the distribution can

only be determined by full simulation due to poor confidence in the tail fit.

While statistical blockade is a good method for reducing simulation time, evaluating

dynamic VMIN still requires a large number of simulations. We introduced a method using

sensitivity analysis that provides a speed up over statistical blockade of 112X with an average

percentage error of 3%. This approach allows rapid assessment of dynamic write VMIN and

write assist features. In addition, we also determined that negative BL reduction has a greater

effect on reducing TCRIT than WL boosting. In addition we show that there exists a trade-off

between the critical WL pulse width and cycle time. We observe that the advantage of using

a negative BL assist versus WL boosting is reduced as cycle time increases; however this

advantage is still significant at reduced supply voltages.
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Chapter 5

Virtual Prototyper (ViPro)

1 As technology continues to scale down, the design of reliable SRAMs has become more

difficult due to increases in process variation, leakage, and interconnect delay. Many circuit

techniques such as read and write assist methods [22, 23, 27, 29, 66, 67] and alternative

bitcells [4–6] have been proposed to improve reliability; however, in order to fully understand

the tradeoffs, we must consider their effect on the global Figures of merit (FoMs) (e.g. energy,

performance, yield, and area) for the entire SRAM macro. A change in any one memory

component can impact the optimal design at both the architectural level and circuit level. We

cannot simply innovate in one portion of the memory while ignoring the effects our innovation

could have on the overall memory and system design. While designing and optimizing a full

SRAM macro provides the most accurate assessment of the global FoMs, it is not efficient to

perform a full re-design and optimization each time a new circuit is added. In addition, this

approach does not support design space exploration across the technology and application

space. Thus, there is a need for a tool flow that supports rapid design space exploration and

evaluation of SRAM designs in terms of the global FoMs.

In [68] the authors introduced a tool called ViPro (Virtual Prototyper) capable of

performing early design space exploration by creating a virtual prototype of a complete

1This chapter is based on the submitted papers under reivew titled: ”Virtual Prototyper (ViPro): An
SRAM Design Tool for Yield Constrained Optimization” [JB8]

65
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Figure 5.1: High level flow diagram of the desired functionality and tool structure

SRAM macro. The advantage of this tool is that it uses a hierarchical model that allows

designers to describe circuits with varying levels of detail (e.g. from as simple as an energy and

delay estimate up to a full netlist). Along with the hierarchical model, the tool also includes

a characterization engine that can be used with any process technology that has defined

SPICE/Spectre device models. This characterization engine includes an expandable library of

templates for characterizing SRAM components in terms of energy and delay. While this tool

provides a good first order estimate of energy and delay, it does not account for the effect of

process variation on the global FoMs. Instead, it provides the energy and delay of the average

case, with no variation present. The problem with this is that variation introduces large

amounts of timing variation and noise margin spread into the design. Ignoring variation leads

to optimistic energy and delay estimates and may also affect the optimal design configuration.

In addition, the tool in [68] provides no information on yield, which is a critical metric in

SRAM design. Therefore, in order to provide more accurate assessment of the global FoMs,

there is a need for a tool flow that takes into account the effect of process variation on energy,

delay, and yield.

In this chapter, we will expand the previous functionality of ViPro, by adding yield as a

metric for optimization. Figure 5.1 shows a high-level overview of the desired functionality

and proposed tool structure. In the proposed flow, the first step is to characterize the bitcell

and sense amp (SA) in the presence of variation using a characterization engine (CE). The



Chapter 5 Virtual Prototyper (ViPro) 67

next step is to check that the read SNM is robust, before moving on to the dynamic read

and write margin. Once the dynamic margin has been measured by the yield model, this

data will be plugged into a hierarchical memory model to measure the global FoMs. We will

describe the proposed tool structure and flow in more detail in sections III and IV.

This proposed tool flow will not only improve the accuracy of energy and delay calculations

for complete memories, but will also allow the tool to take into account the effects of process

variation. In addition, it will allow for a tradeoff between yield and performance and energy.

In order to accomplish this, we use a combination of simulation and modeling techniques

from [2,15] and Chapter 4 to determine the minimum WL pulse width required for both the

read and write operation to meet a user specified die yield as well as the static read VMIN.

Plugging this information back into the existing SRAM model, we are able to calculate the

energy and delay of a margined design, thus creating a new Pareto optimal curve for a given

yield requirement. Previously in [68], the Pareto optimal design space was generated for the

average case (not accounting for variation). In this chapter, we are able to generate Pareto

optimal curves for margined designs at a user specified die yield.

5.1 Prior Art

There are many tools that support SRAM characterization, but none offer the same level of

integrated process-circuit-sytem co-design as ViPro [68]. [69] presents a tool called CACTI

for estimating the global FoMs including area, power, and access time. This tool is commonly

used by computer architects to evaluate the FoMs across cache size. In [70], this tool is

extended to include information about global wiring parasitic energy and delay for muli-bank

designs. This enables architectural level design space exploration, however it does not support

the evaluation of circuit level optimization. The analytical models used in [69,70] make fixed

assumptions about the circuits that comprise the SRAM design. In ViPro, these circuits can

be altered by the user to evaluate their impact on the system level FoMs. In addition, CACTI
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uses ITRS [71] (Internation Roadmap for Semiconductors) parameters for estimation of power

and access times, which may not be accurate for advanced process nodes [68]. ViPro uses

TASE [72] (Technology Agnostic Simulation Environment), which uses technology agnostic

simulation templates for energy and delay calculations. This enables SRAM evaluation across

any process technology (assuming a device model is available), and ensures SPICE level

simulation accuracy. Finally, CACTI does not consider the effect of VT variation on the

global FoMs including die yield. In this chapter, we will extend the current ViPro tool [68]

to include die yield as a metric for evaluation.

As shown in Figure 1.5, two other options for design evaluation are transistor level

optimizers [73–75], and memory compilers [76]. While circuit optimizers are ideal for quickly

evaluating the energy-delay trade-off of a single component, they are not feasible to use for

architectural level design exploration. The strength of ViPro is that it can evaluate circuit

level optimization on the global FoMs. This is important because it informs the designer

of which circuit level knobs have the largest impact on system level performance. Memory

compilers are useful for generating complete designs (schematics and layout), however they

do not enable design space exploration.

5.2 Background: SRAM Yield Metrics

In this section we will provide a brief overview of the metrics used to quantify die yield. The

definition of die yield that we will use throughout this chapter is the percentage of dies with

no bit errors.

5.2.1 Static Metrics

The three static metrics used to quantify SRAM yield are: hold static noise margin (HSNM),

read static noise margin (RSNM) and static write margin (WM). The HSNM and RSNM are

measured using the traditional butterfly curve technique [11]. Static write margin is measured
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by setting bitline (BL) and bitline bar (BLB) to 0 and 1, then sweeping the wordline (WL)

from 0 to VVDD [13]. The margin is defined as VDD WL voltage when the Q/QB nodes flip.

Because the distribution has been shown to closely match the Gaussian distribution, we can

estimate read and hold static failures to very low failure probabilities using the method in [15].

We chose not to use static write metrics for reasons outlined in the following subsections.

5.2.2 Advantage of Using Dynamic Versus Static Metrics

Because static metrics assume an infinite WL pulse width, they result in pessimistic read

margins and optimistic write margins [62]. Therefore, dynamic metrics [59–64] have been

proposed to measure the effect of the WL pulse width on read stability, read access time,

and write-ability. In our case, we will look specifically at read access time and write-ability,

because we will show using [15] that the bitcell has a very low RSNM failure probability. Our

justification for this decision is that if we can show that the cell is not susceptible to static

read failures, then it will not suffer from dynamic read stability failures. The reason for this

is that static failures assume an infinite WL pulse width; therefore this metric is pessimistic

compared to dynamic read stability which assumes a finite noise disturbance.

5.2.3 Dynamic Write Margin

The dynamic write margin is defined as the minimum pulse width required to write the

bitcell (write TCRIT) [62]. We choose to use this metric since static metrics for write produce

optimistic margins due to the assumption of an infinite WL pulse width. One downside to

using transient simulations is that they take much longer to run. Additionally, it is shown in

Chapter 4 that the dynamic write margin distribution does not exactly match any known

distribution, making it difficult to accurately model the tail of the distribution. In Chapter

4, we proposed a fast, accurate method using sensitivity analysis to predict the worst case

write TCRIT for varying memory sizes. This method can be used to accurately predict the

WL pulse width required to meet a specified bit failure probability (PF). Using the failure
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probability along with the memory size, we can then calculate the probability of chip success

as PCHIP = (1 − PF )n, where n is memory size. Using the binomial distribution we can

calculate die yield as the probability that more than k out of N chips pass:

CDF = P (X ≤ k) = Σk
i=0

(
N

i

)
P i
CHIP (1− PCHIP )N−i (5.1)

1− CDF = P (X > k) (5.2)

5.2.4 Read Access Time

Read access failures are defined as a failure to generate a large enough BL differential for

the read operation to complete correctly. The development of the BL differential is one of

the major timing bottlenecks for an SRAM and is determined by the BL capacitance and

read current (IREAD). The amount of differential required for the read operation to perform

successfully is determined by the sense amp offset (σOFFSET ). In order to guard band for

the worst case condition, it is common for designers to pair the worst-case σOFFSET with the

worst-case IREAD. In reality, it is not likely that the worst-case bitcell of a large memory will

be in the same column as the worst-case sense amp [2]. By using this overly-conservative

method, designers sacrifice potential performance gains. In [2], the author uses order statistics

to calculate the critical WL pulse width (read access TCRIT) required to meet a specific die

yield. [2] shows that matching worst case σOFFSET with the worst case IREAD for that column

provides a more accurate model of read access yield. In addition, this model allows designers

to make a direct tradeoff between performance and yield.

5.3 Proposed Tool Flow

The proposed tool flow is outlined in Figure 5.2. Throughout this section, we will describe

the tool under the assumption that none of the yield model parameters have been specifically
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Figure 5.2: Flow diagram for performing yield constrained optimization

defined by the user.

5.3.1 Determining Static Read VMIN

STEP 1 in our yield constrained optimization tool flow is to characterize the static noise

margins of the bitcell. For each Monte Carlo iteration, we measure the noise margin for

reading/writing a 0 and a 1 (SNM0 and SNM1). The resulting margin is the minimum of

these two calculations. [15] found that SNM0 and SNM1 are normally distributed as well as
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negatively correlated. Therefore the SNM distribution can be accurately modeled as a joint

probability distribution function. Using the statistical model from [15] we can accurately

predict static failure probabilities (PF) across a range of VDD. Equations (5.1) and (5.2)

can then be used to determine the PF that satisfies the given die yield constraint. STEP 2

then plugs this failure probability back into the model from [15], which tells us the minimum

supply voltage (VMIN) required to meet the yield constraint. If this supply voltage is less

than the user defined supply voltage then the bitcell passes the read SNM yield test. If it is

greater, then the user can either choose to add an assist method to improve read stability

(OPTION 1) or boost the supply voltage up to VMIN (OPTION 2).

5.3.2 Characterizing Read and Write TCRIT

Once the bitcell has passed static noise margin tests, STEP 3 is to determine the critical WL

pulse width (TCRIT). In older technology generations, the read operation has typically set

this pulse width, however it has been shown that newer technologies are more write limited

due to the variation of the minimum sized PMOS device [17]. The critical read and write

WL pulse width is determined in STEP 3 using the methods outlined in [2] and Chapter 4

respectively. In the case of write TCRIT, this value is based solely on the bitcell sizing and

the target yield. The read access TCRIT is dependent on not only the bitcell sizing (which

sets IREAD) and target yield, but also on the BL capacitance per bitcell, number of bitcells

per column, number of columns per SA, the SA offset, and the total number of sense amps.

Because the read access model is able to quickly estimate the read TCRIT value for a given

configuration, we chose to calculate this value for every possible SRAM configuration and

store this data in the optimization engine.

5.3.3 Energy and Delay Characterization

After receiving the read and write pulse widths, the tool chooses to use the maximum of

these two values in STEP 4. Our assumption is that the WL pulse width for reading and
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writing is the same, so in order to meet the yield constraint we must chose the larger of the

two pulse widths. In the previous implementation, the read and write WL pulse widths were

optimized separately through simulation of the average case (no VT variation). Once the

WL pulse width has been set, STEP 5 plugs this value into the SRAM hierarchical memory

model, which then calculates the energy and delay of the full macro.

5.4 Tool Structure

Figure 5.3 shows the complete structure of the yield-aware ViPro, which is similar to what

was presented in [68]. The main contributions of this work are the yield model and tool

flow for supporting yield constrained optimization. The hierarchical memory model has

been implemented as a class structure in C++ and is used to describe the virtual prototype.

The characterization engine (CE) contains technology agnostic templates for characterizing

the energy and delay (E/D) of individual SRAM components as well as Monte Carlo (MC)

templates for characterizing IREAD, sense amp offset, dynamic write margin, read SNM and

hold SNM. Full descriptions of the hierarchical model and CE can be found in [68]; therefore

we will only provide a brief overview below. The yield model contains the framework for the

models described in the previous section for calculating read and write TCRIT, as well as the

static read VMIN. The optimization engine contains both a brute force optimization algorithm

as well as a simulated annealing algorithm for optimizing large design spaces. Because it is

not a focus of this chapter, the simulated annealing algorithm will not be described in detail.

5.4.1 Hierarchical Memory Model

The two main functions of the hierarchical memory model are to store the virtual prototype

and calculate the global FoMs. The class hierarchy has been implemented in C++ in order

to interface with the optimization algorithms. The top level SRAM class contains the global

parameters such as memory capacity, supply voltage, word size, bank partioning, and flags
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Figure 5.3: Block diagram showing the structure of ViPro. The yield modeling is the
additional feature which takes its parameters from the SRAM model and outputs the critical
read and write WL pulse widths, as well as the minimum supply voltage necessary to meet
the yield constraint.

for assist methods. It also contains energy, yield, and delay constraints. These parameters

and constraints can be set by either the user inputs or the optimization engine. The global

parameters are inherited by each component class, which additionally contains its own local

parameters. For example, the sense amp class has parameters such as offset, topology type,

energy, delay, etc. which are specific to that component. Once the virtual prototype is

defined, components with fully defined netlists are characterized by the CE, which returns the

energy and delay of the component. Once all of the components have been defined, the model

calculates the global FoMs and either reports back to the optimization engine or outputs

the results to the user. Two advantages of using a hierarchical model are: that it is easily
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extensible and it is able to capture the interactions between the various components.

5.4.2 Characterization Engine (CE)

The CE contains a library of simulation templates that can be used for characterizing a

technology (e.g. I-V curves, leakage current, inverter delay), characterizing the energy and

delay of an SRAM component, or characterizing yield specific parameters through MC

simulation such as IREAD, σOFFSET , read and hold SNM, and dynamic write noise margin.

The configuration and technology specific parameters must be passed to the CE by the

memory model before the simulation can be executed. After simulation, the data is then sent

back to the memory model and stored in the virtual prototype.

In this chapter, the characterization engine is used to calculate the average energy (not

considering local mismatch) and the delay of the full macro. The CE contains full SPICE

netlists of each SRAM component (e.g. bitcell, WL drivers, BL drivers, SA, etc.), including

the output load. The energy and delay of each component is measured separately through

simulation, including the leakage energy of each array. The read and write energy are

measured in separate simulations, and the total energy, including local and global signal

buffering, is calculated as the sum of each component. The energy and delay of the active

bank have been verified against a full schematic in [77]. Results show that for a 512 row by

16 column array, the model is accurate to within 14% in terms of delay and within 19% in

terms of energy. In order to account for the energy and delay of the global lines, the wires

are modeled as an RC network using parameters from the technology design manual. The

length of the wires is determined using the measured layout area of the bitcell. For designs

with a large number (e.g. > 4) of banks, the global interconnect is routed in an H-Tree to

reduce propagation delay. The characterization engine considers the bank dimensions when

placing the banks, to reduce the total length of the global lines.
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5.4.3 Yield Model

The yield model contains the framework for executing the models described in [2, 15] and

Chapter 4. The parameters for each yield model are sent from the memory model. Each

yield model takes as an input the target yield and memory size. The other model specific

parameters are described in Table 5.1. The output of each model is shown in Figure 5.3. For

the two dynamic metrics, the output is the minimum WL pulse width required to meet the

specified die yield constraint. The output of the static read VMIN model is the minimum

operating voltage required to meet the die yield constraint. The addition of this model

allows ViPro to create virtual prototypes that are specifically designed to meet a die yield

constraint set by the user. This results in improved accuracy of energy and delay calculations

for complete memories and also allows the tool to take into account the effects of process

variation. In addition, it enables ViPro to make a trade-off between yield and energy and

performance.

Table 5.1: A list of the input parameters for each of the yield models

Model Type Parameters

Dynamic Write Margin
(Chapter 4)

Sensitivity curves for each
bitcell device

Read Access Margin [2]

IREAD(µ, σ), σOFFSET , BL
capacitance per bitcell,
number of bitcells per

column, number of columns
per SA, total number of SA

Static Read VMIN [15] RSNM(µ, σ) across VDD

5.5 Results from the Characterization Engine

In this section, we break down the global energy and delay of a fixed size (16 Kbits) SRAM

design in order to show the architectural level trends. We look specifically at read delay
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Figure 5.4: Read delay for a fixed number of rows (64), and an increasing number of words
per row

because it is the worst case operation (e.g. the read delay > write delay, therefore it sets the

cycle time of the memory). In addition, we look at the write energy because it dominates the

total active energy. The ability to evaluate these trade-offs across any range of memory size

and technology node are what makes ViPro such a powerful tool.

5.5.1 Read Delay

The plot in Figure 5.4 shows a breakdown in the delay by component for an increasing level of

column muxing (e.g. number of words per row) and a fixed number of rows. As the number

of words per row increases from 1 to 16, the number of banks decreases from 16 to 1. This

results in a reduction in the wordline capacitance, resulting in lower WL driver delays. In

addition, the load on the precharge driver decreases, resulting in reduced precharge delays.

However, the one advantage that the single bank design has over the multibank design is the

lack of a bank mux delay. By going to a multibank scheme, we pay this cost of increasing the

logic depth, by adding another gate in the critical path. However, as seen from the plot, the

16 bank design achieves a slightly smaller read delay than the single bank design.
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Figure 5.5: Read delay for a fixed level of column muxing (2) and an increasing number of
banks

Figure 5.5 plots the read delay for each component as the number of banks increases. The

level of column muxing remains constant, so as the number of banks increases, the number of

rows decreases. The reduced number of rows results in lower BL capacitance which yields

reduced bitcell delay and reduced precharge delay. However, the reduction in precharge delay

does not have an effect on the total delay because it is less than the decoder and WL driver

delay. Since these occur in parallel, the decoder delay sets the critical path. The decoder

delay reduces as the number of rows decreases, due to a reduction in the logical stages within

the decoder. The critical component for this test case is the bank mux. As the number of

banks becomes large, the output capacitance on the bank mux (a tristate buffer) becomes

larger due to the increasing wire length. This results in a sharp increase in the bank mux

delay. However it is likely that re-optimizing the sizing on the output mux will result in

improved read delay measurements.

5.5.2 Write Energy

Figure 5.6 shows the write energy breakdown by component for two words per row, with

the number of banks increasing. As the number of banks increases, as does the number of
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Figure 5.6: Write energy for a fixed number of words per row (2). This plot shows the
trade-off between global and local interconnect energy

rows. This results in a reduction of the write driver and precharge energy, as the bitline

capacitance is reduced. In addition, the decoder energy is reduced as the number of address

bits decreases. The bitcell energy is not shown because it stays constant. This is due to the

fact that bitcell energy is mostly dependent on the number of half selected cells discharging

during the write operation. Because the number of banks increases, the length of the global

interconnect increases, which in turn increases the total interconnect energy. The data driver

plays a major role in determining the best case configuration. Because the interconnect

capacitance increases, the energy dissipated by the flip flop transmitting the data to the

local write bitlines increases. This shows that the tradeoff for reducing the length of the

global interconnect lines is higher capacitance per bank. In order to optimize the global write

energy, these combination of these two metrics needs to be minimized.

Figure 5.7 shows the write energy breakdown for a fixed number of rows and an increasing

words per row. The interconnect energy decreases from 8 to 16 words per row (2 banks to 1

bank) because the because of the introduction of the bank select signals. It then decreases

slightly because as the number of words per column decreases, the load on the local precharge

signal also decreases. The same is true for the word line driver energy. Bitcell energy has the
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Figure 5.7: Write energy for a fixed number of rows, and in increasing number of words per
row

largest influence on total energy. As the number of words per row increases, the number of

half selected cells also increases. This means that more bitlines are being discharged through

the bitcell, leading to much higher energy. This plot shows that the best way to reduce write

energy is to reduce the level of column muxing.

5.6 Results from the Yield Model

This section shows results from several experiments that were performed using the yield

model (STEP 3 from Figure 5.2). These results will highlight the trends for the critical read

and write WL pulse width across memory size, temperature, and yield. Additionally we show

the impact of WL boosting on read and write TCRIT. For the write TCRIT measurement, we

define TCRIT as the WL pulse width required for the difference between Q (initially 0) and

QB (initially 1) to equal VDD*0.9. This measurement is taken at time 2*(WL pulse width),

which assumes a 50% duty cycle on the WL. This constraint was chosen arbitrarily and can

be modified to account for different timing requirements.
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(a) (b)

Figure 5.8: (a) performance gains using column muxing (b) performance performance gains
through BL capacitance reduction

5.6.1 Column Muxing vs. BL Capacitance Reduction

[2] showed that increasing the number of bitcells per sense amp through column muxing

caused more bitcell+SA failures to cluster in a single column, thus increasing die yield. In

order to quantify this effect, we compared the benefits of column muxing vs. BL capacitance

reduction. In Figure 5.8a, we measured the read access time of a 16 Kb memory with a fixed

number of rows in Figure 5.8b with a fixed number of banks. The results show that moving

from a design with no column muxing to a 16:1 mux produced an 8.2% reduction in read

access TCRIT. From Figure 5.8b we can see that the relationship between the number of cells

per bitline and TCRIT is approximately linear. This is expected since IREAD is dependent on

the VT variation of the bitcell and the BL capacitance increases linearly as more cells are

added. By cutting the number of rows in half, the result is a nearly 50% reduction in TCRIT.

Therefore, while column muxing does result in performance gains, BL capacitance is a much

more effective knob.
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Figure 5.9: Comparing the sensitivity of read access time to the three statistical parameters:
µIread, σIread, and σOFFSET

5.6.2 IREAD vs. Sense Amp Offset

In order to generate optimal SRAM designs, it is important to understand the effects that

design parameters have on the global figures of merit. Figure 5.9 plots the percentage

reduction in three measured design variables (µIread, σIread, σOFFSET ) and the corresponding

percentage reduction in TCRIT. These three parameters are measured in STEP 1 of Figure 5.2.

In order to reduce read TCRIT, σIread and σOFFSET should be reduced. The most common way

to reduce these parameters is to increase the device size, since VT variation is proportional

to the channel area. In the bitcell, σIread could be reduced by upsizing the pull-down and

pass-gate devices. Increasing µIread results in reductions in read access time. This can be

accomplished by using a read assist method such as WL overdrive to increase the on current

of the pass-gate device. Figure 5.9 shows that increasing the average read current has the

most pronounced effect on reducing read access time. It is interesting to note that reducing

σOFFSET results in a directly proportional reduction in read access time (e.g. a 17% reduction

in σOFFSET results in exactly a 17% reduction in TCRIT).
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Figure 5.10: Read and write critical WL pulse width vs. memory size at a fixed die yield of
95%. In the case of read, the WL pulse width is shown for both the optimal and worst case
macro configuration

5.6.3 Memory Size vs. TCRIT

As memory size increases, the write bit failure rate must also decrease in order to maintain a

constant target die yield. The write failure rate is only dependent on the WL pulse width,

therefore we expect a steady increase in write TCRIT as is shown in Figure 5.10. The read

access time however is dependent on the total number of SAs, number of bitcells per sense

amp, and BL capacitance. The assumptions that we make in Figure 5.10 are that we are

limited to between 32 and 512 rows, column muxing up to 16 words per row, a maximum bank

number of 32, and a target die yield of 95%. We can see from Figure 5.10 that for smaller

designs (e.g. < 1Mb), the optimal macro design offers an order of magnitude improvement

in the read TCRIT over the worst case design. In this experiment, the worst case design has

the maximum BL length (512 cells per column) and the optimal design has minimum BL

length, which varies with design size. As the memory size rises, the optimal read access

time increases at an average rate of 9.37% per 2X increase in capacity. Once the capacity

exceeds 500 Kb, the rate of change increases to 128% per 2X increase in capacity. This rapid
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Figure 5.11: Read and write critical WL pulse width vs. temperature

increase in TCRIT is caused by the bitline length doubling in each successive iteration due to

the fact that the design has reached the maximum level of column muxing and number of

banks. Figure 5.10 shows that designs with 64 or more rows are read-limited (read operation

sets the WL pulse width), while designs with BL lengths of 32 are write-limited. Once the

memory has reached the maximize size (8 Mb), due to the constraints we defined earlier in

this section, the optimal design has the same configuration as the worst case design. Using

the yield model, we are able to quickly calculate the read and write TCRIT of every possible

configuration, which enables this type of experiment.

5.6.4 Trends Across Temperature

Tracking TCRIT across temperature is important because this information can be used to

adaptively tune assist methods to prevent bit failures. Since assist methods consume extra

energy, a mechanism for tracking failure probabilities could help reduce that cost. We can

see in Figure 5.11 that as temperature increases, the write performance degrades, while read

performance improves. One thing to note is that read performance is typically traded off for

read stability, so at higher temperatures this stability is degraded. Therefore, implementing
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(a) (b)

Figure 5.12: trade-off of read and write critical WL pulse width vs. die yield for a 100 Kb
cache (a) and 1 Mb cache with and without WL boosting (b)

a write assist using a boosted WL at higher temperatures is not a good option since it will

further degrade the read stability of half-selected cells. Instead, a negative BL scheme could

be implemented since it does not affect the stability of unselected columns.

5.6.5 Yield vs. TCRIT

In Figure 5.12a and 5.12b we characterize the trade-off between yield and performance. This

plot shows that as we approach 99% chip yield, write and read TCRIT rise dramatically. A

reduction from 99% yield to 95% results in a 26.4 and 21.1 percent reduction in read TCRIT

in the 1Mb and 100 Kb cache respectively. However, since the 100 Kb cache is write limited,

it only sees a 7.18% total reduction in TCRIT. Moving down further to 80% chip yield results

in a 41.5% reduction in TCRIT for the 1 Mb cache and 18.0% for the 100 Kb cache. Once the

curve hits 80% yield it levels off to an average of 3.47% reduction in TCRIT for every 10%

loss in yield. It is also interesting to note that at 45% and below, the 1 Mb cache is write

limited, while above 45% it is read-limited. This trade-off between yield and performance is

enabled by the addition of the yield model to the tool-flow.



Chapter 5 Virtual Prototyper (ViPro) 86

(a) (b)

Figure 5.13: Results from ViPro for a 1 Mb memory. (a) average case, (b) 95% die yield.
Annotation format- (number of banks, number of rows, words per row)

5.7 System Level Optimization

5.7.1 Average Case vs. Yield Constrained Optimization

In this section we compare the optimization results for the average case (not accounting for

VT variation) and the yield constrained case. As expected, when we account for VT variation

by margining the WL pulse width, both the energy and delay increase. Delay increases simply

due to the fact that we are significantly lengthening the WL from the average case. The

energy increases because a longer WL pulse width results in discharging the BLs to a lower

voltage during a read. This also affects the write energy due to an increase in the half-select

energy. Figure 5.13a shows the results from ViPro for a 1Mb SRAM, not accounting for

VT variation, while Figure 5.13b shows the same results 95% die yield. We can see from

this Figure that the Pareto optimal points shift to higher energy and delay. Additionally,

the difference in energy and delay between optimal and non-optimal points increases when

constrained by die yield. In the average case, the global interconnect delay and energy

dominates the system level energy and delay, consuming on average 40% of the system level

energy and delay. Once variation is accounted for and the WL pulse width is lengthened,
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Figure 5.14: Percentage energy increase from the average design (no VT variation) to the
95% die yield optimized design

energy increases 1.5-4x as shown in Figure 5.14, however the interconnect energy and delay

remains the roughly the same due to the large size of the buffers. As shown in Figure 5.13b,

designs that were initially dominated by interconnect energy and delay (and therefore not on

the original Pareto curve) shift down onto the curve because the increase in energy and delay

of the bank outweighs the overhead of the global interconnects.

Figure 5.14 shows the trends for percentage increase in macro level energy between the

average design, with no VT variation, and the 95% yield optimized design. Figure 5.14

assumes a fixed number of rows (512) with the number of banks and columns being swept. As

the WL pulse width is lengthened, the amount of energy discharged by the half-selected cells

increases. This increase in energy is multiplied by the number of half selected cells. Therefore

in designs with a large number of words per row, the percentage increase in energy is higher

than in designs with fewer words per row. The rate of increase for the read operation is less

than write due to the fact that in the nominal design, the read and write WL pulse width

are optimized separately. In the yield constrained case, we set the WL pulse width equal

to the larger of the two TCRIT values calculated by the yield model (Figure 5.2) in order to

ensure that both operations meet the yield constraint. In the average case, the write WL
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Figure 5.15: Percentage delay increase from the average design (no VT variation) to the 95%
die yield optimized design

pulse is considerably shorter because VT variation is not taken into account. Therefore the

percentage increase in the write WL pulse width is much larger than the read WL pulse

width. This larger increase in WL pulse width leads to a larger increase in half-select energy,

which increases with the number of half selected columns.

Figure 5.15 assumes a fixed number of words per row (16) with the number of rows and

banks being swept. The percentage increase in the read delay increases with the number of

rows due to the fact that the WL pulse width accounts for a larger percentage of the total

read delay in designs with large BL capacitances. Therefore, even though the WL pulse

width approximately doubles when moving from 256 to 512 rows, the percentage read delay

increase in the design with 512 rows is larger because the WL pulse width accounts for a

larger percentage of the total read delay. The addition of yield as a constraint to the tool-flow

allows for the effect of VT variation on macro-level FoMs to be quantified as shown by these

results.
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Figure 5.16: Plot of Pareto optimal points across varying die yields

5.7.2 Energy and Delay Pareto Curves Across Yield

In order to quantify the performance versus yield trade-off shown in Figure 5.12a and 5.12b,

we ran the global optimization for the entire SRAM macro for varying target yields. Shown

in Figure 5.16 are the Pareto optimal points for each case. The average and 95% die yield

Pareto optimal curves are the same points from Figure 5.13b. This plot shows that as the

target yield is reduced, both the energy and delay of the optimal design decrease. As the WL

pulse width is reduced more aggressively, yield, delay, and energy are all reduced. We can see

from this plot that even at only 20% die yield, the energy and delay of the optimal designs

are still 27% and 16% higher than the average case.

5.7.3 Comparison of Designs with Assist Methods

Typically when reporting on assist methods, authors cite the energy overhead associated with

adding new circuitry, such as a charge pump, to boost the WL above VDD. In this section we

compare the energy and delay of two 1Mb designs at a fixed die yield of 95%. One design

uses a charge pump [27] to boost the WL 100 mV above VDD and the second uses a standard

WL driver at nominal VDD. Figure 5.17 shows the Pareto optimal curves of the two SRAM
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Figure 5.17: Comparison of the Pareto optimal points of a 1Mb design with a WL boosting
scheme vs. no WL boosting at a die yield of 95%

macro level designs. It comes as no surprise that the addition of WL boosting reduces the

delay of the Pareto optimal points; however, the results show that the total energy is also

reduced.

WL boosting increases IREAD, which significantly reduces the length of the WL pulse

width. When the critical WL pulse width is calculated and plugged back into the hierarchical

SRAM model (steps 3-5 in Figure 5.2), the model measures the energy for the average case

(no VT variation). Simulation results show that using the boosted WL results in a 27%

reduction in the average BL dissipation for read and for the half-selected cells during write.

This means that, on average, less charge is being dissipated by the bitcells, and subsequently

less energy is used to precharge the BLs back to VDD. This result is counter-intuitive since

normally we think of assist methods resulting in an increase in energy.

We can explain this result by the plot in Figure 5.18. In this simulation, the read delay

was measured as the WL pulse width required to generate 150 mV of BL offset. We can see

from this plot that as the level of WL boosting increases, both the and of the read delay

distribution decrease. For the example shown in Figure 5.17, σ is reduced from 16 ps to only

10 ps. Thus, when margining the read WL pulse, the worst case is not as far out on the tail
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Figure 5.18: As the level of WL boosting increases, both the and of the read delay distribution
decrease. This explains why WL boosting saves energy at the macro level in Figure 5.17

of the distribution from the average case. This leads to the overall energy savings shown in

Figure 5.17. This example highlights the value of the yield-aware ViPro tool and its ability

to provide helpful insight to designers.

5.8 Conclusions

In this chapter we have extended the capabilities of ViPro, first presented in [68] to include

die yield as a constraint. The tool flow present in this chapter not only improves the accuracy

of energy and delay calculations, but also allows the tool to take into account the effects

of process variation. In addition, it allows for a trade-off between yield, performance, and

energy. By using a combination of simulation and modeling techniques, we are able to create

virtual prototypes that are margined to meet die yield requirements set by the user. The

tool structure described in this paper allows for comparison across different array topologies,

process technologies, and circuit choices including assist methods. Our results from the yield

model show the trends of dynamic read and write margin across temperature, memory size,

and die yield. Using this tool, we show that adding a wordline boosting scheme results in
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an overall energy savings, despite the overhead of using a charge pump circuit, due to an

improved read delay distribution.
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Chapter 6

Canary-Based PVT Tracking System

for Reducing Write VMIN

As shown in Chapter 4, reducing write VMIN has becoming increasingly challenging due to

increases in process variation. Local mismatch due to random dopant fluctuation is one of the

major contributors to SRAM reliability [78–80]. However, other sources of variation such as

global process, voltage, and temperature (PVT) variation must also be accounted for. These

sources are especially important in commercial designs, where die yield is a major concern. As

shown in Figure 6.1, margining a design for the worst case condition leads to higher operating

voltages relative to the typical case, leading to higher energy. In this example, margining for

the worst case corner results in a 0.793V increase in VMIN relative to the typical corner (TT

27 ◦C). Because the circuit is not always operating in the worst case PVT corner, there is a

potential to regain some of this lost energy. If the design could adapt to changes in the PVT

corner, instead of setting the operating voltage at design time, then the energy overhead of

conservative guard-banding could be reduced.

Variation in operating temperatures effects the transistor current characteristics. In

super-threshold, high temperatures reduce on currents (ION) leading to a reduction in

performance [82]. The typical commercial operating temperature specification is 0 ◦C to

93
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Figure 6.1: Accounting for the various sources of variation results in an increase in SRAM
VMIN

85 ◦C, while the industrial specification ranges from −40 ◦C to 100 ◦C [81]. In addition to

temperature variation, designers must also account for variation in the power delivery network.

Designs are typically margined to operate reliably under voltage variations up to +/-10%.

Finally, designs are margined to operate in the worst case global process corner. In this

chapter, we have chosen to focus on the write operation because it has been shown by [17] to

set the minimum operating voltage in newer technologies. In addition, replica bitlines and

self timed paths have been shown to reduce active energy by optimizing the read wordline

pulse width separately from the write WL pulse width [83–88]. As explained in Section 1.1.2,

the write-ability of the bitcell is determined by the current ratio of the NMOS pass-gate and

PMOS pull-up devices. A high
IPG
IPU

ratio leads to higher write-ability. This means that the

SF (Slow-NMOS, Fast-PMOS) corner is the worst case for writing data into the bitcell.
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Figure 6.2: (a) The canary control scheme counts the number of failures, then adjusts the
core voltage accordingly (b) using multiple sets of canaries allows for a tradeoff between
power and reliability [9]

6.1 Prior Art

The idea of using canary structures to monitor the failure point of storage elements was

first introduced by [89]. In this paper, the operating voltage of flip-flops is reducing during

standby mode in order to reduce leakage power. The canary flip-flop is sized to fail at a

voltage higher than the core flip-flops. During standby mode, the voltage is scaled down

until a failure is detected in the canary array. This allows for closed loop voltage scaling,

which enables the flip-flops to operate close to the optimal voltage. Because flip-flops are

such a widely used storage element in synthesized logic, [90] was able to show a 20.5% energy

reduction in a multicore processor using canary flip-flops.

In [3, 9, 16] the use of canary circuits has been extended to SRAMs. In this work, the

author has implemented a closed control loop (Figure 6.2a) which detects the data retention
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(a) (b)

Figure 6.3: (a) Raising the gate voltage of the PMOS header creates a voltage drop between
VDD and the virtual rail of the canary cell (b) increasing VRA weakens the pass-gate, thus
increasing write VMIN

voltage (DRV) of the canary array, then tunes the core voltage accordingly. DRV is the lowest

possible voltage that the bitcell can operate while still retaining its data. In order to mimic

the behavior of the core array as closely as possible, the canary cells use identical sizing and

layout. The failure voltage is tuned using a PMOS header to set the canary virtual VDD below

the core VDD (Figure 6.3a). By increasing the gate voltage of this header (thus reducing the

voltage on the virtual rail), the failure voltage of the canary can be tuned across a wide range.

This allows for multiple failure thresholds (Figure 6.2b) which enables a tradeoff between

reliability and power. The author shows that the canary architecture can achieve up to a 5x

reduction in leakage power compared to the conventional guard-band approach. However,

the downside to this scheme is that the control loop is only active when the core array is in

retention mode. When the core array is active (read or write mode) the voltage is scaled back

to the guard-band voltage. Therefore, this scheme only addresses the problem of leakage

power, not active power.

In [91], the author introduces a reverse assist canary circuit for tracking dynamic write

VMIN. As shown in Figure 6.3b, the canary cell uses a boosted bitline VSS voltage to weaken

the pass-gate device, thus increasing write VMIN. In order to check for write failures, the

canary cell is written and read during normal operation, which introduces an active power
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overhead. The canary cell uses the same wordline pulse width and wordline driver as the

core array in order to closely match the behavior of the core cells. The author shows that the

canary architecture is able to reduce the energy per cycle by up to 51.5% at the best case

corner. The downside to this work is that there is no analysis showing how many canary cells

are necessary to minimize the active energy of the system. Because there is local mismatch

present in the canary cells, the ability of the canary array to set the core array close to

the optimal voltage is determined by the size of the canary array. However, we will show

in this chapter that there is an optimal number of canary cells for a given core array size,

that balances the overhead of adding additional canaries with the energy saved. In addition,

we will show that using a PMOS header, (as first introduced in [16]) as opposed to the BL

reverse assist method, allows the core VDD to be tuned closer to its optimal VMIN.

6.2 Comparison of Canary Types

Figures 6.3a and 6.3b show the two options for canary cells. Each uses a different strategy to

raise the write VMIN relative to the core array. The circuit in Figure 6.3a creates a virtual

VDD lower than that of the core, which raises the average failure voltage of the canary cell.

The canary in Figure 6.3b uses a boosted BL voltage to weaken the pass-gate transistor

relative to the PMOS pull-up, thus reducing the write-ability of the cell. A third option is to

under drive the WL voltage, which also reduces the strength of the NMOS pass-gate. We

will use two metrics to compare the three cells options: tune-ability and robustness.

The first metric is important because the cell must be tune-able to fail at a wide range of

voltages. By sweeping the reverse assist voltage (VRA), the failure voltage of the canary cell

changes. Figure 6.4a shows that as the width of the PMOS header is increased, the range of

VMIN decreases. However, even at 8x minimum size, the range of VMIN is still 608 mV. We

will show later in this chapter that this is more than a sufficient range to account for the

local mismatch of the core array. The BL boost method achieves the highest range of 854
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(a) (b)

Figure 6.4: Range of VMIN for three canary types: (a) PMOS header, (b) WL droop and BL
boost reverse assist

(a) (b)

Figure 6.5: Range of VMIN for three canary types: (a) PMOS header, (b) WL droop and BL
boost reverse assist

mV, while the WL droop method achieves a range of 756 mV. For these simulations, the WL

pulse width is kept constant, and the failure voltage is located by performing a binary search.

Robustness is measured as the standard deviation of the canary array VMIN distribution

under the presence of local mismatch. In order to measure this, Monte Carlo simulations were

run on the three canary cells, and the standard deviation was measured. Figure 6.5a shows
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that as the PMOS header width is increased, the standard deviation decreases. This is due

to the fact that VT variation is inversely proportional to the channel area (σV t ∼
1√

W ∗ L
).

At a width of 8x minimum, the PMOS header canary achieves a standard deviation as low as

21.9 mV. The standard deviation of the BL boost and WL drooop canary is close to identifcal,

and is shown in Figure 6.5b. This figure shows that as the reverse assist voltage is increased,

the σV min increases. The average sigma at VRA = 150mV is 82 mV, nearly 4x that of the

PMOS header canary. This metric is important because decreasing sigma results in a tighter

confidence interval, thus allowing the canary array to more closely approximate the optimal

core VMIN. Table 6.1 summarizes the results. Based on this table, the PMOS header canary

type is the best options for tracking the core VMIN because it has a sufficient range and is

the most robust option.

Table 6.1: Comparison of the three canary cells

PMOS Header (8x) WL VDD Droop BL VSS Boost

Tune-
able

Range
608 mV 756 mV 854 mV

Sigma 21.9 mV 82 mV (average) 82 mV (average)

6.3 Optimizing Canary Design using Order Statistics

Using the plot in Figure 6.1, we can measure the target VMIN for the design. In this plot,

the y-axis represents the write failure probability of a single bitcell at the given supply

voltage. Using the binomial distribution (as in Chapter 5), we calculate the maximum failure

probability needed to ensure a given die yield. From the plot in Figure 6.1 we then measure

the target VMIN at the typical corner, and design the canary array to accurately identify

this point. Because the canary cell is identical to the core cell, it will be able to track PVT
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(a) (b)

Figure 6.6: Example of an order statistic for N=16 (a) probability density function (b)
cumulative distribution function

variation, thus allowing the core array voltage to be set to the optimal VMIN. This target

voltage is the point that we will design the canary system to track using order statistics.

Order statistics are used to characterize the kth smallest value of a set of samples. The

equation for the probability density function (PDF) zN:k (where k represents the kth smallest

element from a sample size of N) of a distribution with a PDF of f(x) and a cumulative

distribution function (CDF) of F(x) is [92]:

zN :k(x) =
N !

(k − 1)!(N − k)!
[F (x)]k−1 [1− F (x)]N−k f(x) (6.1)

In this case, f(x) and F(x) are the PDF and CDF of the canary VMIN distribution, which

follows a normal distribution. In the case of the canary design, k = 1 represents the canary

with the lowest VMIN, while k = N represents the canary with the highest VMIN. As the

memory (core and canary) voltage is scaled down, we expect the canary k = N to fail first,

then k = N − 1, and so on. Figure 6.6a shows an example of a canary array of size 16. This

figure shows the failure distribution of the three canaries with the highest VMIN. Figure

6.6b shows the CDF of the canary distribution. The intersection of Y = 0.95 and each
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(a) (b)

Figure 6.7: (a) shows the expected failure points at a confidence of 0.95 for a canary array of
N=16. ∆V represents the resolution of the canary array (b) ∆V of a canary array N=128.

The “sweet spot” occures between k =
N

4
and k =

3N

4

order statistic represents the voltage that each successive canary is expected to fail at, or

above, with 95% confidence. We can see from Figure 6.6 that as k approaches N/2 the order

statistic becomes more robust, meaning that the width of the confidence interval decreases.

By designing the canary array using order statistics, we are able to more closely track the

target core VMIN.

Figure 6.7a plots the expected failure voltages at a confidence of 0.95 of the canary

array from Figure 6.6b. The difference in voltage between successive failures (labeled ∆V)

represents the resolution of the canary array. A smaller resolution means that the canary

array is able to detect smaller changes in the supply voltage. Reducing the resolution allows

the canary array to more closely track the optimal core VMIN. This resolution depends on two

factors: the number of canaries and the standard deviation of the canary VMIN distribution.

Figure 6.7b plots the resolution versus the canary failure number for a canary of size N = 128.

We can see from this plot that the tail points have the worst resolution. This is evident in the

Figure 6.6a where the worst canary, k = 16, has the largest standard deviation. The points

with the smallest resolution occur in the “sweet spot” roughly between k =
N

4
and k =

3N

4
.
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(a) (b)

Figure 6.8: (a) plots the canary resolution versus the number of canaries for the PMOS
header canary (σ = 21.9mV ) and the BL reverse assist canary (σ = 82mV ) (b) shows the
tradeoff between confidence and target voltage

Therefore, we want to design our canary array such that the core target VMIN aligns with

this sweet spot, in order to minimize the core VDD.

The plot in Figure 6.8a shows the tradeoff between resolution and canary array size. The

resolution of the canary array represents the maximum voltage that the core array can be

tuned from its optimal VMIN. As the number of canaries increases from eight to sixty-four,

this resolution decreases sharply. However, the net gains when increasing the canary array

size greater than sixty-four quickly diminish. In addition, this plot shows that the PMOS

header canary achieves on average 73.42% smaller resolution than the BL reverse assist canary

at identical canary array sizes. Figure 6.8b shows the tradeoff between confidence and canary

voltage. In this example, the target VDD that the canary is tuned to set is 0.977V. Table

6.2 shows the minimum, average, and maximum expected core array VDD. On average, the

PMOS header canary achieves a 2.31% lower VMIN. Because there is variation within the

canary cells, each die will not be set to the same voltage. The plot in Figure 6.8b shows the

average case as well as the best and worst 1% of dies. At a confidence of 0.99, the best 1% of

dies are set to a voltage of 0.9777, which is above the target voltage of 0.977. As confidence is

reduced, the number of canary failures that the system can tolerate increases, thus allowing
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the core VDD to scale down more aggressively. If designing to meet a confidence of 0.5, then

the average energy will decrease, however the expected die yield is 50%. Using this analysis,

the designer can easily set a target die yield of the canary system. For the rest of this chapter,

we will target a die yield of 99%.

Table 6.2: Comparison of the target VDD for two canary types

PMOS Header (8x) BL VSS Boost

Minimum 0.9777V 0.9778V

Average 0.9853V 1.0081V

Maximum 0.9936V 1.039V

Figure 6.9 shows the target voltage set by the canary system versus the number of canary

cells. In this example, the target core voltage was 0.977, the confidence is 0.99, and the

canary type is the PMOS header. We can see that as the number of canaries increases, the

average and worst 1% of die begin to approach the optimal VDD. However, even with 512

canaries, there is still a small amount of variation between each die. Once again we see

that as the number of canaries exceeds sixty-four, the overall voltage reduction of adding

additional canaries degrades. In the next section, we will show that there exists an optimal

number of canary cells for a given core capacity.

6.4 Optimizing Energy Savings

In order to minimize energy, the overhead of adding additional canaries should not outweigh

the energy savings from reducing the core VDD. Unlike in [3, 9, 16], where the canary array

only contributes to leakage energy, each additional canary contributes to both the leakage

and active energy. Our assumption is that the canary array will be read and written during

each cycle. As additional canaries are added, the WL and BL capacitance of the canary array

will increase, resulting in a higher energy overhead. For this design, we found that reducing
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Figure 6.9: The expected core voltage versus the number of canary cells

Figure 6.10: The energy overhead of the canary array increases linearly as the capacity
increases

the WL capacitance by only using eight canary cells per row minimized the overall energy of

the canary array. Adding additional canaries in this case means increasing the number of

rows, and therefore the BL capacitance. Figure 6.10 shows the canary energy as a function of

the canary array capacity. We see from this plot that the energy overhead increases linearly

with the number of canaries.
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(a) (b)

Figure 6.11: Characterizing the minimum energy point for a (a) 16 Kb memory and a (b) 1
Mb memory

In order to measure the system level energy savings, we simulated three core array sizes

(16 Kb, 128 Kb, and 1 Mb) using the ViPro tool described in Chapter 5. The target core

VDD at the TT-27c corner was calculated using importance sampling [56]. Once the target

VDD is known, the average expected voltage of the core array was measured as shown in

Figure 6.9. Using these voltages, the macro level energy was measured by ViPro (Chapter

5. By combining this data with the data from Figure 6.10, we can calculate the maximum

percentage energy savings achieved using the canary system relative to the worst case corner

(SF, 100 ◦C, +/-10% supply variation). Figure 6.11a shows that the maximum percentage

energy savings for a 16 Kb memory occurs using a canary array size of 32. At canary arrays

larger than 32, the overhead of adding additional canaries outweighs the energy saved by

VDD reduction. Both Figures 6.11a and 6.11b show the results using a PMOS header canary.

Figure 6.11b shows that the maximum percentage energy savings for a 1 Mb core array

occurs at a canary array size of 256. Figure 6.11 shows that as the capacity of the core array

increases, the canary energy overhead relative to the system level energy is reduced.

Figure 6.12 plots the percentage energy savings for a 128 Kb using two types of canary

cells: the PMOS header and reverse BL assist canary. On average, the PMOS header provides
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Figure 6.12: The PMOS header provides an overall energy savings of 4.0% over the reverse
BL assist canary

a 4.0% lower system level energy relative to the reverse BL assist canary. While this isn’t a

huge net gain, the more interesting trend is that the optimal energy point occurs at a canary

array size of 64 using the PMOS header, and 128 using the reverse BL assist technique. This

is due to the fact that the PMOS header has a more robust (e.g. smaller standard deviation)

VMIN distribution relative to the reverse BL assist canary. This allows the PMOS header to

reduce the core array voltage 22.8 mV lower than the reverse BL assist technique at a canary

array size of 64. Improving robustness of the canary design allows the core array to be tuned

closer to its optimal VMIN.

In order to quantify the energy savings from using the canary system, we compared the

minimum energy points from Figure 6.11 and 6.12 to the energy measured by ViPro by using

conservative guard-banding at two corners. The first corner is the worst case corner for write:

SF process corner, 100 ◦C, and +/-10% supply variation. Because it is possible to track the

process corner using characterization sensors other than canary bitcells, we also compared

the energy savings to the TT process corner, 100 ◦C, and +/-10% supply variation. The

results are shown in Table 6.3. We can see from this table that the benefit of using canary
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cells increaes as the memory size increases. This is due to the fact that the energy overhead

of the canary array becomes smaller relative to the core energy as the core size increases.

Table 6.3: Energy savings using the canary system

Energy Savings
Compared to TT,

100 ◦C, +/-10% VDD

Energy Savings
Compared to SF,

100 ◦C, +/-10% VDD

16 Kb 2.91% 64.67%

128 Kb 21.05% 71.63%

1 Mb 28.29% 75.97%

6.5 Conclusions

In this chapter, we presented a new approach for optimizing canary SRAM systems using

order statistics. We show that using a PMOS header with a modulated gate voltage to set

the canary VMIN is more robust compared to boosting the BL VSS or drooping the WL VDD.

Using order statistics, we show that there is a trade-off between the number of canaries and

the voltage resolution of the canary array. In addition, we show that aligning the target

core voltage with the canary “sweet spot” (between k =
N

4
and k =

3N

4
) minimizes the

resolution of the array, allowing the core voltage to be tuned closer to its optimal VMIN.

Next, we identified a minimal energy point (or maximum energy savings) when using canary

systems to track write VMIN. This point varies due to the fact that the energy overhead of the

canary array becomes smaller relative to the core energy as the core size increases. Finally

we show that using the canary system can save up to 75.97% energy in a 1 Mb compared to

guard-banding for the worst case PVT corner.



Chapter 7

Sense Amplifier Designs for Reducing

Offset

1 As technology has scaled into the nanometer regime, designing high performance SRAMs

has become more difficult due to increases in process variations, leakage, and memory capacity.

One of the major failure mechanisms is read access stability [52, 54, 93]. To ensure that

the correct data is sensed during a read operation, designers must account for variations

in both IREAD and sense amp offset (σOFFSET ) [2]. SRAM devices are typically minimum

sized to maximize density, which makes them even more susceptible to process variation [51].

Increases in capacity have also lead to higher bitline (BL) densities, which causes the BL

dissipation during a read to dominate the total read access time. Sense amplifiers are used

to reduce the BL differential required for a successful read. This reduces both read energy

and delay. However, these devices are also susceptible to threshold voltage variation because

they are designed to be electrically symmetrical. Consequently, any variation in the cross

coupled inverters can cause functional failures as well as reduced performance [94]. Therefore,

to ensure reliable read operation at high performance, σOFFSET must be minimized (Figure

7.1).

1This chapter is based on the published paper titled: Stack Based Sense Amplifier Designs for Reducing
Input-Referred Offset” [JB7]

108
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Figure 7.1: Reducing σOFFSET reduces read energy and delay

The most common method for reducing σOFFSET is to upsize the devices in the SA

circuit. Because intra-die variation due to random dopant fluctuations is proportional to the

size of the channel, upsizing reduces this source of local mismatch [95]. Other methods for

counteracting sense amp offset include: redundancy, increasing the bitline differential before

firing the sense amp, and error correction coding. These methods improve robustness, but

can also degrade performance, bit density, power, and reliability [96]. Offset compensation

techniques [96, 97] have also been used to perform post-silicon tuning, however this approach

requires an area and control overhead. In this chapter, we present an offset reduction scheme

that does not require major modifications to the existing conventional latch based sense amp,

as well as three new sense amp topologies. Each of these topologies offers reduced σOFFSET

relative to the conventional latch at the cost of more devices.

7.1 Methods for Reducing Sense Amp Offset

In this section we present three methods for reducing σOFFSET . Our approach to increase

robustness is to improve the sensitivity of the sense amp to the voltage differential at the

inputs. Figure 7.2 shows the schematic of a conventional voltage-mode sense amplifier. When
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Figure 7.2: Schematic of the conventional latch based sense amp and the proposed modification

a voltage difference is supplied across the input of the SA, as shown in Figure 7.2, M1 is

weakened relative to M2, due to a lower VGS, resulting in OUT pulling down to 0. To improve

the robustness of the design, we want to maximize IM2/IM1 when BLB > BL and vice versa.

7.1.1 Source Coupled Scheme

To ensure that OUT is pulled to 0, M4 and M1 must be weakened relative to M3 and M2.

The compensation scheme that we are proposing involves connecting the source of M4 directly

to the BL and the source of M3 to BLB (Figure 7.2). This effectively weakens M4 relative to

M3 by reducing its VGS and VDS. Because these PMOS devices are initially off (VGS = 0)

before the sense amp is fired, they do not draw current from the bitlines. During a read,

the bitlines droop slightly below VDD. However, once the sense amp is fired, if BLB = VDD,

then OUT is discharged to ground and OUTB is able to remain at VDD. Therefore, in

either case the output differential remains VDD. To quantify the effectiveness of this scheme,

we ran transient Monte Carlo simulations and compared σOFFSET of the compensated vs.

uncompensated sense amps. The results in Figure 7.3 show that the compensation scheme
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Figure 7.3: The offset compensation scheme provides up to a 19% reduction in sense amp
offset. Scaling factor represents the scaling of the pull-down network

offers up to a 19% reduction in σOFFSET for a 2*minimum size pull down network (M1 and

M2) sense amplifier. The advantage of this technique is that it provides a reduction in offset

without adding additional devices, thus resulting in zero area overhead.

7.1.2 Schmitt Trigger Sense Amp

As described in the previous section, to reduce sense amp offset, we need to increase the

strength of one of the cross coupled inverters relative to the other. Schmitt triggers are

often used to improve the robustness of a standard inverter by modifying the switching

threshold. [5] showed that using a Schmitt trigger in the pull down network of the standard

6T SRAM bitcell increases the read stability of the cell by increasing the switching threshold

of the inverter during a 0 to 1 input transition. We can apply this same concept to the sense

amplifier. After the sense amp is fired, M9 (Figure 7.2) begins to pull down the source of M1

and M2, causing the VGS of these devices to rise. If the gate of M1 is at a lower voltage than

the gate of M2 (e.g. IM2 > IM1), then OUT is pulled low. Adding a Schmitt Trigger (ST) to

the pull down network (Figure 7.4) increases the switching threshold during a 0 to 1 input
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Figure 7.4: Adding a Schmitt trigger to the pull down network enhances the SAs sensitivity
to small changes at the inputs

transition which we will show greatly weakens the inverter holding 1 relative to the inverter

pulling down to 0.

Figure 7.5 shows the simulation waveforms of the conventional SA and the Schmitt trigger

(STn) SA. The initial conditions are: BL = 0.85V,BLB = 1V . What we see from this plot

is that before the SA is fired, VGS−M2 − VGS−M1 of the conventional sense amp is 150 mV

(the input differential), while the STn SA has a input voltage difference of 240.3 mV due

to the feedback of the ST devices. Once the sense amp is enabled, the VGS of both M1 and

M2 begins to rise. However, in the case of the conventional sense amp, VGS-M1 reaches a

maximum value of 667 mV, while VGS-M1 of the STn sense amp reaches only reaches 266

mV. The resulting current ratio max(IM2)
max(IM1)

is 2.98 for the conventional SA and 61.2 for the

STn SA. Because VGS-M1 of the STn SA never crosses the threshold voltage, it is unable to

pull OUTB low, thus resulting in a higher tolerance to VT variation, which we will show in

section 7.2. The drawback of this topology is an increase in the layout area. Compared to

the conventional latch-based sense amplifier, this design consumes 20% more area.
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Figure 7.5: VGS-M1 of the STn SA never rises above the threshold of the NMOS device,
resulting in a larger current ratio between M2/M1

7.1.3 Stacked Sense Amp Topologies

The STn sense amp achieves a higher level of sensitivity and tolerance to VT variation by

increasing the switching threshold of the inverter. This can also be achieved by weakening

the pull-down network using stacked NMOS devices as shown in Figure 7.6. This design also

achieves high robustness to VT variation, using the concept of Elmore delay. When sense

amp is fired, M12 and M13 begin to discharge nodes SL2 and SR2 respectively. Assuming

again that BL = 0.85V and BLB = 1V, M13 is able to discharge SR2 to ground more quickly

than M12 can discharge SL2 because of its higher VGS. This pattern continues up the stack

until M2 is able to discharge OUT to ground. Because the devices in the right branch of the

stack have a higher initial VGS, they in turn have a lower on resistance. This leads to a lower

overall RC delay (parasitic capacitance is constant for both branches because the devices are

equal size), allowing the right branch to discharge more quickly. Simulation results show that

using a three device stack as shown in Figure 7.6, VGS-M1 has a maximum value of only 202

mV. Using a two device stack, (e.g. removing M12 and M13) achieves a maximum VGS-M1 of

416 mV. The advantage that this design has over the STn SA is that adding stacks to the pull
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Figure 7.6: The use of stacked devices increases the switching threshold of the inverters

down network does not incur large overheads. If fingering is not used, then the two device

stack requires no area overhead and the three device stack incurs only a 5% area overhead.

The downside to this design is that the added devices increase the capacitive loading of OUT

and OUTB, increasing the sense amp resolution time.

7.2 Evaluation of Sense Amp Topologies

In the previous section, we showed that the proposed sense amp designs provided a significantly

higher sensitivity to the voltage differential across the inputs. In order to to evaluate the

robustness of each sense amp to VT variation, we used sensitivity analysis as a first order

approximation. The plots in Figures 7.7a and 7.7b illustrate the effect of VT variation on

offset. These plots were generated by sweeping the threshold voltages of each of the devices

in the cross coupled inverters. These plots show that variation in the PMOS pull-up devices
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(a) (b)

Figure 7.7: The additional devices in the STn sense amp reduce the sensitivity of the SA to
fluctuations in VT

(M3/M4 in Figure 7.2) has very little effect on SA offset. Therefore, upsizing these devices

does not result in significant reductions in σOFFSET . In addition, the sensitivity to VT

variation of the pull-down devices (M1/M2 in Figure 7.2) is much higher in the conventional

sense amp compared to the STn sense amp. In the conventional sense amp, a +/-100 mV

shift in the threshold voltage of the pull-down devices results in an absolute offset of 134 mV.

Meanwhile, the STn sense amp has a worst case offset of only 62 mV, due to the variation in

M10 and M11 (Figure 7.4). It is interesting to note that devices M12 and M13 (Figure 7.4)

have very little effect on offset, with a worst case magnitude of only 30 mV. Based on this

data, we predict that the conventional sense amp will have a much higher σOFFSET relative

to the proposed STn and stacked designs.

To evaluate the robustness of the four topologies presented in the previous section, we

ran transient Monte Carlo simulations to measure σOFFSET across a range of device widths.

We choose to only upsize the pull down devices, because sensitivity analysis showed that

variation in the PMOS devices had very little impact on σOFFSET . Figure 7.8 shows that for

device widths less than 8*minimum size, the three device stack has the lowest offset. Once

the devices exceed this threshold however, the loading on the output nodes causes the sense
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Figure 7.8: Sense amp offset (σOFFSET ) vs. pull-down scaling factor

amp to function poorly. This was also the case in four device stacks and greater. In these

cases, the time to discharge OUT/OUTB is much greater than the Elmore delay through

the stacked devices. During resolution, both inverters near their switching threshold, which

greatly increases the sensitivity of the SA to variations in the PMOS device. We can also

see from this figure that at pull-down device widths greater than 8*minimum size, the STn

SA has the lowest σOFFSET . At a scaling factor of 16 * minimum size, the STn sense amp

achieves an offset of only 14 mV. Across the range of scaling factors, the STn sense amplifier

consistently achieves an offset reduction of 50% relative to the conventional SA.

Figure 7.9 shows the resolution times for the various SA designs. The resolution time was

measured assuming a 100 mV input differential and a single inverter buffering the output

nodes. We can see from this figure that the conventional sense amplifier has the shortest

resolution times. However, the sense amp resolution time represents only a small fraction of

the total read access time. Therefore, we would expect that the reduction in BL development

time, due to reduced σOFFSET , will result in an overall savings of both energy and delay.

These savings are shown in section 7.3. We can see from Figures 7.8 and 7.10 that the effect

of upsizing to reduce VT variation begins to saturate once the devices reach 8*minimum size.

Because bit density is important, SRAM bitcells are typically scaled to minimum size
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Figure 7.9: Adding capacitance to the output nodes increases resolution time

Figure 7.10: For smaller layout area, the stacked SAs are optimal, while the STn SA offers
the lowest σOFFSET at the cost of higher area

using ”pushed” rules to increase the density relative to standard logic. In addition, because

SRAM arrays are very regular structures, it is important that the periphery logic (e.g. BL

and WL drivers, column decoders, sense amps, etc.) is pitch matched to the bitcell array.

This means that the height of the WL drivers (row periphery) much match the height of

the bitcell, and the width of the column periphery must match the width of the bitcell.
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However, because the bitcell area is so small, sense amps are typically shared by multiple

columns, allowing the sense amp to be upsized relative to the bitcells. Increasing the number

of columns sharing a single sense amp (e.g. increasing the number of words per row) allows

the sense amp to be upsized further. Therefore, designs with a small number of words per

row (e.g. ≤2) have more stringent area requirements. Figure 7.10 shows that for iso-layout

area, the two device stack consistently produces a lower σOFFSET . For smaller layout areas,

the three device stack offers the largest improvement in offset voltage of up to 48%, while

the STn SA offers the lowest offset of the proposed sense amps at the highest layout area.

Therefore in three device stack is optimal for designs with fewer words per row, while the

STn SA is ideal for designs with a large number of words per row.

7.3 SRAM Macro Level Savings

To quantify the macro level energy and delay savings gained by reducing sense amp offset,

we used the tool described in chapter 5. This tool accounts for both the sense amp delay and

offset, which allows us to measure the full benefit of the new sense amp designs. Because

BL discharge tends to dominant the total read time, we expect that a reduction in the sense

amp offset will result in significant energy and delay savings. Figure 7.11 shows the Pareto

optimal curves generated by ViPro for a 1Mb memory. In this example, we compare the three

designs at a fixed NMOS device width (4x minimal size). We can see from this figure that

the delay reduction achieved by reducing the sense amp offset outweighs the increased sense

amp resolution time (shown in Figure 7.9). On average, the ST sense amp reduces energy

and delay by 14.91% and 14.20%. The stacked sense amp achieved an average energy and

delay savings of 10.75% and 10.07%. The area of the Schmitt trigger sense amp is 20% larger

than the conventional sense amp. However, the benefits of the STn design are an increased

sensitivity to the differential input which results in a more robust design in the presence of

threshold voltage variation.
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Figure 7.11: 1 Mb macro level energy and delay measurements calculated using ViPro

(a) (b)

Figure 7.12: As the number of rows increases, the macro level (a) delay and (b) energy
savings provided by the STn SA relative to the convention SA increase

The energy and delay savings provided by reducing σOFFSET are largely dependent on

the BL capacitance. Figure 7.12a shows that as the number of rows is increased from 128 to

512, the macro level delay savings provided by using the STn sense amp, as opposed to the

conventional sense amp, increases by 2.4x. This is due to the fact that in designs with a large

number of rows, the BL development time dominates the total delay. Therefore, even though

the WL pulse width is reduced by 47% in each of the designs, the impact that this has at the
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macro level level is more significant in designs with larger BL capacitance. The same trend is

apparent in Figure 7.12b, which plots the energy savings versus the number of rows. The

resulting energy savings is higher in designs with long BLs because CBL represents a larger

percentage of the total capacitance in these designs.

7.4 Conclusion

We have presented methods for reducing the σOFFSET of a conventional latch based sense

amplifier. The source coupled scheme requires no additional devices and provides up to a

19% reduction in σOFFSET . The topologies presented in sections 2.2 and 2.3 offer significant

reductions in sense amp offset at the cost of adding additional devices. The two and three

NMOS stack sense amp topologies offer up to a 48% improvement in σOFFSET for the smallest

area overhead. Even though the proposed sense amps have longer resolution times, the

savings in BL development time outweigh this overhead. The STn SA requires the largest

layout area, but obtains a σOFFSET of only 14 mV, 34% lower than the minimum σOFFSET

of the conventional latch based SA. Using the proposed sense amps, we have shown that at

iso-device width, the STn and stacked topologies offer macro level energy and delay savings

of 14% and 10% respectively in the pareto optimal designs.
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Chapter 8

Conclusions

Technology and voltage scaling have created many new design challenges for SRAMs moving

forward. Increases in variability, leakage, and memory capacity, coupled with the reduction

of the ION/IOFF ratio have lead to reductions in functional margins and therefore yield. In

addition, the introduction of new applications spaces, such as ultra-low power body sensor

nodes (ULP BSNs), calls for further reductions in SRAM VMIN into the sub-threshold region

to improve node lifetimes. This dissertation contributes to expanding the SRAM design space

in the following ways: evaluating the effect of assist methods on SRAM VMIN, presenting

a design methodology for embedded ULP BSN memories, modeling SRAM dynamic VMIN,

evaluating the effect of design decisions and VT variation on the global figures of merit,

implementing a canary system to track process, voltage, and temperature variation, and

reducing sense amp offset using variation tolerant designs.

8.1 Summary of Contributions

Evaluating alternative bitcells and the effect of assist methods on SRAM VMIN

• Introduced a novel asymmetric Schmitt Trigger bitcell which achieves 86% than the 6T

cell and 19% higher RSNM than the 10T ST bitcell.

121
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• Demonstrated that the addition of assist methods leads to larger reductions in VMIN

compared to alternative bitcells.

• Demonstrated that sub-threshold bitcells are write-limited, showing that write VMIN

was 41% higher than read VMIN.

• Demonstrated BL VSS reduction is the most effective write assist method for reducing

write VMIN.

• Demonstrated that WL VSS reduction and bitcell VSS result in the largest reduction of

read VMIN.

SRAM design for embedded ULP BSN memories

• Motivated the need for SRAM designs on ULP body sensor nodes for data storage

>1kb.

• Presented a design method for implementing SRAM in ULP designs

• Implemented a 2 KB and 4KB instruction and data memory embedded on an ULP

BSN capable of operation as low as 0.35V in silicon.

• Implemented a robust read before write timing scheme to prevent half-select instability.

• Highlighted the risk of using multi-VT designs in sub-threshold.

Modeling SRAM dynamic VMIN

• Demonstrated that modeling the tail of the dynamic write margin using a small Monte

Carlo sample is not accurate due to the shape of the distribution.

• Introduced a method using sensitivity analysis that provides a speed up over statistical

blockade of 112X with an average percentage error of 3%.

• Demonstrated how this method is used to rapidly predict dynamic write VMIN.
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• Demonstrated the tradeoff between WL pulse width and cycle time.

• Demonstrated that negative BL reduction has a greater effect on reducing dynamic

write VMIN compared to WL boosting.

• Demonstrated that the advantage of negative BL reduction is reduced as cycle time

increases.

Evaluating the effect of design decisions and VT variation on the global FoMs

• Implemented a tool flow to extend the functionality of ViPro to evaluate the effect of

VT variation on the global FoMs.

• Integrated existing yield models into the tool flow to create virtual prototypes margined

to meet the user constrained die yield.

• Extended the functionality of ViPro to evaluate the trade-off between yield, performance,

and energy.

• Evaluated the effect of temperature, memory size, and die yield on the critical read

and write WL pulse widths.

• Demonstrated that implementing a WL boosting scheme results in an overall energy

and delay savings, despite the energy overhead of the charge pump circuit due to an

improved read delay distribution.

Canary-based PVT tracking system for reducing dynamic write VMIN

• Demonstrated an optimization approach for canary SRAM systems using order statistics

• Demonstrated that using a PMOS header with a modulated gate voltage to set the

canary VMIN is more robust compared to boosting the BL VSS or drooping the WL

VDD.
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• Demonstrated the trade-off between the size of the canary array and its voltage

resolution.

• Demonstrated that aligning the core target VMIN with the canary “sweet spot” allows

the core voltage to be tuned closer to its optimal VMIN.

• Demonstrated that the minimum energy point of the canary system depends on the

size of the core array

• Demonstrated a 75.97% energy savings in a 1 Mb core array using the canary system

compared to guard-banding for the worst case PVT corner.

Stack based sense amplifier designs for reducing input referred offset

• Demonstrated a source coupled sense amplifier that requires no additional devices and

provides up to a 19% reduction in σOFFSET

• Demonstrated two and three NMOS stack designs that offer up to a 48% reduction in

σOFFSET for a small area overhead.

• Demonstrated a STn sense amp that obtains a σOFFSET of only 14 mV.

• Demonstrated that at iso-device width, the STn and stacked topologies offer macro

level energy and delay savings of 14% and 10% respectively in pareto optimal designs.

8.2 Open Problems

This work has addressed many of the challenges in designing reliable SRAMs, however

there are still many open questions. As the internet of things (IoT) begins to shift closer

towards a reality, the need for ultra low power memory storage becomes greater. To minimize

SRAM VMIN, assist methods are commonly employed. However, the trade-off between energy,

performance, area, and yield in the sub-threshold regime is still not fully understood. Further
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analysis of existing solutions, as well as the combination of peripheral assist methods is

needed to identify the optimal solution.

In Chapter 3, we present an embedded SRAM capable of operation down to 0.35 V. Even

at 0.35 V, this design consumes roughly 75% of the total digital energy in the form of leakage.

To reduce the leakage of this design, it should be implemented using high VT devices. This

presents new challenges due to reduced write margin and performance. The read performance

will suffer due to reduced ION which requires either implementation of a read assist method,

or redesign of the array to reduce BL capacitance. This same problem is apparent with the

periphery, where driving large BL and WL capacitances could create timing problems. We

have shown that the write margin of the HVT bitcell also requires the use of a peripheral

assist method to ensure reliability.

Sub-threshold SRAM implementations have been demonstrated in academic designs,

however their use in commercial designs has not been studied. Because of their reduced

operating margins, SRAMs are susceptible to soft errors in the form of single event upsets

due to alpha particle stikes [98]. Therefore, the use of error correction codes (ECC) will

significantly impact reliability. In addition, PVT variation has a more pronounced effect on

sub-threshold designs due to their exponential dependence of VT on drive strength. Therefore,

conservative guard-banding for the worst case becomes much more costly in terms of energy

and area. To ensure reliable operation in sub-threshold, memory circuits must be able to

adapt to process, voltage, and temperature variation in real time.

Typically SRAMs are designed to account for the read and write margin of the worst

case cell by accounting for local mismatch. This leads to over-margining in the majority of

cells, which creates an opportunity for energy savings. To further reduce the energy of the

core array, built-in self tests (BIST) and sensors such as the canary structure described in

Chapter 6 must be introduced to track local mismatch. For example, instead of margining a

design (e.g. by setting the WL pulse width) for the worst case cell in the entire array, a BIST

could enable bank or row level granularity. By operating the cells closer to their critical WL



Chapter 8 Conclusions 126

pulse width (TCRIT), the effect of local mismatch could be greatly reduced.

The implementation of ViPro as described in Chapter 5 has uncovered many open

questions. When margining for the worst case read and write margin, we noticed that designs

with a high bitline capacitance tended to be read limited, while reducing the BL capacitance

lead to write limited designs. In cases where the read and write critical WL pulse widths are

very different, it would be interesting to perform an analysis on the potential energy savings

of implementing designs with separate read and write WL pulse generators. This would

prevent pulsing the WL for longer than is necessary, leading to reductions in BL dissipation.

In addition, we found that for some memory sizes, having a large number of columns sharing

the same sense amp resulted in improved die yields, while in other cases this was not true.

An analysis on how to optimize the number of columns per sense amps across a range of

memory sizes would be very useful for improving performance and yield. Finally, as stated

earlier, error correction coding is often used for correcting soft errors due to alpha particle

strikes, however it would be interesting to measure the potential energy savings of using ECC

to correct hard errors. If ECC was able to correct one or multiple errors per word, then the

memory could be more aggressively margined, leading to improved performance and energy.

The trade-off is that you risk creating more errors than the ECC algorithm can correct which

could potentially reduce bit yields.

8.3 Conclusion and Outlook

SRAM has been and will continue to be an important component of processor design as it

typically comprises the majority of L1, L2, and L3 caches. As technology continues to scale,

memory yield will remain a major challenge. The 8T bitcell has provided improved read

stability, as well as the performance benefit of being able to perform a read and write in

parallel. However, it still suffers from half-select instability, as well as write-ability concerns in

new technology nodes. Many new bitcells have been proposed, but so far none of these designs
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have seen commercial use due to their reduced bit density. Based on the work presented in

this thesis, the 6T and 8T coupled with the use of read and write assist circuitry remains

the most competitive all around solution. As technology continues to scale, the need to

balance these assist methods to optimize energy, performance, area, and yield presents a

major challenge. This challenge has long been apparent in sub-threshold memory design, but

has recently become evident in highly scaled technology nodes.

In addition on yield concerns, SRAM leakage has recently become a major source of

power consumption. To combat leakage concerns, many non-CMOS embedded solutions such

as spin-tronics, resistive RAM, and phase change memory have been proposed as possible

solutions. Currently SRAM remains as the most competitive option, as none of the emerging

solutions have been able to match its performance. The biggest upside of the emerging

solutions is the reduction in leakage and the ability to retain state after shut down. These

technologies have the potential to provide a universal memory solution, which could have a

profound effect on the field of electronics.

To continue to advance circuit and system design, new challenges must be addressed and

solutions identified. The ability to evaluate new solutions and trade-offs has pushed the need

for improved CAD and human interactions. Because today’s systems are very complex, it

is virtually impossible to perform optimization without the help of CAD tools. In Chapter

5 we presented ViPro, a tool for exploring the SRAM design space. This tool has proven

to extremely valuable, as it was used throughout Chapters 6 and 7 to evaluate the effects

of canary and sense amp design on the figures of merit. Many of the results and insights

gained through the use of ViPro are non-intuitive, which makes it great tool for aiding design

engineers. Because the tool uses hierarchical modeling, it can easily be extended to evaluate

emerging memory technologies. In addition, the structure can be extended to any system

where there is a need to model complex block to block interactions.

The internet of things has created a potentially huge market for ultra low power sensors.

Because the processing power required by these types of sensors is relatively low and the need
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for long node lifetimes is high, the sub-threshold region is ideal because it minimizes energy

per operation. This has been known for many years, however very few, if any, commercial

products have been released which take advantage of this operating region. Because of this,

little is known about designing sub-threshold devices for mass commercial production. For

the idea of the internet of things to become a reality, this design space must further be

explored and understood.
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