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Abstract

Despite industrialized nations’ increases in medical investment, care organizations have
been unable to consistently deliver quality healthcare to all patients. Healthcare deci-
sion makers must find ways to improve delivery during a patient’s stay at a hospital
while also assuring they are discharged at the proper time. Oftentimes, decision mak-
ers rely on care variation studies to understand trends in the consistency of patient
care across many patient cohorts. Decision makers also measure the quality of transi-
tion from discharge to home through unplanned thirty-day readmissions. Unplanned
thirty-day readmissions has become the legislated metric for quality of care in the
United States. This dissertation provides metrics to measure and assess care organiza-
tions’ variation in care both between and within patient cohorts. This dissertation also
provides predictive models and modeling recommendations across a broad set of data,
variable, and model choices to improve unplanned thirty-day readmission prediction.
These two combined provide a set of care quality tools for addressing consistency in
care during a visit and data driven decision tools for deciding when that visit should
end.

This research provides six multidisciplinary contributions. First, this dissertation pro-
vides a data framework for simplifying and utilizing a complicated, high-dimensional
data structure consisting of many categorical variables. Second, this dissertation
demonstrates a statistically viable method for measuring variation between two columns
of the data framework. Third, this research demonstrates metrics for measuring varia-
tion within columns of the framework and provides validation for their utility. Fourth,
this dissertation assesses the performance and parameterization of three algorithms on
high-dimensional data sets. Fifth, for high-dimensional data, this research assesses the
utility of methods commonly used to address class imbalance. Finally, this research
provides evidence that careful selection of variable representation when deriving new
variables for predictive models has compounding effects on model performance.

This dissertation also provides six healthcare contributions. First, this research demon-
strates the utility of our between cohort variation method across both principal and
all procedures for 2,383 comorbidities as well as three additional cases. Second, this
research provides evidence for increased chance of variation due to lack of diagnostic
specificity. Third, this research derives more than a dozen new variable representations,
including within cohort variation metrics, and presents their predictive performance of
unplanned thirty-day readmissions. Fourth, this research has demonstrated a method
for ranking procedures for analysts to explore in order to reduce thirty day readmissions
and care variation. Fifth, this dissertation has developed the best performing model
of thirty-day readmissions to date. Finally, this dissertation provides multiple recom-
mendations for shifting the thirty-day readmissions modeling paradigm to markedly
improve predictive performance.
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Chapter 1

Introduction

1.1 Background

As medical science and technology has advanced at a rapid pace, the health

care delivery system has floundered in its ability to provide consistently high

quality care to all. [2]

According to a national review by the Institute of Medicine in 2006, despite improve-

ments in medical understanding and in the technology used to directly treat patients,

the health care systems in the United States have not been able to consistently provide

care at the same level across its people. The World Health Organization points out

that this indictment does not fall only on the US, but on many industrialized nations,

where spending increases have not led to proportional increases in quality of health

care [3].

The World Health Organization stated that “. . . [t]aking a systems perspective,

and orienting systems to the delivery and improvement of quality, are fundamental

2
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to progress” on this front [3]. This dissertation is a response to this call.

In a report to the US Congress in response the the Institute of Medicine (IOM)

report, the Centers for Medicare and Medicaid Services (CMS) laid out a Quality

Measurement Roadmap for improving quality of care [4]. Included in these plans were

six quality measure goals:

1. Safety where care doesn’t harm patients.

2. Effectiveness where care is evidence-based.

3. Smooth Transitions of Care where care is well-coordinated across

different providers and settings.

4. Transparency where information is used by patients and providers to

guide decision-making and quality improvement efforts, respectively.

5. Efficiency where resources are used to maximize quality and minimize

waste.

6. Eliminating Disparities where quality care is reliably received re-

gardless of geography, race, income, language, or diagnosis. [4]

This dissertation addresses concerns in goals three, Smooth Transitions in Care, and

six, Eliminating Disparities. We address goal three by exploring issues in predicting

unplanned thirty-day readmissions. We address goal six by providing methods for

measuring care variation in novel ways. Heart disease was cited by the report to be

one of the top disease groups where improvements would have the most impact. In fact,

diseases of the heart are the leading killer of Americans [5, 6]. As such, this research

focuses on heart failure patients, as results found here may impact a leading health

problem we face. In 2005, one out of every eight death certificates in America included
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heart failure in the description for deaths, contributing to 292,214 deaths [6]. Similar

death rates continue today [7]. It isn’t that we aren’t trying to address the problem, as

pointed out in the WHO report, we are. In the 2010-11 fiscal year alone, the American

Heart Association spent $110.9M on cardiovascular and stroke related disease research

with $46.89M funding strictly cardiovascular disease research [8].

Such research often leads to new treatments for heart failure and other heart dis-

eases, but the question remains: are we consistently employing current treatments in

the ways that we should? WHO and the Institues of Medicine say that we are not [3,4].

But even if we are able to treat patients consistently, do we have adequate ways to

know if they are ready to be discharged? This dissertation provides methods to address

these important quality of care questions.

1.2 Problem Definition

Of great concern to many researchers in the medical community is the consistent appli-

cation of the most up-to-date treatments across all patients who should receive them.

Much research is done to measure consistency of treatment through care variation

studies across patient groups aggregated across many care organizations and groups

of patients. However, fewer methods are available to help care organizations under-

stand the variation within their own organization. In addition, most care variation

research is concerned with measuring variation of only a couple of treatments and ig-

nore the remaining procedures used to treat a given condition. They also have no way

of measuring the inherent variation of care within the population, only between speci-

fied populations. We provide means for care organizations to measure variation across

many procedures used to address a given condition. We also provide a method for mea-
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suring the variation in care within a patient cohort. These methods provide a way to

measure the consistency in treatment both within and and across a care-organization’s

patient groups. However, even if we can measure and achieve consistent application of

the most modern treatments, we must be sure that we do not release our patients when

there is a high probability they will return sooner than is acceptable. Many researchers

address this problem through modeling unplanned thirty-day readmissions.

Predicting unplanned thirty-day readmissions has three hierarchical problems to

address. The first problem is the choice of data, or more specifically, variable selection:

what variables are valuable and informative when predicting unplanned thirty-day

readmissions. For practitioners hoping to reduce unplanned readmissions and thereby

improve patients’ care quality, knowing which factors may be related to unplanned

readmissions is important. When resources are constrained, knowing which data is

most predictive and being able to make informed, difficult choices is crucial.

One important issue is data availability. Most of the hospitals in the United States

do not have advanced electronic health record systems and are therefore unable to

implement many of the models proposed in the readmissions research. To address this

issue, which so many care organizations face, we propose and assess models that use

non-clinical variables from billing data. This data is found at all care organizations

utilizing Medicare or Medicaid or most insurers.

Another major question asked by the research community is whether obtaining

clinical variables would actually improve readmission prediction. Some research has

suggested that clinical variables are not necessary for highly predictive models of read-

missions. This dissertation will address both questions directly by comparing models

with and without clinical variables. We also address an implied question raised by

the first: which clinical variables and non-clinical variables are predictive of readmis-
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sions.

Inherent in readmissions data is class imbalance. The majority of heart failure

patients do not return to the hospital for unplanned visits [9]. This class imbalance may

have implications for classifiers’ performance. Little research dealing with this issue

has been carried out in the readmissions literature. To properly improve patient care,

it is important to know whether techniques for addressing imbalance are helpful and to

what degree. This dissertation addresses class imbalance in medical data, specifically

heart failure thirty-day readmissions data, by assessing the cost penalty method as well

as three sampling techniques: over-sampling, under-sampling, and SMOTE.

Predictive modeling is woven through and is the means for assessing the issues just

discussed. As such, the final matter is one of algorithm choice: which predictive al-

gorithm is best for which scenario in predicting readmissions. Many current studies

implement multivariate logistic regression when predicting readmissions despite ad-

vances in machine learning techniques. Those studies using advanced machine learning

techniques have found little gain in predictive power. This dissertation compares the

performance of logistic regression, Random Forests, and support vector machines in

predicting unplanned readmission prediction.

New medical techniques continue to be developed but evidence has shown that

we do not gain proportional ground to our investments [3]. Unless we have ways of

measuring the consistency of their application, we cannot know if new techniques are

being consistently applied across and within patient groups. This dissertation presents

ways to measure that consistency both within and between patient cohorts. And

even if those techniques are applied consistently to patients, it may be to no avail if

those patients are released too early from the hospital. Predictive models capable of

predicting the probability of an unplanned readmission allow for proper follow up to
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better assure patient quality of care. This dissertation provides metrics and methods for

improving quality of care both during patients’ visits and just as they are released.

1.3 Hypotheses

The hypotheses addressing the issues mentioned above are arranged in four sections:

Care Variation, Data, Class Imbalance, and Algorithm. We present the hypotheses and

then the section where the results of the test are found. These hypotheses represent

a significant part, but not all, of the contributions of this dissertation. The results of

these hypotheses have lead to other contributions and recommendations. For reader

convenience the table and section labels are hyperlinks when viewed electronically.

Similar links are present in the Contributions section at the end of this dissertation

linking to parts of the dissertation that address the described contribution.

1.3.1 Care Variation

H1.1 Distributions of procedures in response to each principal diagnosis are not

significantly different across selected patient groups. Section 3.4.1

H1.2 Procedure distributions in response to a given primary diagnosis are not sig-

nificantly different across physicians. Section 3.12

H1.3 Variation attributable to secondary and primary diagnoses is greater than that

attributable to only primary diagnoses. Sections 3.4.1 & 3.4.2

H1.4 Measures of care variation do not significantly improve prediction of visit

charge over a base model. Section 4.4
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H1.5 No one measure of care variation significantly outperforms the others in im-

proving prediction of visit charge over a base model. Section 4.4

1. Gini index

2. Entropy

3. Standard Deviation

H1.6 Measures of care variation do not significantly improve prediction of unplanned

thirty-day readmissions over a base model. Section 6.4.1

H1.7 No one measure of care variation significantly outperforms the others in im-

proving prediction of unplanned thirty-day readmissions over a base model.

Section 6.4.1

1. Gini index

2. Entropy

3. Standard Deviation

1.3.2 Data

H2.1 Nonclinical data. Simple billing data does not significantly improve models’

predictive performance over a base model of control variables. Section 5.4

1. Diagnosis count data does not significantly improve models’ predictive

performance over a base model of control variables. Section 5.4

2. Procedure count data does not significantly improve models’ predictive

performance over a base model of control variables. Section 5.4



CHAPTER 1. INTRODUCTION 9

3. Diagnosis count data combined with procedure count data does not sig-

nificantly improve models’ predictive performance over a base model of

control variables. Section 5.4

H2.2 Clinical data. We hypothesize that the addition of explicit or implicit clinical

variables in the form of laboratory test results does not significantly improve

predictive performance over models without those variables. Chapter 6 start-

ing at Section 6.4.2

1. Explicit - laboratory results. We hypothesize that no one laboratory

result derived measure significantly outperforms any other. Section 6.4.2

(a) Minimum lab result

(b) Maximum lab result

(c) Sum of squared abnormality

(d) Lab result indicator variable

(e) Last lab result

(f) Number of times lab was run

2. Implicit - medications administered; We hypothesize that no one medica-

tion derived measure significantly outperforms any other. Section 6.4.2

(a) Maximum number of times medications administered in a day

(b) Total number of days each medication administered

(c) Number of times each medication was administered

(d) Gini of medication counts

(e) Entropy of medication counts
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(f) Standard Deviation of medication counts

H2.3 We hypothesize that laboratory result derived metrics do not significantly

improve base models over medication derived metrics. Section 6.4.2

H2.4 We hypothesize that novel nonclinical metrics, thirty-day readmission indica-

tor and number of prior inpatient visits, do not significantly improve perfor-

mance of models. Section 6.4.3

1.3.3 Class Imbalance

H3.1 We hypothesize that schemes to address class imbalance will not significantly

improve model performance over models built on non-adjusted data sets.

Chapter 8

H3.2 We hypothesize that no one method addressing class imbalance will signifi-

cantly outperform another. Chapter 8

1. Oversampling

2. Undersampling

3. SMOTE

1.3.4 Algorithms

H4.1 We hypothesize that no algorithm will significantly outperform another in

predicting thirty-day readmissions. Chapters 5, 6, 7, & 8.

1. GLM: base vs. RF chosen variables. Chapter 8

2. RF: mtry, number of trees Chapters 5 & 6



CHAPTER 1. INTRODUCTION 11

3. SVM: linear vs RBF Chapter 7

1.4 Data

This research is based on data derived from the University of Virginia Clinical Database

Repository (CDR) which is maintained by the Department of Public Health Sciences

Clinical Informatics Division [10].

The CDR is a frequently updated relational data warehouse that provides

users with direct access to detailed, flexible, and rapid retrospective views

of clinical, administrative, and financial patient data for the University

of Virginia Health System. . . . Its purpose is ‘to meet the challenge of

providing a way for anyone with a need to know — at every level of the

organization — access to accurate and timely data necessary to support

effective decision making, clinical research and process improvement’. [11]

The CDR houses records for over 1,000,000 patients spanning more than 15 years of

patient data. While the CDR contains other forms of data, the data used for this paper

was extracted from hospital billing records. Our data was generated using the following

general conditions: a) Principal/Secondary diagnosis: Congestive heart failure (ICD-9

code 428.0 [12]) b) Date of diagnosis: between January 1, 2006 and December 31, 2010.

16,126 patients meet these criteria with a total of 62,892 total patient visits.

The CDR contains demographic information such as age, gender, ethnicity, as well

as de-identified patient and case numbers, in- or out-patient status, length of stay for

a given visit, year of admittance, visit hospital and physician charge, and data source.

The dataset contains all the procedures a patient has been given, which are coded

primarily in the Current Procedural Terminology [13] with some coded in International
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Classification of Diseases, Ninth Revision (ICD-9) format [12]. All diagnoses are coded

according to the ICD-9 standard.

When patients enter the UVA Health System they are assigned a permanent de-

identified (i.e., random) patient ID number as well as unique visit identification num-

bers for each visit [14]. The care organization and physicians keep records of their

assigned diagnoses and associated procedures for each visit [15]. The procedures, di-

agnoses, and charges are used to generate bills that are then transmitted the Centers

for Medicare and Medicaid and most insurers [16] in electronic format.

1.5 Organization of the Dissertation

The remainder of this dissertation explores how care variation metrics and predictive

modeling can be used to address current gaps in quality of care for patients during

their visit and upon discharge.

Chapter 2 reviews the state of the art for the quality of care issues in terms of

care variation and early unplanned readmissions. We start by describing care variation

research and how it is currently carried out and how this dissertation addresses some

of its shortcomings. We then describe the form of the method for measuring variation

in care between patient cohorts. We then review the three measures for accounting for

variation within a patient cohort. Chapters 3 and 4 address these gaps.

Chapter 3 presents a framework for thinking about the problem of care variation

and then uses the χ2 test using Monte Carlo simulation to test that variation across

several defined patient cohorts. Chapter 4 explores the use of the within cohort metrics

proposed in the literature review as predictors in simple models predicting visit charge.

These metrics also appear in Chapters 5 through 7.
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Chapter 2 continues with a review of current thirty-day readmission prediction for

heart-failure patients. It explores the algorithms used and their performance. Chapter

5 explores the use of cost penalization in Random Forests as well as the usefulness of

billing data in predicting readmissions. Chapter 6 compares Chapter 5’s models to the

same with the addition of clinical variables and then again with clinical variables plus

two additional non-medical variables. Chapter 7 creates Support Vector machine mod-

els using the same data as Chapter 6. Chapter 8 compares sampling schemes used to

address class imbalance across select datasets and the GLM, SVM, and Random Forest

algorithms. Finally, Chapter 9 concludes the dissertation and discusses contributions

and future work.



Chapter 2

Literature Review

In this chapter we review the state of the art for the quality of care issues in terms of

care variation and early unplanned readmissions. We start by describing care variation

research and how it is currently carried out and how this dissertation addresses some

of its shortcomings. We then describe the form of the χ2 test for measuring variation

in care between patient cohorts. We then review the three measures accounting for

variation within a patient cohort. Next is a review of current thirty-day readmission

prediction approaches for heart-failure patients. We then review three of the algorithms

used for modeling thirty-day readmissions and conclude with a section on methods

commonly used to address class imbalance in predictive modeling.

2.1 Care Variation

One way researchers address quality of care issues is by measuring the consistency in

patient treatment through care variation studies. Care variation is the difference in

treatment patients receive given the same or very similar diagnoses. It is generally

14
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accepted that variation for patients that could be considered to have the same condi-

tions is undesirable. Another widely held belief is that for a given condition there is

an optimal treatment. These two propositions together are what lead to the formation

of treatment guidelines.

Guidelines are meant to represent the optimal treatment given a patient’s condition.

If guidelines represent the state of the art in treatment as they are derived from the

most authoritative studies, then care variation can alternatively be defined in terms

of variation from the optimal treatment as prescribed in guidelines. If variation is

observed with reference to guidelines, then this would allow for comparison to a “gold

standard” within many levels of care providers. In fact, many of the studies reviewed

check for compliance to specific cases that are addressed in the guidelines.

Most studies of care variation use compliance rates on a specific patient population

with regards to particular treatments as defined by guidelines. These are useful for

understanding trends across a broad demographic but do not address localized problems

such as doctor-to-doctor care variation within a clinic. These methods also do not

describe variation across all procedures used to address a given diagnosis.

Other studies use physician surveys or other qualitative self-reporting methods, but

the reports are known to not accurately represent what physicians actually do [17].

The psychology behind self-reporting leaves the data subject to recall bias [18]. Self-

reporting also leaves out details that are useful in variation studies. In other words,

physicians neither adequately describe their treatment choices and reasoning, nor do

so in great detail. Another pitfall of self-reporting is that it interrupts the physicians

and prevents them from practicing medicine. This fact makes such methods logistically

difficult for the purpose of monitoring change in care variation within a care provider

organization.



CHAPTER 2. LITERATURE REVIEW 16

In order to measure physician practice at a provider organization, variation studies

specific to that organization are needed. The large studies set up to observe varia-

tion are generalized across large populations and are unable to observe local variation.

Qualitative surveys and other interaction based methods interrupt care and are in-

tractable for providing the detail needed to inform decision makers on change in care

variation. Prior approaches to studying care variation are neither set up to monitor

individual provider organizations nor are capable of measuring variation at various care

provider levels.

The problem is that there are inadequate methods to measure care variation across

many procedures used simultaneously to address a specific condition both between

providers and within provider organizations. While much research on care variation

across specific populations of patients has been performed we still lack methods to

quantify and monitor care variation for many conditions within and across levels of

care (such as clinics, departments, hospitals, and entire health systems). Table 2.1

summarizes the next sections that review the state of the art in care variation re-

search.

2.1.1 Common Approaches

Many have characterized care variation for various medical conditions including heart

failure. The most prevalent approach expresses care variation by percentage or odds

ratio of a constrained population using specifc treatments [19–37]. These studies look

at particular patient populations and assess the rate of compliance or odds of using

certain recommended treatments for that condition. The odds ratios are derived from

modeling care variation using (multiple) logistic regression for classifying patients into

treatment groups [38–45] and comparing those groups for consistent application of
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appropriate treatments. Groupings can include geographic [25, 29], racial/ethnic [45],

age [21], and others. Others use multilevel modeling [46–48] to model variation effects.

Jaglal et al. and others compare the rates of compliance across time [49–51] while

Boarj and Gallerani also detect seasonality for various timespans [52,53].

2.1.2 Qualitative Methods

Not all approaches are primarily quantitative. Reis et al. [54] compare the treat-

ments chosen by a physician generalist to those of a cardiologist using chart reviews

of 160 patients, finding differences in treatment and outcome between the groups.

Chart review is logistically difficult to scale to thousands or millions of patients. Some

researchers [55–60] use interaction based methods such as surveys or group sessions

to develop understanding of doctors’ care variation decisions and rationale. Such

approaches are difficult to orchestrate and quickly scale to thousands or millions of

patients although this may be possible with sophisticated organization and logistics.

Another issue with interaction based methods is that such methods are prone to recall

bias [18,61]. For example, Sboner and Aliferis [17] model clinician’s treatment choices

and why they make them, and compare those judgements with self-reported justifi-

cations using support vector machines and markov blanket variable selection. The

authors find that the physician’s choices do not reflect the guidelines they claim to

follow, which is strong evidence of recall bias. Such bias makes the interaction based

methods less reliable as a data source. Another simple, but important, issue with in-

teractive based methods is the interruption to physicians’ work, which stops them from

actually treating patients. This sort of time drain aggregated across the nation could

have costly effects.
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2.1.3 Non-localized Studies

Data registries containing thousands and millions of patients’ data with hundreds of

contributing hospitals have enabled many of the care variation studies already men-

tioned. Using registries for studying variation is common in many fields including

heart disease, lung cancer, renal failure, and many others [19, 37, 62–64]. Example

registries include ADHERE [65], Optimize HF [66], and SOLVD [67]. While useful

for generalized statements of care variation, the registry based studies are general to

many hospitals and specific to certain diagnoses and patient types. For monitoring and

practical, local change, care variation should be measured for a specific care provider

organization (such as a hospital) and be able to include many diagnoses and patient

types.

2.1.4 Query Driven Methods

Some studies do move beyond the simple comparison of treatment compliance rates

and use more sophisticated methods for extracting treatment patterns but are not able

to describe them. For example, Wang et al. [68] identify complex treatment and diag-

nosis patterns using a visual tool. While useful, the tool lacks generalized theoretical

underpinnings and analysis to understand the underlying patterns beyond visualization

making measuring, monitoring, and comparing variation nearly impossible. Similarly,

Plasaint et al. [69] develop an interactive query tool to help practitioners find “spe-

cific temporal patterns in both numerical and categorical data” for radiology patients.

These tools help uncover more complex, albeit directly queried, patterns but not la-

tent, abstract, or general patterns. Because these patterns are query driven and do

not have associated methods or theory for characterizing them for later analysis, it is
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difficult to generalize across many patients and monitor and compare for the purpose

of understanding variation.

2.1.5 Generic Pattern Detection

Much of the work that moves beyond simple rate comparisons does detect patterns but

does not directly measure care variation [70–73]. Huang et al. [74] use decision tree

induction to find chronic disease rules and then apply association rules to frequent item

sets generated by the decision trees to associate disease cases. Patil and Kumaraswamy

[75] develop a heart attack prediction system using K-means clustering to find relevant

data to heart attacks and then the MAFIA algorithm to detect patterns. Huang

et al. [76] use association rules to identify common comorbidities for patients with

Obstructive Sleep Apnea. Li et al. [77] find risk patterns, using optimal rule discovery

algorithms. They focus on very rare, abnormal events, and do not characterize the

entire distribution of outcomes. Ryan et al. [78] found symptom clusters for patients

with acute myocardial infarction using latent class analysis [79] which is related to

latent semantic analysis. They identify groups of patients based on some latent variable

extracted or defined by the method. Ting et al. [80] develop an automatic Medical

Knowledge Elicitation System (MediKES) to capture physicians’ tacit knowledge in

a machine readable form. These methods offer insight into how patterns may be

discovered and modeled but do not directly address care variation, but with further

work many of these approaches could be amended to address it.
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2.1.6 Summary

The majority of care variation studies compare rates or odds ratios of treatment usage

over specific patient populations. Many of these studies are based on data registry

patients and are generalized over hundreds of hospital service areas making them non-

localized and difficult for the use of local variation monitoring. Interactive methods

are amenable to localized study but are subject to recall bias and distract from patient

care. Some that do go beyond the simple rate comparisons are query driven and thus

do not allow for consistent measurement of care variation nor are they generalized,

discovered patterns. Some methods do discover patterns using modern data mining

techniques but do not directly assess care variation. No single method is locally appli-

cable yet simultaneously applicable to many diagnoses, detects generic patterns, allows

for monitoring, and does not distract from patient care.

Table 2.1: Summary of past approaches to characterizing care variation and treatment
patterns.

§ Approach Summary Papers Remarks

2.1.1Care variation by percentage or
odds ratio of a population using
specified treatment(s)

[19–37,
201,202]

Limited to specific popula-
tions, diagnoses, and treat-
ments

Logistic regression models of treat-
ment variation for various diseases
including heart failure.

[38–45] ”

Multilevel modeling of variation ef-
fects

[46–48] ”

Compare the rates of compliance
across time

[49–51] ”

Detect seasonality for various
timespans

[52,53] ”

2.1.2Chart review comparing treat-
ments & outcome of generalist to
specialist

[54] Difficult logistically to scale

Continued on next page
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Table 2.1 – Continued from previous page
§ Approach Summary Papers Remarks

Interaction based methods: sur-
veys, group sessions

[17, 55–
60]

Recall bias present, inter-
rupts care

2.1.3Data registries for aggregate out-
come measures

[19, 37,
62–67].

Summaries over large popula-
tions of specific diseases and
treatments, non-localized

2.1.4Visualization or query tool to iden-
tify complex patterns

[68,69] Limited to user query and vi-
sualization, not generalizable

2.1.5Prediction/Classification of treat-
ment courses

[70–73] Prediction modeling of treat-
ment, doesn’t characterize
variation

Decision tree induction creating
disease rules, association rules to
assign disease cases

[74] Classification, not care varia-
tion

K-means clustering to filter data,
MAFIA algorithm to predict heart
attacks

[75] Outcome prediction, not care
variation

Association rules identify common
patient comorbidities for sleep ap-
nea

[76] Addresses complex relation-
ships but not care variation

Optimal rule discovery to find out-
lier risk events in patients

[77] Focus on extreme events, not
patterns in care variation

Latent class analysis to cluster
heart attack patient sub-groups

[78] Not care variation

Text mining EHR to create physi-
cian machine readable form repre-
senting tacit physician knowledge

[80] Models physician decision
based on EHR notes

2.2 The χ2 Test

The χ2 test for independence is the proposed metric for measuring care variation be-

tween patient cohorts. We describe its development and issues regarding its appropriate

use in the following sections.



CHAPTER 2. LITERATURE REVIEW 22

2.2.1 Development and Definition

The X2 test was developed by Pearson in 1900 [81] to test goodness-of-fit between a

vector of values and a distribution of choice. For years following Pearson’s initial X2

test, scholars debated on appropriate degrees of freedom and the asymptotic properties

of his proposed test [82]. Fisher [83] refined the test and described his exact χ2 test

in 1922 resolving some of the issues. We describe the test here following Cochran’s

derivation in his well-known 1952 paper [82].

The standard test has several assumptions and definitions:

1. n observations form a simple random sample from a population.

2. The observations fall into mutually exclusive classes.

3. pi is the probability an observation falls into the ith class, i = 1, . . . , k.

4. The pi are specified by either a theory of known numbers or parameterized func-

tions.

5. mi = npi are the expected cell values, where

(a)
∑k

i=1 pi = 1 and

(b)
∑k

i=1mi = n.

Given these assumptions and definitions we define describe the joint distribution of

the observations, xi being in each class with the multinomial distribution:

n!

x1!x2! · · · xk!
px11 p

x2
2 · · · p

xk
k . (2.1)

To test whether the joint distribution of the observations was truly multinomial,

Pearson proposed the X2 criterion formulated as
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X2 =
k∑
i=1

(x1 −mi)
2

mi

=
k∑
i=1

(xi)
2

mi

− n (2.2)

where there was no stated alternative hypothesis.

The limiting distribution of (2.2) when n −→ ∞, with fixed pi is the χ2 distribu-

tion,

1

2v/2(v
2
− 1)!

(χ2)v/2−1e
− 1

2χ
2

dχ2 (2.3)

where v is the number of degrees of freedom. If we assume n −→ ∞ and also assume

fixed pi this implies that our mi −→∞. This means that our cell values must be large

in order to use the χ2 distribution to test our hypothesis. To address the need for large

mi many proposed that the minimum expected cell values be at least 5, some saying

as high as 10. These numbers are really only tradition and Cochran suggests in some

circumstances it could be as low as 2 when 30 degrees of freedom are present. Many

have contributed to corrections and adjustments [84–90] and supply ample suggestions

for a myriad of situations. An example solution to this quandary is the combination of

classes, which may be done arbitrarily, though typically it is suggested that an expert

does so to maximize interpretability of each class. The problem with this, according to

Cochran, is a loss of power because adhering to this rule typically requires combining

classes that occur in the tails or extremes of the distribution where differences tend

to be most obvious. All of these issues may be overcome, however, given enough

computational power as demonstrated in the next section.

2.2.2 Monte Carlo Hypothesis Testing

Monte Carlo significance tests had been proposed as early as 1957 by Dwass [91] and

independently again in 1963 by Barnard during a discussion of a paper by Prof. Bartlett
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[92]. In the discussion after Prof. Bartlett’s paper presentation [93], Prof. Barnard

responds to another’s suggestion that an exact test isn’t important in the case discussed,

but then goes on to describe that one could calculate the exact probability of the

statistic at hand if so desired. To do so, he says one could create a simulation using 19

data sets sampled from the null (one hypothesized to be the same as the one at hand)

then calculate the statistic of interest on each and rank the now twenty statistics: 1

original + 19 simulated = 20 statistics total. One now has the exact probability of

randomly obtaining a statistic greater than or equal to the original.

The idea was more fully described by Hope in 1968 [94] when she formally described

its implementation and showed some of its properties in limited situations. The process

is relatively simple and may be applied to any distribution, but for our purposes we

use it for the χ2 test.

The process for the nonparametric version as described by Hall and Titterington [95]

is:

1. Obtain a sample X of size n from a population π.

2. Calculate the statistic of interest, T , from X.

3. Draw B samples with replacement of size n, X∗1 , . . . , X
∗
N , from X.

4. Compute T ∗i from X∗i , just as T was calculated from X.

5. Rank T ∗1 . . . T
∗
N as T ∗(1) ≤ · · · ≤ T ∗(N)

6. Reject H0 if T ≥ T ∗(M), where 1 ≤M ≤ N .

The test’s level is determined by choosing the appropriate M. The nominal level of

the test is α = (N + 1−M)/(N + 1) while the exact level of the test is α′ = Pr(T ≥

T ∗(M)) or the simple probability that T exceeds T ∗(M). The p-value is the proportion
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of T ∗(i) ≥ T . The calculation of the Monte Carlo p-value is not without scrutiny but

the aforementioned calculation is the accepted implementation. Recently, North et

al. [96] suggested some corrections, but were quickly refuted with consensus around

the conventional calculation proposed in the original formulation [97].

When the method was originally proposed, and for years after, computational power

was limited, so issues of picking the appropriate number of simulations were impor-

tant. Marriott suggested at least 100 simulations for when α = 0.05 but stated that

more is always better. Applications of the approach followed soon after its publica-

tion. Besag and Diggle [98] use Monte Carlo hypothesis testing for spatial patterns

including bird migration pattern transference, contagion outbreak, and kittiwake nest-

ing patterns. More modern papers have used the approach to test DNA sequences [99],

ecological models [100], and even extend to sequential Monte Carlo hypothesis tests for

big data [101, 102]. Besag and Clifford [103] generalized Monte Carlo hypothesis tests

to situations where observation independence is violated. Friedman [104] discusses

using Monte Carlo goodness-of-fit and two-sample testing with multivariate distribu-

tions.

The power of Monte Carlo tests is explored by Joeckel [105] and by Hall and Tit-

terington [95]. Joeckel was able to show the power loss of using Monte Carlo (MC)

hypothesis tests when an exact test is available as measured by Dwass efficiency. Where

the exact test isn’t known he showed the MC power loss using asymptotic relative Pit-

man efficiency (ARPE) and local asymptotic relative Pitman efficiency (LARPE). For

example, if the exact test is known but MC tests are used for a sample size 999 and α

is 0.05, then the MC power is 94.5% of the original test. If α = 0.025, then the power is

92.1% of the original. For unknown tests of same size samples and confidence levels, the

LARPEs are 99.5% and 99.4% of the original respectively. Hall and Titterington [95]
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showed if the asymptotic distribution of our statistic of interest does not depend on

any nuisance parameters, then the MC test has improved accuracy over asymptotic

methods by an order of magnitude holding confidence level constant.

The Monte Carlo χ2 test for independence is found in the chisq.test() function

in the stats package in R [106] and is used by setting the option simulate.p.value

to TRUE.

Monte Carlo hypothesis tests have been a viable alternative to exact and asymptotic

hypothesis tests for many years. Given the computational power available in standard

computers and ease of implementation, they are feasible for many research situations.

Their properties have been explored including their minimal loss of power and even

improved power in certain circumstances. They are well-suited to comparing empirical

distributions of counts for assessing care variation in various patient cohorts.

2.2.3 Multiple Hypothesis Testing

Controlling Type I error (rejecting the null when it is actually true) is a concern when

many hypothesis tests are performed in a single study. Type I error is controlled by

choosing α and is called comparisonwise error or also the individual error. This implies

that the probability of not rejecting a null hypothesis is 1−α when it is actually true.

When multiple tests are performed, say k, then the error rate across the battery of tests

is (1− α)k. If we assume all k tests are independent and all null hypotheses are true,

then the probability of rejecting at least one of the k null hypotheses is 1 − (1 − α)k.

This is called the familywise error rate. If we were to perform 2,383 such tests with

α = 0.05 then this would yield a familywise error rate of essentially 1. This means

when performing so many tests, it’s almost a given that you’ll reject at least one null
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hypothesis even when it is actually true.

Methods to control the maximum experimentwise error rate (or familywise error rate

in the strong sense) are available, with the Bonferroni correction being the most highly

recognized but also most conservative. It corrects by multiplying each p-value by m,

the number of comparisons made, or equivalently, the familywise error rate becomes

1− (1− α)1/m or approximately α/m. Alternative corrections are available.

The Holm-Bonferroni correction was designed to completely replace the Bonferroni

method. It is provably more powerful and is less conservative [107]. A close competi-

tor to Holm’s correction is the Hochberg correction [108] which requires independence

between the tests whereas Holm’s correction requires no assumptions be met. Holm’s

procedure is a sequentially rejective multiple test procedure and is as follows. First,

choose α. Let there be n hypotheses H1, H2, . . . , Hn with corresponding test statis-

tics Y1, Y2, . . . , Yn with obtained p-values P1, P2, . . . , Pn. We then reorder the p-values

from smallest to largest denoted by P (1) ≤ P (2) ≤ . . . ≤ P (n) with corresponding

hypotheses H(1), H(2), . . . , H(n). We then compare the reordered p-values to the num-

bers α
n
, α
n−1 , . . . ,

α
1

in that order. The first reordered p-value we fail to reject using

the new numbers compared to our originally chosen α signals that we fail to reject all

hypotheses from that hypothesis on.

The decision to control for familywise error rate is not always straight forward

and is highly debated. Some propose that no adjustments should be made at all

[109,110]. The arguments against it are several. One objection is that the outcome of

an experiment should not be dependent on the number of other tests being performed.

To quote Perneger [109]:

In a clinical setting, a patient’s packed cell volume might be abnormally low,

except if the doctor also ordered a platelet count, in which case it could be
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deemed normal. Surely this is absurd, at least within the current scientific

paradigm. Evidence in data is what the data say–other considerations, such

as how many other tests were performed, are irrelevant.

Perneger’s objections notwithstanding, it is generally accepted that one should ad-

just for Type I error when performing many tests, especially for clinical trials [111–113].

Bender and Lange [114] take the middle argument. They propose that when performing

exploratory work, you should not make adjustments as you don’t want to preliminarily

close doors that could lead to great discoveries. However, when the work is confir-

matory, then adjustments should be made [114]. As this is a decision complicated by

many factors, the debate will surely continue.

2.3 Measures of Variation within a Distribution

The variation metrics have only one property to satisfy: higher values represent less

uniformity and conversely, greater variation. Two of the three are normalized between

zero and one (Gini and Normalized Entropy) while standard deviation is not.

The first variation metric under consideration is the standard deviation of patients’

average daily procedure application rates, SD(X). The standard deviation is that

typically used in statistics,

σ =
√
E[(X − E[X]])2]. (2.4)

This measure of variation is probably most familiar and provides a benchmark visit

complexity metric to which developed metrics may be compared. It uses the mean

as the reference of deviation. It squares deviations from the arithmetic mean of the
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distributions. This means that the standard deviation weights larger differences from

the mean more than it weights smaller differences from the mean.

The second metric is the Gini coefficient [115], G(X), which is used to measure

dispersion and is applied in Economics to measure income inequality. Mathematically,

it is defined as

G = 1− Σn
i=1 f(yi)(Xi−1 +Xi)

Xn

(2.5)

where Xi = Σi
j=1 f(yj) yj and X0 = 0 . Its range is 0 to 1 with 1 having the greatest

dispersion and 0 being uniformly distributed.

The Gini coefficient measures deviation using a different mechanism. It is mathe-

matically equivalent to one-half the relative mean difference of the distribution [116].

This means that the Gini coefficient does not compare to a central statistic. Rather, it

compares the distribution’s entries to themselves and provides a summary of the mean

difference in randomly chosen pairs from the distribution. Thus, the Gini coefficient

does not weight larger distribution values like the standard deviation does.

The final metric is a variant of entropy. High entropy means more uniformity in

distribution. This means that lower entropy means greater variation in a distribution.

To keep our interpretation of the complexity measure consistent we normalize the

entropy by dividing by lnN (a vector’s maximum entropy), where N is the length of

the vector’s nonzero entries, and subtract from one so that higher normalized entropy

corresponds to higher complexity. If X has i = 1 . . . N observations each denoted xi

then our normalized entropy measure is thus defined as

NE(X) = 1 +

∑N
i=1 p(xi) ln p(xi)

lnN
. (2.6)

Normalized entropy as a variation measure takes a different approach altogether.
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It looks at each distribution entry as a state and measures the overall uniqueness,

or alternatively the uniformity, of all the states in the distribution. However, this

uniqueness is much more heavily weighted toward unique states that are larger in

value than the remaining entries. This results directly from entropy’s formulation.

A single large value multiplied by its natural log added to the summation increases

entropy much more than a small value multiplied by its natural log that is then added

to the summation.

2.4 Thirty Day Readmissions Prediction

Thirty day-readmissions prediction is of general interest for many reasons. One reason

stems from the adoption of the Patient Protection and Affordable Care Act in 2010 and

more particularly its hospital readmission reduction program [117,118]. This program

will penalize hospitals who have not met readmission performance standards across

five disease types of which heart failure is included. Readmissions prediction research

predates this act, of course, as it may be a useful metric for hospitals to simultaneously

assess their quality and profitability. Its usefulness as a metric is much debated [119–

123]. Despite the debate, the metric is set at a legislative level and will continue to be

important for many years. Predicting thirty day readmissions accurately is therefore

an important problem that has both quality of care and fiscal consequences. Further

research is needed in developing variables and finding appropriate models to accurately

predict readmissions.



CHAPTER 2. LITERATURE REVIEW 31

2.4.1 Variable Choices

Some thirty day readmission studies rely only on administrative data found in hos-

pital billing systems. This data is already collected for billing purposes and is used

in after-the-fact observational studies for modeling readmissions. Because this data is

standardized and used for hospital billing, regulatory reporting, and utilization track-

ing, any models based on it will be widely applicable. For example, the Centers for

Medicare & Medicaid Services’ (CMS) report and others [124–126] used administrative

hospitalization data at fee for service facilities for predicting readmissions.

As more advanced EHR systems come online and clinically meaningful data becomes

available for analysis, both real-time and retrospective thirty-day readmission studies

include them in their models. For example, Amarasingham et al. [127] incorporate

17 laboratory and vital sign variables into their automated prediction model. While

some have shown that clinical variables did not improve prediction [128, 129] Au et

al. demonstrated a marked improvement in readmission prediction [130]. Bradley et

al. demonstrate the ability of the Rothman Index [131], which incorporates 26 clinical

variables and vital signs, to predict readmissions [132].

Two patterns weave through the aforementioned studies. First, data is often ag-

gregated into single variables. The LACE and LACE+ scores, Tabak score [127], and

Rothmann Index [132] are examples of clinical and administrative variables being com-

bined to form indices. This is often done as single numbers are easy to use for making

clinical decisions [125]. Their merits notwithstanding, aggregating information into

a single number inherently reduces the information available for accurate prediction.

Moreover, many indices use simple additive (e.g., Charlson index) or other functions

which may be improved by using simple linear regression or other methods that are de-

signed to optimally weigh variables to model outcomes such as the readmissions.
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The second pattern is explicit variable choice by physicians when creating mod-

els. While this makes intuitive sense (many physicians have practiced medicine for

years), it does leave out variables which may have presently unknown relationships to

readmissions. Both of these patterns, aggregating variables, and physician variable se-

lection have counterparts in machine learning: model selection, and variable selection.

In machine learning, these counterparts may be optimized, validated, and measured

objectively. This is the heart of data-driven analysis.

While clinical variables are useful, they are not widely available as only 8.7% have

the most advanced level of EHR systems according to the Healthcare Information Man-

agement and Systems Society, a EHR standard setting authority [133]. Another issue

with detailed clinical data is that even in modern EHR systems the data representation

is not fully standardized between sites. Thus, methods developed in some advanced

systems may not be useful in other advanced EHR systems. However, basic medical

data in the form of standardized billing data exists for any hospital using Medicare or

Medicaid (and most private insurers) due to their reporting requirements [16]. Worse

yet, those hospitals with less advanced systems tend to be small and rural [133]. It

is the poor, rural population that tends to have increased rates of heart disease [134]

Therefore, the populations who are in greatest need for improved healthcare regarding

heart disease are those that do not benefit from studies using advanced EHR data.

To address this issue, in part of this research, we use administrative data to allow the

results to be applicable to any hospital in the United States and elsewhere.
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2.4.2 Algorithms Utilized in the Readmissions and Medical

Literature

Many readmission studies use more traditional statistical modeling techniques such as

logistic regression [124,126,131,135] and Cox proportional hazard models [136–143] in

their readmission research [125,144].

Advanced machine learning techniques have been used in healthcare informatics.

Fonarow et al. used regression and classification trees for stratifying heart failure pa-

tients into risk groups for in-hospital mortality [125]. Support Vector Machines have

been used to identify predictors of medication compliance in heart failure patients [145].

Random Forests analysis has been performed for predicting readmissions based on

claims data combined with advanced EHR data such as vital signs, medication orders,

and others [130, 146, 147]. A variant of random forests, random survival forests, has

been used to analyze heart failure survival using laboratory results and vital sign data

such as stress test results [144].

Table 2.2 gives a review of models and their performance when used to predict

heart failure thirty-day readmissions. The metric used for model performance is area

under the receiver operating characteristic (ROC) curve or AUC. This metric is also

called the c-statistic [132] and is the most often used in the thirty-day readmissions

prediction literature [148]. Though some find issues with the metric [149] it is the most

commonly accepted metric for choosing classifiers and best demonstrates the overall

performance tradeoff in imbalanced data [150,151]. For medical diagnostics problems,

it has been found to be the best overall single number metric for choosing between ma-

chine learning algorithms [152]. For these reasons we will use it exclusively throughout

this dissertation. In the table, it is clear that the vast majority of research in this area
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has utilized logistic regression as the technique of choice with very little exploration

outside of that norm. What other models had been used did not appear to improve

performance which may partially explain why more research has not utilized machine

learning techniques. Only two models on general heart failure patients (not subdivided

into medical vs. surgical) have AUCs greater than 0.7 and they are Bradley’s Rothman

Index and Amarasingham’s electronic readmissions model. None of the models are even

close to 0.8 which is generally accepted as the threshold for good prediction.

Table 2.3 shows a summary of each modeling group’s AUCs as well as the all to-

gether. The best AUC overall was 0.78 but isn’t as comparable to the remaining AUCs

as it was on a very specific subgroup of patients, those who had undergone surgery. The

second highest AUC was 0.73, the counterpart to the 0.78 model with those patients

who were treated both medically and surgically. The next best, at 0.72 AUC, came

from the well-cited Amarasingham et al. paper. The apparent gap between modern

machine learning techniques and performance of modern readmissions prediction mod-

els is quite large. The worst performing model was just above random at 0.54 and was

a Random Forests (RF) model. The median overall was 0.63. The mean for the GLM

models was 0.64 and 0.62 for the other models. The underperformance of the advanced

machine learning models may have something to do with the lack of followup research

utilizing the algorithms but this is conjecture.

Overall the performance across the general heart failure population models is poor

(as opposed to the more specialized exceptions already noted). Kansagara et al. [148]

pointed out the same pattern across the general readmission literature (which included

heart failure readmissions). This dissertation aims to address this lack in performance

and provide new variables, models, and approaches that are directly applicable to heart

failure patients, and plausibly to many others.
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Table 2.2: Performance of readmissions models in the literature as measured by AUC.

Algorithm Model AUC Paper
Logistic Regression

Krumholz 0.60 [153]
Hammill Claims Only 0.59 [128]
Hammill Clinical & Claims 0.60 [128]
Keenan Administrative 0.60 [126]
Simple Scoring System 0.60 [154]
Weighted Scoring System 0.61 [154]
Rothman Index (RI) 0.62 [132]
Meadem 0.64 [155]
Bradley’s RI General 0.73 [131]
Bradley’s RI Medical 0.72 [131]
Bradley’s RI Surgery 0.78 [131]
Gildersleeve 0.70 [156]
ADHERE 0.56 [127]
CMS Risk Adjustment 0.66 [127]
Tabak 0.61 [127]
Electronic Readmissions Model 0.72 [127]
Zolfaghar LR Original 0.64 [157]
Zolfaghar LR Oversampling 0.63 [157]
Zolfaghar’s Yale 0.59 [157]
Agrawal’s Orig. 0.64 [158]
Agrawal’s Under 0.63 [158]
Agrawal’s Over 0.64 [158]

Random Forests
Charlson 0.54 [130]
Au’s Krumholz 0.58 [130]
Au’s Keenan 0.58 [130]
LACE 0.68 [130]
LaCE 0.60 [130]
Zolfaghar RF Original 0.61 [157]
Zolfaghar RF Oversampling. 0.62 [157]

Support Vector Machines
Meadem et al. 0.64 [155]
Agrawal’s Orig. 0.63 [158]
Agrawal’s Under 0.64 [158]
Agrawal’s Over 0.63 [158]

Naive Bayes
Meadem et al. 0.64 [155]
Agrawal’s Orig. 0.65 [158]
Agrawal’s Under 0.63 [158]
Agrawal’s Over 0.60 [158]
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Table 2.3: Performance summary of readmissions models in the literature as measured
by AUC.

GLM Other All
Min. 0.56 0.54 0.54

1st Qu. 0.60 0.60 0.60
Median 0.63 0.63 0.63

Mean 0.64 0.62 0.63
3rd Qu. 0.66 0.64 0.64

Max. 0.78 0.68 0.78

2.5 Classification Algorithms

2.5.1 Logistic Regression

Logistic regression is a a linear classification method. It can be used for classifying

multiple classes but for our purposes it will be used for two classes.

Logistic regression uses the logit link function to transform the expected value of the

response to the log odds of the expected value. The logit link function is log[p/(1− p)]

resulting in the logistic regression function

log
Pr(G = 1|X = x)

Pr(G = 2|X = x)
= β0 + βTx. (2.7)

The boundary between classes, or decision boundary and is the set of points where

the log-odds are equal to zero [150]. The coefficients are fit using iteratively reweighted

least squares using deviance as a loss function. Although fast, especially with modern

computers, the solution for the coefficients is not closed-form and so may take a while

to compute and may not even converge. Because this is a generalized linear model

the coefficients have a direct input-output interpretation. This is especially useful

to practitioners who wish to understand the relationship between the features and the



CHAPTER 2. LITERATURE REVIEW 37

response. The stats package in R has a function glm that is used in this research.

2.5.2 Random Forests

Random Forests are an example of ensemble methods (also, Random Forests is trade-

marked by Salford Systems and is thus capitalized throughout this work). Random

Forests utilize many classification trees to average out their variance to achieve a pre-

diction. The method creates many decision trees (many trees together make a forest,

thus the use of forest in the name) and at each node in a tree it randomly selects
√
p

(where p is the number of variables in the dataset) variables to choose between for

selecting the best variable and variable value simultaneously. The choice is based on

an impurity metric such as the gini coefficient. It then continues down the decision

tree. The tree then uses the majority vote of the end nodes to determine the class of

the observations. These votes are then summed across the forest of trees to determine

the predictions for the observations. These predictions are given using a probability

(really, a proportion of trees or even nodes, that voted one way or the other).

Choosing variables randomly to consider at each node is important as it keeps the

trees independent. As the number of variables chosen at each node increases, this

independence between trees is compromised and the generalizability of the model is

reduced. If more variables are needed at each node this is usually an indication of

noisy variables which do not contain much information and therefore more are needed

to reduce the variance in the prediction [159].
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Variable Importance

One desirable feature of having the trees independent, is that it makes the algorithm

embarrassingly parallel. This means that trees may be grown on different computing

nodes and then recombined later to produce the forest and its predictions. Because

Random Forests can be a relatively fast procedure and can be used on “wide” problems

it allows us be very creative in our variable creation and selection.

One valuable output of the Random Forests algorithm is variable importance. Vari-

able importance is measured by the so called ‘mean decrease in accuracy’ is the average

difference in out-of-bag (OOB) error when the variable in question is permuted from

its original value in a given tree [160].

The following description of calculating variable importance follow’s Genuer et al.’s

excellent version [160] closely. The variable importance of a given variable, Xj is defined

as:

1. For each tree, t

(a) Calculate errOOBt, the MSE in an out-of-bag (OOB) sample for tree t

(b) Obtain ÕOBtj, by randomly permuting the values of Xj in tree t

(c) Using ÕOBtj calculate the error of tree t on the permuted sample, ˜errOOBtj

2. Calculate the variable importance of Xj as

V I(Xj) =
1

B

∑
t

( ˜errOOBtj − errOOBt), (2.8)

where B is the number of trees in the random forest.

The mean is calculated from the same operation on all the trees [161]. This provides
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an importance ranking as it influences the predictiveness of the algorithm itself. While

making no causal inference, it does provide a measure of importance (thus the name) for

variables’ ability to influence the predictiveness of the algorithm. It has also been shown

that the variable importance found by Random Forests agrees with that found by linear

regression. [162]. Mean decrease in accuracy has been shown to be more reliable than

a second measure using gini importance which has been shown to place more weight on

categorical variables with many levels [150, 163]. However, mean decrease in accuracy

has been shown to unduly assign higher rank to highly correlated variables [164]. We

note this limitation and accept it as a tradeoff for this implementation of random

forests’ computational efficiency.

2.5.3 Support Vector Machines

This section follows much of the derivation from Elements of Statistical Learning by

Hastie et al. [150]. A support vector classifier is a linear classifier. The classifier

becomes a machine when it utilizes various basis transformations on the data to achieve

linear classification in higher dimensional spaces [150].

Support vector classifiers extend the idea of a linear classifier by adding the concept

of the margin between two classes. The initial form of this algorithm, introduced by

Vapnik [165], assumes that the two classes are perfectly separable. The idea is to

find a hyperplane that separates the two classes while simultaneously maximizing the

distance to the closest points that belong in each class and hyperplanes passing through

these closest points, called the margins. For convenience the classes are denoted using
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-1 and 1. The optimization problem is

max
β.β0,‖β‖=1

M

subject to yi(x
T
i β + β0) ≥M, i = 1, . . . , N.

(2.9)

The primal can be written

LP =
1

2
‖β‖2 −

N∑
i=1

αi[yi(x
T
i β + β0)− 1] (2.10)

with associated dual

LD =
N∑
i=1

αi −
1

2

N∑
i=1

N∑
k=1

αiαkyiykx
T
i xk

subject to αi ≥ 0and
N∑
i=1

αiyi = 0.

(2.11)

In this formulation it is possible to have new observations fall inside the margin. If

this occurs, then the separation may be optimal nominally, but perform poorly due to

overfitting. For this reason the classifier is generalized using kernels and cost penalty

to allow for some misclassification when solving for the support vectors.

Transforming the feature space makes the support vector classifier into a support

vector machine, as different kernels for generating the transformed variables are in-

terchangeable. We can choose a set of basis functions hm(x),m = 1, . . . , N and then

compute the new input features accordingly. This allows what would require a nonlin-

ear boundary in the original space to now have a linear boundary in the transformed

space. The dual including these functions can be written

LD =
N∑
i=1

αi −
1

2

N∑
i=1

N∑
k=1

αiαi′yiyi′〈h(xi), h(xi′)〉. (2.12)
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Support vector machines do not have a nice interpretable output like the prior two

methods. The support vectors are built at the boundary of the classes and so do not

provide a look at the entire feature space. This poses issues when interpretation is

important to those using the algorithm.

2.6 Methods Addressing Class Imbalance

Class imbalance may have important implications for classifier performance. Ap-

proaches to address classification come in three general ways, sampling, algorithm

modification, and cost sensitive learning [151]. López et al. [151] as well as He and

Garcia [166] provide excellent reviews of empirical issues and insights when dealing

with imbalanced data.

2.6.1 Cost Sensitive Learning

Cost sensitive learning applies a higher cost to one group than another when misclassi-

fied by the classifier using various algorithms and implementations. Many algorithms

have costs built in, such as Random Forests, and support vector machines, while others

have developed generalized costing methods [167, 168]. Breiman [159] claims that the

cost adjustment in his implementation of Random Forests overcomes class imbalance

problems. Wallace and Dahabreh have shown that many costing methods “system-

atically underestimate the probabilities for minority class instances” even when well

calibrated [169]. Despite SVMs’ built in costing, Tang et al. [170] were able to de-

velop novel undersampling techniques to better address highly imbalanced datasets.

Roumani et al. [171] tested several algorithms including SVMs and logistic regression

on highly imbalanced ICU data using cost penalization methods and found that both
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logistic regression and SVMs perform well. Not many heart failure readmissions stud-

ies have used sampling techniques. We mention those that have in each appropriate

section.

2.6.2 Under- and Oversampling

Under- and oversampling methods seek to address the question posed by Chawla et al.

[172]: “What is the correct distribution for a learning algorithm?” Sampling techniques

change the actual class representation seen by the learner to equalize their presentation

in the dataset.

Undersampling

Simple undersampling takes a random sample from the larger class, often the same

size as the underrepresented class, in order to balance the classes. One concern with

undersampling is that it doesn’t take advantage of all of the data [151]. By definition, it

discards a good portion of the over-represented class in order to provide class balance.

It isn’t clear undersampling is the best approach for highly imbalanced datasets, which

may have anywhere from a 1:100 ratio to a 1:100,000 ratio for the minority class [170].

Agrawal [158] found no significant performance gain for undersampling across naive

Bayes’ classifiers, SVMs, and logistic regression models when predicting thirty-day

readmissions for heart failure patients.

Oversampling

Oversampling randomly samples from the underrepresented class and adds this random

sample to the same class. One issue with oversampling is overfitting the minority
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class as it replicates minority class observations. Japkowicz [173] was able to show

that oversampling can aid perceptron learning algorithms. Zolfaghar et al. [157] used

oversampling in conjunction with logistic regression and random forests to predict all-

cause unplanned thirty-day readmissions. The performance decreased when used with

logistic regression and nominally increased performance with Random Forests but still

underperformed the original logistic regression model. Agrawal [158] also performed

oversampling and found no significant performance increase when predicting thirty-day

readmissions over the original dataset for naive Bayes’ classifiers, SVMs, and logistic

regression.

Combinations of Under- and Oversampling Over- and under sampling can be

combined in order to achieve class balance. The simplest approach is to achieve class

balance by combining under- and oversampling directly. Meadem et al. [155] do exactly

that to create their congestive heart failure readmissions models.

2.6.3 SMOTE

Many methods have been proposed to provide alternatives to under- and oversam-

pling [174–179]. The most popular and well-used is the Synthetic Minority Over-

sampling Technique or SMOTE. SMOTE combines undersampling of the majority

class with synthesized observations using linear regression techniques on a number of

nearest neighbors [180]. Despite it being a well-established and widely used method to

address imbalance, we have not found its use in the readmissions literature. Blagus and

Lusa applied SMOTE to a high dimensional class-imbalanced dataset and compared

its performance to simple under- and oversampling across many algorithms [181]. The

algorithms include nearest neighbors, CART, LDA, QDA, Random Forests, support
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vector machines, nearest shrunken centroids, and penalized logistic regression with both

the linear and quadratic penalty. Their empirical results are based on simulated mi-

croarray data (1,000 variables). They found that SMOTE only improved performance

for random forests without variable selection. Despite its improvement in performance,

RF did not perform well overall. With variable selection, SMOTE was found to im-

prove performance for the nearest neighbors and PAM algorithms but only performed

well in the nearest neighbors cases for the high dimensional data. SMOTE was found

to improve performance over the baseline for many of the low-dimensional cases.

2.6.4 Conclusions

Class imbalance issues have come to light in the machine learning research in the last

fifteen years or so. The most popular methods for addressing class imbalance are

simple under- and oversampling and SMOTE. Few heart failure readmissions studies

have explored the benefits these techniques may offer. Those that have explored them

have shown no notable improvement in predictive performance.



Chapter 3

Between Cohort Care Variation

This chapter presents a framework for working with administrative data for comparing

all relevant procedures for a given diagnosis across cohorts defined according to the

decisionmaking needs of the user. We present a methodology for using that framework

and results from comparing select cohorts.

3.1 Background

Medical care variation research seeks to understand the differences in treatment pa-

tients receive, when those patients have the same diagnosis [182]. Care variation is an

output of the diagnostic and treatment process occurring in the physician’s mind. The

inputs to the physician diagnostic and treatment process are many. Patient symptoms

are not always obvious or correctly described by the patient or properly understood

by the physician. Treatment options are many and are often applied in different order

depending on the circumstances. Patient preferences influence the physician’s choices.

Finally, the physicians have varying abilities for interacting with patients for obtaining

45
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symptom information, have differing abilities for observing and interpreting symptoms,

and have different knowledge and beliefs (including biases [18, 61]) about appropriate

treatment paths [182].

A typical care variation study selects a population based on some common feature

(such as having the same diagnosis [31]) using a distinguishing feature by which to

assess variation in some measure of treatment. Examples of distinguishing features

include ethnicity [45], geography [25,35], types of physicians attending the patient [37],

differing academic hospitals [30], or age group [21,36]. Treatment measures may include

resources utilized to treat patients [183] or usage rates of certain medicines [24] or

medical procedures [32]. Typically the study population is based on a diagnosis which

has a treatment that is currently accepted to be the standard of care, such as the use

of beta blockers and ACE inhibitors for many patients who experience congestive heart

failure [33].

However, measures of variation across all relevant procedures for a given diagnosis

are still lacking. We present a useful framework for working with hospital administra-

tive data, a methodology for using that framework, and results from comparing some

select cohorts.

3.2 Patient Care Model

We begin by discussing the basic process a patient goes through when receiving treat-

ment from a care organization like a hospital. In the simplest form, a patient enters

a hospital with some physiological conditions and then receives procedures to address

those conditions. The care process is much more involved than this simple description

and is approximated through a physician diagnostic process where physicians assign
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diagnoses and patients receive corresponding procedures. This may be represented as a

simple input-output model where the inputs are the patient diagnoses and the outputs

are the procedures performed. Assessing the variation in this simple mapping from

input (diagnosis) to output (procedure) is addressed through this research. Perturba-

tions or variation in this mapping will be assumed to represent potential reductions

or improvements in quality of care. Measuring these perturbations allows for further

study and is a key step to understanding their true nature and thereby assuring better

quality in patient care.

A More Complete Description The path from initial hospital entry to the cre-

ation of the patient electronic health record is not as straightforward as we initially

suggest. Various inputs create the final record including the care provider’s mental pro-

cess; transcriptions of doctor-patient interactions recorded by scribes; clinicians, nurses,

and others’ recorded notes, diagnoses, procedures, and symptoms; trained coders who

interpret the notes to assign ICD-9 and CPT codes for the actions performed on the

patient (diagnoses and procedures); and others.

A patient enters the hospital (the black box system) with some unknown physical

condition and underlying causes. The patient inside this black box is eventually as-

signed a set of diagnoses (sometimes symptom descriptions depending on the phase of

treatment). These diagnoses feed back into the black box which then assigns proce-

dures meant to address those diagnoses. A patient is assigned a principal diagnosis

and a principal procedure for each visit. “The Principal diagnosis is defined as the

condition established after study to have been chiefly responsible for occasioning the

admission of the patient to the hospital for care . . . [and is] . . . represented by the ICD-9

diagnosis code [184].” The principal procedure does not have a definition of equivalent

detail in the CDR and so is assumed to be the procedure which represents the prin-
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cipal treatment given for that particular visit in response to the patient’s condition.

Secondary diagnoses and procedures are those which contributed to admission but are

other than principal.

A Simple Input-Output Model of Patient Care It would stand to reason that

the principal diagnosis and principal procedure are correlated. The actual recorded and

reported principal diagnoses and procedures are assumed to represent in some respect

the true description of physical condition and true response to that actual physical

condition. It is also assumed that all patients are independent from each other.

We can represent the black box system as a basic input-output model with the

diagnoses as the input and the procedures as output. It would be expected that in the

ideal system identical inputs would result in the same outputs, or at least a very similar

distribution of outputs. Assessing the variation in output (procedures performed) for

given inputs (patient condition as reflected by diagnoses) is one of the contributions of

this research.

Diagnosis-Response Matrix A data matrix or data frame can be used to represent

this input-output relationship between diagnoses and procedures. The diagnoses may

be considered the inputs (columns) and the procedures the response (rows) to the

diagnoses. The values in the cells are some representation of the procedures like the

number of times a given procedure was used in response to the diagnosis. A column

then approximates the response to that diagnosis for the patient(s) in consideration.

If the entries in the column are, say, zero for when a procedure is not used during

a visit and one for when a procedure is used, then that column vector represents

a response indicator vector. This vector could then be compared to other patients’

vectors. Other metrics may be used as values to measure various phenomena of interest.
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In this research these entries will be counts of how many times a procedure was used

in response to the diagnosis. The matrix encodes the procedure responses to all the

diagnoses for patients. The same diagnosis columns of the matrix from two separate

groups of patients may then be used to compare the responses of the care system to

each cohort. This matrix provides a way to represent and interpret the patient care

process. We call this matrix the diagnosis-response matrix or DRM. All of the care

variation analysis we perform is with the column vector of the DRM that corresponds

to congestive heart failure, or ICD-9 code 428.0

Formal Description of the DRM This matrix is a p × d matrix where p is the

number of unique procedures a population set has, and d is the number of unique

principal diagnoses a population set has (See Figure 3.3 for a formal depiction and

Figure 3.2 for a truncated example). The entries of the matrix are formed by counting

the number of times each procedure (row) was indicated as the response to the given

principal diagnosis (column). Other methods may be used to generate the entries

to better answer research questions. Each diagnosis (column) has a distribution of

procedures as a response to the given diagnosis.

The matrix may be created for an individual patient, in which case the matrix rep-

resents the response of the care provider organization to the patient’s condition, or it

may be aggregated by summing all matrices of patients in a specified sub-population

for cross-population analyses. Each column of the aggregated DRM represents the re-

sponse profile of the care provider organization to that population’s conditions. Thus,

for any given diagnosis the actual distribution of responses for that level of the orga-

nization are shown.

Further analysis could be performed using a similar matrix where the columns of the
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DRM = Ap,d =


a1,1 a1,2 · · · a1,d
a2,1 a2,2 · · · a2,d

...
...

. . .
...

ap,1 ap,2 · · · ap,d


Entries are procedure counts.

Figure 3.1: Formal depiction of the Diagnosis-Response Matrix. Note that the entries
are procedure (row) counts in response to the corresponding diagnosis (column).

DRM =



414.01 427.32 428.0 · · · 996.67

blank 0 0 41 · · · 0
01360 0 0 0 · · · 0
01402 0 0 0 · · · 0
33210 0 0 1 · · · 0
33225 0 0 1 · · · 0
36415 0 0 1 · · · 0
71010 0 0 2 · · · 0
71020 0 0 8 · · · 0
78465 0 0 0 · · · 0
...

...
...

...
. . .

...
99309 0 0 1 · · · 0


Figure 3.2: Example of the Diagnosis-Response Matrix. The codes over each column
are ICD-9 codes indicating the diagnosis. The codes for each row are the procedures
using Current Procedural Terminology (CPT). For example, the entry in column 3,
ICD-9 code 428.0, and row 4, CPT code 33210 has entry 1 meaning that the procedure
33210, “Insertion or replacement of temporary transvenous single chamber cardiac
electrode or pacemaker catheter” was performed one time in response to diagnosis
428.0, Congestive Heart Failure, in this patient group.
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matrix become the procedures and the rows become the diagnoses generating a d× p

matrix. This matrix is called the Procedure-Response Matrix (PRM). This matrix

is interpreted differently from the DRM as it models how a procedure is used across

various diagnoses. We do not use it in this research but mention it for the sake of

possible future work.

PRM = Bd,p =


b1,1 b1,2 · · · b1,p
b2,1 b2,2 · · · b2,p

...
...

. . .
...

bd,1 bd,2 · · · bd,p


Entries are diagnosis counts.

Figure 3.3: Formal depiction of the Procedure-Response Matrix. Note that the entries
are diagnosis (row) counts in response to the corresponding procedure (column).

Using the DRM When thinking about variation in care using the DRM we look

at variation in terms of all procedures responding to a single diagnosis. In terms of

the DRM, this would be a column vector. Constructing the entire DRM is actually

not necessary, a researcher need only construct the vector of procedure counts relevant

to the diagnosis in question. The DRM is useful for characterizing the approximate

input-output relationship of patients entering a care organization, receiving diagnoses,

and then receiving corresponding procedures. Column vectors representing the same

diagnosis from DRMs of patient cohorts are compared using an appropriate method to

then measure the variation in the procedures used in response to the same diagnosis.

This measure represents a measure of care quality in terms of variation between the

two cohorts.
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3.3 Methodology

The method compares two vectors of counts from two distinct patient cohorts. These

cohorts could be patient groups with and without incidences of a certain comorbidity,

procedures administered solely by one attending physician versus another, and so on.

Table 3.1 shows an example of these vectors of counts that may then compared using

the χ2 test for independence discussed at length in Section 2.2.

Diabetes II No Diabetes II
Procedure 1 31 48
Procedure 2 11 18

...
...

...
Procedure P 56 57

Table 3.1: Example table of patient cohorts divided by having or not having Diabetes
Type II. Each row is the number of times a procedure was used in the respective cohort.

The two-sample test of independence for measuring quality of care, in this case, care

variation, has a nice interpretation. When comparing the diagnosis vectors from two

cohorts the two-sample test of independence has the null hypothesis,

H0, which is that the proportion of each procedure patients receive is independent of

whether they have the stated comorbidity or not.

The alternative hypothesis is

Ha, which is that the proportion of each procedure patients receive is not independent

of whether they have the stated comorbidity or not.

If we select our significance level α to be 0.05, then if

p ≤ 0.05 we reject H0, else if

p > 0.05 we fail to reject H0.
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Intuitively, if we reject H0 we are saying that having or not having the comorbidity

shows evidence of association with the proportion of each procedure patients receive.

This means that there is evidence to suggest that the number of times the tested

procedures are used may be associated with whether the comorbidity is present in the

patients’ histories or not. This is directly related to quality of care as this represents

a measure of variation in the care, or number of procedures, patients receive. This

significant difference in the proportion of procedures two cohorts receive may have

clinical significance.

The next step in the methodology is to then take the difference in proportions

each patient group receives relative to the other and rank them in order of highest to

lowest. The extremes of this ranking represent those procedures which most differ in

proportional application to each cohort. These ranked procedures are then presented

to decisionmakers for further inquiry and determination of clinical significance. We

perform these tests in R [106] using the chisq.test() function in the stats package

which offers the option to simulate the p-value using the Monte Carlo method described

in Section 2.2.2.

The overall process for measuring variation in treatment in response to a given

diagnosis is:

1. Choose patient cohorts for comparison.

2. Choose diagnosis of interest.

3. Create diagnosis response vectors by counting the number of times a procedure

is used across all patients in the cohort.

4. Compare the vectors using appropriate metric, E.g., χ2 test for independence.

5. For each vector,
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(a) Calculate the proportion each procedure is of the each vector.

(b) Take the difference of the two proportion vectors.

(c) Rank order the procedures in the differenced vector.

In the following sections, we present some cases where this methodology has been

applied.

3.4 Results

This section presents results from several cases. The first case tests for independence

between groups of patients with and without a given comorbidity in their patient

history. This first case uses only the principal procedures. The second set of results

differentiates between variation due to the principal procedure counts and that due to

the secondary procedure counts. Within these first two cases we also provide evidence

that less specific diagnoses may have a statistically significant relationship with greater

variation between patient cohorts. The third section revisits some results found in the

first two sections for atherosclerosis patients. The final set of results is a validation piece

which tests for independence between patient cohorts being treated by two different

physicians.

3.4.1 Between Diagnosis Group Care Variation Results Using

Principal Procedures

We begin by observing the top ten most common comorbidities for heart failure pa-

tients in our population. Table 3.2 shows the top comorbidity is hypertension with
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atrial fibrillation close behind. There are two versions of coronary atherosclerosis ap-

pearing in rank 3 and rank 8. The rank 3 diagnosis is more highly specified while the

other is not. The fourth most common comorbidity is not a cardiovascular disorder; it

is type II diabetes. The fifth most common comorbidity is an unspecified cardiomya-

pathy, or disease of the heart muscle. The sixth is a variant of the more specific heart

failure diagnosis the population was constructed under (428.0), 428.9, which is another

unspecified diagnosis. The seventh most common is unspecified hyperlipidemia. Ninth

is pleural effusion which is fluid in the chest cavity. The tenth most common comor-

bidity is pulmonary congestion or fluid backup. Many of these are directly related to

congestive heart failure with some that are not as direct, such as diabetes.

Table 3.2: The top 10 most common comorbidities for heart failure patients in our
population ranked by number of times the comorbidity diagnoses appear.

Rank Code Description Count
1 401.9 HYPERTENSION NOS 28888
2 427.31 ATRIAL FIBRILLATION 28537
3 414.01 CORONARY ATHERO NATIVE VESSEL 26736
4 250.00 DIABETES UNCOMPL TYPE II 20956
5 425.4 PRIM CARDIOMYOPATHY NEC 19227
6 428.9 HEART FAILURE NOS 18108
7 272.4 HYPERLIPIDEMIA NEC/NOS 17015
8 414.00 CORONARY ATHERO NOS 13137
9 511.9 PLEURAL EFFUSION NOS 12093

10 514 PULM CONGEST/HYPOSTASIS 11590

DRMs were created for each unique diagnosis using counts of principal procedures

as a response to the given diagnosis. This means that each diagnosis had a DRM

constructed from those patients who were diagnosed with the given diagnosis and

another DRM was created from those patients who were not diagnosed with that

diagnosis. This was performed across all 2383 diagnoses in the dataset. Each DRM

contains columns corresponding to diagnoses and rows to principal procedures. Because

this dataset is comprised of heart failure patients, ICD9 code 428.0 (Congestive Heart
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Failure) is the main diagnosis of interest for testing variation in treatment.

Therefore, variation in treatment of congestive heart failure was tested using Pear-

son’s χ2 test. This means that in each DRM the χ2 test was perfomed on the procedure

distribution created by the column corresponding to diagnosis 428.0. These two distri-

butions represent the distribution of procedures used to treat congestive heart failure

for the respective cohort.

As we are testing for significance across a large set of cohorts, we correct p-values

using the Holm-Bonferroni correction. We also record the number of times a comor-

bidity is significantly different across the division of patients with and without it. We

perform the correction in an iterative manner. We begin by correcting the first two

p-values together, then the first three together, then the first four, and so on until all

2,383 p-values have been corrected together. We keep track of how many times each

cohorts pair has been found to be significantly different as this information may be

useful for exploratory purposes. The second column in Table 3.3 shows how many

times each diagnosis was significant out of the iterative Holm-Bonferroni corrections.

This method proceeds through the comorbidities in order of commonality. Performing

the Holm-Bonferroni in this order applies stricter criteria to later diagnoses adding an

additional buffer against spurious findings. It could be argued that this is still too

conservative [185].

Table 3.3 lists all diagnoses found significantly different at least one time, their

original rank in terms of commonness, along with supporting information. Of the top

ten most common comorbidities, three out of the ten are not significant: both coronary

atherosclerosis comorbidities and type II diabetes. It is possible that the atherosclerosis

cohorts are confounding any differences that may be found as patients from one cohort

may be found in the other’s without cohort.
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Figure 3.4: Significance profile as the number of cohort groups increases.

Figure 3.4 shows the results of the iterative Holm-Bonferroni corrections. The max-

imum number of corrected p-values that were significant with α = 0.05 was 23 and it

occurred first when 343 diagnoses’ p-values had been corrected. This is shown in the

upper part of the figure. The number of tests performed that resulted in the highest

percentage of significantly different cohorts was after 24 tests with 70.8% of the 24

tests begin significant.

Table 3.4 shows that 19 diagnosis cohorts were still significantly different even after

all 2,383 tests were corrected using Holm’s procedure. Half of the top ten most common

comorbidities still remain significantly different while hypertension, both athersclero-
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sis comorbidities, type II diabetes, and the unspecified heart failure were not found

significant.

Testing Significance of NEC/NOS Designation Some diagnoses indicated less

certainty about the nature of the condition. These diagnoses are ones that may fall un-

der a general classification but do not have a specific designation or subcategorization.

These are denoted with the acronyms NEC or NOS which stand for ‘Not Elsewhere

Classified’ and ‘Not Otherwise Specified’ respectively. We used these diagnoses to

test whether there was greater variation in care between cohorts with more uncertain

diagnoses and the corresponding cohort without those same diagnoses.

We counted the number of times a diagnosis contained one of these designations

(NEC or NOS) out of the top 343 most common diagnoses. We chose the top 343

diagnoses as it was at 343 tests that the most diagnosis cohorts were found to be

significantly different in procedure distributions using principal procedure counts. After

343 it stayed constant and then decreased slowly as more tests were run. Figure 3.4

shows the peak and slow decline of the number of significantly different cohorts. Using

this number allowed the maximum number of potential diagnoses from either class

(clear specification of diagnosis versus NOS/NEC).

Table 3.5 shows the contingency table obtained from the cohorts using only principal

procedure counts. The number of diagnoses with the maximum number of significantly

different cohorts was 343. We counted the number of times a diagnosis contained one

of these designations (NEC or NOS) out of the top 343 diagnoses. Table 3.5 shows that

there were 17 NOS/NEC diagnoses and only 14 that were more distinctly specified in

the ICD-9 codes out of the significantly different group. Among those diagnoses that

were not significantly different, 95 were NOS/NEC and 217 were not.
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We used Pearson’s chi-squared test for independence between the designation (NOS/NEC

vs. specified) and the number of significantly different diagnoses. We obtained a χ2

statistic of 7.6279, with 1 degree of freedom and a p-value of 0.006. This rejects the

null hypothesis that the marginals are independent suggesting there is evidence of a

relationship between finding diagnosis cohorts with principal procedures significantly

different and whether they are unspecified diagnoses or not.

3.4.2 Between Diagnosis Group Care Variation Results Using

All Procedures

It is possible that including all procedures designated as being used to treat 428.0

may affect the variation in care between cohorts of patients with and without given

comorbidities. To test this we carried out the same analysis as in Section 3.4.1 but

using the counts of all procedures rather than only the principal procedures. Table 3.6

shows those diagnoses that have significant variation between the diagnosis cohorts at

least one time.

When all procedures are used to form the counts it increases the number of co-

morbidities with significantly different treatment procedure counts from 31 (when only

principal procedures are used) to 79. Also notable is that all of the comorbidities

up until the fourteenth are significantly different at least one time. Interestingly, the

fourteenth was significantly different in the principal procedure comparisons.

Table 3.6: The number of times all cohorts were found significantly different when
using all procedures labelled as addressing 428.0, what rank they were in how often
they were used as well as their code and textual description.

Rank Times Sig. Code Description Count
1 2382 401.9 HYPERTENSION NOS 28888

Continued on next page
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Table 3.6 – Continued from previous page
Rank Times Sig. Code Description Count

2 2381 427.31 ATRIAL FIBRILLATION 28537
3 2380 414.01 CRNRY ATHERO NATIVE VESSEL 26736
4 2379 250.00 DIABETES UNCOMPL TYPE II 20956
5 2378 425.4 PRIM CARDIOMYOPATHY NEC 19227
6 2377 428.9 HEART FAILURE NOS 18108
7 2376 272.4 HYPERLIPIDEMIA NEC/NOS 17015
8 2375 414.00 CORONARY ATHERO NOS 13137
9 2374 511.9 PLEURAL EFFUSION NOS 12093

10 2373 514 PULM CONGEST/HYPOSTASIS 11590
11 2372 496 CHR AIRWAY OBSTRUCT NEC 11063
12 2371 412 OLD MYOCARDIAL INFARCT 10318
13 2370 429.3 CARDIOMEGALY 10177
15 2368 427.1 PAROX VENTRIC TACHYCARD 8921
16 2367 786.05 SHORTNESS OF BREATH 8692
17 2366 518.0 PULMONARY COLLAPSE 8342
18 2365 793.1 ABN FINDINGS-LUNG FIELD 8004
19 2364 794.31 ABNORM ELECTROCARDIOGRAM 7502
20 2363 585.9 CHRONIC KIDNEY DIS NOS 7258
21 2362 786.09 RESPIRATORY ABNORM NEC 6887
22 2361 285.9 ANEMIA NOS 6529
23 2360 272.0 PURE HYPERCHOLESTEROLEM 6447
25 266 786.50 CHEST PAIN NOS 6399
26 2357 424.1 AORTIC VALVE DISORDER 6299
27 2356 424.0 MITRAL VALVE DISORDER 6266
28 2355 416.8 CHR PULMON HEART DIS NEC 5603
29 2354 428.22 CHRON SYSTOLIC HEART FAILURE 5443
30 2353 486 PNEUMONIA ORGANISM NOS 5200
32 2351 244.9 HYPOTHYROIDISM NOS 5117
33 2350 599.0 URIN TRACT INFECTION NOS 5110
35 5 518.81 RESPIRATORY FAILURE 4708
36 2347 530.81 ESOPHAGEAL REFLUX 4528
37 2346 427.9 CARDIAC DYSRHYTHMIA NOS 4516
38 2345 427.89 CARDIAC DYSRHYTHMIAS NEC 4423
42 2341 414.8 CHR ISCHEMIC HRT DIS NEC 4109
43 2340 327.23 OBSTRUCTIVE SLEEP APNEA 3825
44 2339 786.9 RESP SYS/CHEST SYMP NEC 3792
45 51 403.91 HYP RENAL NOS W REN FAIL 3546
46 2337 443.9 PERIPH VASCULAR DIS NOS 3540
47 2336 585.3 CHR KIDNEY DIS STAGE III 3407
49 2334 426.3 LEFT BB BLOCK NEC 3169

Continued on next page
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Table 3.6 – Continued from previous page
Rank Times Sig. Code Description Count

52 150 311 DEPRESSIVE DISORDER NEC 3098
54 2329 518.89 OTHER LUNG DISEASE NEC 3027
56 2327 789.00 ABDOM PAIN NOS 2800
57 21 278.00 OBESITY UNSPECIFIED 2789
59 2324 593.9 RENAL & URETERAL DIS NOS 2366
60 2323 426.11 ATRIOVENT BLOCK-1ST DEGR 2256
61 2322 276.7 HYPERPOTASSEMIA 2232
64 496 250.02 DIABETES MELL TYPE II UNCONT 2028
65 2318 427.69 PREMATURE BEATS NEC 1956
66 2317 995.91 SYS INFLAM/INFEC W/O ORG DYS 1929
68 2315 585.4 CHR KIDNEY DIS STAGE IV 1911
69 23 276.1 HYPOSMOLALITY 1899
71 25 428.1 LEFT HEART FAILURE 1891
72 2311 276.8 HYPOPOTASSEMIA 1844
74 125 278.01 MORBID OBESITY 1810
76 537 426.4 RT BUNDLE BRANCH BLOCK 1758
77 2306 780.09 STUPOR 1748
82 2301 411.1 INTERMED CORONARY SYND 1622
86 2297 428.32 CHRONIC DIASTOLIC HRT FLR 1571
88 1218 578.9 GASTROINTEST HEMORR NOS 1528
89 184 571.5 CIRRHOSIS OF LIVER NOS 1521
90 267 287.5 THROMBOCYTOPENIA NOS 1519
93 30 790.7 BACTEREMIA NOS 1496
97 2286 276.51 DEHYDRATION 1419
99 2284 518.82 OTHER PULMONARY INSUFF 1395

116 241 008.45 CLOSTRIDIUM DIF 1216
121 27 586 RENAL FAILURE NOS 1123
126 53 428.23 ACUT ON CHRON SYSTOLIC HRT FLR 1064
138 475 786.59 CHEST PAIN NEC 938
141 1579 789.5 ASCITES 894
147 70 433.10 CAROTID ART OCCLUS W/O INFARCT 843
150 740 790.6 ABN BLOOD CHEMISTRY NEC 830
154 90 787.20 DYSPHAGIA NOS 807
163 352 437.0 CEREBRAL ATHEROSCLEROSIS 753
175 1545 793.0 ABN FINDING-SKULL & HEAD 654
197 2186 745.5 SECUNDUM ATRIAL SEPT DEF 576
233 245 E878.8 ABN REACT-SURG PROC NEC 463
342 2041 785.50 SHOCK NOS 292
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Figure 3.5: Significance profile as the number of cohort groups increases.

Figure 3.5 shows a similar pattern to that of the principal procedure’s figure, where

there is a sharp increase in both the number and percentage of significantly different

procedure count distributions between diagnosis cohorts. The percentage drops quickly

as fewer significantly different cohorts are found as less common diagnoses are tested.

After all the tests are compared and the Holm-Bonferroni corrections are made, 54

diagnoses are still significantly different and are shown in Table 3.7.

Table 3.7 shows that 54 diagnosis cohorts were still significantly different even after

all 2,383 tests were corrected using Holm’s procedure. All of the top ten diagnoses

remain significant throughout.
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Table 3.7: Diagnoses found to be significantly different when even after Holm’s correc-
tion for all 2,383 comparisons.

Rank Code Description Count
1 401.9 HYPERTENSION NOS 28888
2 427.31 ATRIAL FIBRILLATION 28537
3 414.01 CORONARY ATHERO NATIVE VESSEL 26736
4 250.00 DIABETES UNCOMPL TYPE II 20956
5 425.4 PRIM CARDIOMYOPATHY NEC 19227
6 428.9 HEART FAILURE NOS 18108
7 272.4 HYPERLIPIDEMIA NEC/NOS 17015
8 414.00 CORONARY ATHERO NOS 13137
9 511.9 PLEURAL EFFUSION NOS 12093

10 514 PULM CONGEST/HYPOSTASIS 11590
11 496 CHR AIRWAY OBSTRUCT NEC 11063
12 412 OLD MYOCARDIAL INFARCT 10318
13 429.3 CARDIOMEGALY 10177
15 427.1 PAROX VENTRIC TACHYCARD 8921
16 786.05 SHORTNESS OF BREATH 8692
17 518.0 PULMONARY COLLAPSE 8342
18 793.1 ABN FINDINGS-LUNG FIELD 8004
19 794.31 ABNORM ELECTROCARDIOGRAM 7502
20 585.9 CHRONIC KIDNEY DIS NOS 7258
21 786.09 RESPIRATORY ABNORM NEC 6887
22 285.9 ANEMIA NOS 6529
23 272.0 PURE HYPERCHOLESTEROLEM 6447
26 424.1 AORTIC VALVE DISORDER 6299
27 424.0 MITRAL VALVE DISORDER 6266
28 416.8 CHR PULMON HEART DIS NEC 5603
29 428.22 CHRONIC SYSTOLIC HEART FAILURE 5443
30 486 PNEUMONIA ORGANISM NOS 5200
32 244.9 HYPOTHYROIDISM NOS 5117
33 599.0 URIN TRACT INFECTION NOS 5110
36 530.81 ESOPHAGEAL REFLUX 4528
37 427.9 CARDIAC DYSRHYTHMIA NOS 4516
38 427.89 CARDIAC DYSRHYTHMIAS NEC 4423
42 414.8 CHR ISCHEMIC HRT DIS NEC 4109
43 327.23 OBSTRUCTIVE SLEEP APNEA 3825
44 786.9 RESP SYS/CHEST SYMP NEC 3792
46 443.9 PERIPH VASCULAR DIS NOS 3540
47 585.3 CHR KIDNEY DIS STAGE III 3407
49 426.3 LEFT BB BLOCK NEC 3169

Continued on next page
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Table 3.7 – Continued from previous page
Rank Code Description Count

54 518.89 OTHER LUNG DISEASE NEC 3027
56 789.00 ABDOM PAIN NOS 2800
59 593.9 RENAL & URETERAL DIS NOS 2366
60 426.11 ATRIOVENT BLOCK-1ST DEGR 2256
61 276.7 HYPERPOTASSEMIA 2232
65 427.69 PREMATURE BEATS NEC 1956
66 995.91 SYS INFLAM / INFECTI W/O ORGAN DYSFUNC 1929
68 585.4 CHR KIDNEY DIS STAGE IV 1911
72 276.8 HYPOPOTASSEMIA 1844
77 780.09 STUPOR 1748
82 411.1 INTERMED CORONARY SYND 1622
86 428.32 CHRONIC DIASTOLIC HEART FAILURE 1571
97 276.51 DEHYDRATION 1419
99 518.82 OTHER PULMONARY INSUFF 1395

197 745.5 SECUNDUM ATRIAL SEPT DEF 576
342 785.50 SHOCK NOS 292

Table 3.8 shows those diagnoses that are significant when principal procedures are

used but not when all procedures are used. The most common of the group is acute

renal failure that is not otherwise specified which is the 14th most common comorbidity.

The next most common is low blood oxygen or hypoxemia at rank 40. Edema is fluid

buildup and is 48th most common with gout just behind in 51st. These may provide a

good starting point for further exploration as to any patterns or clinically meaningful

interpretations.

Table 3.9 shows those comorbidities that are significantly different when all pro-

cedures are used but not when only principal procedures are used. Of the top ten

most common, both the atherosclerosis diagnoses are present as well as type II dia-

betes.
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Table 3.9: Diagnoses found to be significantly different when all procedures are used
but not found significantly different when only principal procedures are used.

Rank Code Description
3 414.01 CORONARY ATHERO NATIVE VESSEL
4 250.00 DIABETES UNCOMPL TYPE II
8 414.00 CORONARY ATHERO NOS

11 496 CHR AIRWAY OBSTRUCT NEC
12 412 OLD MYOCARDIAL INFARCT
25 786.50 CHEST PAIN NOS
26 424.1 AORTIC VALVE DISORDER
28 416.8 CHR PULMON HEART DIS NEC
29 428.22 CHRONIC SYSTOLIC HEART FAILURE
30 486 PNEUMONIA ORGANISM NOS
32 244.9 HYPOTHYROIDISM NOS
33 599.0 URIN TRACT INFECTION NOS
35 518.81 RESPIRATORY FAILURE
37 427.9 CARDIAC DYSRHYTHMIA NOS
42 414.8 CHR ISCHEMIC HRT DIS NEC
43 327.23 OBSTRUCTIVE SLEEP APNEA
44 786.9 RESP SYS/CHEST SYMP NEC
45 403.91 HYP RENAL NOS W REN FAIL
46 443.9 PERIPH VASCULAR DIS NOS
47 585.3 CHR KIDNEY DIS STAGE III
49 426.3 LEFT BB BLOCK NEC
52 311 DEPRESSIVE DISORDER NEC
54 518.89 OTHER LUNG DISEASE NEC
56 789.00 ABDOM PAIN NOS
57 278.00 OBESITY UNSPECIFIED
60 426.11 ATRIOVENT BLOCK-1ST DEGR
61 276.7 HYPERPOTASSEMIA
64 250.02 DIABETES MELL TYPE II UNCONT
65 427.69 PREMATURE BEATS NEC
66 995.91 SYS INFLAM / INFECTI W/O ORGAN DYSFUNC
68 585.4 CHR KIDNEY DIS STAGE IV
69 276.1 HYPOSMOLALITY
71 428.1 LEFT HEART FAILURE
72 276.8 HYPOPOTASSEMIA
74 278.01 MORBID OBESITY
76 426.4 RT BUNDLE BRANCH BLOCK
82 411.1 INTERMED CORONARY SYND
86 428.32 CHRONIC DIASTOLIC HEART FAILURE

Continued on next page
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Table 3.9 – Continued from previous page
Rank Code Description

88 578.9 GASTROINTEST HEMORR NOS
89 571.5 CIRRHOSIS OF LIVER NOS
90 287.5 THROMBOCYTOPENIA NOS
93 790.7 BACTEREMIA NOS
97 276.51 DEHYDRATION
99 518.82 OTHER PULMONARY INSUFF

116 008.45 CLOSTRIDIUM DIF
121 586 RENAL FAILURE NOS
126 428.23 ACUTE ON CHRONIC SYSTOLIC HEART FAILR
138 786.59 CHEST PAIN NEC
141 789.5 ASCITES
147 433.10 CAROTID ART OCCLUS W/O INFARCT
150 790.6 ABN BLOOD CHEMISTRY NEC
154 787.20 DYSPHAGIA NOS
163 437.0 CEREBRAL ATHEROSCLEROSIS
175 793.0 ABN FINDING-SKULL & HEAD
197 745.5 SECUNDUM ATRIAL SEPT DEF
233 E878.8 ABN REACT-SURG PROC NEC

Table 3.10 shows those comorbidities that are significant in both procedure count

methods, principal only and all procedure counts, are used to form the DRMs. Later

entries in such a list may be indicative of comorbidities that are less thought about but

potentially provide insight into treatment variation. Patients with shock seem to be

treated significantly differently than those without shock. The clinical meaningfulness

of this may provide helpful insight.

Each of these tables provides a different perspective on the comorbidities and how

treatment differs between those patients with and without each of them. Principal pro-

cedures seem to be more discriminating with fewer overall diagnoses being significantly

different. Despite the smaller number, some few are significantly different that are not

significantly different when all procedures are used. When all procedures are used,
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many more comorbidities differ in procedures counts between those with and without

the comorbidities.

Testing Significance of NEC/NOS Designation with Counts of All Proce-

dures As with the principal procedures, we found the number of procedures that

yielded the highest possible number of significantly different cohorts. At 176 diagnoses

being simultaneously tested, there were 79 significantly different diagnoses. The con-

tingency table in Table 3.11 shows that there were 30 NOS/NEC diagnoses and 49

that were specified (as in assigned a specific ICD-9 code with a specific designation

rather than NOS or NEC) out of the significantly different group. We then obtained

the proportion of the top 176 diagnoses that were NOS/NEC versus those that weren’t

for the non-significantly different diagnoses.

Again, we use Pearson’s chi-squared test for independence between the designation

(NOS/NEC vs. specified) and significance for the contingency table constructed from

the all procedures tests. We obtain a χ2 statistic of 0.0045 with 1 degree of freedom

and a p-value of 0.946. This fails to reject the null hypothesis that the marginals are

independent suggesting there is not evidence of a relationship between finding diagnosis

cohorts with all procedures significantly different and whether they are unspecified

diagnoses or not.

This result is the opposite of that found when only principal procedures are used.

This may imply that principal procedures reflect the treatment variation more sensi-

tively when diagnoses are not adequately specified by either the ICD-9 (if a proper

specification doesn’t exist) or by the physician or coder (if it exists but isn’t properly

labeled).
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3.4.3 Revisit: Variation Between Atherosclerosis Cohorts

We found in Section 3.4.1 that neither of the Atherosclerosis groups were significantly

different from their corresponding cohorts without the same comorbidities. We posited

that it could be due to the presence of the specified and non-specified atherosclerosis

groups in each other’s without cohorts. To test this we performed two tests. First we

compared the two cohorts to each other using Pearson’s Chi-squared test for indepen-

dence with simulated p-value (based on 100,000 replicates). This resulted in a χ2 value

of 47.9 and p-value of essentially 1. This fails to reject the null hypothesis that the

procedure counts are independent of the atherosclerosis groups. This suggests there is

not evidence to suggest one comorbidity group applies procedures differently from the

other.

Because they were not significantly different we combined them and compared the

combined procedure distribution to that of the remaining patients. We tested them

against the remaining patients using the same test yielding a χ2 statistic of 240.7 and

p-value < 0.001. This rejects the null hypothesis that procedure count distributions

are independent of whether or not a patient is diagnosed with athersclerosis of a native

vessel or not otherwise specified. This gives evidence to suggest that atherosclerosis

patients experience different procedure application than patients without athersclero-

sis.

3.4.4 Validation: Between physician patient cohorts care vari-

ation results

Two physicians were chosen, here designated as physician A and physician B, be-

cause they performed the most procedures of all the physicians treating patients in
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the population. Physician A performed 16,208 procedures while B performed 16,359

procedures. Physician A was the attending physician on 9451 visits while physician B

was the attending on 5222 unique visits.

The patient cohorts were created by identifying those patient visits which were

assigned one or the other but not both physicians as attending physician. To be sure

the cohorts were comparable populations demographically, the distributions of Age,

Race, and Gender were tested for independence using Pearson’s χ2 test. If the p-

values are greater than α = 0.05 then we fail to reject and the distributions are not

statistically independent. This means that the groups are comparable and differences

in treatment are not necessarily attributable to differences in demographics rather than

the attending physician.

Pearson’s Chi-squared test with simulated p-value (based on 2000 replicates) for

testing similar distributions of Age across the two groups yielded χ2 = 30, and p-

value = 1 meaning the groups are comparably comprised in terms of age distribution.

Pearson’s Chi-squared test with simulated p-value (based on 2000 replicates) for testing

independence of Race distributions across the two cohorts yielded χ2 = 28 with p-

value = 0.1404 meaning that the cohorts are also comparable ethnicly. Finally, the

Pearson’s Chi-squared test for independence of Gender distributions with simulated p-

value (based on 2000 replicates) yielded χ2 = 6 with p-value = 1 meaning the cohorts

are also comparable in gender composition. These findings allow us to state with more

confidence that differences in treatment between the two groups are less likely to be

attributable to demographic differences.

Pearson’s χ2 test with simulated p-value (based on 2000 replicates) across procedure

distributions for physician A and B yielded results of χ2 = 178.0206 with associated

p-value < 0.001 therefore rejecting the null hypothesis that the procedure frequency dis-
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tributions are independent of the physician that performed them. This means that the

procedure distributions between these physicians are significantly different and gives

evidence to suggest that statistically significant variation in the amounts of procedures

each physician uses to treat congestive heart failure exists.

To further explore the differences in variation, Table 3.12 shows the top five varying

procedures performed by each physician in terms of percent difference. The top varying

procedures for Physician A are major surgeries such as heart transplants. The top

varying procedures for Physician B are minor surgeries, hemodialysis, and diagnostic

in nature. These procedures may suggest a difference in training or specialty.

After performing these analyses we obtained the hospital service of the physicians in

question and it turns out that Physician A specializes in cardiac surgery while Physician

B does not specialize in cardiac surgery.

These findings validate our method. Ignorant of which types of physicians they

were, and only knowing that they both performed a lot of procedures we found their

patient cohorts were demographically similar while the procedures they used varied

significantly. Identifying those procedures that each performed most (percentage-wise)

more than the other it became clearer that each had a preference for choosing either

intense surgery-based procedures, or less invasive procedures. Post-analysis we found

that the physicians had different specialties both of which would naturally lead to the

procedure choices reflected in our analysis.
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3.5 Conclusion

3.5.1 Limitations

Some limitations of the method do apply. One assumption of χ2 tests is that the cell

counts are independent. This is not entirely true of procedures. Some procedures

may be precursors to the next procedure performed having a serial correlation. While

others may simply often be present in the performance of other procedures. These

same statements may also be said of spoken language. This is an important comparison

because independence of words is important in text analysis. This assumption is also

required in many text mining methods such at latent semantic analysis [186] and latent

dirichlet analysis [187]. However, in written word, the order words appear is essential

to their making sense; this word order specification is called grammar. Nonetheless,

it is common practice to make the “bag of words” assumption regardless of its gross

violation in written language. In that same spirit, this method assumes the procedures

are independent, and that physicians draw their procedures from a bag of procedures

despite their being some sequential dependence (though arguably not nearly as strong

as in language where it is formalized by grammar).

A second limitation is in the nature of the output of the χ2 test itself. It does not

highlight which cells contributed more or less to the rejection of or failed rejection of

H0. We address this by adding the ranking scheme which then allows users to explore

which procedures may have clinical significance or other important meaning when the

proportional application is different.
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Table 3.3: The number of times all cohorts were found significantly different when
using principal procedures labeled as addressing 428.0, what rank they were in how
often they were used as well as their code and textual description.

Times Signif. Code Description Count
1 7 401.9 HYPERTENSION NOS 28888
2 2381 427.31 ATRIAL FIBRILLATION 28537
5 2378 425.4 PRIM CARDIOMYOPATHY NEC 19227
6 23 428.9 HEART FAILURE NOS 18108
7 2376 272.4 HYPERLIPIDEMIA NEC/NOS 17015
9 2374 511.9 PLEURAL EFFUSION NOS 12093

10 2373 514 PULM CONGEST/HYPOSTASIS 11590
13 2370 429.3 CARDIOMEGALY 10177
14 2369 584.9 ACUTE RENAL FAILURE NOS 9699
15 2368 427.1 PAROX VENTRIC TACHYCARD 8921
16 2367 786.05 SHORTNESS OF BREATH 8692
17 2366 518.0 PULMONARY COLLAPSE 8342
18 2365 793.1 ABN FINDINGS-LUNG FIELD 8004
19 2364 794.31 ABNORM ELECTROCARDIOGRAM 7502
20 5 585.9 CHRONIC KIDNEY DIS NOS 7258
21 34 786.09 RESPIRATORY ABNORM NEC 6887
22 2361 285.9 ANEMIA NOS 6529
23 498 272.0 PURE HYPERCHOLESTEROLEM 6447
27 2356 424.0 MITRAL VALVE DISORDER 6266
36 63 530.81 ESOPHAGEAL REFLUX 4528
38 1647 427.89 CARDIAC DYSRHYTHMIAS NEC 4423
40 13 799.02 HYPOXEMIA 4336
48 2335 782.3 EDEMA 3280
51 2332 274.9 GOUT NOS 3124
59 179 593.9 RENAL & URETERAL DIS NOS 2366
77 26 780.09 STUPOR 1748

124 2259 427.5 CARDIAC ARREST 1093
203 2180 780.96 GENERALIZED PAIN 545
213 362 070.70 HPT C W/O HEPAT COMA NOS 521
325 196 785.4 GANGRENE 321
342 2041 785.50 SHOCK NOS 292
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Table 3.4: Diagnoses found to be significantly different even after Holm’s correction
for all 2,383 comparisons.

Code Description Count
2 427.31 ATRIAL FIBRILLATION 28537
5 425.4 PRIM CARDIOMYOPATHY NEC 19227
7 272.4 HYPERLIPIDEMIA NEC/NOS 17015
9 511.9 PLEURAL EFFUSION NOS 12093

10 514 PULM CONGEST/HYPOSTASIS 11590
13 429.3 CARDIOMEGALY 10177
14 584.9 ACUTE RENAL FAILURE NOS 9699
15 427.1 PAROX VENTRIC TACHYCARD 8921
16 786.05 SHORTNESS OF BREATH 8692
17 518.0 PULMONARY COLLAPSE 8342
18 793.1 ABN FINDINGS-LUNG FIELD 8004
19 794.31 ABNORM ELECTROCARDIOGRAM 7502
22 285.9 ANEMIA NOS 6529
27 424.0 MITRAL VALVE DISORDER 6266
48 782.3 EDEMA 3280
51 274.9 GOUT NOS 3124

124 427.5 CARDIAC ARREST 1093
203 780.96 GENERALIZED PAIN 545
342 785.50 SHOCK NOS 292

Table 3.5: Contingency table comparing counts of NOS/NEC designated diagnoses
that were found to be significantly different across cohort groups with the overall
dataset counts in each designation. These results were obtained on the tests using only
principal procedure counts.

NOS/NEC Specifically Designated
Significantly different diagnoses 17 14

Not significantly different diagnoses 95 217
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Table 3.8: Diagnoses found to be significantly different when only principal procedures
are used but not found significantly different when all procedures are used.

Code Description
14 584.9 ACUTE RENAL FAILURE NOS
40 799.02 HYPOXEMIA
48 782.3 EDEMA
51 274.9 GOUT NOS

124 427.5 CARDIAC ARREST
203 780.96 GENERALIZED PAIN
213 070.70 HPT C W/O HEPAT COMA NOS
325 785.4 GANGRENE

Table 3.10: Diagnoses found to be significantly different both when all procedures are
used and when only principal procedures are used.

Code Description
1 401.9 HYPERTENSION NOS
2 427.31 ATRIAL FIBRILLATION
5 425.4 PRIM CARDIOMYOPATHY NEC
6 428.9 HEART FAILURE NOS
7 272.4 HYPERLIPIDEMIA NEC/NOS
9 511.9 PLEURAL EFFUSION NOS

10 514 PULM CONGEST/HYPOSTASIS
13 429.3 CARDIOMEGALY
15 427.1 PAROX VENTRIC TACHYCARD
16 786.05 SHORTNESS OF BREATH
17 518.0 PULMONARY COLLAPSE
18 793.1 ABN FINDINGS-LUNG FIELD
19 794.31 ABNORM ELECTROCARDIOGRAM
20 585.9 CHRONIC KIDNEY DIS NOS
21 786.09 RESPIRATORY ABNORM NEC
22 285.9 ANEMIA NOS
23 272.0 PURE HYPERCHOLESTEROLEM
27 424.0 MITRAL VALVE DISORDER
36 530.81 ESOPHAGEAL REFLUX
38 427.89 CARDIAC DYSRHYTHMIAS NEC
59 593.9 RENAL & URETERAL DIS NOS
77 780.09 STUPOR

342 785.50 SHOCK NOS
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Table 3.11: Contingency table comparing counts of NOS/NEC designated diagnoses
that were found to be significantly different across cohort groups with the overall
dataset counts in each designation. These results were obtained on the tests using all
procedure counts.

NOS/NEC Specifically Designated
Significantly different diagnoses 30 49

Not significantly different diagnoses 36 61

Physician A Procedures %∆ Physician B Procedures %∆
RT & LT HEART CATHETERS 9.4 DX ULTRASOUND-HEART 8.4
RIGHT HEART CATH 7.2 RT/LEFT HEART CARD CATH 6.8
RT HEART CARDIAC CATH 5.2 HEMODIALYSIS 6.3
HEART TRNSPLNT 5.1 THORACENTESIS 5.1
MPLNT CARD RESYNC DEFIB 1.9 EXC/DEST LES/TISS, OTH 3

Table 3.12: Percent difference in top 5 procedures administered by Physicians A and
B



Chapter 4

Within Cohort Care Variation

While Chapter 3 addresses measuring variation in care between patient cohorts, this

chapter assesses variation in care within a given cohort. Being able to measure the

variation of care within a population provides a first step toward assessing how that

variation impacts outcomes of interest that may reflect quality of care. This chapter

presents measures of variation in application of procedures within a patient cohort.

These measures are used in simple predictive models of visit charge. We report the

methodology, results, and discuss.

4.1 Background

While many care variation research methods exist, very few methods provide a scalable

approach for measuring variation in a way that facilitates insight into local treatment

patterns. This highlights the two primary challenges preventing hospitals and other

local decision makers from using medical and administrative “big data” for operational

insights: 1) local applicability of the data, 2) scalability of the methods for both

76
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generating and using the data for various levels of care organizations.

The first challenge derives from the nature of the data needed for typical studies.

Data registries such as ADHERE [65], Optimize HF [66], and SOLVD [67] house custom

gathered data but aggregate over many hospitals and thus lose local applicability of

their outcomes. Studies based on these registries focus on specific diagnostic groups

and seek to measure variation in treatments, such as medications prescribed, but this

quality of information is typically not available in the level of EHR system that 88%

of US hospitals have [188]. This requires that data sources for such studies be custom

created.

Locally applicable methods include qualitative studies that use chart reviews [54]

and surveys or group sessions [55]– [60]. These locally applicable qualitative measures of

care variation involve direct physician interaction for data collection, making scalability

prohibitively time consuming.

To address these two challenges we define variation in a unique way, introducing

the idea of visit complexity. Complexity is defined on the visit level while procedures

have variation in application across patients. For example, if a procedure is applied

at different rates for each patient in a population then that procedure has variation.

If a visit is comprised of procedures which have high variation it is said to have high

complexity.

Another way of saying that is that the procedure is applied uniformly. If a pro-

cedures’ daily rate of application distribution (average number of times administered

per day during a visit) is not uniform then it is said to have variation. Intuitively,

procedures with higher variation are ones which have widely varying daily application

rates. Measuring variation then must account for the magnitude in deviations in the

dispersion of daily procedure application rates.
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Our definition of variation relies on a couple of assumptions. The first is the as-

sumption that there is some optimal sequence of procedures that should be applied to

any patient given the same symptoms and comorbidities. This is the same assumption

that underlies the formation of clinical practice guidelines, which prescribe standards

of care for patients of certain diagnoses. In light of this assumption, variation is defined

as applying either more or fewer procedures in a treatment sequence than that in the

optimal sequence.

The second assumption is that a visit’s complexity derives from a physician’s search

process. That is, the physician is still learning what the actual underlying physiological

condition of the patient is, and before arriving at the correct diagnosis, administers

intermediary procedures. These intermediary procedures may address symptoms or

may be incorrect procedures appropriate for the hypothesized but ultimately incorrect

diagnoses. Thus, a patient visit with greater complexity may have more procedures

than the optimal visit. A visit may also have greater complexity if some procedures

are neglected due to ignorance of some symptoms’ causes or even presence. These two

assumptions together motivate the hypothesis that complexity (and thus variation)

correlates with outcomes of interest in a patient population.

The connection between measures of variation and pragmatic decisions on the local

level hinges on whether procedure variation and visit complexity correlate with out-

comes of interest. The research question we seek to address is about the nature of the

procedures used in a visit: do visits with procedures that on average have greater or less

variation in application across a broadly defined population tend to correlate to visits’

charges? If the answer to the second question is yes, this validates the merits of the

measures proposed in the first.

Affirmative answers to both questions allow us to utilized common billing data
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for the purpose of understanding an organization’s care variation patterns. Decision

makers can then observe the patterns and focus on understanding those procedures

or visit types that are most anomalous in terms of variation and complexity in the

population of interest. While the proposed method does not explain why a procedure

has greater or less variation, it does measure that variation in the population, allowing

decision makers to prioritize which procedures or visits to further explore in order to

understand what may be driving that variation. The goal of this paper is to validate a

method that determines which procedures are most likely to incur increased hospital

costs due to variation in their application, so that administrators can consider them

more carefully. Key administrative changes such as policies, protocols, and practices

can then be assessed over time using variation metrics and adjusted accordingly.

We propose that more information exists than that provided by the procedure counts

alone. We believe that information is also captured in the visit complexity as derived

from procedure variation across patients. To test this, we hypothesize that:

H0 : Models including a measure for visit complexity have no difference in predictive

performance for physician visit charge than a model with only procedure counts.

Rejection of H0 suggests that our method can identify procedures that are more

correlated with visit charge due to their inherent variation in application.

4.2 Data

The guidelines have nine major subdivisions of treatment by patients with these given

comorbidities: hypertension with renal disease, hypertension without renal disease,

myocardial infarction, anemia, diabetes, valvular disorders, coronary artery disease,

atherosclerosis, and stroke. This paper reports analysis performed on the subset of all
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patients who had at least one of the diagnosis codes for MI which include all codes

under ICD-9 codes 410 and 412.

Table 4.1: Patient Subgroup Diagnosis Codes

Hypertension No Renal 401.xx, 402.xx, 405.xx
Myocardial Infarction 410.xx, 412.xx
Hypertenstion Yes Renal 403.xx, 404.xx
Anemia 280.xx, 281.xx, 282.xx, 283.xx, 284.xx
Diabetes 250.xx
Valvular Disorders 394.xx, 395.xx, 396.xx
Cornary Artery Disease 440.0x, 414.0x, 414.3x
Atherosclerosis 443.xx, 440.2x, 440.3x, 440.8x, 440.9x
Stroke V17.1, 997.02, 434.xx

4.3 Methodology

Metric Calculation Process

We now describe how the raw data is transformed and used to measure procedure vari-

ation and subsequently visit complexity. For all patients and all procedures we create

the standardized procedure count matrix, Sq,p where q = 1, . . . , Q are the population’s

patients and p = 1, . . . , P are all the procedures present in the dataset, and each entry

sq,p is the standardized count of each procedure across all of each patient’s visits.

Sq,p =



s1,1 s1,2 · · · s1,p

s2,1 s2,2 · · · s2,p
...

...
. . .

...

sq,1 sq,2 · · · sq,p


Intuitively, each entry, sq,p, is the average number of times the given procedure was

administered per day for each visit it was administered for the given patient. Math-

ematically, sq,p =
∑V
v=1 pv/lv
n

, where v = 1, . . . , V is the set of all visits that contain
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procedure p for patient, q, who in question; q = 1, . . . , Q is the set of all patients in

the population; p = 1, . . . , P is the set of all procedures in the dataset; pv is number

of times procedure p was used in visit v; lv is the length of stay (number of days) for

visit v; and n is the number of patient q’s visits containing procedure p.

Suppose a patient has three visits (n = 3) each comprising a single procedure which

was administered different numbers of times each visit. Each visit lasts three, two, and

four days respectively. Symbolically these are l1 = 3, l2 = 2, and l3 = 4. The number

of times the procedure was used in each visit was six times, five times, and ten times

respectively or symbolically, p1 = 6, p2 = 5, and p3 = 10. This means the average daily

procedure usage rate, for this procedure for this patient was

sq,p =

p1
l1

+ p2
l2

+ p3
l3

n

=
6
3

+ 5
2

+ 10
4

3

≈ 2.334.

So for the patient in consideration, that procedure was administered an average

of 2.334 times per day during visits in which that procedure was used. The value,

sq,p, is calculated for each patient and each procedure filling out the standardized

procedure count matrix, Sq,p, resulting in a matrix that would look something like the

following:

Sq,p =



1.45 .089 · · · 0

2.2 0 · · · .03

...
...

. . .
...

1.67 1.06 · · · 0


.
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We then calculate the variation of each procedure (column of S) using three variation

metrics: Standard Deviation (SD), Gini Index, and Normalized Entropy. These will

be discussed in greater detail following the examples.

For example, suppose we have a dataset with three patients and for the first proce-

dure their average daily application rates are in the column

S·,1 =


1.23

3.9

2.7

.

Then the Gini Index would yield a value of Gini([1.23, 3.9, 2.7]) = 0.227, normal-

ized entropy would yield NE([1.23, 3.9, 2.7]) = 0.085, and SD([1.23, 3.9, 2.7]) = 1.340.

These represent that procedure’s variation based on the entire patient population in

consideration (three patients in this trivial example). Completing these calculations

for each procedure and all patients we now have a measure of procedure variation for

each procedure in a patient group of our choosing.

We now return to the original dataset and view it by visit, where each patient may

have multiple visits and each visit multiple days. For each patient visit we calculate the

visit complexity by averaging the variation values for each procedure that comprises

the visit. For example, suppose patient q = 17 has a visit with two procedures p = 34

and p = 78 which each have Gini index values of 0.23 and 0.78. The visit complexity in

terms of the Gini index is then calculated to be (0.23+0.78)/2 = 0.505. We perform this

calculation for each visit with each variation metric to obtain the study population’s

treatment complexities. This yields a vector of complexity values each corresponding

to a visit.

As physicians are compensated based on the procedures they perform and record,

the simplest and most obvious predictor of a visit’s charge (without knowing anything
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about the nature of the visit) is the number of procedures performed in a given visit.

Intuitively, the greater the number of procedures performed in a visit, the greater

one would expect the visit to cost. Therefore, the benchmark variable for comparison

against the complexity measures is the simple number of procedures per visit. The

final variable required for the method is the physician charge associated with each visit

(or visit charge for short).

We are interested in understanding the variation in treatment, or visit complexity

within the myocardial infarction subgroup of our chosen population which patients are,

according the the CHFPG [189], supposed to be treated similarly. Therefore, we select

those visits that correspond to patients who are members of the given comorbidity

group. Membership is determined by doing a search based on the ICD-9 codes corre-

sponding to those groups. If a patient has any visit with that code, they are a member

of that subgroup.

In the original dataset each visit has a physician charge assigned. Each visit is also

comprised of many procedures. To calculate a visit’s complexity, we find the mean

complexity of all procedures which comprise the visit. This results in a single overall

complexity for the visit or Cv = E[cpi ] where i = 1 . . . I are the procedures in a given

visit. Cv is calculated for each visit in the dataset. This process yields the final dataset

which comprises five variables: physician charge, number of procedures per visit, mean

Gini coefficient per visit, mean standard deviation per visit, and mean normalized

entropy per visit.

Table 4.2 shows the summaries of each variable. Visit charge is extremely right

skewed. It turns out that the top quartile of visit charges accounts for ten times more

in total charges than the lower three quartiles. The distribution of the number of

procedures per visit is also right skewed.
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Table 4.2: Variable summaries for final dataset.

Visit Charge Num. Procs. Visit Norm. Entropy Gini SD
Min. 8.00 1.00 0.64 0.74 0.00

1st Qu. 332.00 1.00 0.99 0.77 0.05
Median 648.00 2.00 1.00 0.91 0.09

Mean 5462.00 6.44 0.99 0.88 0.12
3rd Qu. 2759.00 6.00 1.00 0.96 0.18

Max. 707000.00 272.00 1.00 1.00 0.23

Our variation metrics are the standard deviation, gini index, and normalized entropy

of patients’ average daily procedure application rates as described in Section 2.3. These

metrics will form new variables by which we can predict outcomes of interest.

Models

To test our hypothesis we form 4 models:

1. M1: ̂PhysicianCharge ∼ NumProcedures

2. M2: ̂PhysicianCharge ∼ NumProcedures+NormalizedEntropy

3. M3: ̂PhysicianCharge ∼ NumProcedures+Gini

4. M4: ̂PhysicianCharge ∼ NumProcedures+ SD

Each model regresses physician charge on the number of procedures with the last three

models adding the visit complexity based on the respective variation measures to the

model. Diagnostic plots show that normality and other assumptions necessary for

least squares regression are not met even after transforming the variables. Therefore,

we perform bootstrap robust linear regression.

We create 1,000 bootstrap samples and divide them into 2/3 training and 1/3 test

sets. The training sets are used to fit coefficients. The resulting coefficients are applied
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to the remaining test set to create physician charge predictions for each visit. The mean

absolute error (MAE) is then calculated using the usual calculation. This yields four

vectors of 1,000 MAE values corresponding to the four models. The models’ results are

shown in Table 4.3 which contains the mean bootstrap coefficients and accompanying

95% confidence intervals, LB and UB.

As expected, Table 4.3 shows that higher counts of procedures per visit correlate

positively to a visit’s charge. In the Myocardial Infarction subset, an increase in the

number of procedures used in a visit increases the visit charge by about $1.17. When the

normalized entropy based complexity measure is included in the model, its coefficient

is strongly negative. As the normalized entropy is bounded [0,1] we interpret it slightly

differently than the coefficient for the number of procedures used. An increase in 0.01

in entropy decreases (all else constant) visit charge by about $0.09 on average. The

standard deviation based complexity metric also has a negative coefficient though of a

much smaller magnitude. In contrast, Table 4.3 shows a positive coefficient for the Gini

coefficient based complexity metric. A positive coefficient for the Gini metric implies

that higher visit complexity correlates with higher visit charge. Negative coefficients for

the Normalized Entropy and SD metrics imply that higher visit complexity correlates

with lower visit charge on average. To interpret these we must remember to what

parts of the distribution each metric gives weight. The Gini metric tends to weight

higher values in the distribution less than the other two. The SD weights higher values

more as it squares differences from the mean (which itself is also skewed by the higher

values). Normalized entropy is also highly influenced by large outliers (and not nearly

as influenced by small outliers).

In any case, the signs for each model coefficient indicate how to rank procedures for

further study to reduce costs. Negative coefficients indicate that as visit complexity
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Table 4.3: Model Results

M1: Benchmark Mean Boot. Coef. LB UB
Intercept 5.866 5.829 5.905

Number Procs. 1.173 1.149 1.196
M2: Norm. Entropy

Intercept 5.816 5.780 5.854
Number Procs. 1.151 1.126 1.175
Norm. Entropy -8.622 -10.946 -6.398

M3: Gini
Intercept 6.008 5.926 6.098

Number Procs. 1.133 1.101 1.164
Gini Coefficient 0.723 0.394 1.070
M4: Std. Dev.

Intercept 5.464 5.349 5.565
Number Procs. 1.083 1.048 1.117

Standard Deviation -0.206 -0.260 -0.151

increases visit charge tends to decrease. Positive coefficients indicate the opposite.

4.4 Results

The bootstrap coefficients’ confidence intervals assumed a normal distribution of co-

efficients and the QQ-plot shown in Figure 4.1 verify this is true. Therefore, each of

our coefficients’ confidence intervals is valid and may be relied upon to determine sta-

tistical significance of the bootstrap coefficient values. It is possible, however, that if

some of the coefficients’ confidence intervals did include zero, the overall model could

still outperform the base model. As the confidence intervals do not include zero we

can conclude that the individual coefficients are statistically significant. To test model

significance we review model predictive performance.

To test the null hypothesis, H0, we compare the Mean Absolute Error (MAE) of

each complexity model output to that of the simple model using a paired Wilcoxon
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Figure 4.1: QQ-plot for the procedure count variable in Model 4. All four models’
bootstrap coefficients had effectively identical QQ-plots.

signed-rank test. The paired test is appropriate because each of the four models is

run on the same bootstrapped sample with observations in the same order before

moving to the next sample in the sequence of 1,000 bootstrapped samples. As shown

in Table 4.4, the normalized entropy reduced MAE the most at 0.029. The standard

deviation reduced it by 0.004. However, the Gini coefficient did not outperform the

base model as it had a mean increase in MAE of 0.002. Each of these results is

statistically significant at α = 0.05 as the p-values are less than 0.001 after Holm-

Bonferroni correction [107].

Table 4.4: Mean differences in MAE between each complexity model and the base
model. p-values from paired Wilcoxon signed-rank test with α = 0.05.

Model Mean Diff. in MAE. p-value
Norm. Entropy -0.029 < 0.001

Gini 0.002 < 0.001
SD -0.004 < 0.001

When we use the MSE as our metric the practical significance becomes more notable.

Table 4.5 shows that using both the normalized entropy and the standard deviation

have a meaningful improvement in model prediction.

To verify the computational scalability of the method we tested how well the method
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Table 4.5: Mean differences in MSE between each complexity model and base model.
p-values from paired t-test where α = 0.05.

Model Mean Diff. in MSE. p-value
Norm. Entropy -758 < 0.001

Gini 66 < 0.001
SD -111 < 0.001

performs in terms of runtime as the number of observations (visits) in the dataset in-

creases. The method performance as measured by runtime (in seconds) is as expected

with robust regression. Runtime increases linearly as the number of observations in-

crease. We also tested the computing time on the MI subgroup changing the test set

size and found that as test set size increases the runtime for the same sized group

decreases approximately linearly.

4.5 Discussion

In two out of the three cases we reject H0 using both MAE and MSE. For MI patients in

this patient subgroup, the normalized entropy and SD complexity models outperform

the base model. That these models outperformed the simple model gives evidence that

they add information to procedures counts when predicting visit charges. This implies

that measuring a visit’s treatment complexity may provide insight into understanding

how visit complexity is related to visit charges.

It is interesting that the metrics which improved predictive performance (normal-

ized entropy and standard deviation) over the base model had negative coefficients.

Negative coefficients for the complexity metrics implies that as complexity increases

the visit cost decreases. As entropy tends to reflect outliers more strongly, its negative

coefficient may reflect that outliers are not as costly as one may otherwise expect. And
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as standard deviation also penalizes outliers, though to a lesser degree, its negative

coefficient may imply the same thing. If the metrics do measure the parts of the visit

charges distribution as conjectured, then this would also imply that visits with middle

to high complexity tend to have lower costs than perhaps otherwise expected. This,

however, needs to be confirmed by future work. Further research should be performed

to more clearly determine the nature of the relationship between procedure variation,

visit complexity, and visit charges. Such further research will also determine the extent

to which these metrics may be used as practical tools. An example use would be to

filter and prioritize procedures and/or visits for inspection and exploration to reduce

costs.

We have shown that models predicting visit charge which include complexity mea-

sures outperform simple models which use only visit procedure counts. This implies

that measuring visit complexity adds information to procedure counts for understand-

ing what correlates with visit charges. The normalized entropy and standard deviation

show a negative relationship with visit increase implying that as visit complexity in-

creases, visit charge decreases. Future work is needed explore the properties of these

metrics for decision making tools.



Chapter 5

Predicting Thirty Day

Readmissions with No Clinical

Data

This chapter is the first of several that explore variables and models for predicting

unplanned thirty-day readmissions in heart failure patients. In this chapter we motivate

why heart failure is of particular interest when addressing quality of care and explore

models motivated by Chapter 4’s results on visit charge using a data frame similar

to the count matrix presented in Section 4.3. Random Forests models are presented

using base variables, and models including the base plus procedure counts, diagnosis

counts, and both procedure and diagnosis counts. These models are also adjusted using

cost penalization for comparison. We present the methodology, results, discussion and

conclusions. The majority of results in this chapter were published in [1].

90



CHAPTER 5. 30-DAY BILLING ONLY 91

5.1 Background

Heart failure is the most common reason for unplanned hospital readmissions. Rates of

hospital readmission within thirty days are higher for congestive heart failure patients

than for others [190] presenting a clear group of patients for which care quality could

improve. Hernandez et al. [136] showed that following up with heart failure patients

within seven days of discharge was correlated with lower readmissions within thirty

days. While the ideal is to follow up with all patients, resource limitations do not

allow it. It is necessary, then, to prioritize follow-up in a way that will minimize the

number of readmissions. Accurately predicting those patients who are most likely to

return within thirty days allows follow-up to be targeted most effectively. Such targeted

follow-up could improve the quality of care of those patients which most greatly need

an improvement.

However, typical thirty-day readmission prediction models either use data that are

not readily available at the majority of US hospitals or use modeling techniques that do

not provide adequate prediction accuracy (see Table 2.2 in Section 2.4.2). Moreover,

the tendency of ongoing studies is to incorporate clinical data that are only present in

the most modern electronic health record systems (EHRs). This is problematic as the

population most affected by heart disease, the rural poor, is also the same population

whose hospitals have the slowest adoption rates of advanced EHR systems.

To address these issues we apply the machine learning technique Random Forests

to administrative claims data to predict unplanned all-cause thirty-day readmissions

for congestive heart failure patients at UVA hospital.
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5.2 Study Cohort

The query for creating the raw dataset for this research used the following general

conditions: a) Principal/Secondary diagnosis: Congestive heart failure (ICD-9 code

428.0 [12]) b) Date of diagnosis: between January 1, 2006 and December 31, 2010. The

data contained no patient identifiers and times were expressed as relative days rather

than actual dates.

To define our study cohort we retained only those visits which were inpatient visits

(19,189). We then removed all visits which had no readmission data recorded leaving

8,470 visits. For analytical traction we removed 219 visits that had patients of unknown

gender, combined all ethnicities into one of three categories (other “O”, black “B”, or

white “W”), and folded any payor with fewer entries than the “other” category into

the “other” category. A summary of the final Payor distribution is in Table 5.1.

We tried to maintain as many unique Payor classes to allow for a greater number of

classes for the analysis. Other studies aggregate payor to a much cruder level [131]. The

tendency to aggregate possibly informative variables is the nature behind indices such

as the Rothman Index [131], LACE and LACE+ scores [127], and Charlson score [191].

The practical purpose is for physicians to have a single number or score that provides

meaningful information and allows them to make decisions quickly [131]. Our aim is

to allow the algorithm to determine what is important and therefore we try to adhere

to that principle as much as possible.

All ICD-9 supplementary “V” codes were removed along with all visits which had

ICD-9 codes V72.8X (pre-operative exams) or V67.XX (followup visits) as a diagnosis.

We then verified that all visits were unplanned according to the Centers for Medicare

& Medicaid Services (CMS) criteria [124]. In short, each visit must not contain any of
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thirty-two designated “planned” procedures. If they do have a planned procedure the

visit may be deemed “unplanned” if one of twenty-six acute or complications of care

conditions is present in the same visit. Our cohort met these criteria. A final removal

of any visits or columns with no entries yielded the final cohort. The final cohort

had 6,904 visits with 2,749 diagnoses assigned at least one time and 1,814 procedures

performed at least once.

The outcome of interest was unplanned all-cause 30-day readmissions. The outcome

was binary, either the patient returned in 30 days or less (value of 1) or they did not

(value of 0). The age distributions shown in Table 5.1 show that the age distribution

was not statistically significantly different (χ2 test, p-value = 0.1417) between the

two readmission groups. However, the mean age for the non-readmitted group was

higher by 1 year (Wilcoxon rank sum test, p-value = 0.0143). The groups had no

significant difference in gender (χ2 test, p-value = 0.8721) or ethnicity (χ2 test, p-value

= 0.1858) distributions. The distribution of patients within the various payor classes

did differ between the two groups (χ2 test, p-value = 0.0017). Each Medicare and

Medicaid program and the Blue Cross class had higher percentages of visits in the

readmit group while the others had fewer. The length of stay distributions differed

by a shift location of -4.305e-05 which while statistically significant (Wilcox rank sum

test, p-value < 0.0001) isn’t clinically meaningful. The medians for the two classes

were the same (2) but the means differed greatly (21.8 vs 38.48).

20.9% of all visits were followed by a readmission within thirty days. This statistic

is in line with those reported by the Dartmouth Atlas of Health Care for Congestive

Heart Failure 30-day readmissions for the Charlottesville, VA, Hospital Referral Region

(20.4%) and also across the entire Commonwealth of Virginia (20.9%) [9].

To test the predictive performance of hospital billing data we created four datasets.
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Table 5.1: Cohort patient characteristics and relation to 30-Day Readmission (n =
6904)

N (%)) Readmits N (%) p-val.
Age <45 580 (10.6) 160 (11.1) 0.1417

45-64 1810 (33.1) 512 (35.5)
≥65 3073 (56.3) 769 (53.4)
Mean (SD) 65.4 (16.23) 64.2 (16.41) 0.0143

Sex Female 2339 (42.8) 621 (43.1) 0.8721
Male 3124 (57.2) 820 (56.9)

Ethn. Black 1538 (28.2) 441 (30.6) 0.1858
White 3820 (69.9) 974 (67.6)
Other 105 (1.9) 26 (1.8)

Payor MCARE 3244 (59.4) 880 (61.1) 0.0017
MCARE AD 270 (4.9) 74 (5.1)
MCAID 148 (2.7) 60 (4.2)
MCAIDHMO 223 (4.1) 48 (3.3)
BCROSS 310 (5.7) 96 (6.7)
SELF PAY 217 (4) 31 (2.2)
SO HLTH 130 (2.4) 29 (2)
OTHER 221 (4) 55 (3.8)
{BLANK} 700 (12.8) 168 (11.7)

LOS Med. / Mean (SD) 2 / 21.8 (37.57) 2 / 38.48 (45.05) <0.0001
Total Readmits ≤30d 5463 (79.1) 1441 (20.9)

Each had as control variables Age, Gender, Ethnicity, Payor, and Length of Stay with

either all procedures, all diagnoses, or both as additional variables. For example, a visit

(observation or row) from the procedures dataset would have entries for each control

variable and then the number of times each procedure was performed during that visit.

A visit from the diagnosis dataset would have entries for the control variables and

then the number of times each diagnosis was cited during the visit and recorded in the

billing data. The both dataset had both the procedure counts and the diagnosis counts

along with the control variables. The fourth dataset was the base dataset with only

the control variables. The dataset was sparse as most visits had many fewer entries in
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the variables than were possible.

5.3 Methodology

Our primary analytical method was Random Forests following many of Breiman’s

recommendations [159, 192]. A total of eight Random Forests models were generated.

The four models were the base model, procedure model, diagnosis model, and both

model. The base model consisted of only the control variables while the others were

as described previously. The eight models are differentiated by the dataset used to

form the Random Forests, and the prior weighting scheme on the response variable to

compensate for the lack of balance. The models with a subscript p denote those using

a prior weighting on the response variable and those without a subscript have no prior

weighting. This results in the final eight models: base, procedure, diagnosis, both,

basep, procedurep, diagnosisp, and bothp.

We measured discriminative power of the models with the Area Under the Curve

(AUC) (or c-statistic as the medical literature often refers to it). This metric is the

most common used in the readmission literature both for congestive heart failure [124,

126,130–132] and generally [148], therefore, for comparison’s sake, we utilize it for our

research as well.

Parameter Optimization

We began by randomly splitting the datasets into 2/3 training set and 1/3 test set.

Each Random Forests model was built on the respective training set. Preliminary

experiments showed that 500 trees yielded stable results.
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Because the non-readmitted class of patient visits was so much larger than the

readmitted class, we used prior weighting of the response variable, Readmit30, to more

evenly balance the out-of-bag (OOB) and test error between the two classes. OOB error

is the error between the response data values that is left out (thus out-of-bag) each

time a tree is grown and the same data’s fitted values. As Random Forests are designed

to minimize overall predictive error, if one class is much larger than the other and the

data are not very informative then the forests tend to perform better on the larger

class and boost prediction error performance overall while sacrificing performance for

the smaller class [159,193].

For each classification model we began by setting a constant value of class weights

where the 0s class had a weighting of 1 and the 1s class had a weight of 20. These

values were held constant for each model. We then optimized mtry. At each step, a

random sample of variables is selected as candidates to determine the next split. mtry

is the number of variables randomly sampled as candidates for each split in a given

tree. The noisier the variables, the larger mtry may need to be so that the likelihood

of finding a good variable to partition the data increases [159].

To optimize the mtry parameter for the prior models we performed a two stage

search. The first stage set mtry at Breiman’s suggested values of
√
m (default value),

.5 ·
√
m, and 2 ·

√
m [159, 192], and then values from 100 to 1000 in increments of 100

resulting in thirteen initial test points. We created forests of 50 trees for each trial

value. The errors typically became stable after only 20 or 25 trees. Each run provided

several outputs. The first was OOB error for the entire dataset, the 0s class, and the

1s class. The second was the test set error for the same groupings.

Our objective was two-fold. First, was to find the value of mtry which best balances

the OOB error between the entire set of responses, the 0s (non-readmits within 30
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days) and the 1s (readmits within 30 days). The second objective was to see how well

the OOB error represents the true prediction error as determined by the test set.

After finding a range of mtry values that yielded relatively stable OOB and test

errors we repeated the search using 13 more mtry values within the stabler range of

values. The final mtry parameter value was selected from this group based on reducing

the test prediction error the most as well as evenly balancing the error between the

entire response group, the 1s, and the 0s. The parameter search was different for the

base model as it had only 5 variables and so we performed an exhaustive search for the

optimal mtry value. As shown in Table 5.2, none of optimal mtry values for the prior

weighted models were the default value. In fact, each optimal value was higher than

the default.

Table 5.2: Stable ranges of mtry parameter for prior weighted Random Forests models.

Model
√
m Stable Range Optimal mtry

Basep 2 1-6 4
Procedurep 43 220-279 279
Diagnosisp 52 95-103 99

Bothp 68 117-137 130

For each tree, the Random Forests algorithm sampled from the training set with

replacement and used out-of-bag (OOB) voting for classification of each visit. This

yielded the OOB error estimate which we tracked and compared to the actual test error

for each model. Table 5.3 shows that the OOB errors and test set prediction errors

rarely differed by more than about two and a half percentage points. Additionally, in

half the OOB error was greater than the test error and half it was less. The mean

absolute difference in errors were all less than two percentage points.

Having established appropriate parameters for each dataset and model type we grew

each forest and obtained variable importances. Our analysis was based on the OOB
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Table 5.3: OOB and Test Set error comparison for total error, error for the not read-
mitted set (0s), and for the readmitted set (1s) error.

OOB 0s 1s
Basep -0.59 0.58 2.51

Procedurep 0.95 0.48 2.22
Diagnosisp -1.85 -2.15 -1.34

Bothp -1.22 -1.88 1.31
Mean abs. diff in errors 1.15 1.27 1.84

importance as it is a measure of the decrease in accuracy as a result of a given variable’s

random assignment [159, 192]. We also calculated the gini importance and compared

the rankings for the variables and found them to be similar. We opted for the decrease

in OOB error as our importance metric as OOB error is an unbiased estimate of actual

prediction error [159,192].

Applying the models to their respective test sets, we obtained the test set AUCs

and ROC curves. We also applied the models to 500 bootstrap samples of the original

test sets in order to obtain an estimate of the AUC for each model with 95% confidence

intervals.

5.4 Results

Table 5.4 shows that for each dataset the unweighted models have greatest overall

performance in terms of bootstrap AUC. The non-prior models outperform the prior

with a difference in mean bootstrap AUC of 0.08, 0.07, 0.06, and 0.04 for the base,

procedure, diagnosis and both models respectively.
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Table 5.4: AUCs for each model without and with prior weighting on the response and
95% confidence intervals.

No Prior 95% CI Prior 95% CI
Base 0.75 (0.72,0.77) 0.67 (0.64,0.69)

Procedure 0.75 (0.72,0.77) 0.68 (0.66,0.7)
Diagnosis 0.83 (0.81,0.85) 0.77 (0.74,0.79)

Both 0.84 (0.82,0.87) 0.8 (0.78,0.82)

5.4.1 Within No Prior Weighting

Interestingly, the base and procedure models have the same AUCs and confidence

intervals. The ROC curves are essentially indistinguishable. The diagnosis model

greatly outperforms the base with an AUC of 0.83. These differences are demonstrated

with ROC curves in Figure 5.1. These ROC curves and associated AUCs were generated

from the original test set. Of note is how long the false positive rate (1− sensitivity)

stays low for each model as we increase sensitivity, especially the diagnosis and both

models (begins to stray more quickly from the axis at about 0.4). The ROC curves

for the base and procedure models reflect the bootstrap AUC results in that their

performance is indistinguishable. The both model dominates all other models, though

it dominates the diagnosis model by much less than the other two.

5.4.2 Within Prior Weighting

The procedure model outperforms the base model when more weight is given to the

readmission class. A Wilcox rank sum test shows that the difference is significant (p-

value <0.0001). The pattern continues with the diagnosis and both models greatly

outperforming the remaining two. Notably, the both model outperforms the diag-

nosis model by a stronger margin (by 0.03) when prior weights to the response are

applied.
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Random Forests without Prior ROCs
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Figure 5.1: ROC curves and associated AUCs of each model using the default mtry
value and without prior response weighting.

Figure 5.2 confirms that the weighting has the performance effect intended especially

for the base and procedure models. The performance is near chance until about 0.25 on

the false-positive axis where it seems to have an inflection point. Thereafter the models

increase sharply and perform nearly as well as the diagnosis and both models. As

designed, they sacrifice predictive performance on the 0s class for improved prediction

of the 1s class. The decreased sensitivity at low false positive ranges is also noticeable

for the diagnosis and both models.

5.4.3 Within Dataset Model Comparison

The predictive performance impact of weighting is more easily observed in Figure 5.3

particularly for the base and procedure models. For the base and procedure models the

sacrifice of 0s performance in order to boost 1s predictive performance is indicated by

the crossing of the prior curve past the non-prior curve at higher false positive rates.

And from Figure 5.2 we see that it boosts their performance at about the same level
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Random Forests with Prior ROCs
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Figure 5.2: ROC curves and associated AUCs of each model using optimized mtry
values and with prior response weighting.

as the other two models, within that range of sensitivity and specificity. The prior

weighting does not markedly improve sensitivity over the entire range of sensitivities

for the diagnosis and both models, rather, it reduces their performance in lower false

positive ranges.
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Figure 5.3: Comparison of prior weighted models to unweighted models.
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5.4.4 Variable Importance

The top twenty ranked variables in terms of OOB error reduction importance are shown

in Figure 5.4 (except the base models which have only 5 variables). For each non-prior

model, the control variable length of stay (los) appears in at least the top eleven most

important variables. It is most important for the base and procedure models and sixth

in the both model. The interaction between length of stay and procedure variables was

not explored but in models where both procedures and length of stay are present, it is

higher. Payor also appears as the fourteenth most important variable in the non-prior

procedure model and in rank fifteen in the non-prior both model. The same reasoning

may apply to the payor variable as the length of stay: there may be some interaction

with procedure variables. None of the other control variables were in the top twenty

of any model.

In Table 5.5 we see that the both model’s top 20 ranked variables were comprised

of 7 of the procedure model’s top 20 variables and 13 of the diagnosis model’s top 20

variables. Length of stay was common among the procedure and the diagnosis models’

top 20. The weighted procedure model shared 10 variables and the diagnosis model

shared 8 variables with the both model. This sums to 37 unique variables which appear

in the top 20 ranked variables for six different models.

The base model may reveal which control variables have influence on each outcome.

Gender has the least influence in the unweighted model but highest on weighted im-

plying that it may be more correlated to readmissions. Payor and age also swap order

with payor getting less important in the weighted model. Length of stay appears to be

important in each base model.
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Base No Prior
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Age  
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33.24  
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Figure 5.4: Twenty most important variables for the all models ranked by OOB im-
portance.
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Table 5.5: Overlapping variables for the both, diagnosis, and procedure models,
weighted and unweighted.

Count Proc-Both Diag-Both Proc-Both WT Diag-Both WT
1 los 070.70 93289 414.03
2 99252 780.97 93744 585.1
3 99.25 413.9 99000 402.11
4 38.95 518.81 93283 281.0
5 71020 429.3 93733 250.02
6 93544 276.1 99241 493.92
7 Payor 441.2 94621 487.1
8 287.5 93736 414.05
9 008.45 90658

10 los 93295
11 276.51
12 780.09
13 511.9

5.5 Conclusions

We found that with appropriate parameter selection, Random Forests can use simple

billing data along with control variables to create highly predictive thirty-day read-

mission models. Across all tested datasets and weighting schemes, including the base

model with only control variables, Random Forests may be used to form highly predic-

tive models. Furthermore, these models may be used at virtually any hospital allowing

those hospitals that are slower to adopt advanced electronic health record systems to

more accurately predict heart failure thirty-day readmissions. With the best three

models having an AUC of 0.8 or higher, our Random Forests models perform very

well. Previous models, including those which use clinical variables not found in billing

data, though not directly comparable, have not reported AUCs above 0.8 (see Table

2.2 in Section 2.4.2).

The best performing model of each type was the both model with the non-prior

being the best overall. The both model included both diagnosis and procedure counts
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as well as basic demographic data and payor. The jump in performance between the

both models and the other models implies that interactions between the procedures and

diagnoses may provide insight into factors leading to early readmissions. Interestingly,

the addition of procedure variables did not improve performance in the unweighted

case. However, when they interact with the diagnoses they give the both model a

boost over the diagnosis model. It could be that procedure variables and length of stay

convey the same information but when combined with diagnoses procedures provide

more predictive information. The variables found in Table 5.5 show the top twenty

variables identified by the Random Forests models as most important that are common

between the various models. These variables may be used to further explore possible

reasons behind early readmissions.

Though our study was not the first to utilize machine learning techniques for thirty-

day readmission prediction, it was the first to use them for modeling with solely admin-

istrative data. Perhaps some of our performance gain over previous Random Forests

studies was due to our optimizing the model parameters as no other cited studies

reported optimizing model parameters. It could also be due to our variables being

counts rather than just indicators. While we cannot verify that performance gain in

the others’ studies, we did verify it improved performance in our own.

The results in this study lend evidence to the importance of allowing the data

to drive model and variable selection. We have shown that including all diagnosis

and procedure variables, as well as demographic control data and length of stay, and

allowing the machine learning method to select the variables to emphasize in the final

models improves predictive performance over other models.

Our results are subject to some limitations. First, they were obtained on data from

a single hospital and need to be verified at other locations. Additionally, coding of
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procedures and data have been found to be inconsistent [194, 195] and these quality

variations may lead to different results for other institutions. Additionally, we excluded

all visits which contained no data for readmissions thereby capturing only a portion

of the whole picture for our facility. Moreover, we did not model thirty-day mortality

rates, which may be viewed as a form of readmission in the sense that patients were

discharged under the assumption that health permitted it, yet they died within 30

days. While we compare the performance of our models with other models, because

we have neither run their models on our data, nor our models on their data, the results

are not completely comparable as generalizability is unknown.

Because our models have been built on widely available data, they may feasibly

be used in helping hospitals without advanced EHR systems to prioritize discharge

followup and thus reduce unplanned readmissions. This expands readmission research

to those facilities which may benefit from it the most.

To conclude, we have confirmed that for our health system random forest analy-

sis applied to ubiquitous billing and demographics data may be used to form highly

predictive thirty-day readmission models.



Chapter 6

Thirty Day Readmissions

Prediction Including Clinical

Data

This chapter continues the work from Chapter 5 building Random Forests models on

additional variables including clinical and non-clinical types. Two collections of Ran-

dom Forests models are created. The first use the same control and derived variables

as in Chapter 5 but add laboratory test results and medications administered during

visits allowing for direct comparison in performance. The second collection of models

takes these new models and adds two variables: an indicator variable of whether or not

the visit considered is itself a thirty-day readmission and the number of prior inpatient

visits. Performance results in the models are presented, compared, and discussed.

107
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6.1 Background

Although many EHR systems do not have clinical variables readily available for anal-

ysis, their use continues to increase and it is important to assess their importance in

predicting thirty-day readmissions. As more advanced EHR systems do come online,

we should have proper models ready to improve those patients’ quality of care. Prop-

erly prioritizing readmissions through prediction algorithms is a good example of care

quality intervention that advanced machine learning can aid.

Interestingly, some have found that clinical variables do not improve such mod-

els [128, 129]. They do not go uncontested as other researchers have found that in-

cluding clinical variables does improve predictive performance [127, 130, 131, 156]. We

seek to address this issue by including clinical variables–specifically laboratory test

results–and comparing models with and without those variables. In either case, it is

important to know which models offer the most promise of improving patients’ quality

of care. We also include medications administered during inpatient visits as implicit

clinical variables as they address patient symptoms. Models are created with labs and

medications separately and then in combination.

6.2 Data

The data in this chapter uses the same data as in Chapter 5 with the addition of lab-

oratory results and medications administered during patients’ inpatient stay at UVA

hospital. The data were created by obtaining all visits consisting of at least one diag-

nosis of 428.0, or Congestive Heart Failure, from a larger patient population where at

some point in the patients’ histories, they were diagnosed at least once with Congestive
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Heart Failure.

Augmenting the billing data with lab results and medications administered provides

data that may provide more information into the physiological state of the patient. Lab-

oratory test results are explicit physiological measurements, including measurements

of blood glucose, sodium concentration, and many others. Medications, however, are

implicit metrics of a patient’s physiological state. They are indicators of symptoms,

or, to some degree, indicators of the actual condition. In both cases, the data provided

may improve prediction of thirty-day readmissions.

6.2.1 Laboratory Tests

The laboratory results are prone to some biases. Biases mainly stem from the fact that

the data are collected primarily for billing purposes. So non-billable actions are not

accounted for. Some observations are missing results where a lab was performed but im-

properly recorded. The following lab tests had some missing entries and were removed:

”CD4A” , ”IGG” , ”IGGC” , ”IGGQ” , ”KAPQ” , ”SALBC” , ”TESTOS” ,”UASN”

, ”UBAI” , ”UGLN” , ”UGLY” , ”ULYS” , ”USER” , ”UTAU” , and ”PTTC.” An

additional thirty-one of the lab results were marked as duplicates and were therefore

removed.

Laboratory tests may be ordered multiple times per visit and visits may span mul-

tiple days. 37.5% (or 2587 out of 6904) of visits had the same labs run more than one

time. 65.0% (4485/6904) of all visits had at least one lab test within the duration of

the visit. Table 6.1 shows us a summary of the number of lab for any patient who had

laboratory tests performed. One visit had 277 blood glucose level tests. Of all the labs

run, 93.6% were runs beyond the initial request. This means that only about 6.4% of
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all labs that were run (41881/653125 total labs run) were the original test.

Table 6.1: Summary of number of times labs were run.

No. Times Run
Min. 1.00

1st Qu. 1.00
Median 1.50

Mean 9.58
3rd Qu. 11.00

Max. 277.00

In Table 6.2 we see what percent of the tests came out higher (H) than the normal

range, lower (L) than the normal range, and within (N) the normal range. The majority,

or 73.16% of tests came back indicating normal levels of the tested substance. If a test

had a positive or negative result, ‘N’ indicates the negative result (as negative indicates

a substance was in the normal range or not found) while ‘P’ indicates positive. Positive

results account for the smallest percentage at 0.14% of all lab test results.

Table 6.2: Percent of labs that came out High, Low, or Normal.

Test Result (%)
H 16.82
L 9.89
N 73.16
P 0.14

Table 6.3 show the most commonly run laboratory tests. The top three are albumin

serum, blood urea nitrogen, and potassium. The ninth most common is glucose and is

used for diabetes patients as well as for other monitoring.

6.2.2 Medications Administered During Visit

While the CDR [10] does not have prescription orders, it does have records of all the

medications administered to patients during their inpatient visits. One major bias
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Table 6.3: Top ten most commonly run laboratory tests.

Lab Times Run
ALB 1966
BUN 1571

K 1445
CL 1443

CO2 1443
Na+ 1443

CALCM 1441
CREAT 1441

GLUC 1440
GFRCAL 1354

is that the records were kept for billing purposes, so negative entries were used to

indicate reimbursements [184], but have no medical meaning (you cannot receive a

negative dosage of a pill, for example). Only 0.20% (or 993/490,773) had negative

entries for the amount of doses of a given medication were administered. Additionally,

0.024% (or 117/490,773) of the administered medications had negative days indicating

administration before actual admission. We have omitted them for consistency of

interpretation. The final medication dataset had 490,773 entries with 2,295 different

entries for medications.

Another source of bias is multiple entries representing different dosages of the same

medicine. For example, Acetaminophen comes in multiple dosages such as 300mg or

600mg. Many medications had the same issue, as well as combinations with other drugs.

For simplicity, the medications were left as is, so multiple entries exist for treating a

patient with Acetaminophen. An argument may be made that the dosages contain

different information, as using a single large dose of a pain killer may provide different

information than multiple smaller dosages which all sum up to the same overall dosage

in a given time frame.

Table 6.4 shows that the two most commonly used medication are both gastroin-
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testinal. The most common, Docusate Sodium, is an anti-constipation treatment and

the second most common, Esomeprazole, is used to address acid reflux. Of note is the

fourth most common which is insulin for diabetes patients. The sixth most preva-

lent, Fentanyl, is a powerful pain killer while the seventh, Heparin, is a common

blood thinner. Simvastatin is used to treat high cholesterol. The tenth most com-

mon, Furosemide, is used to treat edema, or excessive swelling.

Table 6.4: Top ten most commonly used medications.

Medication Count
DOCUSATE NA CAP 100MG UD 11592

ESOMEPRAZOLE CAP 40MG UD 10742
ASPIRIN BABY 81M 9642

INSULIN REGULAR DOSE (A) 8616
SODIUM CHLOR .9% 1L BAG 8422

FENTANYL 2ML 7580
HEPARIN VL 5000 U 7529
SIMVASTATIN TAB 6445
ASPIRIN TABLET 3 6362

FUROSEMIDE TABLE 6343

6.2.3 Variable Creation

The analysis performed relies on several derived measures based on the original data.

Part of our intent was to create variables that may yield insight into thirty-day read-

missions as well as improve the models’ predictability.

Derived Lab Variables

Because laboratory tests can be run multiple times during a visit some visits had more

than a single result that could be reported as the visit’s result. This required an

aggregation of the lab results that would still retain as much information as possible



CHAPTER 6. 30-DAY BILLING & CLINICAL 113

while allowing for a single number to summarize the lab results for that test during that

visit. Lab results typically have either a normal range or a positive/negative result.

For many lab tests, the lowest normal range value possible is zero, meaning there is

no value that is below the normal range, but can only be too high. Other tests can be

too low but not too high. And finally others can be both too high and too low. We

developed several candidate metrics to try and capture the information available from

each of these scenarios.

Minimum Lab Result Some labs have results that imply deteriorating physiological

condition with lower than normal values reported. To capture this phenomenon we

retained that lab result which was the minimum reported result over the course of the

visit. This could be seen as a one sided test that only accounts for those tests which

are worrisome only when the value is low. However, it could be the case that some

patients’ lowest results are higher than the normal range and still be reported.

Maximum Lab Result Some lab results indicate declining health when their test

values are above the normal range. These instances were captured by a metric which

retained only the maximum value of the reported lab results over a visit. This may

also be seen as one sided but as conjectured before, a visit’s maximum lab may still

be in the lower range, which would still indicate declining health as measured by that

test.

Indicator of Result Another metric is the categorical variable indicating the result,

whether it was High (H), Low (L), Normal/Negative (N) or Positive (P). This variable

indicates if the result came above the normal range (H), below the normal range (L),

within the normal range (N), negative–meaning it did not indicate an undesirable result
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and is thus normal (N), or if the lab test did indicate an undesirable result (P).

Final Visit Result Because the decision to discharge is often informed by the lab

results reported just before a patient is thought well enough to be discharged, the

visit’s final lab result was also reported as a variable. This variable is simply the last

value for each test. If a test was only run once, then that value is reported in this

variable.

Number of Times Lab Run A count of the number of times a lab was run could

indicate a few things. It could demonstrate that a certain test was important in

updating the physician on the condition of the patient. It could also represent a

patient with a chronic illness like diabetes who regularly has blood work done. The

overall idea captured is that more lab runs may indicate more thought and concern for

the well-being of the patient than patients with fewer lab tests run.

Sum of Squared Abnormality The intent of this final derived lab metric was to

capture the full deviation of the lab results from the normal range across the entirety

of the visit. Inspired by the typical loss function for linear regression, sum of squared

residuals, this metric squares the difference of each result from the normal range and

sums across all of them. This means that a result falling within the normal range

will have an abnormality of zero and thus contributes nothing to the sum of squared

abnormalities. But as values fall farther out of the normal range they are penalized

more strongly due to the squaring.

An example may clarify. Suppose the normal range for lab test ABC is 5 to 10

mg/L and our patient has the test run 3 times with the results being 3, 15, and 7. First

we calculate the abnormality of each result which is (min (Nl)−Rl, Rl −max (Nl))+,
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where Nl is the normal range for lab test land Rl is the lab result for lab test l. In

the case where no entry is positive the result is equal to zero. So the abnormality of

each would be (5− 3 = 2, 3− 10 = −7)+ = 2, (5− 15 = −10, 15− 10 = 5)+ = 5, and

(5− 7 = −2, 7− 10 = −3)+ = 0. So the final abnormalities are [2, 5, 0].

These abnormalities are then squared and summed to give the squared abnormality

of the lab across the entire visit. Formally this is
∑I

i=1 [(min (Nli)−Rli, Rli −max (Nli))+]2,

where i = 1, . . . , I are the indices for each run of lab l, and l = 1 . . . L are the indices

for the L potential labs in the dataset.

This variable is intended to capture the magnitude or severity of the abnormality

of the lab results over the course of the visit. This may then reflect the severity of the

physiological condition of the patient as measured by the given labs.

Derived Inpatient Medication Variables

Patients often receive medication or fluid during their inpatient stay for stabilization

and symptom treatment. The dosages may vary or the medications adjusted as the

patient’s condition changes and this may be reflected in the amount or type of med-

ication administered. Medications are coded according to dosage in the CDR, so a

patient may receive an initial dosage of Acetaminophen of 600mg and then thereafter

300mg every few hours. This would be recorded as two separate medications, where

each administration would be counted. So a patient with this administration would

have ‘1’ under ACETAMINOPHEN 600mg, and if they only received the 300mg dose

twice during a given day the entry under ACETAMINOPHEN 300mg would have ‘2’.

So the entries for medications are counts, or the number of times a stated dosage and

medication/fluid were administered for each day throughout a patient’s visit. This

means that a patient potentially has multiple entries per visit per medication, corre-
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sponding to each day the stated medication and dosage were administered. Similar

to the laboratory test results, we created derived variables to capture the information

inherent in these counts across days in a visit.

Maximum Administration Our first variable was the maximum number of times in

any day a given medication was administered. This variable was thought to capture the

implicit maximum severity of the symptoms the medication was intended to treat.

Number of Days Administered The next two variables capture similar but subtly

distinct types of information. The first is the number of days during the stay which

the medication was administered. This gives some idea of whether the medication was

treating something acute or temporary, or something that may be ongoing. For exam-

ple, if a patient’s length of stay was 10 days but a medication was only administered

7 of those days, then perhaps that medication was for a temporary symptom, or was

intended to stabilize the patient rather than be an ongoing therapy.

Number of Medication Administrations The second is the number of times a

medication was administered throughout the visit. So a medication could have been

administered a total of 4 times for 7 days out of a 10 day visit resulting in a variable

value of 4 × 7 = 28. This would differ from the number of days administered above

which would only be 7.

Standard Deviation of Administrations This is the first of three metrics used

to capture the variation in the amount of daily administration. Variation metrics of

medication administration may yield insight into the instability of the patients con-

dition. This may be most strongly revealed in longer visits where the patient may
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stabilize after a few days then suddenly decline and need a drastic increase of certain

medications. Swings in medication changes would be revealed by such metrics.

Entropy of Administrations Entropy is a measure of the uniformity of a vector of

numbers. This is a second candidate metric used to measure how uniformly medications

are applied across days in the visit. The actual metric is normalized entropy as defined

in Section 2.3.

Gini of Administrations The final derived medication variable is the gini measure

across daily administrations of medications. This metric is widely used to measure

inequality in wealth distribution and here measure inequality in the daily distribution

of medications. This is a final candidate for measuring the variation/uniformity of

medication administration throughout a visit.

Aggregated Metrics

The derived laboratory and medication variables described above create a large number

of variables for any machine learning algorithm to account for. In addition, these

data frames are sparse, as a given visit only uses a small fraction of the thousands of

medications and laboratory tests available. To compare low-dimensional, information-

dense data to sparse, high-dimensional datasets, we create aggregated metrics based

on some of the derived variables. These metrics are usually a count aggregated from

the derived metrics. We also created aggregate variables from the procedures and

diagnoses.

The first two variables differ from the final six in that they are not derived from

variables that refer to medical action (like administering a procedure, declaring a diag-
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nosis, or giving a medication). They are variables which describe or aggregate no part

of the patient’s condition, rather state a fact about the nature of the current visit and

prior visits. These variables were created after [1] was published and are not included

in the first collection of models reported here to allow for direct comparison to the

results in [1]. The number of procedures and number of diagnoses are the aggregated

metrics for the data used in the original paper [1] and were also not in that paper. This

is the first time they are used for analysis. The intent of the aggregated variables is to

compare create models with simple aggregated metrics and compare their performance

to models with many more variables and greater complexity. The results of these com-

parisons may reveal something about the nature of what we are measuring to predict

unplanned thirty-day readmissions in heart failure patients. Simple models could be

implemented easily to improve quality of care where computing resources are very lim-

ited. The results may also reveal the ability of various algorithms to handle different

variable types and reveal what types of variables are best for predicting unplanned

thirty-day readmissions.

Number of Prior Inpatient Visits This variable is the count of previous inpatient

visits to the hospital that are on record and in the dataset. This means that for some,

the number of prior visits will be truncated as those patients’ records extend before

the dataset was created.

Thirty-Day Readmission Indicator A novel variable created for this analysis was

a binary variable indicating whether or not the present visit was itself an unplanned

thirty-day readmission.
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Number of Procedures This variable is a simple count of the number of procedures

a patient receives during a visit. If a procedure is performed multiple times it is counted

each time.

Number of Diagnoses This variable is a simple count of the number of diagnoses

(principal and otherwise) a patient received in the duration of their visit.

Sum of Number of Procedures and Diagnoses This variable sums the prior

two in an attempt to capture in one number how much activity was happening with

regards to the patient’s care.

Number of Labs Performed Perhaps the simplest and least explicit of the lab

metrics is the count of how many labs were performed over the visit. As opposed

to the other metrics, this results in a single number for each visit, whereas the other

metrics result in a vector of numbers with each lab test having a number (most often

zeros as most of the thousands of labs are not run in a given visit). This metric could

be thought to capture the uncertainty in the patients physiological condition, or even

the importance of monitoring. If many labs are run, that may indicate the importance

of knowing the physiological state across time as it may greatly affect the patient’s

recovery. It could also indicate illnesses that need regular blood work done anyhow,

such as diabetes mellitus, which is known to complicate many other conditions. This

metric is calculated by counting the number of laboratory tests ordered during the

visit.

Total Number of Medicated Days This variable is the total number of days all

medications were administered. This is the sum of the number of days each medication
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was administered. For example, if a patient was given Ibuprofen 200mg for 2 days and

Acetaminophen 300mg for 5 days across a 10 day visit the total number of medicated

days would be 2 + 5 = 7. This aggregated metric is a reflection of how medicated the

patient was during the stay.

Sum of the Sum of Squared Abnormalities This visit sums up the individual

sums of square abnormalities across all of the lab results in a patient’s visit.

6.3 Methodology

To train our models we randomly divide our data set into two-thirds training set and

one-third test set. We do this 50 times. These same 50 training and test sets are used

to compare all models and allow for repeatable, direct pairwise comparison. For each

training set we use the default number of variables sampled at each node as it has been

shown to offer the best performance on this kind of data [1]. We create 500 trees for

each model which had also shown stable results.

As discussed in Section 2.4.2 the metric used for model selection is area under the

curve or AUC. To select the final subset of variables we run Random Forests twice for

each candidate model. We ran candidate models for each derived variable set with a

base variable set found to perform best in [1] which included control variables, counts

of procedures and counts of diagnoses.

Each model was run 50 times as described and the average variable importance was

calculated. The variables were then sorted and those variables not greater than the

absolute value of the lowest variable importance (generally a negative number) were

dropped. This was done to quickly remove noise variables. More stages could be added.
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Because of computational time and the sheer number of analyses being performed only

one such cut was used. Also, completing another round of variable elimination did not

improve the AUCs and so only one round of variable elimination was completed for all

models. The model was then run another 50 times with only the remaining variables.

The variable importances of the second batch of 50 were then averaged to obtain a

final importance score and ranking of each. After each of the derived models was run,

we also ran a model where all variables were aggregates of the derived variables. For

this model, only one run was performed as all variables had high importance. To test

whether the AUCs for one type of model were statistically significantly different from

another we implemented the one-way (>) Wilcoxon signed rank test [196] using the

Holm-Bonferroni correction for multiple comparisons [107].

6.4 Results

6.4.1 Modified Billing Variables

Prior to testing our hypotheses regarding clinical variables, we test a few variants of

the billing data to show that diagnosis and procedure counts provided the largest im-

provement in performance. To do so we used the “both” dataset from Chapter 5 where

the procedure and diagnosis counts were replaced by an indicator variable, or each of

the variation metrics described in Section 4.3. This resulted in four models.

The hypothesis was that the count metrics used in Chapter 5 did not significantly

improve model performance over the variation metrics or indicator variables. Another

hypothesis is that none of the four variable types was significantly better than the

others in terms of AUC. Rejecting these hypotheses supports the use of the counts as
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proposed previously moving forward.

The Holm-Bonferroni adjusted p-values for testing the first hypothesis shown in

Table 6.5 show that in each case the count data (AUC = 0.8417) used in Chapter

5 performs significantly better at an α = 0.001. The second best model was the

standard deviation with an AUC of 0.8384. The SD model had a Holm-Bonferroni

adjusted p-value of 0.0589 when tested against the indicator data. The SD variable also

outperforms the indicator variable by 0.0005 with p-value of 0.059 which is significant

when α = 0.1. The Count model’s mean increase in AUC across the other four was

0.0041. After establishing that the count variables are best for billing data alone. We

proceed to compare those models with models including clinical variables.

Table 6.5: Average AUC for first and second runs of the “both” data using variation
metrics and indicators compared with the count variable from [1]. The p-values are
from a one-sided Wilcoxon rank sum test against the Count AUCs.

Model Run 1 Run 2 p-value
Indicator Variables 0.8141 0.8379 < 0.001
Entropy Variation 0.8141 0.8369 < 0.001
Gini Variation 0.8137 0.8373 < 0.001
Standard Deviation 0.8140 0.8384 < 0.001
Counts 0.8210 0.8417 –

6.4.2 Control and Basic Variables

Our first set of models seeks to test the difference between the basic models presented

in [1] and the same models with clinical variables added. Our analysis yielded many

candidate models. The worst of all the new models was that including the same vari-

ables as the original “both” model from Chapter 5 with the addition of the entropy of

the medications received. Its average AUC was 0.8449 which still significantly outper-

forms (p-value < 0.001) even the best model from 5 and [1].



CHAPTER 6. 30-DAY BILLING & CLINICAL 123

The results are in Tables 6.6, 6.7, and 6.8 and show that the lab results give the

largest boost to model performance. The results are shown rounded to four decimal

places in order to better distinguish between the models.

All of the models including laboratory test results were well above the previous best

model. The worst performing model in this set is that which included the lab result

indicator variable with an AUC of 0.8626 which is still just under 0.02 higher. The best

clinical variable model in this set was that including the minimum lab result at 0.8677.

The average AUC of the models is 0.8652 with a standard error of 0.0022.

The p-values from the aforementioned Wilcoxon signed rank tests in Table 6.6 are

all relative to the model with the highest average AUC, Minimum Lab Result. The

AUC for the minimum lab results was significantly greater than all the other models

in this collection.

One notable result is the improvement of the models from the first run to the second

run. The first run included all the variables and the second run reduced according to

the procedure described in Section 8.3. The second run increased the AUC an average

of 0.02218.

Table 6.6: Average AUCs for first and second runs (50 runs each) of each candidate lab
result model. Each model included the Both dataset from [1] and the stated derived
variables.

Model Run 1 Run 2 p-value
Minimum Lab Result 0.8444 0.8677 –
Maximum Lab Result 0.8444 0.8670 < 0.001
Last Lab Result 0.8452 0.8666 < 0.001
Sum of Squared Lab Abnormality 0.8408 0.8645 < 0.001
Number of Labs 0.8394 0.8630 < 0.001
Lab Result Indicator 0.8441 0.8626 < 0.001

The receiver operating characteristic curves shown in Figure 6.1 and in all the figures

in this section are representative of their respective fifty test set runs. The curves do
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ROC Curves for Random Forests

with Derived Lab Variables, 1st Coll.
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Figure 6.1: ROC curves for lab models in collection one.

not show any one model dominating the others. From 0.2 to 0.6 on the False Positive

axis the lab result indicator seems to perform worse.

The models including metrics based on the medications administered during inpa-

tient visits showed similar patterns. The best performing model among those including

medication metrics was the gini metric of variation in the medication administration

with an AUC of 0.8475. The worst model of the group was the entropy variation metric

with an AUC of 0.8449. The average of all the medication model AUCs in collection 1

was 0.8462 with a standard error of 0.0009. The average increase between run 1 and

run 2 was 0.0338. This was a larger increase than that seen for laboratory results.

The p-values in Table 6.7 all result from using the Wilcoxon signed rank test on

the Gini index of medication counts against the remaining model AUCs. In each case
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the difference was statistically significant with the lowest significance being against the

maximum number of medications administered. The number of days a medication was

given had a significant p-value of 0.001.

Table 6.7: Average AUCs for first and second runs (50 runs each) of each candidate
medication administration model. Each model included the Both dataset from [1] and
the stated derived variables.

Model Run 1 Run 2 p-value
Maximum Number of Times Each Med Given 0.8133 0.8467 0.019
Total Visit Count of Each Med Given 0.8130 0.8454 < 0.001
Number of Days Each Med Given 0.8130 0.8462 0.001
SD of Daily Med Counts 0.8118 0.8463 < 0.001
Gini of Daily Med Counts 0.8117 0.8475 –
Entropy of Daily Med Counts 0.8113 0.8449 < 0.001

The corresponding ROC curves to the medication models in collection one shown

in Figure 6.5 do not show any dominance. The gini model does tend to be higher from

0.2 to 0.4 on the false positive axis but no dominance is evident overall.

The best models of the lab results and medications administered were combined to

create a new model with the hopes that combined they would produce a better model

than each individually. As such we combined the minimum lab result and the gini

coefficient of the medications to create the larger combined model. We see in Table

6.8 that the combined version of both models has a final AUC of 0.8649. As notable

values of lab results can return low or high we also created a model with the minimum

and maximum lab results. The final AUC of this model was 0.8674.

Table 6.8 shows a model which does not directly include derived lab variables. It

is a model which included the base model with the control variables plus all of the

aggregated variables described in Section 6.2.3 except the number of prior visits and

thirty-day indicator. This aggregate model is much lower dimension than the other

models and yet has a high AUC of 0.8587. In fact, it is higher than all of the medication
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ROC Curves for Random Forests

with Derived Med Variables, 1st Coll.
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Figure 6.2: ROC curves for medication models in collection one.
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ROC Curves for Random Forests
 of Secondary Models, 1st Coll.
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Figure 6.3: ROC curves for secondary models in collection one.

models.

Table 6.8: Average AUCs for first and second runs (50 runs each) of secondary models.
Each model included the Both dataset from [1] and the stated derived variables.

Model Run 1 Run 2 p-value
Base + Lab & Med Aggregates 0.8587 – < 0.001
Minimum & Maximum Lab Result 0.8459 0.8674 0.462
Minimum Lab & Gini of Daily Med Count 0.8380 0.8649 < 0.001
All Derived Lab Variables 0.8447 0.8675 –

ROC curves for the secondary models with lab results in non-aggregated form in

Figure 6.3 show that none of the models dominate.

However, when comparing the best lab model in collection one with the best med-

ication model in collection one in Figure 6.4 the minimum lab model dominates the

gini medication model for most of the curve with only a small overlap near 0.1 on the
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ROC Curves for Random Forests

 of Best Models, 1st Coll.
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Figure 6.4: ROC curves comparing the best models in the lab and medication sub-
collections in collection one.

false positive axis.

Variable Importances

The variable importances for the minimum lab results found in Table 6.9 show that

the most important variable is the length of stay followed by 99232 which is a Level 2

Hospital Progress Note. The third most important variable is the payor which could

be an indicator of socio-economic conditions. The first lab result is the ninth most

important and is ALB which is albumin serum used to check nutritional status. The

next lab result is the eleventh most important and is Na+ which is sodium.
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Table 6.9: Table of top 25 most important variables for the best models.

Rank Min Lab Gini Med Min & Max Lab Min Lab & Gini Med
1 los los los Payor
2 99232 99232 99232 Age
3 Payor Payor ALB.min los
4 93010 93010 ALB.max 511.9
5 Age Age Payor 585.9
6 99233 99233 99233 401.9
7 ALB 514 93010 ALB.min
8 71010 71010 71010 99214
9 511.9 511.9 511.9 428.0

10 99214 428.0 Age BNP.min
11 514 99214 99214 585.6
12 428.0 429.3 514 71010
13 585.9 71020 428.0 424.1
14 429.3 585.9 585.9 414.01
15 CREAT 99238 429.3 514
16 Na+ 99223 99238 427.31
17 BUN 786.05 99223 Gender
18 71020 518.0 71020 250.00
19 CL 401.9 CREAT.max 429.3
20 CALCM 793.1 Na+.max Race
21 99238 99255 Na+.min BUN.min
22 GLUC 427.31 CREAT.min 99233
23 99223 585.6 BUN.min 414.00
24 K 99291 CL.max 599.0
25 CO2 99254 BUN.max 425.4

6.4.3 Control, Basic, Derived, and Clinical Variables

The results in this section reflect the addition of two variables not reported in [1]:

number of prior inpatient admissions and an indicator of whether the current visit

is itself an unplanned thirty-day readmission. These aggregated metric variables are

discussed in Section 6.2.3. The best laboratory result based model in Table 6.10 in

collection two is that based on the maximum lab results with an AUC of 0.8719.

The p-values in Table 6.10 all result from using the Wilcoxon signed rank test on the
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maximum lab result model against the remaining model AUCs. In all but one case, the

difference was statistically significant with an α = 0.001. The model had significantly

higher AUCs with an α = 0.1 when compared to the minimum lab result set.

The worst model of this particular collection is the sum of squared abnormality with

an AUC of 0.8671. The average AUC of all the AUCs in this collection is 0.8699, just

under 0.87, with a standard error of 0.0019. The average increase from run 1 to run 2

was 0.0181.

Table 6.10: Average AUCs for first and second runs (50 runs each) of each candidate
lab result model with additional summary variables. Each model included the Both
dataset from [1] and the lab result derived variables.

Model Run 1 Run 2 p-value
Minimum Lab Result 0.8533 0.8716 0.087
Maximum Lab Result 0.8536 0.8719 –
Last Lab Result 0.8534 0.8701 < 0.001
Sum of Squared Lab Abnormality 0.8494 0.8671 < 0.001
Number of Labs 0.8482 0.8680 < 0.001
Lab Result Indicator 0.8526 0.8704 < 0.001

Like the models from the first collection, Figure 6.1 shows that no model dominated

any other for the second collection lab models.

Table 6.11 shows that the best model of the medication models in this collection

is the total visit count of each medication given with an AUC of 0.8540. The worst

performing model was the standard deviation of the daily medication counts with an

AUC of 0.8490. The average AUC for this model collection was 0.8508 with a standard

error of 0.0019. The average increase in AUC from the first to the second run was

0.0300.

The p-values in Table 6.11 all result from using the Wilcoxon signed rank test on the

total visit count of each medication given model against the remaining models’ AUCs.

In each case the difference was statistically significant with an α = 0.001.
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ROC Curves for Random Forests

with Derived Lab Variables, 2nd Coll.
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Figure 6.5: ROC curves for the lab models in collection two.

Table 6.11: Average AUCs for first and second runs (50 runs each) of each model with
derived medication variables and clinical variables. Each model included the Both
dataset from [1] as well as novel derived variables, and summary variables.

Model Run 1 Run 2 p-value
Maximum Number of Times Each Med Given 0.8217 0.8506 < 0.001
Total Visit Count of Each Med Given 0.8215 0.8540 –
Number of Days Each Med Given 0.8215 0.8493 < 0.001
SD of Daily Med Counts 0.8200 0.8490 < 0.001
Gini of Daily Med Counts 0.8204 0.8518 < 0.001
Entropy of Daily Med Counts 0.8201 0.8503 < 0.001
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ROC Curves for Random Forests

with Derived Med Variables, 2nd Coll.

False Positive

T
ru

e
 P

o
s
it
iv

e

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

0.0 0.2 0.4 0.6 0.8 1.0

Max Med = 0.8506

Tot Cnt = 0.854

Num Days = 0.8493

SD Meds = 0.849

Gini Meds = 0.8518

Ent. Meds = 0.8503

Figure 6.6: ROC curves for the medication models in collection two.

We see in Figure 6.6 that the pattern of non-dominance within a particular type of

model (E.g., within lab based models, or within med based models) continues.

The secondary models in Table 6.12 include a model where the best models from the

lab results type and the medication type were combined to make a model with AUC

0.8722. Because the medication models did not seem to add as much information to

the models the total visit counts were aggregated across all visits and appended as a

single variable to the maximum lab results variables to form another model. The AUC

for the simplified combined model was 0.8711. The base model with the aggregates

also represented. The only difference between this base and aggregates model and the

one presented in Table 6.8 is the addition of the two new aggregated metrics, number

of prior visits and the thirty-day indicator variable.
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Table 6.12: Average AUCs for first and second runs (50 runs each) of secondary models
that include the new derived variables. Each model included the Both dataset from [1]
as well as the number of prior inpatient visits and variable indicating whether the
current visit is itself a 30-day readmit as well as the stated variables.

Model Run 1 Run 2 p-value
Base + Lab & Med Aggregates 0.8651 – < 0.001
Max Lab Result & Tot. Vis. Cnt. of Each Med Given 0.8477 0.8722 –
Max Lab & Sum of Tot. Vis. Cnts. for All Meds Given 0.8534 0.8711 < 0.001

The AUCs of the combination model of max lab and total visit count of each medica-

tion results were significantly greater than other two models in the table with α = 0.001.

The secondary model ROCs for the second collection as seen in Figure 6.7 also showed

no dominance between the complex models (i.e., the models that weren’t only aggregate

variables).

The medication total count model in Figure 7.4 is dominated by the lab-based

models. There does not appear to be any dominance among the lab-based models in

collection two.

Variable Importances for Full Models

Table 6.13 shows the variable importance rankings for the models including the two

additional aggregated variables. The top four variables across each model are the

number of prior visits, the payor, the age and the length of stay in that order. The

fifth and sixth ranks have 401.9, and 511.9 as well as 414.01 which are hypertension,

unspecified pleural effusion, and coronary atherosclerosis of a native coronary artery

respectively.
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ROC Curves for Random Forests
Secondary Models, 2nd Coll.
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Figure 6.7: ROC curves comparing the best overall model in collection two to the best
lab-based model in collection two.
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ROC Curves for Random Forests

 of Best Models, 2nd Coll.
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Figure 6.8: ROC curves comparing the best lab-based models and the best medication
model in collection two.
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Table 6.13: Variable importances for second collection of models. The top 25 for each
model is shown. This is the ranking averaged over the 50 runs for each model.

Max Lab Max Lab
Rank Max Lab Total Meds & Tot. Meds & Grand Tot. Meds

1 numPriorVisits numPriorVisits numPriorVisits numPriorVisits
2 Payor Payor Payor Payor
3 Age Age Age Age
4 los los los los
5 401.9 401.9 511.9 401.9
6 414.01 511.9 401.9 511.9
7 511.9 414.01 585.9 414.01
8 585.9 250.00 ALB.max 250.00
9 427.31 428.0 99214 428.0

10 BNP.max 427.31 428.0 427.31
11 Race Race BNP.max Race
12 250.00 Gender 414.01 Gender
13 BUN.max 585.9 585.6 585.9
14 Gender 99214 ThirtyDayCase 99214
15 414.00 93010 71010 93010
16 ALB.max 425.4 424.1 425.4
17 424.1 414.00 427.31 414.00
18 425.4 786.05 514 786.05
19 428.0 429.3 Gender 429.3
20 496 585.6 99232 585.6
21 99214 427.32 BUN.max 427.32
22 585.6 496 250.00 496
23 CREAT.max 514 Race 514
24 ThirtyDayCase 599.0 414.00 599.0
25 93010 424.1 429.3 424.1

Comparisons Across Both Collections

It is useful to compare the models that have different meaning or variable bases from

both collections one and two. In Table 6.14 we have representatives from both collec-

tions. The table shows that the overall most predictive model as measured by AUC

is from the second collection which included the max labs and the sum of total visit

counts for each medication with AUC 0.8722. It is significantly greater than the simpler
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max lab (of collection two) with a p-value of 0.059.

Table 6.14: Comparison of final selection of models.

Model 1 AUC Model 2 AUC p-value
Base, Lab & Med Agg. 2 0.8651 Base, Lab & Med Agg. 1 0.8587 < 0.001
Min Lab Coll. 1 0.8677 Base, Lab & Med Agg. 1 0.8587 < 0.001
Min Lab Coll. 1 0.8677 Base, Lab & Med Agg. 2 0.8651 0.067
Min Lab Coll. 1 0.8677 All Labs Coll. 1 0.8675 0.343
Max Lab 2 0.8719 All Labs Coll. 1 0.8675 < 0.001
Max Lab 2 0.8719 Min Lab Coll. 1 0.8677 < 0.001

Max Lab 2 & Sum of Tot.
Max Lab 2 0.8719 Vis. Cnts. for All Meds 0.8711 0.002
Max Lab 2 & Sum of Tot.
Vis. Cnts. for Each Med 0.8722 Max Lab 2 0.8719 0.059

The base and aggregate variables model from collection two outperforms collection

one’s (p-value < 0.001) but is in turn outperformed by the minimum lab model from

collection one (p-value < 0.001). The minimum lab model outperforms the base model

from the second collection (p-value= 0.067) but cannot significantly outperform the

model from collection one which contains all of the lab variable types (p-value = 0.343).

However, the max lab from collection two is able to outperform both the minimum lab

from collection one (p-value < 0.001) and the model with all lab variables in collection

one (p-value < 0.001). The max lab model also outperforms the combination model of

itself with the variable that sums the visit counts for all medications (p-value = 0.002).

In the end, it is outperformed by itself combined with the sum of total visit counts of

each medication (p-value = 0.059).
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6.5 Discussion

6.5.1 Indicator, Variation, and Counts Comparison

Each of the initial models based on the four sets of variables from Section 6.4.1 in-

dicates something different. The indicator variables on procedures are a measure of

risk associated with that procedure. The variation metrics each show that variation

in procedure application is predictive of unplanned thirty-day readmissions. In fact,

Table 6.5 shows that of the four variable types tested, the standard deviation variation

metric has the best performance of the variation metrics and outperforms the indicator

variable. We confirmed this using the usual test and correction which yielded a p-value

of 0.059 which is significant when α = 0.1. This provides stronger evidence than that

found in Chapter 4.

While we found that counts of each procedure and diagnosis were more predic-

tive in the end, we were able to show that within variation metrics were predictive

of unplanned thirty-day readmissions. This implies that when we are interested in

using them for predicting outcomes that reflect quality of care, they may be useful

variables.

6.5.2 First Model Collection

It is clear from the tables and from Figure 6.4 that all derived lab result variables are

more predictive than the derived medication variables. Though the minimum lab result

significantly outperforms the other lab models it isn’t an enormous performance jump

at just 0.0007 greater on average. However, over enough patients such a difference

becomes meaningful. Interestingly the sum of squared abnormality does not perform
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best, even though it is designed to directly capture how much each patient is out of

the normal range across a visit. The two top metrics are the extrema, which reflect the

worst conditions of a patient, conditional on the lab test. Whether the minimum or the

maximum performs better could have to do with which tests reflect worse conditions in

each direction. The worst of the group is the generalized lab result indicator. Perhaps

it aggregates the information too much whereas the other variables still offer some

indication of degree of severity or extremity.

It isn’t a surprise that the lab variables do better than the med variables as they

directly measure the physiological state of the patients, whereas medications adminis-

tered reflect physicians’ attempts to address revealed symptoms. The medications are

separated from the actual condition by many steps of information conveyance. Despite

their lower performance, even the entropy metrics, the worst performing medication

variable set, outperform the base model from Chapter 5 (p-value < 0.001). This pro-

vides evidence for the value of variation metrics as a source of information regarding

patient care, and it also provides evidence that medication variables are useful in im-

proving readmissions prediction.

Of the variation metrics, the Gini index of the daily medications administered per-

formed the best, in fact, it outperformed all of the other metrics in this medication

set. This provides stronger evidence of the merits of measuring variation of care, in

this case by regularity or consistency of medications administered.

The ROC curves demonstrate the lack of dominance in both the lab and med groups,

and so the AUC comparisons are best for measuring overall performance. The ROC

curves are helpful in identifying whether any particular models are better classifiers of

one or the other class. It appears all seem to perform about the same in classifying

both classes. All of the models have a bit more difficulty classifying the readmits which
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is reasonable as they are the smaller class, though they still do well.

Somewhat surprisingly, none of the secondary models for the first collection out-

performed the minimum lab model. This could be due to the inability of the random

forests to sort through the number of noisy variables present in the much larger variable

sets. The model that did very well considering the variables it was built on was the

base model with aggregated lab and med variables. With an AUC of 0.8587 this model

is much better than the standard both model (p-value< 0.001). It does worse than the

model containing all of the lab variables together, but considering its parsimony and

arguably better interpretability, it may be a good choice for implementation in some

circumstances.

The variable importances for the best models show remarkable similarity between

the min lab and gini med models. The top six most important variables are the same

for each. Notably none of the top twenty-five important variables are medications

administered. This could explain why medication based models did much worse than

the lab models. It could also explain why the combined lab and med model did worse

than the lab alone. While they add information to the original both model, the med

variables appear to be much noisier than the lab variables.

The albumin serum appears to be the most important of the lab variables in all of

the models with lab results in them with creatinine appearing in two of them. The

payor variable is in the top three in three of the models and is in the top five of all

of them. This reflects a similar finding to Amarasingham et al. [127] that the mode

of payment was important. They suggested it may reflect socioeconomic status which

could be a proxy for many things. The 99232 procedure code indicates subsequent

hospital care and could be another way of measuring how long their stay was. Of

course, the length of stay (los) is the most direct measure of that. The diagnosis
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code 514 (pulmonary congestion and hypostasis) appears in the top fifteen of all four.

These variable importance rankings for the various models all provide a springboard

of inquiry into what may be related to unplanned readmissions.

6.5.3 Second Model Collection

The second set of models, which include two additional non-medical variables over the

first collection, follows a similar pattern to the first collection. Again, the lab result

based models all outperform the medication based models by a fair margin. The top two

lab result models were again the min and max lab results, however with the additional

two variables, the maximum lab result outperformed the minimum lab result though

significant only to α = 0.1. The max lab model was significantly better than all of the

rest with an α = 0.001 This round the lab result indicator faired much better in third

place with the last lab in fourth. The sum of squared abnormality still performed the

worst, a bit behind the number of labs metric. In all cases, they outperform the both

model. The ROC curves in Figure 6.5 show overlap among all of the lab models. Again

using tests on the AUCs seems appropriate for ranking the models’ performance.

The medication based models in the second collection had an interesting change in

rankings. The total visit count of each medication given went from fifth of six to the

top performing model after the addition of the two new variables. It could be there

is some sort of interaction that would produce such a drastic change in rank. Though

it did displace the Gini index as the best model, the Gini model was still the second

best. The third best was the maximum number of times a medication was given with

the entropy close behind. Again the variation metrics on medication administration

perform well when used as variables to predict thirty day readmissions.
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Only one secondary model outperforms the best from the lab and med models

in collection two. When the best lab and med models are combined they form a

model that outperforms all of the others so far. It seems the addition of the two

new derived variables provide enough information to overcome the noise in the larger

datasets. The base model performs very well with the additional two variables and

outperforms all of the medication based models. This is an impressive result as the

variables are much more aggregated and separated in terms of the information they

convey about the state of the patients. The aggregate model is essentially a collection

of counts of various models which could be seen as indicators of illness severity, but

the exact condition or reason is unknown. Because collection one showed that the

med results could sometimes reduce model performance when combined, we built a

combined model with the total medication counts aggregated across the entire visit.

This aggregation still did not help as it brought the max lab model down from 0.8719

to 0.8711. Interestingly, with the presence of the two additional variables, having the

count variables “expanded” improves the performance unlike in collection one. Figure

7.4 shows that the best models with lab results do not dominate one another but all

three appear to dominate the best medication model.

The variable importances of these models are very similar. The two four variables

are all identical across the best models with the fifth and sixth variables having switched

in a couple models. The most important variable across the board is how many prior

inpatient visits a patient had. This could indicate how chronically ill a patient is

which would intuitively make sense to predict whether a patient would come back,

and soon. The second most important variable was the payor, which as stated before,

could indicate socio-economic status. This could proxy for many things such as access

to quality care (outside of the hosptial) as well as education, health education and

others. This is clearly conjecture but would make for an interesting study. Age is the
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third most important and could indicate frailty and robustness. The length of stay is

the fourth and may indicate how ill a patient is on this particular visit. The fifth has

401.9 which is hypertension. Obviously hypertension is on clinician’s radar already but

the striking agreement between the models is impressive. Diagnosis 511.9 is unspecified

pleural effusion, or fluid in the chest.

Type II Diabetes (250.00) shows up in the eighth slot for both the med model and

the max lab with the aggregated med model. As for important lab tests albumin shows

up as well as B-type Natriuretic Peptide (BNP, indicates when heart failure worsens).

Gender also is in the top 25 of all four models with the highest rank at twelfth.

In the model with the grand total of medications administered per visit there are

no lab results in the top twenty-five variables. This may suggest that rather than the

medication variable interfering with the lab results, the lab results may be interfering

with the medication variable. However, there are also no medications in the top twenty

five variables. The consistency in ranking among the top models in collection two could

provide guidance for investigators looking into what may be causing or strongly related

to unplanned thirty-day readmissions.

6.5.4 Overall Comments

Table 6.14 shows a progression of performance increases to the best overall model. The

best overall model is from collection two (meaning it had the two additional variables)

with both the max lab variables and the sum of of total visit counts for each medicine.

This model significantly (α = 0.1) outperformed the next best (max lab) model. Model

selection based on pure performance would lead to this model. However for parsimony

the aggregated model from collection two does very well. For the middle ground, the
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max lab model would be a strong candidate.

6.6 Conclusions

The initial set of models showed that including both explicit clinical variables (labo-

ratory results) and implicit clinical variables (medications administered) significantly

improve predictive performance of unplanned thirty-day readmissions. We also found

that adding two non-medical derived variables improved the models significantly. Vari-

able importance rankings by select models highlighted some consistent patterns which

may be useful for those with a medical background to further investigate. While these

models are not causal, they do provide a ranking mechanism with some interpretability.

Clinical variables both explicit and implicit when represented by appropriately chosen

metrics along with well chosen non-medical variables form highly predictive Random

Forests models.



Chapter 7

Thirty Day Readmissions

Prediction Including Clinical Data

using SVMs

Support vector machines have been shown to be powerful classifiers. This chapter com-

pares the performance of support vector machines to the performance of the Random

Forests models in Section 6.4.3. This chapter builds on the work from collection two

in Chapter 6 by creating support vector machines for comparison with collection two’s

results. Additional select models are created and compared. The variables in this

chapter are the same as Chapter 6. Performance results in the models are presented,

compared, and discussed.
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7.1 Background

Some have found that support vector machines (SVMs) do not perform well on high

dimensional data [181,197]. The authors refer to data from the “omics” which are very

high dimensional with tens of thousands of variables but perform their simulation on a

dataset with 1,000 variables. The data for this research include thousands of variables

with some models containing about 20,000 variables (all lab results model). Hastie et

al. [150] suggest that SVMs have a number of limitations that may prevent them from

doing well on sparse high dimensional data (see chart on page 351 of their book). In-

cluded in these suggestions is the idea that SVMs cannot handle irrelevant inputs very

well. The data for this dissertation includes many sparse variables whose relevance is

difficult to determine. Based on results from the prior chapter, the medical data is less

relevant than the lab data, though not completely irrelevant as a whole. Other criti-

cisms include their inability to handle categorical variables in a “natural” way, as well

as missing values, both of which are present in this data. Another weakness of SVMs is

their inherent lack of interpretability. The studies currently available using SVMs have

not found marked improvement in predicting unplanned thirty-day readmissions over

logistic regression. As we found excellent results for Random Forests where none was

found in prior studies, we also explore the suitability of SVMs using our new variable

creation and model selection paradigm.

7.2 Methodology

Support vector machines were run on the same variable sets as in Section 6.4.3. We

optimized the parameters using a grid search with 10-fold cross-validation over two

kernels: a linear kernel, and a radial basis kernel using the tune.svm() function [198]
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in R. The optimal setting for the linear kernel was cost = 2. The optimal radial basis

function settings were γ = 0.0625 and cost = 1. Of the two, the best performing kernel

was the radial basis function (RBF). We compared performance for final parameter

selection using AUC on the lab results variables. The linear kernel’s AUC was 0.7432

as opposed to the RBF’s 0.882. Because of its poor performance, the linear kernel was

no longer used and the rest of the analysis is performed using the RBF kernel with

stated parameter values. As already established for other algorithms, the metric used

for model selection is area under the curve or AUC.

7.3 Results

The support vector machines predicting using lab result metrics in Table 7.1 all outper-

formed their Random Forests counterparts. The p-values in Table 7.1 all result from

using the Wilcoxon signed rank test comparing the SVM model with the Random For-

est model. The test in each case was that the location shift of the SVM AUCs is not

greater than zero when compared with the corresponding RF model. In each case the

difference was statistically significant with an α = 0.1. The p-values for the sum of

squared abnormality, number of labs performed, and the lab result indicator were all

< 0.001. The minimum lab result was significant at a 95% confidence level. The best

performing model overall is the lab result indicator using SVMs with an AUC of 0.882.

This is just over 0.01 higher than the best model in the RF group.

In Figure 7.1 we can see that for much of the false positive range the two models

perform similarly. The range where the SVM model seems to dominate is from 0.4 to

0.6, which can be a tricky area and also where the most natural decision boundary,

0.5, is.
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Table 7.1: Average AUCs over 50 runs for the Support Vector Machine and Random
Forests lab result models. The variables are the same as the lab result models in Section
6.4.3.

Variables SVM RF p-value
Minimum Lab Result 0.8727 0.8716 0.035
Maximum Lab Result 0.8721 0.8719 0.093
Last Lab Result 0.8723 0.8701 0.005
Sum of Squared Lab Abnormality 0.8725 0.8671 < 0.001
Number of Labs 0.8815 0.8680 < 0.001
Lab Result Indicator 0.882 0.8704 < 0.001

ROC Curves of Best Lab Models
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Figure 7.1: ROC curves for the best lab models between Random Forests and SVMs.
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For the medication based models, we see in Table 7.2 that the SVM models handily

outperformed their random forests counterparts. The best performing model overall

was the SVM model utilizing the maximum number of times a medication was used

metric, with an AUC of 0.8707. The worst performing model of the SVM group was

a three way tie amongst the variation metrics with AUCs of 0.8698. Even the worst

model outperformed the best of the Random Forests group. The p-values in Table 7.2

all result from using the Wilcoxon signed rank test comparing the AUCs of the SVM

to its corresponding RF model. In each case the difference was statistically significant

with an α = 0.001.

Table 7.2: Average AUCs for the support vector machine and Random Forests (50 runs
each) of each candidate medication model with additional summary variables. Each
model included the Both dataset from [1] and the lab result derived variables.

Variables SVM RF p-value
Maximum Number of Times Each Med Given 0.8707 0.8506 < 0.001
Total Visit Count of Each Med Given 0.8705 0.8540 < 0.001
Number of Days Each Med Given 0.8706 0.8493 < 0.001
SD of Daily Med Counts 0.8698 0.8490 < 0.001
Gini of Daily Med Counts 0.8698 0.8518 < 0.001
Entropy of Daily Med Counts 0.8698 0.8503 < 0.001

In Figure 7.2 we compare the best SVM model to the best RF model for the medi-

cation group. The SVM model dominates the other from 0.1 to 0.6 on the false positive

range and is about the same over the rest of the range. The SVM model does seem

to dip below the RF model on both this and Figure 7.1 for a small range around 0.75.

This dip is much smaller than SVM’s dominating range for both variable groups.

We also compare select secondary models. We see in Table 7.3 that the overall best

model is in the SVM group with an AUC of 0.8827. This particular model was the lab

result combined with the maximum medication models. The best model for the RF

group was its best which was the maximum lab with the total visit counts for all meds
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ROC Curves of Best Med Models
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Figure 7.2: ROC curves for the two best medication models for each of the SVM and
RF groups.
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given with an AUC of 0.8722, as already reported. We also compared the performance

of the two algorithms on the aggregated variables. This was the only model out of

the entire series where the SVM underperformed the Random Forests. Not only did it

underperform but drastically so with an AUC of 0.6975, while the RF had an AUC of

0.8651. The SVM version of the best overall model from the random forest collection

had a higher average AUC but was only significantly better with an α = 0.15. The two

algorithms performed similarly when all the lab metrics were used with SVMs besting

RFs by a statistically significant p-value= 0.005 but not materially significant 0.002

(0.8695 vs. 0.8675). When combining the best lab metric from each algorithm with the

total visit counts for all meds given (aggregated total visit counts) the SVM version

handily bested its counterpart with an AUC of 0.8824. This was only slightly lower

than SVM’s best overall model.

Table 7.3: Average AUCs for the Support Vector Machine and Random Forests (50
runs each) of secondary models.

Variables SVM RF p-value
Base + Lab & Med Aggregates 0.6975 0.8651 1
Max Lab Result & Tot. Vis. Cnt. of Each Med Given 0.8724 0.8722 0.123
Best Lab & Sum of Tot. Vis. Cnts. for All Meds Given 0.8824 0.8711 < 0.001
All Labs 0.8695 0.8675 0.005
Best Model 0.8827 0.8722 < 0.001

The ROC curves of the models with the highest average AUC from Table 7.3 are

shown in Figure 7.3. The pattern displayed in the earlier ROC figures continues in this

group as well. The SVM outperforms in the middle of the false positive range then

dips below around 0.8.

Figure 7.4 shows the incredible underperformance of the SVM algorithm on the

aggregated variables. The RF version clearly dominates throughout the entire false

positive range.
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ROC Curves of Best Overall Models
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Figure 7.3: ROC curves comparing the best overall model in collection two to the best
lab-based model in collection two.
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ROC Curves for Aggregated Metrics
RF v. SVM
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Figure 7.4: ROC curves comparing the best lab-based models and the best medication
model in collection two.
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Overall the SVM models outperformed the Random Forests models with the excep-

tion of the aggregated metrics model.

7.4 Discussion

The support vector machine results across both variable types are quite remarkable

in light of prior statements on their suitability for such data. The SVM models ab-

solutely dominate the Random Forests models on high-dimensional data in terms of

AUC. What’s more is which models perform well. The worst performing variable in

the Random Forests models, sum of squared abnormality, became the third highest

performing model when SVMs were used. The best model for the lab results models

was the lab result indicator variable, which also did not perform as well in the Random

Forests models. Interestingly, the best performing Random Forests (RFs) variable set,

max lab, was the worst performing SVM model, although it still nominally did better

than its Random Forests counterpart. It’s almost as if the SVM results are a quasi-

reverse ordering of the Random Forests models in terms of rank, but all outperforming

the RFs.

If the lab results weren’t astounding then the medical results could be as all of them

performed comparably to the laboratory based RF models. In the SVM models, the

variation metrics all had very similar performance, when rounding to the 4th digit, were

the same. They also happened to not do quite as well as the count based variables,

though nominally the difference is not large, though statistically significant. This result

provides much food for thought. Are medication variables irrelevant or did the RFs

just handle them poorly? Select models from the SVMs and RFs for each type of

variable show a pattern in prediction for the models. Figure 7.1 and 7.2 show that the
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SVMs dominate for much of the range then slip slightly under the RF curves in the

higher false positive range.

Secondary models also showed that SVMs improved performance when best models

from the lab and med groups were combined. The best lab for the SVMs was the

lab result indicator and it was combined with the total visit count of the medications

variable. When compared with the RF’s best lab with the same med variable group,

SVMs were nominally better though not significantly (α = 0.1). Figure 7.4 shows that

the simple aggregate variables that had performed so well with RFs did very poorly

under SVMs. This may raise questions as to SVMs suitability for very-low dimensional

datasets as well.

One of the most drastic differences of performance was in the medication group of

models where the worst SVM model still performed as well as many of the RF lab

models. If we use our medication results from Random Forests as evidence for the

med variables’ relative “irrelevance” then our SVM results may well provide evidence

contrary to some of Hastie et al.’s suggestions. Support vector machines also did

very poorly, relative to Random Forests, on the smaller models using the aggregated

variables. This would also seem to contradict the authors’ suggestions.

Perhaps part of the issue is a lack of clarity about what “high dimensional” data

means, and what “irrelevant variables” actually are. Seeing as Hastie et al.’s sug-

gestions are merely guidelines and not hard and fast rules, and that the data used

here is distinct from that of [181, 197] we may be shedding a bit more light on those

definitions. If SVMs truly don’t do well on high-dimensional data, then perhaps our

billing and clinical data, for the sake of clarity on this point, is nearly-high-dimensional.

Despite their strong performance on so many of the models, SVMs did not perform

well when all labs were combined. Perhaps this may help indicate the line between
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nearly-high and high-dimensional. It could also be due to many correlated variables

being present and so be a reflection of many irrelevant variables. We have been able to

show, that for this data at least, SVMs have not performed well on information-dense,

low-dimensional data. So then a tentative conclusion could be that SVMs perform

well on nearly-high-dimensional data with sparse variables and limited relevance. Or,

if we consider our data truly high-dimensional, the conclusion could be that SVMs do

perform well on high-dimensional data.

7.5 Conclusions

Support vector machines significantly and meaningfully outperform Random Forests

on all variable types except the simple aggregates. We have shown that SVMs either

contradict earlier findings of poor performance on high-dimensional data or provide

evidence for the line between nearly-high-dimensional data and actual high-dimensional

data. We have also shown that SVMs perform very well on sparse, arguably irrelevant,

data when predicting unplanned thirty-day readmissions. SVMs handily outperform

nearly all models from prior chapters. The best overall model was the support vector

machine using a radial basis kernel function on lab result indicator variables combined

with the total count of each medication given for a visit.



Chapter 8

Assessing Sampling Schemes

Impact on Thirty Day

Readmissions Prediction

The limited previous studies available have been inconclusive about whether sampling

improves thirty-day readmission predictive performance. This chapter builds on the

work from Chapters 6 and 7 by comparing select models’ performance when various

sampling schemes are used. The sampling schemes assessed are undersampling, over-

sampling, and SMOTE. Performance results in the models are presented, compared,

and discussed.

8.1 Background

For some supervised learning algorithms and some datasets, class imbalance may re-

duce the predictive performance of models built on them. The dataset utilized for
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readmissions prediction may fall prey to these issues as it is imbalanced. More specif-

ically, 20.4% of visits result in readmissions while the other four-fifths do not result

in early unplanned readmissions. In [1] we used cost penalties in the Random Forests

models to account for class imbalance and found that they did not improve overall per-

formance. Upon presenting these results in our conference presentation for the paper,

it was suggested that we compare our results to those when sampling schemes are used.

To address this suggestion for handling imbalance we applied simple undersampling,

simple oversampling, and SMOTE to the datasets used for our analyses thus far.

8.2 Data

The data used in this chapter is identical to that used in Chapters 6 and 7. The data

is manipulated using three schemes: undersampling, oversampling, and SMOTE [180].

Over- and undersampling are performed using the ovun.sample() function in the

ROSE package [199] in R using the default settings which yield balanced classes.

SMOTE sampling is done with the SMOTE function in the DMwR package [200] in

R. The perc.over and perc.under parameters are set to 200 and 150 respectively fol-

lowing recommendations in [180,200] for obtaining balanced classes given the imbalance

ratio of our dataset.

8.3 Methodology

We continue to use area under the curve or AUC for model selection. To determine

the merits of sampling techniques we obtain sampling results for representative mod-

els from each algorithm. Essentially two different classes of datasets have been used
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to make models for readmission prediction so far. The first uses a very large num-

ber of sparse variables while the second is a few aggregated variables. We used the

high-dimensional data with Random Forests and support vector machines and add a

generalized linear regression model (logistic regression denoted further as GLM) for

completeness here.

To test how sampling schemes perform we choose representative data sets for each

class of data and run these through three sampling schemes and compare the per-

formance results to the original. The sampling schemes are over-sampling, under-

sampling, and SMOTE sampling all of which were discussed in Section 2.6.

The high dimensional data for Random Forests was the max lab results. For GLM

we chose variables using a simple approach. We ranked the variables according to the

Random Forests’ variable importance and then added variables in increasing amounts

and assessed performance using 10-fold cross-validation with average error as our met-

ric. We added variables in amounts beginning with 5 then 10× 2i where i = 1, 2, . . . , 9

and then all of the variables as the final run. The optimal number of variables chosen

by 10-fold cross validation was 1,280. For SVM we use the lab result indicator data

set. For the low dimensional aggregated variables we use the same models aggregated

variables as in Chapter 7 with the same three algorithms as with the high dimensional

comparisons.

The high dimensional datasets we used were chosen because the algorithms per-

formed very well on them in terms of AUC as reported earlier. Our purpose for

assessing sampling schemes is to see if they can improve performance over current

approaches. It is most helpful if sampling can improve those models that we have

already found to be the best in their class. If the sampling schemes cannot improve

them then we know that we can save the time and resources required to build them by
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using the original data.

We build our models as in Chapters 6 and 7 using 50 tests sets split 2/3 training

and 1/3 test set. We average the AUCs of the 50 runs and then compare using the

Wilcoxon rank sum test. We also compare performance using ROC curves.

8.4 Results

In Table 8.1 we quickly see that for the majority of cases sampling does not improve

performance. The p-values correspond to one-way (>) Wilcoxon signed rank test [196]

of the AUCs of the highest average sampling method in the row against the sam-

pling method with the second highest average AUC. We utilized the Holm-Bonferroni

correction for multiple comparisons [107].

Among the high-dimensional data sets, only the GLM model on the original dataset

did not significantly outperform the second best sampling method. In GLM’s case, it

was SMOTE. Under the principle of parsimony we argue that though it isn’t signifi-

cantly greater, it is nominally greater and requires less effort and so the original data

set suffices. We conclude, then, that for high dimensional datasets across Random

Forests, logistic regression, and support vector machines, sampling does not meaning-

fully improve performance.

For the aggregated dataset the story starts a bit differently. Both the GLM and SVM

models performed nominally better than the next best methods using over-sampling.

For GLM the next best method was the original data and despite being nominally

better it was not significantly better. SVM however, was significantly better using over-

sampling than its next best method which was SMOTE sampling. Random Forests had

no distinguishable performance difference between the original and the over-sampled
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Table 8.1: Comparison of select models from each algorithm across three sampling
methods.

Model Orig. Over Under SMOTE p-value
RF Max Lab 0.8719 0.8641 0.8357 0.8252 < 0.001
GLM Max Lab 0.6710 0.6587 0.6015 0.6707 0.48
SVM Lab Res. 0.882 0.88 0.8192 0.8252 0.044
RF Agg. 0.865 0.865 0.8218 0.8353 0.48
GLM Agg. 0.6674 0.6675 0.6658 0.6530 0.48
SVM Agg. 0.6975 0.7074 0.6895 0.7022 < 0.001
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Figure 8.1: ROC curves comparing the sampling schemes on the Random Forest max
lab results.

dataset. As before using the principle of economy, we choose the original dataset as it

requires no effort and obtains the same results.

To visualize the results we present ROC plots for each row of Table 8.1. The

ROC curves in Figure 8.1 show that generally the original dataset dominates the other

sampling methods with a slight area of overlap with the over-sampling method. The

ROC curves seem to reflect what the average AUCs reflect.

Figure 8.2 show severe overlap of the original dataset with the other sampling meth-



CHAPTER 8. 30-DAY SAMPLING 162

ROC Curves of GLM Max Lab
with Sampling Schemes
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Figure 8.2: ROC curves comparing the sampling schemes on the GLM max lab results.

ods. The ROC curves are strangely straight.

Figure 8.3 shows the strong performance of SVM with all curves seeming very close

to the upper left corner. The original dataset seems to dominate for most of the false

positive range then overlaps with the other schemes showing that the reweighing is

having some effect. Generally, the ROC curves seem to reflect what the average AUCs

reflect.

Figure 8.4 is the first of the figures showing the aggregated variable results. The

Random Forests results show much more overlap for the aggregated data in original

form. The undersampling method seems to be clearly dominated by the others. The

oversampling and original data both overlap each other in a way making their per-

formance difficult to distinguish from one another, which was also reflected in their

AUCs.

Figure 8.5 shows overlap for all the sampling methods except for SMOTE which
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ROC Curves of SVM Lab Results
with Sampling Schemes

False Positive

T
ru

e
 P

o
s
it
iv

e

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

0.0 0.2 0.4 0.6 0.8 1.0

Original = 0.882

Over = 0.88

Under = 0.8192

SMOTE = 0.8252

Figure 8.3: ROC curves comparing the sampling schemes on the SVM lab result indi-
cator variables.

ROC Curves of RF on
Aggregated Vars with Sampling
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Figure 8.4: ROC curves comparing the sampling schemes on the Random Forest ag-
gregated variables.
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ROC Curves of GLMs on
Aggregated Vars with Sampling
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Figure 8.5: ROC curves comparing the sampling schemes on the GLM aggregated
variables.

appears dominated by the others except in the lower false positive range.

Figure 8.6 shows a strong pattern for the original dataset using SVM. The original

data does well until about 0.25 on the false positive range and then dips down well

below all of the sampling methods. At around the same point SMOTE seems to

dominate though crossing paths with oversampling. Oversampling does slightly better

in the lower range than SMOTE and thus accounts for its higher AUC scores on

average.

8.5 Conclusion

Generally speaking, we see that sampling may be beneficial for lower dimensional and

denser datasets for SVM and GLM models. However, the Random Forests model using

the original dataset vastly outperforms both the SVM and GLM models. For the low

dimensional datasets, Random Forests with the original data are the model and data
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ROC Curves of SVMs on
Aggregated Vars with Sampling
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Figure 8.6: ROC curves comparing the sampling schemes on the SVM aggregated
variables.

of choice. Our final conclusion then, is that sampling schemes using both high- and

low-dimensional data are not necessary when using the appropriate algorithm.



Chapter 9

Contributions & Conclusion

To improve quality of care both during a visit and upon release, this dissertation has

developed a methodological approach for measuring consistency in care during patients’

hospital stays as well as provided a new paradigm for modeling unplanned thirty-day

readmissions. The following sections document the contributions for each and discuss

future work as well.

For ease of use, throughout the next sections, hyperlinks to appropriate tables and

sections are provided to see results that pertain to the stated contributions when

clicked.

9.1 Multidisciplinary Research Contributions

This dissertation provides multidisciplinary contributions that both shape how re-

searchers can approach the problems discussed as well as provides specific guidance

on many parts of the techniques and methods themselves. The first contribution is the

diagnosis-response framework (§3.3). Administrative healthcare data are not in a clas-

166
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sic table format and consist of many categorical variables. Other datasets with plagued

by similar data structures may benefit from our framework. The diagnosis-response

matrix simplifies a complicated data structure, assesses many diagnoses simultane-

ously, and allows for measuring care variation in a scalable way. The DRM captures

key associations in highly categorical data and allows for computation of many different

measures of care variation (e.g., vector space similarities, invented measures, MMD,

etc.). Though the framework was applied to medical administrative data in this dis-

sertation, applications beyond the medical realm exist. Any dataset rich in categorical

data with variation or patterns are excellent candidates. This research could be ex-

tended to text mining and other data mining problems. The DRM reduces complexity

while capturing variations in the system data.

Another contribution of the DRM is that it can be constructed for any level of an

organization assuming the data is available (§3.4.1, 3.4.2, 3.4.3, & 3.12). This allows

the within group metrics and between group comparisons performed to plausibly be

performed at any organization level.

The between group variation methodology allows for a much more exploratory ap-

proach in variation research than current approaches. Whereas prior methods were too

aggregated, time intensive or interrupted care, this approach allows for a look into all of

the procedures used to treat a given diagnosis (§3.3). Prior methods require specifying

beforehand the procedures to be explored. This approach allows researchers to keep

all of the procedures in, leaving all of the proverbial doors open allowing for unknown

procedures to be more deeply explored. The same would generalize to datasets where

many factors must be compared at once. The methodology ranks the row variables in

order of importance and still provides statistical statements of significance (E.g., Tables

3.3 & 3.6). If Random Forests is used, the within metrics may also be ranked relative
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to other variables using variable importance and provide insight into their contribution

toward some outcome of interest (§6.4.2). Also, using column vectors of the DRM,

variation within a distribution can be measured and validated using predictive models

(§6.4.1 & 6.4.2).

We also provide a variable selection technique to expedite the model creation process

for RFs. Many current methods use some variant of univariate model significance as

a feature selection tool. Using Random Forests we were able to retain most of the

variables and have highly predictive models (§8.3 & Tables 6.5, 6.6, 6.7, 6.8 & 6.11)

but in only two steps as opposed to prior methods with multiple steps.

One contribution we provide to the broader data mining community is that SVMs

can be used on high-dimensional data and perform very well (Chapter 7). This con-

tradicts earlier studies that used simulated high-dimensional array data. A related

contribution is that SVMs performed well on sparse data where the relevance of the

variables was largely unknown (Chapters 5, 6 & 7). In addition, we show that sampling

techniques do not improve performance when used on high-dimensional data (Chapter

8). This was found to be true with SVMs, RFs, and even GLMs (Table 8.1). The

only case where performance improved was for low-dimensional, high density variables

SVM models (Table 8.1). But even when SVM performance improved, they did not

perform as well as Random Forests. We found Random Forests to be robust to data

dimensionality. They performed very well with both sparse, high-dimensional data as

well as dense, low-dimensional data (Table 6.12). It was found that RFs can drastically

improve the performance of GLMs on even low-dimensional datasets (Table 8.1).

Another broader contribution is that various representations attempting to capture

the same idea do not all perform the same. For example, we captured the idea that

extremes in lab results are bad and tend to indicate worsening physiological condition.
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We captured that idea using many lab result representations including the maximum

lab results value, the minimum value, the sum of squared abnormality and several

others (§6.2.3). Choosing the appropriate representation had both nominally and sta-

tistically significant effects on the overall model performance (Tables 6.5, 6.10, 6.11).

These effects only compounded when combined with various representations of med-

ication administration (Tables 6.8 & 6.12). These findings emphasize the need to be

creative in variable representation and not settle for the first representation that comes

to mind. Related is that a few well chosen representations, combined with well-chosen

algorithms can perform very well. One of the lessons that this research gives is that,

often, counts may be the best option for variables representation. Our aggregate mod-

els all did very well, especially when compared to much more complicated and higher

dimensional models (Table 6.14).

9.2 Health Informatics Contributions

Readmissions Contributions We were able to compare model performance for

predicting thirty-day readmissions across three algorithms (Tables 7.1, 7.2, 7.3, & 8.1),

more than a dozen data representations (Chapters 5, 6, & 7), and three sampling

techniques (Chapter 8). Our findings move the body of work forward as no such

comparison has been done to date. What little has been done with Random Forests and

support vector machines had not shown great leaps in performance. We can say that

sampling schemes are unhelpful (Table 8.1), and for pure predictive performance, the

best algorithm is support vector machines (Table 7.3). If interpretability is important

then researchers may use Random Forests with minimal loss in predictive performance

(Table 7.3).
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As for parameterizing Random Forests models, we have shown that 500 trees are

sufficient and using the square root of the number of variables is appropriate for the

number of variables to randomly select at each node (§5.3). For support vector ma-

chines we have shown that the radial basis function with cost = 1 and γ = 0.0625 is

optimal (§7.2).

We have contributed several novel non-medical and derived clinical variables that

were demonstrated to be important (§6.2.3). Included are using the last lab result

from a visit, a lab result indicator variable, a lab’s sum of squared abnormality, and

the maximum and minimum lab results. Medication variables included all three of the

variation metrics, as well as the maximum number of medications administered on a

day, the number of days a medication was administered and the number of medica-

tions administered during the entire visit. These novel representations all provided

significant lift over base model performance (Tables 6.6 & 6.7).

The idea of using the variation of a procedure distribution as a predictor in addition

to the procedure counts is a novel contribution. We were able to validate the usefulness

and predictive power of the within cohort metrics in many of the readmissions models

(Tables 6.7, 6.11, & 7.2). Prior heart failure thirty-day readmissions modeling efforts

used indicator variables. We replaced them with and showed that counts of variables

can be more informative than mere indicators (Table 6.5). In some cases, the variation

metrics were more predictive of readmission than the counts of the procedures and

other metrics (Tables 6.7 & 6.11). This implies that the variation itself is informative

for predictive models.

In addition to creating novel count variables and many derivative variables (§6.2.3),

we were able to include all of the variables in a way that enhanced model performance

(Chapters 6 & 7). In the case of SVMs we could retain all of the variables and allow
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the algorithm to use what is necessary for the support vector optimization problem

(Tables 7.1, 7.2, & 7.3).

This change in modeling paradigm has made a significant difference in performance

and could shift the tide toward more high performance algorithms and novel uses of

data. Most striking is the difference in the style of approach between this research and

most prior approaches. The overriding themes of this dissertation have been simple

metrics (§6.2.3) that capture a lot of information (counts, variation metrics), simple

data representations that still allow for information retention (DRM plus variable rep-

resentations) and powerful models capable of capitalizing on the high-dimensional data

created by the DRM. Prior approaches aggregated too much through single number

indices or very low dimensional models, or they used algorithms that were unable to

capture nuances in higher-dimensional data.

We have shown that variables that could be proxies for a patient’s conditions con-

tribute to models’ performance. For example, the degree of sickness could be indicated

using length of stay, while how chronically ill they are could be shown via the number

of prior visits (Table 6.13). We were able to confirm earlier findings that the Payor was

an important variable (Table 6.13) and could indicate socio-economic influence on pa-

tient quality of care. We were also able to demonstrate that explicit clinical variables,

in our case laboratory results, drastically improve model performance. We were also

able to show that even implicit clinical variables such as medications administered also

provide significant lift over base models.

The top four variables across four top models are the number of prior visits, the

payor, the age and the length of stay in that order. The fifth and sixth ranks have 401.9,

and 511.9 as well as 414.01 which are hypertension, unspecified pleural effusion, and

coronary atherosclerosis of a native coronary artery respectively (Table 6.13). We were
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able to demonstrate a surprising amount of agreement in variable importance across

four well performing models. We were also able to show that control variables such

as Gender and Ethnicity also play an important role in readmission prediction (Table

6.13). Lab results that appeared consistently as important variables were albumin

serum, blood urea nitrogen, B-type Natriuretic Peptide, and creatine levels (Table

6.13).

Through our work, we have been able to call into question the traditional approach

of modeling thirty-day readmissions. While prior work has used feature selection tech-

niques, it has focused on a narrow set of variables to inform the model. We have

expanded the feature space to include variables that may seem irrelevant if only barely

informative. Given the performance of so many readmissions models, it seems clear

that knowing beforehand which variables will improve performance is not straightfor-

ward; there are many factors at play. Logistic regression models are a global model

and when the response surface is truly complex a global model will only be a rough ap-

proximation and suffer performance-wise. Ensemble methods take advantage of many

local learners, or trees in our case, and aggregate a lot of “weak” learners in a way that

reduces their variance. This approach has done well on our high-dimensional, sparse

data set. We covered a large amount of modeling space, and this should give pause to

the field and help researchers consider changing their modeling paradigm.

Our most obvious contributions are the models themselves. We have dozens of

models all of which have an AUC of at least 0.8. More than half of those models have

an AUC at least 0.85. The best model has an AUC of 0.883, more than 0.15 greater

than the previous reported best model for a general heart failure population. That

is a 20.8% increase in AUC. The best overall model used the support vector machine

algorithm with the lab result indicator variables combined with the total number of each
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medications variables all combined with the both dataset. Our best Random Forests

model was 0.8722 with the max lab results combined with the total visit counts for

each medicine with the both dataset. This was a more than 0.14 increase which is a

19.5% increase in AUC.

Care Variation Contributions We have shown that a more generalized method

of capturing variation in treatment between patient cohorts is possible (Chapter 3)

and useful (Paragraph 3.4.1). We found that measuring variation within a patient

cohort is statistically significant in predicting visit charge (Table 4.4) and thirty-day

readmissions (Chapters 6 & 7). Depending on the model choice, within cohort variation

metrics can outperform many other candidate metrics in predicting readmissions. This

further validates their use and helps us understand how variation in procedures may

contribute to readmissions. The Gini metric was a strong performer (Table 6.7) which

only adds to its reputation as a metric of inequality within a distribution and expands

its applications.

We have shown that variation between patient cohorts attributable to principal

procedures is less than that attributable to all procedures (§3.4.1 & 3.4.2). We have

produced lists of procedures that are significantly different under principal procedures,

all procedures, and also intersections and complements of the two (Tables 3.3, 3.6, 3.8,

3.7, 3.10, & 3.9). These provide valid starting points for exploring whether that vari-

ation has any effects on care outcomes, which treatment protocols should be reviewed

for improving consistency, and a greater understanding of the treatment variation in

the heart failure cohort.

We were also able to demonstrate that (when principal procedures are used) there

is evidence to suggest that there is a relationship between the specificity of a diagnosis
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designation (NEC/NOS vs. specific subclassifcation) and the likelihood of diagnosis

cohorts found to be significantly different (Paragraph 3.4.1). In other words, we have

presented evidence that those diagnoses that are less specific may in general have more

variation. This was not true when all procedures were included (Paragraph 3.4.2).

We were also able to show that the most common specified and unspecified atheroscle-

rosis diagnoses cohorts were not significantly differently treated in terms of procedure

counts (§3.4.3). We then showed that when combined, those patients with Atheroscle-

rosis were treated differently for heart failure than those without it (§3.4.3). As a

validation piece, we demonstrated that physicians of different specialty could be dis-

covered using our methods (§3.12).

For the first time, statistical comparisons across an entire treatment profile, or dis-

tribution of procedures, is possible. This provides a fuller description of the discrepancy

between two patient cohorts. We have found that even after a Holm-Bonferroni adjust-

ment, we identified nineteen diagnosis cohorts that were significantly different when

only principal procedures addressing heart failure are used (§3.4.1). Thirty-one were

identified as significantly different at least one time. When all procedures addressing

congestive heart failure are included we identified 79 that were significantly different

at least one time (§3.4.2). We identified 54 that were significantly different even after

Holm-Bonferroni corrections for making 2,383 comparisons. This kind of mass iden-

tification has been heretofore unreported. This demonstrates the highly exploratory

nature of this methodology and allows a tool for finding unexpected or unusual results.

Traditional methods greatly reduce that possibility as they can only handle a very few

diagnoses and few procedures at a time.
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9.3 Future Work

The work that may stem from the findings and approaches presented in this disser-

tation are many. We presented many diagnosis cohorts that demonstrated significant

variation in procedure application. Further exploration into the procedures that most

vary between the groups and why could provide fruitful medical insight. Additionally,

more work could be done to choose patient cohorts that represent important problems

in the medical sphere for care variation analysis. Greater exploration of how variation

within cohorts may be predictive could yield interesting results. We used within co-

hort variation as predictors of visit charge and thirty-day readmission, however, many

other outcomes of interest exist and variation may provide key information into their

prediction. We also only explored three candidate within cohort variation metrics, but

there may be better metrics. We also did not explore the properties of these metrics in

great detail, rather, we focused on their predictiveness. More work on how each metric

assesses variation could provide insight into choosing better metrics in the future.

While we have explored a large number of modeling scenarios we have not exhausted

all possibilities. Other algorithms or methods may prove to perform better, such as

boosting trees. We have shown the power well-chosen, simple variables can have in im-

proving predictive models. Surely, there are other simple variables that may be formed

and further improve model performance. We have also limited the features we have

used to those generally available at hospitals in the US. However, as electronic health

record systems continue to unfold, we will have greater access to more physiological

data. Some data that could be explored are daily weight and blood pressure readings,

while more involved would be heart rate data. Incorporating these types of variables

would be a logical next step. We have limited our research to congestive heart failure

patients. There are many diseases that represent major issues to the US and other
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countries. The robustness of the recommendations in this dissertation could be tested

against these other major groups.

9.4 Finale

The highest aim of this research is to save lives by improving quality of care. Our

contributions include a paradigm shift that drastically improves readmissions predic-

tion, methods for assessing care variation across numerous diagnoses and procedures

in a statistically valid way, and direct applications and demonstrations of the methods.

We have shown algorithms, data transformations, and modeling approaches that are

best suited for the data most hospitals in the US have available to predict thirty-day

readmissions. We have provided methods to take that same data, and perform ex-

ploratory care variation analyses for any level of a care organization. This dissertation

has provided means for assessing quality of care during a stay while providing models

to better assure the transition after discharge occurs at the proper time.
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