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ABSTRACT 

Machine learning (ML) algorithms inherit 

characteristics of the dataset from which they are 

trained, leading to potential for unfairness in 

classification as a result of bias. To reduce 

unfairness of ML algorithms this report outlines 

methods for minimizing the effects of bias. 

Methods include collecting unbiased data and 

altering or removing existing data in order to 

reduce bias in preexisting datasets. Additionally, 

algorithms should provide context to underlying 

data alongside outputs to minimize the influence 

of bias. The proposed methods should result in a 

black-box framework for reducing bias which can 

be applied generally to ML. Additional work is 

needed on in-process bias reduction, tools for 

identifying bias, and best practices for data 

collection. 

 

1. INTRODUCTION 

Whether it is online shopping, scrolling through 

Netflix, or your smartphone’s facial recognition, 

artificial intelligence has become a part of our 

everyday lives. While the technology has allowed 

for many exciting innovations, for example the 

possibility of self-driving cars, it comes with 

inherent limitations that left unchecked can lead 

to systematic unfairness. One key limitation is 

how “artificial intelligence algorithms rely on big 

data… [which] is incomplete in some levels” [1]. 

When artificial intelligence uses incomplete or 

biased information unchecked, the issues are 

“strengthened and amplified” [1].  

The amplification of bias in artificial 

intelligence can lead to misclassifications that 

disproportionately affect certain groups of people 

[1,2]. As researcher Zhang (2020) describes, “the 

needs and wishes of [some] disadvantaged groups 

[may not be] reflected in the final calculation 

results” if “data shielding” occurs during data 

collection [1].  

Although a bad movie recommendation 

does not result in any severe consequences, the 

seriousness of misclassifications become clear 

when considering other applications of artificial 

intelligence. One such example is the use of facial 

recognition in automated detection of criminality 

[3]. The software proposed by Wu and Zhang 

attempts to identify the likelihood of committing 

crime, determining IQ, and other traits simply 

from one’s face. The importance of accurate 

classification in such an example is paramount 

considering how the result of biased classification 

towards any minority group would be socially 

catastrophic. 

Although the need for minimizing bias in 

artificial intelligence is clear, the means by which 

bias can be eliminated are not. The issue is with 

the sheer magnitude of data necessary to train 

machine learning algorithms. Dealing with ‘big 

data’ comes with inherent challenges, some of 

which Gudivada et al. [2015] list “how to 

capture… clean, analyze, filter” the data. Two 

means of minimizing bias are: 1) by initially 

constructing unbiased datasets; and 2) 

minimizing bias by removing data from 

preexisting datasets. Both of these methods are 

nontrivial, as they both require either capture or 

cleaning, analyzing, and filtering of data. The 

handling of big data “require[s] making several 

tradeoffs among desired scalability, availability, 

performance, and security” [4]. The methods and 

results sections of this report will detail proposed 

means of handling big data such that bias might 

be minimized. 

 

 

 



2. RELATED WORKS 

Benjamin [2019] discusses how racial inequities 

can be perpetuated by artificial intelligence 

algorithms, citing “BeautyAI,” an algorithm 

which selected what it deemed the most beautiful 

faces out of all submitted in a competition. The 

outcome saw a majority of light-skinned faces 

deemed most beautiful, with only 6 out of the 44 

winners being non-white. This case study 

informed the need for research to minimize 

unfairness in machine learning. She describes 

how “social bias embedded in technological 

artifacts” can have “the allure of objectivity 

without public accountability,” thus perpetuating 

unfair treatment of minorities without restriction. 

This report seeks to outline methods for reducing 

the potential mistreatment of minorities through 

algorithmic unfairness. 

This report proposes to improve the 

collection and adjustment of datasets using 

methods from statistics, the use of which for 

artificial intelligence are introduced by Friedrich 

et al. [2022]. They discuss the relationship 

between artificial intelligence and statistics and 

indicate the necessity of statistical methodology 

for “assessment of data quality and data 

collection,” as well as “assessment of uncertainty 

in results.” I propose the use of statistical methods 

as described to collect unbiased data or improve 

preexisting biased data, in addition to using 

assessments of uncertainty to provide context to 

the output of AI algorithms where removal of bias 

is not possible. 

Mehrabi et al. [2021] define bias and 

algorithmic unfairness, as well as outline 

methods for developing fair machine learning 

algorithms. These methods consist of “pre-

processing, in-processing, and post-processing” 

of datasets. The methods outlined provide 

specific context towards machine learning 

applications where Friedrich et al. and others 

remain more general. This paper seeks to 

combine statistical methodology with methods 

proposed here for mitigating bias to provide 

additional context to ML classification.  

 

 

3. PROPOSED METHODS 

The methods proposed in this report synthesize 

current research for increasing fairness in 

machine learning algorithms. Two key 

improvements to machine learning fairness are 

proposed: 1) the development of better datasets 

specific to machine learning; and 2) increasing 

the amount of contextual information provided 

alongside output to give better understanding of 

output origins.  

The former can be achieved by building 

new datasets following an “interventionist” 

policy [7], or by the improvement of existing 

datasets. The latter requires record-keeping 

through the data collection and maintenance 

processes, will possible use of statistics for 

uncertainty estimation. 

 

3.1 Bias in Machine Learning 

Unfairness in ML applications can arise from two 

areas: 1) through biased underlying datasets; and 

2) bias inherent in the algorithm itself. As 

Mehrabi et al. [2021] describe, “biases in data 

skew what is learned by machine learning 

algorithms.” ML trained on skewed data “can 

even amplify and perpetuate existing biases” [2]. 

This amplification leads to worsened effects of 

bias in society through ML applications. 

 

3.2 Improved Datasets for ML 

Due to the dependence of machine learning on its 

training data, if left unchecked the datasets used 

can be a major source of bias [2,4,6,7]. The 

development of unbiased datasets is generally 

called “pre-processing” [2]. This indicates the 

reduction of bias prior to its use in ML. As such, 

pre-processing methods can be applied generally 

to any ML algorithm. Pre-processing can be 

conducted via the creation of new datasets 

following an “interventionist” policy [7], or by 

the removal of bias-inducing data. 

 

3.2.1 Constructing New Datasets 

Friedrich et al. [2022] describe how “AI 

applications often use data that were collected for 

a different purpose.” These datasets, with what 

they term “secondary data,” as a result may have 

underlying biases related to their initial purpose. 

Additionally, when data is collected for AI it is 

often done so in a “laissez-faire” method, as 

described by Jo and Gebru [2020], in which mass 

amounts of data are collected without oversight.  

The collection of mass data for AI with 

little oversight is done both out of convenience as 

well as “the misconception that ‘Big Data’ 



automatically leads to exact results” [6]. It is easy 

to mistakenly assume that collecting “enough” 

data is sufficient to avoid bias. However, 

“datasets composed without an adequate degree 

of intervention with replicate biases” [7].  

Thus, it is imperative to perform data 

collection with an interventionist policy. This 

involves “critical investigation of the motivations 

and purpose of the data” [7]. Especially when 

data used for AI is drawn from sources originally 

uses for other purposes, it is paramount to analyze 

the biases of those origins, and actively only use 

data meeting certain criteria. 

Data collection for machine learning 

should also be performed by following a specific 

policy. To avoid bias, datasets must cover all 

demographics of a certain population such that no 

groups are underrepresented [2,6,7]. As Ding et 

al. [2021] describe, datasets should be “larger” 

and “more representative [and] reflective of 

social progress” in order to minimize bias.  

Following a policy for data collection can 

“address gaps in sociocultural diversity and 

inclusivity” [7]. This helps increase the 

representivity of datasets required for use in AI. 

Additionally, in order to avoid biases arising from 

Simpson’s paradox (a form of aggregation bias), 

data collected should be disaggregated [7]. 

Friedrich et al. [2022] introduce additional means 

for identifying if data is “good” for use in AI. 

 

3.2.2 Improving Preexisting Datasets 

Two methods have been proposed for removing 

bias from preexisting datasets. Both methods are 

considered pre-processing, and as a result are 

generally applicable to all ML algorithms by 

treating the implementation as a black-box, in 

which only the input and output are considered. 

The first method, proposed by Li and 

Vasconcelos [2019], formulates bias removal as 

an optimization problem. Specifically, dataset 

resampling is performed in which the ML 

algorithm “obtain[s] sample points with different 

frequencies than those of the original 

distribution” [8]. Resampling can help address 

underrepresented groups within the dataset. This 

works by “oversampling minority classes and 

undersampling majority ones” [8].  

By treating the problem of resampling as 

an optimization problem, using a minimax 

algorithm following stochastic gradient descent, 

a common optimization technique, the optimal 

resampling can be obtained [8]. 

A second method for improving 

preexisting datasets involves analyzing and 

finding which data points are most responsible 

for causing bias and removing them [9]. This 

follows the assumption that “some training data 

is more biased than the rest” [9]. The method 

defines discriminatory pairs as “similar 

individuals who receive dissimilar predictions” 

[9]. By defining an “influence function,” which 

determines the influence of data points on a 

particular decision, bias can be removed from the 

dataset by deleting those data most responsible 

for discriminatory pairs.  

 

3.3 Providing Context to Machine Learning 

Outputs 

While methods for reducing the amount of bias 

inherent in the underlying dataset are described 

above, it is impossible to eliminate all bias from 

the outputs of machine learning algorithms. As a 

result, it is also important to provide context 

regarding the dataset with all outputs, such that 

end-users can gain a better understanding of their 

results. 

 

3.3.1 Providing Auxiliary Information 

In order to continue increasing algorithmic 

fairness in artificial intelligence, I propose 

methods for recording and providing auxiliary 

information as context to machine learning 

outputs. As discussed in the previous section on 

constructing new unbiased datasets, following a 

specific policy for collection is important to 

reduce certain biases [7]. This is important for 

contextualizing output as well, as following a 

policy allows for better documentation of sources 

of data (and therefore bias) [7,10].  

Hutchinson et al. [2021] describe all 

documentation of data necessary for providing 

adequate context, including “making apparent 

what is valued in the data,” accounts of dataset 

design and “justify[ing] the design decisions 

made,” as well as accounts of testing and 

maintenance of the dataset. This documentation 

is imperative to provide all necessary context to 

ML outputs concerning the origins of data and its 

properties. This is echoed by Jo and Gebru 

[2020], who describe how the “origin, 



motivation, platform, and potential impact” of 

data should be recorded as it is collected. 

The collection of auxiliary information 

on the data collection and implementation 

process allows be the production of a “datasheet,” 

which provides information on the potential 

skews of the data used [2,6,7]. 

 

3.3.2 Using Statistics for Uncertainty 

Approximation 

In addition to providing auxiliary data in a 

datasheet alongside outputs, Friedrich et al. 

[2022] outline methods from statistics which can 

be used to provide uncertainty approximations to 

ML. These estimations provide a level of 

confidence associated with the classifications of 

ML algorithms.  

With the datasheet described above and 

the certainty level provided alongside outputs, 

end-users can take into account for themselves 

the weight with which they hold outputs.  

Methods for uncertainty approximation 

include “Bayesian approximations, 

bootstrapping… cross-validation techniques” and 

others [6]. Additionally, the use of auxiliary 

models, or “comparatively simple statistical 

models which… describe the most important 

patterns” could potentially be used to quantify 

uncertainty [6].  

 

4. ANTICIPATED RESULTS 

The results anticipated from the methods 

proposed are a general framework for increasing 

fairness of any machine learning algorithm. The 

methods accomplish this in two ways. The first is 

that bias as a whole can be reduced in ML by 

creating better datasets, either from scratch or by 

improving previous datasets. The second is to 

provide contextual information about the 

underlying dataset to outputs, to give the end-user 

a better understanding of the potential biases 

which influence the decision made.  

I anticipate that the combination of 

creating new datasets with the explicit purpose of 

minimizing bias towards use in machine learning, 

following an interventionist policy, in addition to 

performing bias minimizing techniques such as 

resampling through optimization and elimination 

of bias inducing data points will cause a non-

trivial reduction in bias of the underlying dataset. 

However, while bias can be reduced as 

described above, its effects cannot be eliminated 

completely. To further improve the fairness of 

machine learning algorithms, I anticipate that the 

additional context provided with outputs will 

allow users to have a better understanding of the 

confidence with which they can trust decisions 

made. This can improve fairness by allowing 

users to refute a decision made, citing potential 

sources of bias. However, this leaves a substantial 

burden of avoiding unfair decision making on the 

user, rather than the designer of the algorithm. 

Thus, the methods proposed in this paper are not 

a full solution, but rather an improvement which 

requires additional consideration. 

 
5. CONCLUSION 

As artificial intelligence becomes increasingly 

present in technology, ensuring fair decision-

making by machine learning algorithms is 

paramount. Failing to account for bias in ML will 

undoubtedly have consequences on society, 

especially in cases of protected characteristics 

such as race or gender. I propose methods for 

reducing the effect of biased data, as well as 

means for end-users to take the bias of underlying 

data into consideration using additional 

contextual information. These methods in 

conjunction provide a black-box framework 

which can be applied to any ML algorithm. 

 

6. FUTURE WORKS 

Additional efforts to improve upon the black-box 

methods proposed include bias reduction at the 

post-processing level, in which only the outputs 

are considered for bias.  

The best methods for data collection is 

currently an active research topic. In addition to 

using an active, interventionist policy for using 

unbiased data are methods of statistical sampling 

for disaggregated data such as stratified random 

sampling, as well as identifying the best specific 

policies for accepting or rejecting data to be used 

in the dataset. 

Finally, bias arises both from the dataset 

as well as from the algorithm. In addition to the 

black-box approaches to reducing bias for all 

machine learning algorithms described in this 

report, research is needed for in-processing to 

reduce the bias developed inherent within the 



algorithm for implementation-specific 

algorithms.  
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