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Abstract

Mechanisms of thermal transport vary drastically from the nanoscale to the macroscale.
At the nanoscale, the characteristic length and time scales over which heat transfer occurs
can be on the order of nanometers and picoseconds, respectively. For example, in nano-
electronics, thin adhesion layers (< 10 nm) will often be implemented to better increase
adherence of Au contacts. The interfacial conductances of these regions, however, can pose
as limiting resistors of the system, potentially limiting the maximum allowable heat to be
transferred into the heat-sinking substrate. Macroscale analogies for these nanoscale struc-
tures can additionally be found throughout the aerospace industry. Specifically, coatings
for gas turbine engine blades consist of thick, steam-resistive materials bonded to a high
thermal conductivity, heat-sinking blade via a thin, insulating amorphous layer. The time
and length scales over which heat transfer typically considered in these components are
orders of magnitude larger than their nanoscopic counterparts, occurring on the order of
seconds to hours and microns to millimeters. Engine efficiencies are dictated by the max-
imum allowable operating temperatures, thus necessitating a robust understanding of the
thermal profiles found in each layer of the multilayer turbine blade coating.

In this dissertation, these nano- to macroscale phenomena are addressed through a series
of experimental works using an advancement in pump/probe metrology that will provide
insight into heat transfer mechanisms in composite coatings at these differing time and
length scales. At the nanoscale, an emphasis is placed on the Au/TiOx system, which offers
a plethora of information relevant to the nanoelectronics industry while providing an ideal
test system to study how chemistry at heterogeneous material boundaries impacts thermal
transport processes across orders of magnitude time and length scales. Specifically, this dis-
sertation elucidates mechanisms of thermal transport in Ti adhesion layers that are oxygen
defected. This includes the influence of said defects on the electron-phonon coupling factor
in these layers via examining the picosecond pump/probe dynamics of time-domain ther-
moreflectance and implementing a two-temperature model analysis to understand mecha-
nisms of heat flow between the two fundamental carriers of heat in substoichiometric TiOx.
To study heat transport mechanisms across meso-to-macroscopic length scales, environ-
mental barrier coating materials will provide this focus. This will include analysis of the
thermal conductivity anisotropy of b -Y2Si2O7, a rare earth disilicate that is commonly im-
plemented as a barrier coating material. Additionally, the spatio-temporal evolution of a
steam-cycled b -Yb2Si2O7 coating and its ultimate influence on the thermal profile experi-
enced in the hot-section of a gas-turbine engine is presented, exemplifying the need for an
understanding of the thermal properties of these evolving systems.

In examining each of these systems, significant advancements in pump/probe metrology
are made. By further developing these techniques to examine the spatially-varying thermal
characteristics of macroscale systems on the order of just a few micrometers, and by using
advanced modeling to understand the excited carrier dynamics of thin films in regimes of
non-equilibrium, this dissertation provides an advancement in the understanding of heat
transport mechanisms in multilayer systems at mesoscopic length and time scales.
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1

Chapter 1

Introduction

Thermal management is critical to a wide array of modern technologies. In the con-

tinuum, macroscopic limit, temperature gradients experienced by materials follow the phe-

nomenological Fourier’s Law [1],

q =�k—T. (1.1)

In this equation, the heat flux, q, is proportional to the temperature gradient, —T , via the

thermal conductivity k , where the negative sign arises due to the fact that heat must flow

from hot to cold. Inspection of Fourier’s Law indicates that the temperature gradient expe-

rienced in a material is inversely proportional to its thermal conductivity, whereby increas-

ing the thermal conductivity mitigates —T , and reducing the thermal conductivity increases

—T . In this continuum limit, carriers within a material traverse diffusively, scattering only

with one another as they transfer heat.

As the characteristic dimension of the material approaches that of its heat carriers,

Fourier’s Law fails to adequately describe heat conduction at this scale. In addition to

scattering with one another, heat carriers are now subject to scattering with additional, ex-

trinsic factors. These include thin film boundaries [2], material interfaces [3], grain bound-

aries [4], and defects [5, 6], to name a few. In this micro- nanoscopic limit, mechanisms

of heat transfer become non-diffusive, and the thermal conductivity must be defined under

a different light. Under the kinetic theory of gasses [7], in which carriers are treated as
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particles, the thermal conductivity is

k =
1
3

Cvl =
1
3

Cv2t, (1.2)

where C is the volumetric heat capacity, v is the carrier velocity, l is the mean-free-path, or

distance between scattering events, and t is the scattering time, or time between scattering

events. Thus, the thermal conductivity is dictated by the energy of the carrier, C, traversing

through the material at velocity v, before scattering at a distance l . The aforementioned

extrinsic influences can significantly affect l , reducing this value and ultimately reducing

the thermal conductivity.

As one might expect, mechanisms of thermal transport vary drastically in these macro-

scopic and nanoscopic limits. At the nanoscale, the characteristic length and time scales

over which heat transfer occurs can be on the order of nanometers and picoseconds, re-

spectively. For example, in nanoelectronics, thin adhesion layers (< 10 nm) will often be

implemented to better increase adherence of Au contacts. In these heterogeneous systems,

the conductances at material/material interfaces can pose as limiting resistors of such sys-

tems, potentially limiting the maximum allowable heat to be transferred into a heat-sinking

substrate. Additional considerations must be made when accounting for the contribution of

and interaction between diverse carriers to the transport processes. Macroscale analogies

for these nanoscale structures can additionally be found throughout the aerospace indus-

try. Specifically, coatings for gas turbine engine blades consist of thick, steam-resistive

materials bonded to a high thermal conductivity, heat-sinking blade via a thin, insulating

amorphous layer. The time and length scales over which heat transfer occurs in these com-

ponents are orders of magnitude larger than their nanoscopic counterparts, occurring on the

order of seconds to hours and microns to millimeters.

Recent advancements in thermal characterization have afforded the opportunity for the

thermal characterization of these thin, nanoscopic, and bulk, macroscopic systems. As na-

noelectronic device length scales approach the characteristic length scales of fundamental
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heat carriers, namely electrons and phonons, novel metrologies that can probe all pertinent

length, as well as time, scales are necessary. This has resulted in the implementation of

laser-based techniques to access the characteristic dimensions of devices, as diffraction-

limited beams can readily achieve length scales on the order of just a few micrometers or

less. Specifically, ultrafast pump/probe techniques provide the temporal and spatial reso-

lution necessary for understanding excited carrier dynamics on ultrafast timescales while

performing measurements of nanoscopic thermal resistances. In addition to probing these

nanoscopic processes, such techniques retain the added benefit of the ability to monitor

carrier diffusion in the macroscopic limit.

1.1 Applications

Unsurprisingly, understanding mechanisms of heat transfer has far-reaching applica-

tions. In general, we can break up applications in which we want to enhance or impede

the flow of heat. Those necessitating enhanced heat transfer will require a larger net ther-

mal conductance so that the temperature gradients of a device or system are minimized.

Such applications include those in central processing units (CPUs), in which heat gener-

ated during high-frequency operation must be removed as efficiently as possible so as not

to compromise functionality. Additional applications are found in energy-generation, as

in solar cells where photovoltaic efficiency is thwarted by an increase in temperature [8],

or in nuclear fuel particles for high temperature nuclear reactors [9, 10]. Thermoelectric

devices, which generate an electric field based on an induced temperature gradient [11, 12],

on the other hand, require materials that impede the flow of heat so that charge separation

is maintained. In hot environments, where operating temperatures can exceed the melting

temperatures of many materials, insulating materials that create a large temperature dif-

ferential are preferred. In the following two subsections, I go into more detail surrounding

the applications associated with heat transfer, specifically applied to environmental/thermal

barrier coating systems as well as in nanoelectronic devices.
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Environmental and Thermal Barrier Coatings

Gas turbine engines are used for generating thrust on aerospace vehicles as well as

for generating electricity on land [13]. In a gas turbine engine, air is ingested through

the inlet and is subsequently compressed to elevated pressures using a gas compressor.

This compressed air is mixed with fuel at a certain ratio, and subsequently ignited in the

combustion chamber. Ignition of this fuel/air mixture results in an increase in temperature

and rapid expansion of the gasses in the chamber. These hot, high velocity gasses force the

rotation of blades of the turbine, which in turn drives the compressor and increases the air

intake at the engine inlet. The turbine also generates electricity by driving the shaft of a

generator, and the high velocity gasses produce thrust upon exiting the exhaust section of

the engine.

A critical component of the gas-turbine engine is its operating temperature. Funda-

mentally, the efficiency of a gas-turbine engine is dependent on the temperature of its hot-

section. In the hot-section of a gas-turbine engine, temperatures will easily reach 1300 �C,

Figure 1.1. Functionality of thermal barrier coating on a turbine blade. A superalloy tur-
bine blade is coated with a ZrO2 thermal barrier coating to induce a temperature disparity
between the turbine blade and hot gasses in the engine environment. From Padture et al.,
Science 12, 2002. Reprinted with permission from AAAS.
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and thus a foundational understanding of the thermal characteristics of each component

required in the implementation of turbine blades is required. The use of a low thermal

conductivity thermal barrier coating (TBC) has allowed for an increase in insulation for

metallic turbine blades, allowing for the hot section to surpass the turbine blade melting

temperature and ultimately increase engine efficiencies [14, 15]. An example of a TBC

is shown in Fig. 1.1, in which a ZrO2 top-coat is bonded to the superalloy turbine blade

by a bond coat. The TBC creates a large temperature disparity between the superalloy

substrate and hot gasses in the engine environment, allowing for an increase in operating

temperatures to be achieved beyond the melting temperature of the superalloy.

Turbine blades were initially composed of Ni-based superalloys, operating in the range

of 900-1000 �C, see Fig. 1.2(a). In absence of the implementation of a TBC, operating

temperatures of Ni-based superalloys alone have remained stagnant for the past several

decades, limited by their relatively low melting temperatures. While TBCs have drastically

improved operating temperatures, and therefore efficiencies, their maximum attainable op-

erating temperatures are limited by phase stability [16] and infiltration of silicates in the

engine atmosphere [17, 18].

Recently, efforts have been made to transition from turbine blades composed of super-

alloy substrates to silicon carbide ceramic matrix composites (SiC CMCs) due to their high

specific strength and increased mechanical stability at elevated temperatures [19–21]. How-

ever, unlike the conventional TBC implemented for Ni-based superalloy turbine blades, in

which porosity and microstructural defects are plentiful, SiC CMC turbine blades require

a dense coating that is more environmentally protective. Hence, SiC CMC turbine blades

have sought the use of environmental barrier coatings (EBCs), which consist of a rare-earth

silicate top coat bonded to the turbine blade via a Si bond coat. At the surface of the Si bond

coat, a thermally grown oxide will form a result of the interaction with oxidizing species

that have permeated the rare-earth silicate top coat. The primary purpose of an EBC is to

prevent the formation of gaseous CO, CO2, and/or Si(OH)4 and recession of the turbine

component [16, 22, 23]. This does not exclude the thermally insulating characteristics of
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Figure 1.2. (a) Progression of relevant gas-turbine engine temperatures with respect to the
gas, Ni-based superalloys, thermal barrier coatings (TBCs) and ceramic matrix composites
(CMCs). (b) Specific core power versus gas-inlet temperature, exemplifying the disparity
between development trends and ideal performance. Reprinted from Turcer et al., Scripta
Materialia 154, 2018. Copyright 2018 with permission from Elsevier.

the EBC, as a large temperature gradient between the hot gasses in the engine environment

and the CMC substrate is desired. The use of CMC turbine blades will enable a large in-

crease in the gas inlet temperature, reaching nearly 1700 �C [22, 24, 25]. Correspondingly,

this will result in an increase in efficiency, see Fig. 1.2(b). As the gas-inlet temperature has

evolved from 750 �C to 1500 �C over the past several decades, a nearly 5-fold increase in

the specific core power has been achieved. With an improved understanding and tuning of

the insulating characteristics of T/EBC used on the turbine blades of modern engines, in
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addition to the plethora of other modalities used to increase the engine operating tempera-

ture [17], realizing engines with improved efficiencies due to their operating temperatures

is something that can be readily addressed.

Nanoelectronic Devices

In addition to the more macro-scale requirements of thermal management in the hot-

section of a gas-turbine engine, the management of heat and mitigation of temperature rises

is fundamental for electronic devices at the micro/nanoscale. Recent progress in the syn-

thesis and processing of nanometer-sized structures in the electronics industry have neces-

sitated the need to account for differences in thermal transport at this sub-continuum length

scale. In particular, interfaces between adjacent media have the potential to significantly

impede heat flow into a heat sinking substrate by the inclusion of an interfacial resistance

[26]. Several applications contingent on the implementation of these interfaces are pre-

sented in Fig. 1.3. These applications range from light emitting diodes, which implement

Figure 1.3. Various technologies contingent on the implementation of heterogeneous inter-
faces in nanoscale devices. Reproduced with permissions from Giri et al., Adv. Fun. Mat.
20, 8 (2020). Copyright 2010 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
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Figure 1.4. Evolution of number of transistors per chip, CPU clock speed, and CPU design
power for the past 50 years. The Intel 4004 microprocessor unit (MPU) and Core i7 central
processing unit (CPU) are shown to exemplify the differences in transistor densities. The
data are from Ref. 27, while the images are from Refs. 28, 29.

p-n junctions to induce stimulated emission, to integrated circuits necessary for performing

complex computational algorithms, to nanoparticles utilized for photothermal therapy. In

all of these applications, energy transfer from one material to another must occur through

material interfaces, and thus an understanding of these processes is foundational for their

continued optimization.

One such device at this subcontinuum length scale that features heterogenous material

interfaces is the transistor, which functions as a nanoscopic electrical switch and is the

foundation for modern computing. Integrated onto a single chip, permutations of transis-

tor design result in the logic necessary for performing complex calculations that would

be otherwise unfathomable. Such a progression of the number of transistors implemented

on these chips through the years is shown in Fig. 1.4, where the first microprocessor unit

(MPU) developed by Intel in 1970 contained a mere 2000 transistors to perform the nec-

essary calculations, and at just a clock speed of ⇠1 MHz [30]. Fundamentally, the clock
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speed determines the rate at which calculations can be made by the processor. By the early

2000s, 10 million transistors had been integrated onto a single chip, with clock speeds now

operating in the GHz range [31]. Improvements in the clock speed have been stagnant since

this time period, due to the fact that the temperature rise associated with the building block

of the processors–the transistor–were becoming too large at higher operating frequencies.

Indeed, the typical length scale in a modern transistor is < 100 nm, with chip power densi-

ties on the order of a rocket nozzle [32]. Mitigating this temperature rise has primarily been

addressed from the macroscopic scale–using large grid fins or cooling fans to remove heat

from these devices. However, as the majority of this heat is produced at nanometer length

scales, optimizing transport processes at these length scales will help to drive the design of

processors, allowing them to operate at higher clock speeds.

1.2 Dissertation Structure

The overarching goal of this dissertation is to address thermal transport processes in

both the continuum and subcontinuum limits using the laser-based thermoreflectance tech-

nique time-domain thermoreflectance (TDTR). This includes significant strides in expand-

ing the experimental capabilities of TDTR, and by using the complex modeling to analyze

the carrier dynamics during conditions of non-equilibrium following ultrafast laser excita-

tion. On the experimental front, the dissertation seeks to develop a thermal conductivity

microscope that is able to spatially monitor the thermal conductivity of a material system

on the order of just a few micrometers. The emphasis of this application will be placed in

the coatings of a gas-turbine engine blade. Additionally, the dissertation will examine thin

Au contacts with a TiOx wetting layer and its influence on the interfacial resistance. This

will involve analysis of electron and phonon temperatures in the system to understand the

underlying energy transfer mechanisms with the presence of a defected wetting layer.

To address each of the aforementioned goals, the dissertation will be structured as fol-

lows:
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• Chapter 2: The theory of thermal transport will be presented. At first, I will discuss

the tensorial representation of thermal conductivity, which is applicable in the con-

tinuum limit. Following, I will delve into its definition in the subcontinuum limit,

where the descriptions of the thermal conductivity from the perspective of electrons

or phonons will be presented. Finally, I will consider interfacial transport at dielec-

tric/dielectric, metal/metal, and metal/dielectric interfaces.

• Chapter 3: The necessary metrology and modeling required for addressing thermal

transport processes in the continuum and subconitinuum limits will be discussed in

this chapter. Because thermoreflectance and lock-in amplification are foundational

for the implementation of time-domain thermoreflectance, I provide a brief back-

ground on the concepts in this chapter. Following, I discuss the two-tint implemen-

tation of time-domain thermoreflectance that I implemented during my first year as a

PhD candidate. The mathematical formalisms for analyzing the data garnered by this

technique will be discussed from the perspective of carrier equilibrium and carrier

non-equilibrium. Finally, the requirements for the extension of TDTR to spatially

probe thermal properties will be presented.

• Chapter 4: The thermal conductivity characteristics of an EBC and its constituents

will be assessed. Specifically, the anisotropic thermal conductivity of b -Y2Si2O7 is

measured using the thermal conductivity mapping technique outlined in the previous

chapter. This enables for the extraction of the tensorial representation of the thermal

conductivity of b -Y2Si2O7. In the latter half of the chapter, I assess the spatio-

temporal evolution of the thermal conductivity in a b -Yb2Si2O7 EBC. Specifically,

thermal conductivity measurements are performed over the topcoat of the EBC and

correlated to scanning electron and electron backscatter micrographs, with insight

into the reactions driving the dynamic stability of the coating as it is cycled to several

thousand hours.

• Chapter 5: Continuing on with the theme of EBCs, this chapter examines a critical
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component of a multilayer EBC system: the thermally grown oxide. The crystal-

lization and subsequent phase transformations of this oxide layer can result in pre-

mature failure of the EBC via spallation, and thus understanding the crystallization

processes are necessary for longterm thermomechanical stability of an EBC. In this

chapter, I utilize the thermal conductivity as a gauge for understanding devitrification

effects in a TGO layer. This is done by first performing a case study on a fused silica

(aSiO2) glass slide that has been steam cycled to induce devitrification and observing

the local variations in thermal conductivity. Subsequently, the same characteriza-

tion is performed on a relevant EBC system. It is shown that gauging the crystalline

characteristics of the TGO layer can be performed by localized thermal conductivity

measurements with greater contrast than conventional optical techniques.

• Chapter 6: This chapter elucidates thermal transport processes at metal/dielectric

interfaces. Specifically, candidate Au/TiOx material systems are examined for the

influence of TiOx stoichiometry on interfacial transport. In the first half of this chap-

ter, these processes are examined from a purely interfacial conductance perspective.

The results indicate that both stoichiometry and thickness of adhesion layers play a

critical role in interfacial transport processes. Following, electron-phonon coupling

characteristics of these systems are examined using a two-temperature formalism.

The results indicate that defects in the adhesion layers significantly influence carrier

interactions, fundamentally driving interfacial transport into the substrate.

• Chapter 7: A summary of the dissertation is provided, and each of the chapters are

related such that they are in congruence with the aims of the dissertation. Several

possibilities in regards to future avenues of research are presented.

It is important to note that while the sections of each chapter follow a similar theme in

terms of material system and/or characterization, the introductions of each are motivated in

such a way that they may be overlapped and reiterated. This is done so that each section

may be read in a standalone fashion, without the need to refer to the Introduction of the
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dissertation.

1.3 Impact

Several advancements in the field of thermal transport have been achieved as a result

of the works compiled in this dissertation. Primarily, the dissertation sought the expansion

of the experimental capabilities in the optical pump/probe TDTR. Specifically, the work

resulted in the development of a thermal property microscope, enabling micrometer-scale

measurements of a thermal property over an aerial region of interest. Additionally, by

further examining the picosecond pump/probe dynamics as garnered by TDTR, novel two-

temperature model analyses were developed to characterize carrier interactions at these

time scales.

In surveying the literature for measurements of thermal conductivity, a large fraction of

the literature has devoted their thermal characterization to macroscopic techniques. These

include the guarded hot plate [33], transient hot-wire [34], transient plane source [35],

and laser flash [36] techniques. In all of these techniques, measurements are typically

performed on macroscopic specimens, with lateral dimensions on the order of millime-

ters. As such, the acquired thermal conductivity is representative of an average of the

constituents present in the system of interest, and does not delineate between variations at

the microstructural level. By implementing TDTR, and achieving probing scales at this mi-

crostructural level (<10 µm), these delineations are more easily made. In this dissertation,

I was able to expand these capabilities by the development of a thermal property micro-

scope, in which the thermal property of interest can be determined at the micrometer level

over aerial regions extending to several hundred micrometers in dimension. Effectively,

the microscope aided in bridging the gap between TDTR and conventional, macroscopic

methods for determining thermal conductivity.

Further developments were made in TDTR and its application in the characterization

of nanoscale systems. At these length scales, additional considerations for the interfaces
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between adjacent media must be made for understanding the thermal transport processes.

As metal contacts to dielectric substrates are ubiquitous in the nanoelectronics industry,

they also provided focus in this dissertation. Specifically, these processes were examined

under regimes both of carrier equilibrium and carrier non-equilibrium for contacts with

idealized and non-idealized metal adhesion layers. The results help to emphasize the im-

portance of impurities and how they are able to enhance transport from the metal contact

to the substrate. Additionally, by modeling these dynamic systems under regimes of non-

equilibrium at picosecond timescales using a two-temperature formalism, the extraction of

electron-phonon energy transport mechanisms in defected material systems is enabled. In

considering the dynamics of these systems in regimes of equilibrium and non-equilibrium,

a greater understanding of transport processes at non-idealized contacts is achieved.

By further developing TDTR in each of these capacities, robust characterizations of a

material’s thermal conductivity in a macroscopic setting as well as the carrier dynamics in

nanoscopic systems are able to be made. The thermal property microscope is just one of a

few present in academia and industry, and is a significant advancement in characterizing the

thermal property of a system with local variations on the order of just a few micrometers.

Likewise, the characterization of metal/metal oxide systems via two-temperature modeling

offers exciting new opportunities for understanding carrier-carrier dynamics at picosecond

timescales in a variety of device-relevant nanotechnologies. In all, the advancements in

thermal characterization brought forth by this dissertation will help to paint a better picture

of the transport processes pertaining to macro- and nanoscopic phenomena.
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Chapter 2

Thermal Transport: Continuum and

Subcontinuum

In this chapter, I will provide the reader with a basic understanding of heat transfer

mechanisms in continuum and subcontinuum limits. In the continuum limit, an emphasis

will be placed on the tensorial representation of the thermal conductivity. In the subcontin-

uum limit, the interpretation of the thermal conductivity will be made from the perspective

of kinetic theory. As such, it will include the discussion of the volumetric heat capacities,

propagation speeds, and scattering rates of carriers pertinent to this dissertation–phonons

and electrons. Finally, I will address the mechanisms of heat transfer at heterogeneous

material interfaces from the perspective of these carriers.

2.1 Thermal Conductivity

Conduction of heat through a medium is phenomenologically defined via Fourier’s Law

[1], which relates the heat flux, qz to the temperature gradient, dT
dz , via the thermal conduc-

tivity, k . In one dimension, the equation is

qz =�k dT
dz

. (2.1)
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Inspection of Eq. 2.1 indicates that the temperature gradient formed in a material is funda-

mentally defined via k , and that, for bulk media, the heat flux qz will result in a tempera-

ture gradient that is inversely proportional to k . Thus, if k is very large, the temperature

differential across a medium will be very small, and if k is very small, the temperature

differential will be much larger. This has vast implications for a variety of fields, such as in

gas turbine engines, where coatings require a low k to increase the temperature differential

to prevent the turbine blade from melting. On the other end, a high thermal conductivity is

required when the temperature rise must be mitigated, such as in nanoelectronic devices.

These two examples are characteristic of two very separate length scales. On one hand,

coatings on a turbine blade will operate moreso in the continuum limit, as these coatings

will typically be on the order of ⇠100 µm in thickness. On the other hand, as implied

by its name, nanoelectronic devices rely on nanometer-scale components, and thus operate

in a subcontinuum limit. The differences in thermal transport at these two scales will be

elucidated in the following two subsections, with focus on the thermal conductivity tensor

of a material in the continuum limit, and then a discussion of the fundamental carriers that

drive thermal transport in the subcontinuum limit.

2.1.1 Continuum

In the continuum limit, we begin with Fourier’s law, Eq. 2.1. In order to generalize Eq.

2.1 to all dimensions, we must first make a few adjustments to the equation. The heat flux

along the z-direction, qz, now becomes the heat flux vector, q with components qx, qy, and

qz:

q =

2

6664

qx

qy

qz

3

7775
. (2.2)



CHAPTER 2. THERMAL TRANSPORT: CONTINUUM AND SUBCONTINUUM 16

Similarly, the one-dimensional temperature gradient dT
dz becomes the temperature field, —T,

with components ∂T
∂x , ∂T

∂y , and ∂T
∂ z :

—T =

2

6664

∂T
∂x
∂T
∂y
∂T
∂ z

3

7775
. (2.3)

In order to relate the heat flux vector, q, to the temperature field, —T, the thermal conduc-

tivity must enter into its tensorial formalism. For now, we will assume that the thermal

conductivity tensor, eK contains 9 independent components, ki j for i, j = x,y,z:

eK =

2

6664

kxx kxy kxz

kyx kyy kyz

kzx kzy kzz

3

7775
. (2.4)

Each of the components of the thermal conductivity tensor relate a component of the heat

flux vector to another component of the temperature field, which may not be in the same

direction (i.e., kxz relates the heat flux in the x-direction, qx, to the temperature gradient

in the z-direction, ∂T
∂ z ). In the case of Eq. 2.4, eK relates the heat flux to the temperature

field for a triclinic crystal system. The formalism for eK in crystal systems of differing

symmetries will be discussed later.

In its full form, Fourier’s law now becomes

2

6664

qx

qy

qz

3

7775
=�

2

6664

kxx kxy kxz

kyx kyy kyz

kzx kzy kzz

3

7775

2

6664

∂T
∂x
∂T
∂y
∂T
∂ z

3

7775
. (2.5)

There are several simplifications that can be made to Eq. 2.5, each of which reside in eK.

Using Onsager’s Principle Theorem [37, 38], the theoretical basis of which is deeply rooted

in statistical mechanics and is beyond the scope of this dissertation, symmetry of eK can be
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invoked, resulting in ki j = k ji. If this relation were not true, not only would it invalidate the

second law of thermodynamics, it would also result in a spiral heat flow in crystals. While

several experiments attempted to validate this spiral heat flow, it was determined that heat

flow from an isolated point can be drawn via a straight line, confirming Onsager’s Theorem

[39, 40].

At this point, the thermal conductivity tensor takes the form

eK =

2

6664

kxx kxy kxz

kxy kyy kyz

kxz kyz kzz

3

7775
. (2.6)

It is important to note that, in order to be in congruence with Fourier’s law, the determinant

of eK must be positive so that heat may flow from a hot to cold bath. As such, it is possible

for the off-diagonal components of eK to be negative in value.

The tensorial representation of eK is primarily implemented to relate crystallographic to

cartesian systems, where the principle axes of the crystal are, in general, not aligned with

the cartesian coordinate system. Thus far, we have used the thermal conductivity tensor

to describe a triclinic system, where the x-direction in the cartesian coordinate system is

aligned with the [100] direction of the crystal, but the y- and z-directions are not aligned

with the [010] and [001] directions of the crystal, see Fig. 2.1(a). The crystal system is

based off a labradorite specimen with lattice parameters a = 8.1736 Å, b = 12.8736 Å,

c = 7.1022 Å, a = 93.462�,b = 116.054�, and g = 90.475� [41]. Figure 2.1(a) shows

the large disparity, especially between the ẑ and [001] directions, between the cartesian

and crystal systems. It is because of this disparity that the off-diagonal terms appear in

the thermal conductivity tensor. When viewing down the -ŷ direction, as in Fig. 2.1(b),

this is made more apparent. If we want to relate the heat flux in the x-direction, qx to the

temperature gradient imposed in the z-direction, ∂T
∂ z , then the tensor component relating

the two will be kxz. However, because the [001] vector has components in the -x̂ direction,

this results in a kxz that will be negative.
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Figure 2.1. (a) Representation of cartesian and crystallographic coordinate systems, where
the crystallographic coordinate system is triclinic. (b) Same as (a), but viewed down the -ŷ
direction.

As most materials are not triclinic in nature, further simplifications to eK can be made

based on the symmetry of the crystal. The associated eK for various systems is summarized

in Table 2.1. For all of these systems, the kxx component, which relates the heat flux and

temperature gradient in the x-direction, is aligned to be along the [100] direction of the

crystal system.

Now suppose one wishes to perform a measurement of thermal conductivity on a tri-

clinic system of arbitrary orientation. This occurs via the use of elementary tensor rotations,

where eK in the new coordinate system is

eK0
= RT eKR. (2.7)

In this equation, R is the rotation matrix and RT is its transpose, where the component ai j

is the cosine of the angle between the two coordinate systems:

R =

2

6664

a11 a12 a13

a21 a22 a23

a31 a32 a33

3

7775
. (2.8)

Successive rotations of q and f about the z- and y-axes, respectively, using the rotation
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System # of Tensor Components eK

Cubic 1

2

4
kxx 0 0
0 kxx 0
0 0 kxx

3

5

Tetragonal
2

2

4
kxx 0 0
0 kxx 0
0 0 kzz

3

5Hexagonal
Trigonal

Orthorhombic 3

2

4
kxx 0 0
0 kyy 0
0 0 kzz

3

5

Monoclinic 4

2

4
kxx 0 kxz
0 kyy 0

kxz 0 kzz

3

5

Triclinic 6

2

4
kxx kxy kxz
kxy kyy kyz
kxz kyz kzz

3

5

Table 2.1. Summary of thermal conductivity tensors, eK, for systems of various symmetries.

matrices Rz and Ry, results in a representation of eK in the final coordinate system:

eK00
= Ry

T (f)Rz
T (q)eKRz(q)Ry(f). (2.9)

At this point, one now knows the thermal conductivity tensor of the crystal relative to the

measurement orientation. If the measurement can be performed such that the component

along any direction can be independently extracted, the components of Eq. 2.9 describes

the magnitude of that component. However, as this is generally not feasible for most mea-

surement configurations, let us assume that the measurement is primarily sensitive to the

component orthogonal to the surface of the crystal, k 00
zz, or just k(q ,f). While it is gener-

ally rigorous to perform elementary tensor rotations to arrive to k(q ,f), its extraction is

also possible via the equation

k(q ,f) = ki jlil j, (2.10)
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where ki j are components of the thermal conductivity tensor and li and l j are the direction

cosines,

l1 = sinf cosq

l2 = sinf sinq

l3 = cosf .

(2.11)

The full equation for the directional-dependent thermal conductivity is thus

k(q ,f) = kxx sin2 f cos2 q +kyy sin2 f sin2 q +kzz cos2 f

+2kxy sin2 f cosq sinq +2kxz sinf cosq cosf +2kyz sinf sinq cosf ,
(2.12)

where simplifications based on crystal symmetry can be made in accordance with Table

2.1. Equation 2.12 is used to extract all components of eK in a monoclinic system using a

polycrystalline sample in Chapter 4, and, in systems lacking cubic symmetry, is the thermal

conductivity along the orientation probed during TDTR measurements.

A critical component in analyzing the thermal conductivity in this manner is the ori-

entation of the crystal relative to the measurement. X-ray diffraction can be an ideal tech-

nique for the characterization of the orientation of single crystal materials, or in materials

in which grain sizes are on the order of the beam size, ⇠2 ⇥ 12 mm. In polycrystalline

materials with grain sizes on the order of 50 µm or less, the orientation cannot be resolved

due to the size of the X-ray beam, even when using a microdiffractometer. Implement-

ing electron-backscatter diffraction (EBSD) overcomes this limitation, as the resolution is

on the order of nanometers. Sample preparation is, however, difficult, but so long as the

surface is sufficiently specular for a standard thermoreflectance experiment, EBSD can be

readily implemented.

The information garnered by EBSD relates successive rotations about the X-Z-X direc-

tions in the commonly used Bunge convention [42]. The Eulerian angles associated with

these rotations are f1, F, f2, where the relations
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f = F

q =
p
2
�f2

(2.13)

can be utilized to extract f and q . As such, with knowledge of the associated Eulerian

angles for a given crystallite, one can extract the direction cosines to the direction of in-

terest. For polycrystalline systems with multiple grains in which EBSD can be performed,

the information garnered allows for the understanding of the orientation-dependent thermal

conductivity.

2.1.2 Subcontinuum

Thus far, I have discussed the thermal conductivity from a continuum perspective, ne-

glecting micro- and nanoscopic phenomena that pose to influence temperature gradients

at these length scales. The primary two carriers that we will consider in this dissertation,

mostly pertaining to Chapter 6, are phonons and electrons. A basic depiction of the in-

teraction of and between these carriers in a medium is shown in Fig. 2.2, where carriers

of different wavelengths and temperatures interact with inclusions, grain boundaries, and

defects, all of which are able to influence the thermal conductivity of a material.

Before considering the thermal conductivity of electrons and phonons individually, con-

sider one-dimensional heat flow of particles in the z-direction, orthogonal to a particular

surface. At the surface, the heat flux of the particles, qz, is defined by the difference of

the heat flux in positive and negative directions, qz = q+z - q�z , where q+z and q�z are the

heat fluxes in the positive and negative directions, respectively. Now, consider n particles

traversing through the surface with a velocity v, each of which have an energy e , and scatter

with other particles at a mean free path, l . It is also possible to define a scattering time, or

time between scattering events, based on the velocity of the particles and mean free path,

v = lt�1, where t is the scattering time. If the heat flux in a given direction is the product
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Figure 2.2. Diagram depicting electrons and phonons in a material as well as the means
by which they scatter. Reproduced with permissions from Vineis et al., Adv. Mat. 22, 36
(2010). Copyright 2010 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.

of the velocity, energy per particle, and number of particles within a mean free path of the

surface, then the net heat flux at the surface will be

qz = q+z �q�z =
1
2
((nevz)|�l � (nevz)|+l ). (2.14)

Using a Taylor expansion, qz is further simplified:

qz =�l d
dz

(envz) = vzt
d
dz

(envz). (2.15)

If vz is independent of z, then the isotropic assumption can be made such that v2
z = v2/3,

where v is the average random velocity of the particles in all directions. Additionally,

the total energy can be defined, U = ne , where the heat capacity, C, is the temperature

derivative of U , dU/dT . The equation for qz then becomes

qz =�v2

3
dU
dT

dT
dz

t =�1
3

Cv2t dT
dz

. (2.16)
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Recall that Fourier’s law in one dimension was defined as qz = �k dT
dz . Inspection of Eqs.

2.1 and 2.16 reveals the equation for k in a microscopic setting:

k =
1
3

Cv2t. (2.17)

Now that k has been addressed in this subcontinuum limit, I will now break down each

component of the equation – the heat capacity, C, velocity v, and scattering rate, t – each

for phonons and electrons.

Phonons

In crystals, heat transport is dominated by quantized lattice vibrations, or phonons.

In insulators and semiconductors, phonons are the dominant heat carriers and carry heat

through propagating elastic waves. To introduce this concept, consider a one-dimensional

atomic chain of atoms, connected via a spring with stiffness K at an equilibrium distance a.

This merits the use of Hooke’s law, F = mẍ =�Kx, where m is the mass of the atom, x is

its position, and ẍ is the second derivative with respect to time of the position of the atom,

or its acceleration.

Using a wave-like solution, ekax�wt , where k is the wavevector and w is the angular

frequency, one can arrive at the phonon dispersion, relating w and k:

w(k) = (
4K
m

)1/2 sin(
kx
a
). (2.18)

The group velocity vg is further defined as the derivative of w(k) with respect to k,

vg =
dw
dk

= (
4K
m

)1/2 x
a

cos(
kx
a
). (2.19)

When the assumption is made that the system lacks dispersion (i.e., in the Debye formal-

ism), vg is approximated as w/k. Recall, the thermal conductivity, k , was directly propor-

tional to v2, which can be assumed is v2
g. Thus, k is directly proportional to the “stiffness”
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of the spring connecting the atoms, and inversely proportional to the mass of the atom as

well as its interatomic spacing according to Eq. 2.19. This is one of the many reasons

diamond has the highest thermal conductivity of any material – its ultralight carbon atoms,

coupled with hybridized sp3 bonding, and a small interatomic spacing result in an ultrahigh

thermal conductivity of >1500 W m�1 K�1 at room temperature [5].

To define the phonon volumetric heat capacity, Cl , we must first consider the available

phonon states in a given system, or the density of states (DOS, D). In three dimesions, it

can be shown that the DOS of a carrier is

D(k) =
4pk2

(2p)3 . (2.20)

Invoking the Debye formalism and performing a change of variables, the phonon DOS

becomes

D(w) =
w2

2p2v3
g
. (2.21)

It is now possible to calculate the volumetric heat capacity, Cl , of phonons. When first

deriving k in the subcontinuum limit, the assumption was made C = dU/dT , where U was

total energy of the system and was the product of the number of carriers, n, and their energy,

e . Because phonons are quantized, e = h̄w , where h̄ is the reduced Planck’s constant.

To determine n, or the number of available phonons that contribute to U , the product of

the phonon DOS from Eq. 2.21 and the Bose-Einstein distribution, fBE(w,T ), is taken.

fBE(w,T ) describes the number of equilibrium states for bosons at a given frequency and

temperature:

fBE(w,T ) =
1

exp[ h̄w
kBT ]�1

. (2.22)

Thus, U becomes

U =
Z wD

0
h̄wD(w) fBE(w,T )dw, (2.23)

where wD = qD/T is the Debye cutoff frequency, where qD is the Debye temperature.

Taking the partial derivative with respect to T , and as the temperature dependence is only
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present in fBE(w,T ), we find

Cl =
∂U
∂T

=
Z wD

0
h̄wD(w)

∂ fBE(w,T )
∂T

dw. (2.24)

Using an exchange of variables, x = h̄w/kBT , it can be shown that

Cl = 9kB(
N
V
)(

T
qD

)3
Z qD/T

0

x4ex

(ex �1)2 dx. (2.25)

Inspection of Eq. 2.25 yields various insight into the temperature dependence of Cl . In

particular, as T ! 0, where an infinite number of phonon states at a particular frequency

are able to exist, Cl µ T 3. On the other hand, when T � 0, Cl is approximately constant up

to the melting temperature of the material. Throughout this dissertation, I primarily use Cl

from the literature in analyzing TDTR data to extract k .

From Fig. 2.2, it is evident that a variety of factors contribute to the scattering of

phonons, including nanoparticles, atomic defects, inclusions, and grain boundaries, to

name a few. All of these affect the t of phonons, and ultimately help to define the ther-

mal conductivity of a material. As a fundamental understanding of these scattering rates is

not the focus of this dissertation, t is defined by Matthiessen’s rule, which states that the

scattering rate (t�1) is the sum of various scattering events a phonon will undergo (t�1
j ),

i.e.,
1
t
= Â

j

1
t j
. (2.26)

As mentioned previously, t is material dependent, and depends on temperature, geome-

try of the material, and the defect concentration. In Chapter 4, I attribute the anisotropic

thermal conductivity in yttrium disilicate to the varying t along differing crystallographic

directions.

Now that I have addressed each of the components that comprise k for phonons in this

subcontinuum limit, I will now address each of these for electrons.
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Electrons

Unlike phonons, whose energy is dependent on the frequency of oscillation, e = h̄w ,

the allowable energy states of electrons in crystalline materials is dependent on the electron

wavevector, k, as well as its effective mass, m⇤:

e � eC =
h̄2k2

2m⇤ . (2.27)

In this equation, the electron energy e is referenced to its conduction band energy, eC.

Because the formalism for the DOS in Eq. 2.20 is generalized for all carriers in k-space,

Eq. 2.20 can be adjusted to yield the electron DOS in energy space. Doing so results in

D(e) = 1
2p2 (

2m⇤

h̄2 )3/2(e � eC)
1/2. (2.28)

Thus, the electronic DOS is primarily proportional to
p

e .

In crystals, the number of electrons per unit volume is

ne =
Z •

0
fFD(e,T,µ)D(e)de, (2.29)

where fFD(e,T,µ) is the Fermi-Dirac distribution,

fFD(e,T,µ) =
1

exp[ e�µ
kBT ]+1

, (2.30)

where µ is the chemical potential. In the low temperature limit, T ! 0K, we can neglect

fFD(e,T,µ) in the integral, integrating from the conduction band to the Fermi level,

ne =
Z eF

eC

D(e)de =
1

3p2 (
2m⇤

h̄2 )3/2(eF � eC)
3/2. (2.31)

Since D(e) have been previously defined, which closely resembles the above equation for
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ne, ne can be written as

ne =
2
3

eFD(eF). (2.32)

Now that the electronic DOS as well as the number of electrons per unit volume in a

crystal has been addressed, Ce, ve, and te can be determined using the same formalisms as

applied to phonons. In the same way that U was determined in phonons, the same can be

done so with electrons by starting with the number of electrons, ne, and taking the integral

of the product of the electron energy e , Fermi-Dirac distribution fFD(e,T,µ), and density

of states D(e):

U =
Z •

0
e fFD(e,T,µ)D(e)de. (2.33)

This equation can be rearranged such that

U =
Z •

0
(e � eF) fFD(e,T,µ)D(e)de + eFne, (2.34)

where eF is the Fermi level and the only temperature dependence of the equation lies in

fFD(e,T,µ). Taking the derivative of Eq. 2.34 with respect to temperature, and evaluating

the integral, the electronic heat capacity becomes

Ce =
p2

3
k2

BD(eF)T = gT, (2.35)

or

Ce =
1
2

p2nek2
B

eF
T = gT. (2.36)

Thus, the electronic heat capacity is directly proportional to the temperature of the elec-

tronic system by a proportionality constant, g , which is dependent on the number of elec-

trons per unit volume, ne, and the Fermi energy, eF . The relation g = p2

3 k2
BD(eF) is critical

for the derivation of the electron-electron interfacial conductance, discussed later. At low

electron temperatures, < 1000 K, Eq. 2.36 is in excellent agreement with first-principles

calculations in the literature [43]. I account for the temperature dependence of the elec-
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tronic heat capacity using two-temperature model calculations in Chapter 6. Because typi-

cal values for Ce are orders of magnitude lower than Cl , the electronic contribution to heat

capacity is ignored when extracting the thermal conductivity of a material using TDTR.

Unlike phonons, because electron mean-free-paths are short for pure metals [44], elec-

trons are less likely to be influenced by extrinsic factors. Instead, the scattering time in

metals is considered to originate from electron-electron and electron-phonon interactions,

whose relaxation times are tee and tep, respectively. From low temperature resistivity mea-

surements, it was determined that t�1
ee = AT 2

e and t�1
ep = BTl , where A and B are constant

pertaining to the metal [45]. Note that electron-electron scattering is dependent on the

electronic temperature, while electron-phonon scattering is dependent on the lattice tem-

perature. In an identical fashion to phonons, the net scattering rate in electrons is

1
t
=

1
AT 2

e
+

1
BTl

. (2.37)

In metals, the assumption is made that electrons propagate at the Fermi velocity, vF .

Combining the acquired electronic heat capacity, velocity, and scattering rate, the electronic

thermal conductivity becomes

ke =
1
3

Cev2
Ft =

1
3

gTev2
F(

1
AT 2

e
+

1
BTl

)�1. (2.38)

While this provides sufficient insight into the temperature dependent thermal conductivity

of electrons, it is not something that is readily implemented into a simulation like the two-

temperature model. Instead, consider the equilibrium electron thermal conductivity, in

which the electron temperature is equivalent to the lattice temperature:

ke,Eq. =
1
3

Cev2
Ft =

1
3

gTlv2
Ft. (2.39)
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Taking the ratio of Eqs. 2.38 and 2.39, we find that

ke

ke,Eq.
=

Te

Tl
, (2.40)

which can be rearranged so that

ke(Te,Tl) =
Te

Tl
ke,Eq.. (2.41)

This is the expression for the electronic thermal conductivity that will be implemented in

the two-temperature model, as discussed in Chapter 3.

As discussed earlier, the electronic scattering rate t was determined to exhibit electronic

and lattice contributions based on low-temperature resistivity measurements. In fact, the

ratio of the thermal conductivity of a metal to its electrical conductivity (ke/s , where s

is the electrical conductivity) was found to be approximately constant across most metals

by Gustav Wiedmann and Rudolph Franz in 1853 [46]. Later, Ludvig Lorenz extended the

work of Wiedemann and Franz to establish the relation between the thermal and electrical

conductivities of a metal as a function of temperature [47]. It is easy to show that the ratio

of electron thermal conductivity, ke, to the electrical conductivity, s , is proportional to

temperature via a constant L0:

L0T =
ke

s
=

mCev2
F

3ne2 T = 2.44⇥10�8WWK�2T. (2.42)

In this equation, the relation s = ne2

m tF can be derived according to Ref. 48. With a little

bit of rearranging, the electron thermal conductivity can be determined via the well-known

Wiedemann-Franz Law so long as its electrical conductivity is known:

ke = sL0T. (2.43)

I use the Wiedemann-Franz law throughout this dissertation to determine the electronic
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thermal conductivity of the Al transducer film utilized in TDTR, where the electrical con-

ductivity is determined via a four-point probe measurement. While the relation only pro-

vides the electronic contribution to the total thermal conductivity of a metal, typical phononic

thermal conductivities in metals are usually 1–2 orders of magnitude lower than its elec-

tronic counterpart [49] and can thus be neglected.

From the Wiedemann-Franz law, the electronic thermal conductivity is inherently tied

to its electrical conductivity. Recall, the scattering rate for electrons was dependent on

both electron-electron and electron-phonon mechanisms, see Eq. 2.37. In the limit of high

electron temperatures, Te � Tl , the net electron scattering rate is primarily proportional to

the lattice temperature via the constant B, which is related to electron-phonon scattering.

There is a rich history regarding the interactions between electrons and phonons, much

of it residing in Soviet literature [50–52]. In 1957, Kaganov et al. [50] presented the for-

malism for electron-phonon coupling in which the energy transfer from electrons to the

phonons is proportional to their temperature difference by the electron-phonon coupling

factor, i.e.,
∂Ee

∂ t
= g(Tl �Te), (2.44)

where Ee is the electron energy, g is the electron-phonon coupling factor, and Tl and Te

are the lattice and electronic temperatures. This transmission of energy is not only vital

for energy transfer within a given material between the two subsystems, but also at mate-

rial/material interfaces. Since I have addressed the primary mechanisms of energy transfer

within a given material, I will now delve into the associated energy transfer processes at

the interfaces between materials.

2.2 Interfacial Transport

In an equivalent manner to Fourier’s law, whereby the heat flux in a material is propor-

tional to the temperature gradient by its thermal conductivity, the heat flux at the interface

between two materials will be proportional to the temperature difference at the interface



CHAPTER 2. THERMAL TRANSPORT: CONTINUUM AND SUBCONTINUUM 31

via the inverse of the interfacial resistance, RK:

q =
1

RK
DT. (2.45)

In this equation, RK is the inverse of the interfacial thermal conductance, hK or G, and is

referred to as the Kaptiza resistance after P. L. Kapitza observed a discontinuity in temper-

ature at the interface between Cu and liquid He II [26].

This interfacial resistance is not exclusive to the Cu/He II system, but is also pre-

sented at the interfaces between metals and nonmetals, liquids, solids, and gasses, and

anything in between [53]. In the following three subsections, I will give a brief background

on the mathematical formalisms associated with energy transfer at dielectric/dielectric,

metal/metal, and metal/non-metal interfaces, as all are pertinent to Chapter 6 of my dis-

sertation.

2.2.1 Dielectric/Dielectric Interfaces

Recall, in dielectric materials, heat transfer is dominated by quantized lattice vibrations

or phonons. Thus, the heat transfer process at an interface in which the adjacent materials

are dielectrics will be dominated by phonons. Following the formalism of Swartz and Pohl

[54], the probability of transmission for phonons traversing from material 1 to material 2

will be a1!2, where the probability of reflection is 1�a1!2. If we generalize a1!2 such

that it is dependent on the incident phonon angle q , mode j, frequency w , and wavevector

k, the net transmission at the interface will then be

z1, j =
Z p/2

0
a1!2(q , j,w,k)cos(q)sin(q)dq . (2.46)

The interfacial conductance, accounting for this net transmission will be

hK =
1
2 Â

j
c1, jz1, j

Z wDebye
1

0
h̄w

dN1, f (w,T )
dT

dw, (2.47)
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Interface Interface

(a) Acoustic Mismatch Model (b) Diffuse Mismatch Model

Figure 2.3. Representative formalisms for (a) acoustic and (b) diffusive energy transport
at an interface. Black, blue, and red arrows reflect the incident, reflected, and transmitted
carriers, respectively.

where c1, j is the phonon velocity of material 1 for branch j, wDebye
1 is the Debye cuttoff

frequency of material 1, and N1, f (w,T ) is the product of the phonon density of states and

Bose-Einstein distribution, or the number of equilibrium states for a given frequency and

temperature.

Equations 2.46 and 2.47 form the basis of determining the interfacial conductance at

material interfaces, and can be readily calculated if the system parameters are known. How-

ever, the formalism regarding the transmission probability, a1!2, is subjected to acoustic

and diffusive interpretations.

The acoustic mismatch model (AMM) is graphically depicted in Fig. 2.3(a), and makes

the continuum assumption that phonons propagate as plane waves whereby they are only

able to reflect or transmit at an interface. Under this assumption, the transmission probabil-

ity can be approximated via that provided by Lord Baron Rayleigh [55], and is dependent

on the acoustic impedances, Zi = rici, where ri is the density of the material and ci is its

sound velocity, of the constituent materials:

a1!2 = a2!1 =
4Z1Z2

Z1 +Z2
. (2.48)

With this definition of a1!2, Eq. 2.47 can be evaluated if the other material parameters are

known. The assumptions made in the AMM, however, neglect the contribution of diffusive
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scattering events that occur at a material interface. In stark contrast to the AMM, it is

assumed that all phonons scatter diffusely in the diffusive mismatch model (DMM).

Under the DMM, graphically depicted in Fig. 2.3(b), the probability of transmission

is dependent solely on the mismatch in the phonon density of states. Because all phonons

diffusely scatter at the interface under this formalism, the transmission probability will be

independent of the phonon wavevector k and mode j, and is only dependent on the phonon

frequency w . Additionally, the probability of transmission from one material to another

will be such that

a1!2(w) = 1�a2!1(w). (2.49)

As the transmission/reflection probabilities from one material to another have been ad-

dressed, the phonon flux from material 1 to material 2 over all incident angles can be

calculated via

qphonon =
1

4p Â
j

Z 2p

0
df

Z p/2

0
cos(q)dqc1, jN1, j(w,T )a1!2(w), (2.50)

which results in

qphonon =
1
4 Â

j
ci, jNi, j(w,T )a1!2(w). (2.51)

By making the assumption of detailed balanced, which states that the sum of the fractions of

phonons traversing from materials 1 to 2 and 2 to 1 must be unity, one is able to determine

the transmission coefficient:

a1!2(w) =

Â
j

c2, jN2, j(w,T )

Â
j

c1, jN1, j(w,T )+Â
j

c2, jN2, j(w,T )
. (2.52)

When used in conjunction with Eqs. 2.46 and 2.47, along with the density of states and

sound velocities of each material, one is able to determine the thermal conductance at

material/material interfaces when heat conduction in both those materials is dominated by

phonons.
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2.2.2 Metal/Metal Interfaces

As one might expect, as the interfacial conductance at dielectric/dielectric interfaces

is dictated by phonons, electrons dictate this parameter at metal/metal interfaces. If sim-

ilar assumptions are made as to phonons in the DMM, the transmission coefficient from

material 1 to material 2 in electron-dominated systems is

a1!2(e) =
c2(e)N2(e)

c1(e)N1(e)+ c2(e)N2(e)
, (2.53)

where ci is now the electron velocity and Ni is the occupied electron density of states. The

net transmission at the interface is then

z1(e) =
Z p/2

0

c2(e)N2(e)
c1(e)N1(e)+ c2(e)N2(e)

cos(q)sin(q)dq (2.54)

If only electrons at the Fermi level, eF , participate in the energy exchange process, and the

Fermi surface is isotropic, then Eq. 2.54 can be simplified to

z1(eF) =
1
2

c2(eF)N2(eF)

c1(eF)N1(eF)+ c2(eF)N2(eF)
. (2.55)

Finally, in an analogous manner to phonons, the electron-electron interfacial conductance

will be

Gee =
1
2

c1(eF)z1(eF)
Z •

0
e dN1(e,T )

dT
de (2.56)

To further simplify this expression, recall that the electronic heat capacity is the tem-

perature derivative of the total internal energy of the system. Recognizing that the integral

is identical to this expression, Gee can be rewritten such that

Gee =
Z1Z2

4(Z1 +Z2)
. (2.57)
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In this equation, Zi = givF,iT . More generally, Eq. 2.57 is

Gee =
g1vF,1g2vF,2

4(g1vF,1 + g2vF,2)
T = GT, (2.58)

where G is often referred to as the proportionality constant to the electron-electron ther-

mal conductance. Typical values of G will be on the order of several hundred MW m�2

K�2, yielding interfacial conductances on the order of several GW m�2 K�1 for electron

temperatures near room temperature [56]. The expression described in Eq. 2.58 for the

electron-electron conductance is included in two-temperature model calculations, outlined

in Chapter 3 and performed in Chapter 6.

2.2.3 Metal/Dielectric Interfaces

Thus far, I have derived the thermal conductance at interfaces when the dominant carrier

is the same on both sides of the interface. However, in many nanoelectronic applications

in which a metal is in direct contact with a dielectric material, charge carriers must interact

with one another prior to transmitting energy across an interface.

To exemplify this energy exchange process, I will use the characteristic metal/dielectric

system visualized in Fig. 2.4. Due to the fact that phonons are present in both the metal

and dielectric systems, energy transmission at the interface will be phonon dominated. The

interfacial conductance, G, will describe the energy exchange process of phonons at the

interface. However, as the dominant carrier in metals is the electron, electrons in the metal

must first couple their energy to phonons in the metal so that they may transmit their energy

across the interface. This energy exchange process is dictated by the electron-phonon cou-

pling factor, g. The net resistance at the interface will then be the series resistance of the

electron-phonon resistance, Rep, and the interfacial phonon-phonon resistance, Rpp = G�1
pp :

G�1
net = R = Rep +Rpp. (2.59)
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Figure 2.4. Schematic representation of interfacial transport at a metal/dielectric interface.
In the metal, heat transfer is mediated by electrons, while in the dielectric, heat transfer is
mediated by phonons. Electrons in the metal must couple their energy to phonons in the
metal before energy can be transferred to the dielectric.

To better understand this equation as it specifically relates to g, consider the electron

and phonon thermal conductivities in the metal, ke and kp, respectively. The associated

electron-phonon length scale associated with the electron conductivity will be le =
p

ke/g,

while that of the phonon thermal conductivity will be lp =
p

kp/g. Recall, the electron

thermal conductivity in metals is typically 1–2 orders of magnitude larger than its phonon

counterpart, and thus the electron-phonon coupling length scale will be dictated by the

phonon thermal conductivity. The resistance associated with electron-phonon coupling

will then be Rep = kp/lp = (gkp)�1/2.

As such, the net conductance at the interface of a metal/dielectric system, Gnet, will be:

Gnet =

pgkp

1+
pgkp
Gpp

. (2.60)

Inspection of Eq. 2.60 provides insight into the net conductance of materials depending
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on the strength of g. For the same Gpp, a poor electron-phonon coupling factor will result

in a lower Gnet, while a higher electron-phonon coupling factor will result in the oppo-

site. Thus, to maximize energy transmission at a metal/dielectric interface, it is preferable

for the metal to have a high electron-phonon coupling factor. However, metals with high

electron-phonon coupling factors typically exhibit low electronic contributions to their ther-

mal conductivity [43, 49], reducing le such that it is comparable to lp.

To maximize the electrical conductivity of a contact and to maintain a high interfacial

conductance, an intermediate metallic wetting layer between the top electrode and dielec-

tric substrate is typically implemented. This wetting layer should exhibit a high g and a

large Gpp with the dielectric substrate. This wetting layer adds an additional resistance

in series, associated with the electron-electron resistance at the interface between the top

metal contact and wetting layer. However, the electron-electron interfacial resistance is

very low for metal/metal interfaces based on the earlier discussion, Eq. 2.60 is still valid

for the system with a wetting layer, where g, kp, and Gpp now pertain to that of the wetting

layer. An investigation of the net conductance at Au/Al2O3 contacts with TiOx wetting

layers is presented in Chapter 6, where the electron-phonon coupling characteristics of the

wetting layer are further elucidated in the latter half of the chapter.

2.3 Summary

In this chapter, I provided the basic theory surrounding heat transfer and the pertinent

descriptors to this dissertation. I started by providing the definition of thermal conductivity

in the continuum limit, specifically describing the associated tensorial representation of sys-

tems with varying crystal symmetries. The microscopic definition of thermal conductivity

was then explored, relating it specifically to the associated heat capacities, velocities, and

mean free paths of carriers pertinent to a material system. Finally, I addressed the interfacial

transfer processes associated with dielectric/dielectric, metal/metal, and metal/dielectric in-

terfaces. In the following chapter, I will present the metrology used in this dissertation that
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allows for the extraction of each of the thermophysical properties presented thus far.
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Chapter 3

Metrology

In this chapter, I will outline the metrology used throughout my dissertation. This

includes time-domain thermoreflectance (TDTR), which utilizes pulsed lasers to heat and

monitor the temperature at the surface of a sample. The techniques steady-state and frequency-

domain thermoreflectance (SSTR and FDTR, respectively), which utilize continuous wave

(cw) lasers, operate in a similar fashion. The extension of the analysis to SSTR and FDTR

from TDTR is provided, although the experimental configurations of the former two are

not provided as they do not contribute significantly to this dissertation. A summary of

the characteristic excitations and responses for each of these techniques is shown in Fig.

3.1. The mathematical formalism with which I analyze the data garnered by TDTR will

be provided under carrier equilibrium. Because a portion of my dissertation involves con-

ditions in which carrier non-equilibrium is present, I outline the analysis performed via

implementation of the two-temperature model (TTM). For conditions of carrier equilib-

rium, discussion regarding the thermal penetration depth, or probing volume, is provided,

alongside an extension of TDTR to a two-dimensional setting, enabling the imaging of

thermal properties.
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(a) TDTR (b) FDTR (c) SSTR

Figure 3.1. Characteristic excitations and corresponding responses for (a) TDTR, (b)
FDTR, and (c) SSTR techniques. In TDTR, the magnitude of the thermoreflectance is mon-
itored as a function of pump-probe delay time, while in FDTR the thermally-induced phase
lag between the pump and probe is monitored as a function of frequency. In SSTR, the
steady-state induced magnitude of the thermoreflectance is monitored for given changes in
heat flux. Notice the increase in thermal penetration depth, dthermal, which is proportional
to the spot size in a SSTR experiment, resulting from the lower modulation frequencies
employed in SSTR.

3.1 Background

3.1.1 Thermoreflectance

In order for each of the following techniques to be adequate in measuring the tem-

perature at a samples surface, it is necessary for them to capitalize on the temperature

dependent reflectivity (i.e., thermoreflectance) of a material. The thermoreflectance, b , is

defined through the relation
DR
R

=
1
R

dR
dT

DT = bT, (3.1)

where R and T are the material reflectivity and temperature, respectively. As such, the

normalized reflectivity of a material is directly proportional to its temperature via the ther-

moreflectance coefficient. Knowing this, a slew of laser-based optical pump-probe tech-
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niques have been developed in the last several decades [57–60], all of which utilize a thin,

metal transducer. The transducer serves two purposes (1) to transduce optical to thermal

energy via absorption at the pump wavelength and (2) to provide high reflectivity and ther-

moreflectance at the probe wavelength. Without these two conditions met, the signal to

noise of optical pump-probe techniques diminishes very quickly. Indeed, b for many met-

als is just on the order of 10�5–10�4 K�1 [61, 62]. As a result, lock-in amplification is

typically utilized to monitor the reflected probe intensity DV as a function of delay time,

heating power, and heating frequency for time-domain, steady-state, and frequency-domain

thermoreflectance techniques, respectively.

3.1.2 Lock-In Amplification

As a result of the low magnitude of thermoreflectance associated with many materials,

lock-in amplification is typically implemented to capture the reflected intensity of a probe

beam. In order to demodulate a voltage oscillating at a frequency of w , a reference signal

with real and imaginary components must first be generated, which follows the form

Vref(t) =Vrefeiwt =Vref cos(wt)�Vrefisin(wt), (3.2)

where Vref is the amplitude of the signal, w is the frequency, t is time, and i is the imaginary

unit. This reference wave is mixed with the input signal, which takes a similar form as the

reference wave, but with an amplitude of Vsig and a phase of f :

Vsig(t) =Vsig cos(wt +f). (3.3)

It can be shown that the time-independent portion of the mixed signal can be reduced

to

Vmix(t) =Vref(t)V̇sig(t) =
VrefVsig

2
(̇cos(f)� isin(f)), (3.4)

which is directly proportional to Vsig, the voltage of interest. The mixed signal contains
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Figure 3.2. (a) Two-tint time-domain thermoreflectance (TDTR) system. l/2 = half
wave-plate, l/4 = quarter wave-plate, PBS = polarizing beamsplitter, PPBS = polariz-
ing plate beamsplitter, EOM = electro-optic modulator, CMOS = complimentary metal-
oxide-semiconductor camera, BPD = balanced photodetector. (b) Characteristic TDTR
data, offset by 10 ps, showing electron-phonon coupling, picosecond acoustic, and thermal
diffusion regimes.

real and imaginary components, pertaining to the in-phase and out-of-phase voltages, Vin

and Vout, respectively. These voltages, as well as their magnitude (V =
q

V 2
in +V 2

out), are

necessary for the analysis of all thermoreflectance techniques.

3.2 Time-Domain Thermoreflectance

Time-domain thermoreflectance (TDTR) is one of the many techniques that utilizes

lock-in amplification to monitor the surface temperature of a system via its thermore-

flectance. A schematic of the TDTR system that I built during my first year at the ExSiTE

lab can be seen in Fig. 3.2. This is a “two-tint” implementation of TDTR, meaning that

the pump and probe beams are spectrally separated by just a few nanometers. In this im-

plementation, pulses emanate from a Ti:Sapphire oscillator at a repetition rate of 80 MHz

and duration of ⇠100 fs, with a center wavelength of 808.5 and FWHM of ⇠15 nm. The

output of the oscillator is energetically split into a high energy pump and low energy probe

paths via a polarizing beamsplitter (PBS). The pump is electro-optically modulated via a

Conoptics electro-optic modulator (EOM) in the frequency range of 10 kHz – 20 MHz,
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and creates a frequency-dependent heating event at the sample surface after being focused

through an objective lens.

The unmodulated probe beam is mechanically delayed in time, up to ⇠5.5 ns, and is

combined with the pump just prior to the sample via a polarizing plate beamsplitter (PPBS).

The probe then monitors the reflectivity at the sample surface, which is temperature de-

pendent, and is directed to a balanced photodetector (BPD) where the reflected signal is

subtracted from the probe reference signal to increase signal-to-noise. The differential sig-

nal is demodulated using lock-in amplification to acquire the temperature evolution at the

sample surface, which is compared to the radially symmetric heat diffusion equation to

extract parameters of interest. As mentioned initially, sharp-edge optical filters are used to

spectrally separate the pump and probe. This ensures that artifacts of the modulated pump

beam do not erroneously impact the acquired data.

In addition to the two-tint TDTR system that I built, I also utilized a two-color system

for numerous projects during my period at the ExSiTE lab. The system is virtually identical

to that shown in Fig. 3.2, although the center wavelength of the beam exiting the oscillator

is 800 nm. Instead of using sharp-edge optical filters to spectrally separate the pump and

probe, the pump is focused through a nonlinear BiBO3 crystal following the electro-optic

modulator. The BiBO3 crystal frequency doubles the pump to 400 nm, hence making the

system “two-color”. By making the pump laser 400 nm, increased absorption in specimens

coated with Au can be achieved, which helps to remediate the low thermoreflectance of Au

at 800 nm [62].

In both systems, the voltage acquired by demodulating the probe contains in-phase (Vin)

and out-of-phase (Vout) components, where the magnitude of these components (
q

V 2
in +V 2

out)

is directly proportional to the change in reflectivity at the sample surface as a result of the

pump heating event. Typically, I will interpret the ratio of the in- to out-of-phase voltages

(-Vin/Vout) or the phase of the signal (tan�1 Vout
Vin

). However, there is an additional phase

present in the system when demodulating the acquired reflectivity. This additional phase is

dependent on a variety of factors, including the path length from the sample to the detector
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and driving electronics, and does not allow for a comparison of the acquired data to the

model of interest. In order to address this additional phase, it is necessary to recognize

the fact that at the 0 time delay, when the pump and probe are temporally overlapped, the

change in the demodulated out-of-phase component (DVout) should be 0. Thus, a rotation

of the acquired complex vector about the complex plane can be made such that DVout = 0

across the 0 time delay. Performing this phase correction allows for the direct comparison

of the acquired data to the heat diffusion equation.

The temporal evolution of the magnitude of an Al-coated Al2O3 reference specimen

can be seen in Fig. 3.2(b), which has been demarcated with several regimes pertinent to

this dissertation: (i) electron-phonon coupling, (ii) picosecond acoustics, and (iii) thermal

diffusion.

Excitation of the sample surface by the pump pulse results in the deposition of en-

ergy into the electronic system, increasing the temperature of electrons to several hundred

Kelvin above the lattice temperature and inducing non-equilbrium between the two carriers.

In order for these carriers to reequilibrate, electrons must scatter with phonons so that their

temperatures are nominally in equilibrium. This usually occurs within several picoseconds

following laser excitation. In heterogeneous material systems, where the electron-phonon

coupling factor in adjacent layers differs significantly, this non-equilibrium electron-phonon

coupling regime can be extended to several hundred picoseconds.

Excitation of the sample surface also induces a significant amount of strain at the sur-

face of the sample. This strain propagates through the material system via the longitudinal

sound speeds of the constituent media, and, depending on the piezo-optic coefficient of the

transducer utilized, as well as the mismatch in acoustic impedances (Z = rc, where r is the

density and c is the longitudinal sound speed) between adjacent layers, results in acoustic

signatures in the 10–200 ps temporal regime. These acoustic signatures are indicative of

the bonding environment at material interfaces [63, 64], and can give insight into acoustic

phonon transmission between materials [65]. In this dissertation, these acoustic signatures

are primarily used for the extraction of the Al transducer thickness based on the speed of
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sound in Al from the literature [66], as successive peaks/troughs are indicative of round-trip

propagation times in this top film.

Following electron-phonon coupling and picosecond acoustics is the thermal diffusion

regime. It is in this regime that I compare the radially symmetric heat diffusion equation

to extract thermal parameters of interest. These parameters include the thermal effusiv-

ity, thickness, and interfacial conductances of a material system, provided that sufficient

sensitivity to these parameters is available.

3.3 Mathematical Formalism

It is now necessary to understand the analyses associated with TDTR. To start, I will

begin with deriving the equilibrium heat transfer analysis associated with each of the afore-

mentioned thermoreflectance techniques. Following, I will discuss the heat transfer analy-

sis associated with carrier nonequilibrium, which is primarily applicable to the short time

response of TDTR under particular experimental configurations.

3.3.1 Carrier Equilibrium: Heat Transfer Analysis

I have already discussed the performance of the lock-in amplifier, and how it is able

to extract the signal magnitude and the in- and out-of-phase voltages. In general, output

of the lock-in amplifier contains both real and imaginary components, and for a pulsed

pump/probe experiment, takes the form

V = Z(w0)eiw0t , (3.5)

where Z(w0) is the complex output of the lock-in demodulated at a frequency w0:

Z(w0) = A0

k=•

Â
k=�•

H(w0 + kws)eikwst . (3.6)



CHAPTER 3. METROLOGY 46

In this equation, H(w) is the sample frequency response, evaluated at w0 + kws where

ws is the frequency of pulses, k is an integer, and t is the delay time between pump and

probe pulses [67]. A0 is a constant that encompasses characteristics of the repetition rate of

the laser, the thermoreflectance at the sample surface, the absorbed pump fluence, as well

as the gain of the electronics in the system. The summation over k is made to account for

frequency contributions above and below the modulation frequency as a result of the pulsed

nature in TDTR.

In the case of steady-state thermoreflectance (SSTR) and frequency-domain thermore-

flectance (FDTR), the sample frequency response only needs to be evaluated at the modu-

lation frequency, w0, and there is no associated temporal evolution. Thus, the output of the

lock-in amplifier is greatly simplified:

Z(w0) = A0H(w0). (3.7)

Now that output of the lock-in has been addressed, I will now focus on H(w), the sam-

ple frequency response. This is done for a two-dimensional, transversely isotropic system.

While several works in the literature have expanded this derivation for the full thermal

conductivity tensor of a material system [68, 69], the transverse isotropy assumption is

pertinent to most material systems. Indeed, while I extract the thermal conductivity tensor

of a material system in Chapter 4, this is done so by limiting sensitivity of the experiment

solely to kzz. As such, for the following derivation I will use kr and kz to represent the in-

and cross-plane thermal conductivities.

Figure 3.3 describes the N layer system in which the surface temperature is to be de-

termined. Each layer can be described by its cross- and in-plane thermal conductivities,

kz and kr, respectively, volumetric heat capacity, C, and thickness, d. At the interfaces

between layers, an interfacial conductance, G, is prescribed. The heat conduction equation
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Figure 3.3. N layer system for which the heat diffusion equation is solved assuming a pe-
riodic, gaussian heat source. kr,n, kz,n, Cn, dn and Gn are the in-plane thermal conductivity,
cross-plane thermal conductivity, volumetric heat capacity, and thickness of the nth layer,
where Gn is the interfacial conductance between layer n and n+1.

in cylindrical coordinates which describes the system is

kr

r
∂
∂ r

(r
∂T
∂ r

)+kz
∂ 2T
∂ z2 =C

∂T
∂ t

, (3.8)

where T is the temperature. Adiabatic boundary conditions are imposed, which prescribe

the top (z = 0) and bottom (z = d) temperatures, Ttop and Tbot , respectively, and top and

bottom heat fluxes, eqtop and eqbot , respectively, of the system:

T (0,r, t) = Ttop;
∂T (z,r, t)

∂ z
|z=0 =� 1

kz
eqtop (3.9)

T (d,r, t) = Tbot ;
∂T (z,r, t)

∂ z
|z=d =� 1

kz
eqbot . (3.10)

By applying Hankel and Fourier transforms to Eq. 3.8, such that T(z,r,t) ! q (z, k, w),

one can arrive at
∂ 2q
∂ z2 = q2q , (3.11)
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where

q2 =
krk2 +Ciw

kz
. (3.12)

The solution to Eq. 3.11 takes the form

q(k,z,w) = acosh(qz)+bsinh(qz). (3.13)

Imposing adiabatic boundary conditions, the temperature, q , and heat flux, eq, evaluated at

z = d, become

qbot = cosh(qd)qtop �
1

kzq
sinh(qd)eqtop (3.14)

and

eqbot =�kzqsinh(qd)qtop + cosh(qd)eqtop, (3.15)

which can be generalized for an nth layer with thickness dn, and written as a matrix equa-

tion: 2

4qn,bot

eqn,bot

3

5=

2

4 cosh(qL) � 1
kzq sinh(qdn)

�kzqsinh(qdn) cosh(qdn)

3

5

2

4qn,top

eqn,top

3

5 (3.16)

For multilayer systems, as with a typical Al-coated substrate system, one can relate the top

and bottom temperatures and heat fluxes by multiplying the matrices, Mn, describing each

layer: 2

4qbot

eqbot

3

5=
i=1

’
i=N

Mi

2

4qtop

eqtop

3

5 (3.17)

Note that MN is the bottom-most layer, usually a semi-infinite substrate. For materials

adjacent to one another, an interfacial resistance is usually present. In this case, a small heat

capacity can be assumed for the layer whose thickness and thermal conductivity provide an

equivalent conductance (i.e., G = kz/d, where d is the thickness and G is the conductance).
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The matrix equation governing heat transfer at the interface becomes

2

4qn,bot

eqn,bot

3

5=

2

41 � d
kz

0 1

3

5

2

4qn,top

eqn,top

3

5 . (3.18)

Inspection of Eq. 3.18 allows for the recovery of the equation of G that we presented in

Chapter 2, G(qn,top �qn,bot) = eqn,top.

For simplicity, I will generalize the matrix multiplication shown in Eq. 3.17 such that

i=1

’
i=N

Mi =

2

4A B

C D

3

5 . (3.19)

By applying an adiabatic boundary condition at the bottom of the substrate layer, i = N, it

can be shown that the surface temperature becomes

qtop =�D
C
eqtop. (3.20)

Now that the surface temperature of a multilayer system has been addressed, account-

ing for thickness, volumetric heat capacity, anisotropy in thermal conductivity, as well as

interfacial resistances, I will now address the heat flux at the sample surface, eqtop. For a

laser beam propagating as a TEM00 mode impinging on the sample surface, the surface

heat flux can be modeled as a Gaussian:

eqtop(r) =
2P0

pw2
0

exp(�2r2

w2
0
). (3.21)

In this equation, P0 is the absorbed pump power and w0 is the 1/e2 radius of the pump at

the sample surface. As with the heat conduction equation, performing a Hankel transform,

Eq. 3.21 becomes

eqtop(k) =
P0

2p
exp(�

k2w2
0

8
). (3.22)
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Inserting this into Eq. 3.20 yields the surface temperature distribution in k space:

qtop =�D
C

P0

2p
exp(�

�k2w2
0

8
). (3.23)

Acquiring the surface temperature distribution in real space is performed by taking the

inverse Hankel transform, which results in

qtop =� P0

2p

Z •

0
kJ0(kr)

D
C

exp(�
�k2w2

0
8

)dk (3.24)

where J0(kr) is the zeroeth order Bessel function of the first kind evaluated at kr. In order

to acquire H(w), a weighted average must be performed between Eq. 3.24 and the coaxial

intensity of the probe, which is mathematically identical to Eq. 3.21, but with radius w1.

We also neglect the absorbed probe power, as in this formalism it does not contribute to

heating of the sample surface. H(w) thus becomes

H(w) =� P0

2p

Z •

0
(

2
pw2

1
)exp(�2r2

w2
1
)2prdr

Z •

0
kJ0(kr)

D
C

exp(�
�k2w2

0
8

)dk. (3.25)

After recognizing that the product of the integrated probe intensity and J0(kr) is related to

the Hankel transform of the probe intensity, the final form of H(w) is:

H(w) =� P0

2p

Z •

0
k

D
C

exp(
�k2(w2

0 +w2
1)

8
)dk. (3.26)

Substituting H(w) evaluated at w = w0 + kws for TDTR in Eq. 3.6 and w = w0 for SSTR

and FDTR in Eq. 3.7, the lock-in response for a particular frequency, Z(w0), can be ac-

quired.

Recall, the output of the lock-in amplifier contains real and imaginary components, per-

taining to the in- and out-of-phase voltages, Vin and Vout, respectively. These voltages can

also be utilized in calculating the phase, f = tan�1(Vout
Vin

), and magnitude, V =
q

V 2
in +V 2

out.

Thus, the expected output of the lock-in amplifier, Z(w), can be compared to the actual out-
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Figure 3.4. Characteristic TDTR data and best fits for aSiO2, cSiO2 (a-quartz), Al2O3, and
Si. The inset shows the early delay time picosecond acoustics response on Al2O3, where
the arrows denote locations at which the round-trip times for strain wave propagation are
chosen to extract the thickness of the Al transducer.

put over the phase space of interest to extract thermal parameters of interest. It is important

to note that Vin, Vout, and V are all dependent on the absorbed pump fluence, thermore-

flectance of the probe, and gain of the electronics on the system. Thus, when analyzing

each of these components of the lock-in output, the experimental data is typically normal-

ized to a particular delay time for TDTR. While feasible in practice, Vin, Vout, and V are

prone to changes in the acquired photodetector voltage due to thermal drift, and are thus not

typically analyzed. The ratio of in- to out-of-phase voltages, �Vin/Vout, of the lock-in am-

plifier is typically compared to Z(w), as variations in Vin and Vout are effectively cancelled

out.

Characteristic TDTR data and best fits can be seen in Fig. 3.4 for Al-coated aSiO2,

cSiO2 (a-quartz), Al2O3, and Si, which have thermal conductivities of 1.4, 10.5 (c-axis),

35, and 140 W m�1 K�1, respectively. These data were acquired on the system I built

during my first year in the ExSiTE lab, and are the typical calibration samples we use to
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ensure the system is performing optimally on a day-to-day basis. Best fits were acquired

by performing a least-squares minimization routine between the model and data using a

MATLAB program to determine the thermal conductivity of the substrate layer as well as

the interfacial conductance at the Al/substrate interface.

Sensitivity and Uncertainty

In order to adequately determine the validity of the model in the extraction of the ther-

mal parameter of interest, it is necessary to determine the associated sensitivity to that

parameter. Likewise, the sensitivity to said parameter fundamentally dictates its associated

uncertainty. To understand how sensitive our thermal model is to a parameter of interest,

I will consider two characteristic systems: Al/aSiO2 and Al/Al2O3. In these systems, ma-

terial properties are outlined in Table 3.1, where the 1/e2 diameters of the pump and probe

are 22 and 11 µm, respectively, and the modulation frequency is 10 MHz.

Calculated TDTR models are shown in Fig. 3.5(a) as solid lines for the Al/aSiO2 and

Al/Al2O3 systems. To initially determine how sensitive the model is to a parameter in

the multilayer system, say the thermal conductivity of the substrate k , the volumetric heat

capacity of the substrate C, and the Al/substrate interfacial conductance G, the model is

recalculated, adjusting each of these parameters by ± 10%. When perturbing k by ±

10%, it is clear that the models for both systems are influenced at earlier pump/probe delay

times. Further, perturbing C by ± 10%, results in an identical model change in both sys-

tems. This indicates that TDTR fundamentally measures the thermal effusivity,
p

kC, of an

Layer Volumetric Heat Capacity Thermal Conductivity Thickness
(MJ m�3 K�1) (W m�1 K�1) (nm)

Al 2.42 180 80
aSiO2 1.63 1.4 –
Al2O3 3.06 35 –

Si 1.65 140 –

Table 3.1. Parameters utilized for calculating sensitivity and dthermal for Al/aSiO2,
Al/Al2O3, and Al/Si systems. For all systems, the interfacial conductance is fixed to 100
MW m�2 K�1.
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Figure 3.5. (a) Models for Al/aSiO2 and Al/Al2O3 (solid lines) systems, also calculated
with 10% pertubations on k || C (dashed lines) and G (dotted line, Al/Al2O3 only). (b)
Sensitivity to k , C, and G in Al/aSiO2 and Al/Al2O3 systems.

Al/substrate system, at least for experiments performed under similar conditions to those

simulated here. When perturbing G by ± 10%, the model for Al/Al2O3 is primarily influ-

enced as the relative resistance of the interface is larger in the Al/Al2O3 system compared

to Al/aSiO2.

What I have presented thus far is the fundamental of sensitivity analyses that is per-

formed for TDTR. To normalize out differences in the magnitude of �Vin/Vout, Gundrum

et al. [56] have defined the sensitivity to a particular parameter, Sx, to be the derivative of

the logarithm of the signal divided by the derivative of the logarithm of the parameter of

interest, x:

Sx =
d ln(�Vin/Vout)

d lnx
. (3.27)

Sensitivity calculations based on Eq. 3.27 to k , C, and G for Al/aSiO2 and Al/Al2O3 sys-

tems are shown in Fig. 3.5(b). As discussed earlier, because sensitivity to k and C are

identical for a given substrate, TDTR fundamentally measures the thermal effusivity of

that substrate. Thus, when determining k alone, it is necessary to extract C from the liter-

ature. It is possible to extract k and C using multiple modulation frequencies in TDTR for

high thermal conductivity bulk films and thin films sandwiched between the Al transducer

and substrate [70, 71], although this was not performed in this dissertation.
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Sensitivity is considered to be “high” to a particular parameter based on its (1) magni-

tude and/or (2) curvature. Sensitivity to k || C is high for both Al/aSiO2 and Al/Al2O3 ma-

terial systems, suggesting that either can be extracted if one of them is considered to be

a known parameter. Based on the sensitivity magnitude and curvature, sensitivity to the

Al/substrate interfacial conductance is high when the substrate is Al2O3 and low when it

is aSiO2. Typically, a fitting routine is performed to determine the thermal conductivity

of the substrate and the Al/substrate interfacial conductance. Sensitivity to the interfa-

cial conductance becomes important when expanding TDTR to spatially probe the thermal

conductivity of a material system, as discussed later.

The sensitivity to a particular parameter in TDTR is also descriptive of the associated

uncertainty in determining that parameter. If the sensitivity is high to a parameter, then it is

likely that it can be determined with low uncertainty. On the other hand, if sensitivity is low

to a parameter, then the associated uncertainty will be relatively larger. Other parameters in

a material system, such as the Al transducer thickness, Al heat capacity, and substrate heat

capacity, also influence the uncertainty of the extracted parameter based on their respective

sensitivities.

Propagating the absolute uncertainty of a parameter x, dx, based on its sensitivity, Sx,

when fitting for parameter y, whose sensitivity is Sy, will be d 0
x =

Sx
Sy

dx
x [72]. If uncertainty is

present in multiple “known” parameters of the system, the then global, absolute uncertainty

of parameter y will be addition of d 0
x in quadrature:

(
dy
y
)2 = Â

x
(
Sx

Sy

dx
x
)2. (3.28)

Depending on the material system of interest, a number of parameters may contribute

to the uncertainty of the acquired parameters. As an example, calculated sensitivities for

all material parameters in an Al/aSiO2 system, based on Table 3.1, can be found in Fig.

3.6. Note the large sensitivity to the Al thickness and volumetric heat capacity. At these

spot sizes, sensitivity to the spot size and Al thermal conductivity is relatively low, and
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Figure 3.6. Sensitivity calculations for all parameters in an Al/aSiO2 system, according to
Table 3.1.

do not propagate significantly into the uncertainty of the extracted parameters. For an

Al/substrate system, I will typically include uncertainties of 2.5% in the Al heat capacity,

Al thermal conductivity, and thickness, and 5% for the pump/probe spot sizes and substrate

heat capacity. When accounting for spot-to-spot variations on a sample, this usually results

in an uncertainty of ⇠10–15% for the substrate thermal conductivity.

Thermal Penetration

An often overlooked and oversimplified factor in pump/probe experiments is the associ-

ated thermal penetration depth, dthermal, which fundamentally describes the probing volume

of pump/probe experiments. To understand the thermal penetration depth, we consider the

solution to the heat diffusion equation of a semi-infinite, isotropic medium. Following the

solution as proposed by Carslaw and Jaeger [73], the subsurface temperature distribution is

T (z)⇠ e�qz, (3.29)
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where q is defined earlier, simplified to
q

k2 + iw
D for an isotropic material with diffusivity

D. During the numerical integration process of Eq. 3.26, the upper bound of k is typically

set to (w2
0 +w2

1)
�1/2, and thus, for the purpose of this example, one can make k ⇡ w�1

0 . In

the high frequency limit, w � D/w2
0,

q�1 = dthermal =

r
2D
w

. (3.30)

This is the definition most commonly used for the penetration depth associated with pump/probe

thermoreflectance experiments. Various works have relied upon Eq. 3.30 in their analy-

sis of mean-free paths in TDTR and FDTR studies [74–76]. In the low frequency limit,

w ⌧ D/w2
0, however,

dthermal = w0, (3.31)

which fundamentally limits the penetration depth of pump/probe experiments to the heater

radius for the case of a semi-infinite medium. In material systems consisting of two layers

or more, however, Eqs. 3.30 and 3.31 fail to adequately describe dthermal, as both interfacial

resistances and heat spreading have the potential to strongly influence this descriptor [77].

As an example, the normalized temperature distributions in Al/aSiO2 and Al/Si are

shown in Fig. 3.7 for the same modulated heat flux of 100 mHz. Parameters utilized in

these calculations are shown in Table 3.1, where the 1/e2 pump radius is 10 µm. Evidently,

dthermal significantly varies for both systems, in both the cross- (dthermal,?) and in-plane

(dthermal,//) directions.

In Al/aSiO2, dthermal,? and dthermal,// are approximately 14 and 21 µm, respectively.

The large increase in both dthermal,? and dthermal,// can be attributed to the high thermal

conductivity of the Al transducer, which helps to radially spread heat at the sample surface,

effectively increasing the surface-heated region beyond that of the pump diameter. For

Al/Si, dthermal,? and dthermal,// are ⇠5 and ⇠10 µm. In this case, because of the high

thermal conductivity substrate (⇠140 W m�1 K�1), radial heat spreading in the transducer

is less prevalent than in the Al/SiO2 system, which ultimately reduces both dthermal,? and
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Figure 3.7. Calculated normalized temperature distributions for (a) Al/aSiO2 and (b) Al/Si.
The solid line is the distance at which the temperature has decayed to 1/e of its maximum
value.

dthermal,//.

Measurements in TDTR are typically performed at much higher frequencies than 100

mHz. For high-resolution thermal conductivity mapping experiments, the 1/e2 radii of the

pump and probe are much smaller, and can be on the order of ⇠1 µm. Thus, to exemplify

the nature of dthermal,? and dthermal,// and the dependency on frequency and spot size, we

repeat the calculations made in Fig. 3.7 for the frequency range of 100 mHz to 100 MHz.

The calculations are shown in Fig. 3.8 for (a) w0 = 10 µm and (b) w0 = 1 µm. Also shown

are calculations from Eq. 3.30 for aSiO2 and Si.

The calculations indicate that dthermal,? and dthermal,// are highly dependent on the fre-

quency and spot size of the measurement, seldom agreeing with Eq. 3.30. At low mod-

ulation frequencies for w0 = 10 µm, Fig. 3.8(a), dthermal,? and dthermal,? for Al/aSiO2 are

much greater than that of Al/Si, for reasons discussed earlier. As the frequency of the heat-

ing event is increased, dthermal,// for both systems converges to ⇠7 µm, suggesting that the

heat transfer becomes one dimensional. In the cross-plane direction, dthermal,? begins to

approach that of Eq. 3.30 at moderately high frequencies, although is heavily influenced
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Figure 3.8. 1/e thermal penetration depths in the cross- (solid lines, dthermal,?) and in-plane
(dashed lines, dthermal,//) directions in Al/aSiO2 (black lines)and Al/Si (red lines) systems
for pump spot sizes (a) w0 = 10 µm and (b) w0 = 1 µm.

by the interfacial conductance, G. This is especially true for Al/Si, as dthermal,? becomes

80 nm, the thickness of the Al transducer layer, at ⇠20 MHz.

When the spot radius is 1 µm, the influence of the Al thermal conductivity and Al/substrate

interfacial conductance are further exaggerated. In the low frequency limit, dthermal,// for

the two systems is vastly different. In Al/aSiO2, dthermal,// approaches 5.5 µm, while that

for Al/Si remains at ⇠1 µm. It is not until much higher modulation frequencies (>10 MHz)

that dthermal,// becomes ⇠1 µm for both systems. In the cross-plane direction for Al/aSiO2,

dthermal,? remains at ⇠3.5 µm, related to radial heat spreading in the Al layer. On the other

hand, dthermal,? in the Al/Si system remains at 80 nm as a result of the moderately low

interfacial conductance of 100 MW m�2 K�1, which creates a large enough temperature

drop at the Al/Si interface to bring the temperature to 1/e of the surface value.

The thermal penetration depth associated with optical pump/probe techniques is an im-

portant descriptor that cannot be overlooked or oversimplified. Fundamentally, this param-

eter determines the probing volume, and therefore sensitivity to different thermal parame-

ters of a material system. Depending on the frequency of the heating event, heat transfer

through a multilayer system can be tuned to be primarily spherical or one-dimensional.

The heating frequency has a significant impact on the in-plane thermal penetration depth,
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suggesting that experiments necessitating higher spatial resolution should be performed at

higher frequencies to capitalize on the reduced in-plane penetration.

3.3.2 Carrier Nonequilibrium: Two-Temperature Model

When solving the heat diffusion equation, the assumption is made that all carriers

present in the simulated system are in thermal equilibrium. When analyzing TDTR data

with the heat diffusion equation, however, we typically analyze data from ⇠200 ps and

onwards. This is due to the fact that the ultrafast pulse will remove electrons from the

equilibrium temperatures, bringing them to several hundred Kelvin above the lattice tem-

perature without perturbing the latter. This creates a large non-equilibrium between the two

carriers, who must couple with one another via the electron-phonon coupling factor so that

their temperatures are able to equilibrate, usually on the order of ⇠10 ps. During this time

regime of non-equilibrium, the heat diffusion equation fails to capture the characteristic re-

sponse garnered by TDTR. As a result, it is necessary to implement the phenomenological

two-temperature model (TTM) [52] to better understand the carrier interactions associated

with an ultrafast laser heating event.

The TTM has long been a prominent descriptor of the transfer of energy between the

electronic and phononic subsystems, described by the following coupled differential equa-

tions [52]:

Ce
∂Te

∂ t
= — · (ke—Te)�g(Te �Tl)+S(x, t) (3.32)

Cl
∂Tl

∂ t
= — · (kl—Tl)+g(Te �Tl). (3.33)

In these equations, Ce and Cl are the electronic and lattice heat capacities, respectively,

Te and Tl are the electronic and lattice temperatures, respectively, g is the electron-phonon

coupling parameter, and S(x, t) is the source term, which deposits energy into the electronic

system, defined as such [78]:

S(x, t) =�0.94
1�R

tp
J · exp[�2.77(

t
tp
)2]

dI
dx

. (3.34)
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In this equation, R is the surface reflectivity, J is the incident fluence, tp is the duration

of the pump pulse, and x and t are the space and time variables, respectively. dI
dx is the

spatial derivative of the light intensity distribution in the sample, which is calculated using

a transfer matrix method with the complex indices of refraction, ñ, at the pump wavelength.

Discretization

Equations 3.32–3.34 are solved numerically via the Crank-Nicolson method [79]. This

involves discretization of these equations both temporally and spatially by Dt and Dx, re-

spectively. To perform this discretization, the carrier temperature, Tm, where m is the car-

rier, is approximated as the average of the carrier temperature at the current time step, n,

and next time step, n+1, for layer i:

Tm =
1
2
(T n+1

m,i +T n
m,i). (3.35)

The partial derivative of the carrier temperature in time is approximated as the difference

in temperature at the next and current time step for layer i, divided by Dt:

∂Tm

∂ t
=

T n+1
m,i �T n

m,i

Dt
. (3.36)

Finally, — · (km—Tm) is approximated using the combined method, which weights implicit

and explicit methods of discretization based on the constant a:

— · (km—Tm) =
a

Dx2 [km,iT n+1
m,i+1 � (km,i +km,i�1)T n+1

m,i +km,i�1T n+1
m,i�1]

+
(1�a)

Dx2 [km,iT n
m,i+1 � (km,i +km,i�1)T n

m,i +km,i�1T n
m,i�1].

(3.37)

Because we are using the Crank-Nicolson method, a = 1/2.

Discretization via Eqs. 3.35–3.37 is performed for both the electronic and lattice sub-

systems. After some rearranging and collecting of terms, the matrix equation for both
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systems takes the following form:

ÃTn+1
e + B̃Tn+1

l = C̃Tn
e + D̃Tn

l +S (3.38)

ẼTn+1
e + F̃Tn+1

l = G̃Tn
e + H̃Tn

l . (3.39)

In these equations, Ã–H̃ are N ⇥N matrices and Tn
m, Tn+1

m , and S are N ⇥1 matrices. The

matrices Ã–H̃ are tridiagonal, and contain information about the electron-phonon coupling

parameter, heat capacities, and thermal conductivities of each layer. The transpose of Tn
m

is [T n
m,1T n

m,2...T
n

m,N�1T n
m,N ].

Recognizing that the unknowns in Eqs. 3.38 and 3.39 are the electronic and lattice

temperatures at the next time step, Tn+1
e and Tn+1

l , respectively, the system of equations can

be solved via substitution. This allows for the determination of the electronic temperature

at the next time step for the system,

Tn+1
e = (Ã� B̃F̃�1Ẽ)�1[(C̃� B̃F̃�1G̃)Tn

e +(D̃� B̃F̃�1H̃)Tn
l +S], (3.40)

as well as the lattice temperatures at the next time step,

Tn+1
l = F̃�1

(G̃Tn
e + H̃Tn

l � ẼTn+1
e ). (3.41)

A MATLAB program was implemented in order to perform the matrix multiplication and

inversion necessary for solving Tn+1
e and Tn+1

l .

Typical spatial and temporal discretizations in the MATLAB program of 0.5 nm and 50

fs, respectively, are used in TTM calculations. For systems with substrates, the substrate

is modeled to be 100 nm, where the final discretized layer is fixed to have an infinite Cl to

emulate a semi-infinite substrate. The electronic heat capacity of each layer is chosen to be

proportional to temperature via the electronic heat capacity coefficient g , Ce = gTe, which is

valid for the range of electronic temperatures in this dissertation [43]. The electron-phonon

coupling factor g is approximately independent of lattice and electronic temperatures for
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Figure 3.9. Example TTM modeling for a 50 nm Au film on Al2O3. Contours show the
temporal and spatial evolutions of the (a) electronic and (b) lattice temperature excursions.
(c) Surface temperature excursion for electronic and lattice systems.

low temperature perturbations [43], and is thus chosen to be constant.

For modeling interfaces, interface thicknesses of 0.5 nm are prescribed. For phonons,

the thermal conductivity of the interface is determined such that an equivalent phonon

conductance G is achieved, i.e., kinterface = Gd, where d is the thickness of the discretized

layer, 0.5 nm. For electrons, the electron thermal conductance is determined by the product

of the average of the electronic temperatures on either side of the interface and G (i.e.,

GTe,ave, where Te,ave is the average electronic temperature on either side of the interface.)

to be in accordance with electron diffuse-mismatch model [56].

Example TTM calculations are shown in Fig. 3.9, which shows the (a) electron and

(b) lattice temperatures temporally and spatially for a 50 nm Au layer on Al2O3. Energy

deposition can clearly be observed in the electronic system of Au layer, where the electron

temperature reaches nearly 250 K by 1 ps. At this point, electrons couple their energy to

the lattice via the electron-phonon coupling factor, resulting in an increase in the lattice

temperature. Because the lattice heat capacity is much larger than its electronic counter-

part, the lattice temperature rise is only ⇠4 K. The surface temperature excursions of the
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electronic and lattice systems are shown in Fig. 3.9(c), where the convergence of the two

temperature can clearly be seen at ⇠6 ps.

Energy Deposition

To model energy deposition into the electronic system via the source term S, I utilize

a transfer matrix method to determine the intensity of the light distribution in the material

system of interest. In absence of this transfer matrix method, the light intensity distribution,

I(x) is simply

I(x) = exp(� x
d
), (3.42)

where d is the 1/e optical penetration depth at the pump wavelength. This equation for

the light intensity distribution is primarily applicable for homogenous material systems,

where material interfaces do not contribute to the electric field intensity in a given layer.

Further, in heterogenous material systems where the complex indices of refraction, ñ, are

not consistent from one film to another, then the use of d for the surface film is not merited.

To determine the light intensity distribution in a multi-layer material system, we fol-

low the formalism of Pettersson et al. [80] by first determining the net transmissivity and

reflectivity of a multilayer system, Tnet and Rnet. Fundamentally, I am interested in deter-

mining the matrix M that relates the electric field components propagating in the positive

and negative directions at the top and bottom of the multilayer stack:

2

4E+
0

E�
0

3

5= M

2

4E+
N+1

E�
N+1

3

5 (3.43)

In this equation, E+
0 and E�

0 are the electric field components propagating in the positive

and negative directions at the top of the stack, respectively, while E+
N+1 and E�

N+1 are those

at the bottom of the stack.

Similar to the matrix multiplication method used to solve the heat diffusion equation,

matrix multiplication is also utilized here. At the interfaces between materials j and k,
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the interface matrix describing the propagation of the electric field from one medium into

another will be

D jk =
1

t jk

2

4 1 r jk

r jk 1

3

5 , (3.44)

where r jk and t jk are the complex reflection and transmission coefficients, respectively,

r jk =
ñ j � ñk

ñ j + ñk
(3.45)

t jk =
2ñ j

ñ j + ñk
. (3.46)

The matrix describing propagation of the electric field in the layer will be

P j =

2

4exp(�ix jd j) 0

0 exp(ix jd j)

3

5 (3.47)

where x j =
2p
l ñ j and d j is the thickness of the discretized layer.

The net scattering matrix, M, which relates the electric field at the top and bottom of

the multilayer system, can be defined as

M =

2

4M11 M12

M21 M22

3

5= (
m

’
n=1

D(n�1)nPn) ·DN(N+1). (3.48)

Finally, Tnet and Rnet can be determined via

Tnet = |M21

M11
|2 (3.49)

and

Rnet = | 1
M11

|2. (3.50)

These equations are useful for determining the net reflectivity and transmissivity of a ma-

terial system, but do not provide the light intensity distribution within each layer. The net
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scattering matrix, M, can separated into partial system transfer matrices, M0
j and M00

j ,

M = M0
jP jM00

j , (3.51)

where P j is defined as before. M0
j and M00

j are both defined similarly to M,

M0
j =

2

4M0
j11 M0

j12

M0
j21 M0

j22

3

5= (
j�1

’
n=1

D(n�1)nPn) ·D( j�1) j, (3.52)

M00
j =

2

4M00
j11 M00

j12

M00
j21 M00

j22

3

5= (
m

’
n= j+1

D(n�1)nPn) ·DN(N+1). (3.53)

Finally, the electric field intensity, E j(x), can be determined using

E j(x) =
M00

j11 · e�ix (d j�x) +M00
j21 · eix (d j�x)

M0
j11M00

j11 · e�ix d j +M0
j21M00

j21 · eix d j
E+

0 , (3.54)

where E+
0 is the electric field intensity incident at the surface of the system. The electric

field intensity, however, does not correlate to the number of excited states in a given mate-

rial. Since we are trying to determine the light intensity distribution I(x) in our multilayer

system, which deposits energy into the electronic system, we calculate the time-averaged

energy dissipation per second, Q j(x), via

Q j(x) =
1
2

ce0a jRe(ñ)|E j(x)|2, (3.55)

where c is the speed of light, e0 is the permittivity of free space, and a j =
4pIm(ñ)

l is the

absorption coefficient at the position x. The light intensity distribution is calculated using

the product of absorbed fluence, F , and Q j(x) normalized by its surface intensity, i.e.,

I(x) = F
Q j(x)

Q j(x = 0)
. (3.56)
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Figure 3.10. (a) Light intensity distribution in a 50 nm Au film on Al2O3, calculated us-
ing Eqs. 3.42 and 3.56. (b) dR/dT weighting function, used to calculate the temperature
excursion as interpreted in a pump/probe experiment. (c) Surface electronic and lattice tem-
perature excursions for a 50 nm Au film on Al2O3. (d) Interpreted temperature excursion
using the dR/dT weighting function for comparison to experimental data.

Example calculations of I(x) based on Eq. 3.42 and Eq. 3.56 are shown in Fig. 3.10(a).

The calculations are made for a 50 nm Au film on Al2O3 using an incident wavelength of

400 nm. When using Eq. 3.42, d is calculated via the equation d = l
4pk , where k is the

imaginary portion of ñ. On the other hand, using Eq. 3.56 requires the use of both the

real and imaginary components of ñ for both the Au film as well as the Al2O3 substrate.

While the differences are not exceptionally large for this film on substrate system, when a

multilayer system is present on the substrate the transfer matrix method is the most rigorous

way in determining the light intensity distribution.
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Signal Interpretation

Part of the analysis relies on the interpretation of the electronic and phononic temper-

anttures acquired by solving the TTM. In general, the reflectivity acquired in a pump/probe

experiment exhibits contributions from the electronic and lattice subsystems [81]:

DR = aDTe +bDTl. (3.57)

In this equation, DR is the change in reflectivity resulting in perturbations in the electronic

and lattice temperatures, DTe and DTl , respectively. The factors a and b are scaling constants

that determine the contributions of each of these systems to DR.

Because the signal acquired in TDTR encompasses both electronic and lattice contri-

butions to the thermoreflectivity, and that the electronic contribution to thermoreflectivity

becomes negligible ⇠5 ps after excitation by the laser pulse near 800 nm for fluences used

in this dissertation [82, 83], we choose to interpret the lattice temperature acquired by the

TTM and compare it to our measured data 3 ps after excitation. This interpretation accounts

for the subsurface temperature profile and its influence on the thermoreflectivity [84], where

the temperature at each discrete point beneath the surface contributes to the reflectivity and

approximately follows the optical attenuation depth. The weighting function with which

we use to interpret this subsurface temperature utilizes the indices of refraction, ñ, of the

material system and includes temperature dependence, dñ/dT , at our probing wavelength,

800 nm, using previously reported data [62].

To determine this weighting function, the net reflectivity of the multilayer system, Rnet,

is calculated as described by Eq. 3.50. Following, the index of refraction of the top sublayer

is perturbed by dñ/dT ⇥DT and recalculate the net reflectivity of the multilayer system

under this perturbed condition, Rpert.. The index of refraction of this top sublayer is returned

to its original value, and the process is repeated for all sublayers.

Now that the reflectivity has been determined for each sublayer perturbation, the weight-
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ing function can be determined by

dR
dT

=
Rnet �Rpert.

DT
. (3.58)

Similar to determining I(x), dR
dT is normalized to its intensity at the surface of the system.

These calculations are performed for a 50 nm Au on Al2O3, shown in Fig. 3.10(b) using

indices of refraction and their temperature dependent values from the literature [62].

Finally, the weighting function defined in Eq. 3.58 is used to acquire the signal at

each time-step. This is performed by summing the lattice temperatures of each sublayer

in the system by the weighting function calculated using Eq. 3.58. The weighted lattice

temperature according to dR
dT is normalized to the data to allow for a comparison between the

two, usually at ⇠100 ps. As a comparison between the surface lattice temperature excursion

and the interpreted lattice temperature excursion, see Figs. 3.10(c) and (d) for 50 nm Au on

Al2O3. The surface lattice and electronic temperature excursions are shown in Fig. 3.10(c)–

by applying the weighting function at each time step, the interpreted temperature can be

acquired, shown in Fig. 3.10(d). Note, the surface lattice temperature closely follows that

of the weighting function, suggesting that, in systems comprising just one material, the

surface lattice temperature offers a good approximation to the interpreted temperature. In

multilayer systems, however, where there is a large contribution of dñ/dT from subsurface

materials, the surface lattice temperature will not appropriately capture the data.

Now that I have addressed the heat transfer analyses associated with conditions of car-

rier equilibrium and carrier non-equilibrium, I will now present the basis of thermal prop-

erty imaging. This imaging is primarily applicable to conditions of carrier equilibrium, i.e.,

in the heat diffusion regime, although could in practice be extended to conditions of carrier

non-equilibrium.



CHAPTER 3. METROLOGY 69

3.4 Imaging Thermal Properties

TDTR has exemplified its efficacy in determining the thermal conductivity, volumetric

heat capacity, and interfacial conductances in a variety of material systems. Convention-

ally, these measurements are indicative of properties at a single position on a sample, and

may not be representative in the case of spatially inhomogenous specimens. Indeed, typi-

cal measurements performed via TDTR are done so with large pump/probe diameters (>10

µm) in order to reduce sensitivity to the Al transducer thermal conductivity and in-plane

thermal transport, as well to the pump/probe diameters. This enables high-throughput mea-

surements with little uncertainty, but at the expense of aerial resolution.

As such, a significant portion of my early dissertation career was devoted to performing

measurements with higher objective lenses, usually 20⇥ and 50⇥, in an effort to increase

aerial resolution. This required precise knowledge of the Al thermal conductivity, as sensi-

tivity to in-plane transport in the Al transducer becomes more significant as the pump/probe

diameters are reduced. Additionally, increased sensitivity to the pump/probe diameters ne-

cessitated a new paradigm in their determination, as well as a methodology by which one

could repetitively acquire consistent diameters. As discussed in the following subsections,

this was accomplished by the integration of a stepper motor that swept through the focal

plane, resulting in precise acquisition of the focus well within the Rayleigh lengths of the

focused beams and in congruence with the stringent uncertainties necessitated for TDTR.

Once I was able to perform TDTR measurements with higher lateral resolution using

these objective lenses, the focus was then shifted towards the aerial acquisition of thermal

parameters. By integrating two stepper motors orthogonal to the incident pump and probe

beams, I developed rastering algorithms that moved the sample in a predetermined manner,

synchronized with the stepper motor controlling the focal plane. This was accomplished by

developing a novel MATLAB program, allowing for the acquisition of thermal parameters

over an aerial region of interest with relative ease and minimal uncertainty. In essence, a

thermal property microscope was developed.
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Inspection of the TDTR data in Fig. 3.4 presents the basis of expanding conventional

TDTR, which probes a single spot on the sample surface, to extract thermal properties

of interest over an area of interest. In particular, at a given pump/probe delay time it is

observed that as the thermal conductivity of the underlying material increases, a correlation

can be made with an increasing ratio signal, �Vin/Vout. Fundamentally, this is the premise

of thermal property imaging via TDTR: correlating the ratio to the thermal parameter of

interest at a given pump/probe delay time over an aerial region of interest.

3.4.1 Thermal Conductivity Correlation Function

In order to appropriately determine the pump/probe delay time to acquire an aerial

map of the thermal conductivity, it is necessary to first perform several single-point TDTR

measurements to determine the approximate thermal conductivities and interfacial con-

ductances to be probed. Recall, I will typically fit for these two parameters in a single-

point TDTR scan, whose delay times cover 100–5500 ps. At a single pump/probe de-

lay time, however, it is impossible to determine both the interfacial conductance and sub-

strate thermal conductivity simultaneously. It is thus necessary to determine the interfacial

conductance prior to performing an aerial map of the thermal conductivity, and choose a

pump/probe delay time such that sensitivity to G is minimized.

As an example, consider two material systems: (1) Al/aSiO2, where the substrate ther-

mal conductivity (⇠1.4 W m�1 K�1) is low, and (2) Al/Al2O3, where the substrate thermal

conductivity (⇠35 W m�1 K�1) is relatively high. Characteristic TDTR data and best

fits are shown for the two systems in Fig. 3.11(a), where a conductance of ⇠150 MW

m�2 K�1is determined for G of both systems. Sensitivities to k and G are shown in Fig.

3.11(b), where sensitivity to the Al/aSiO2 interfacial conductance is small due to the large

resistance in the substrate. In the Al/Al2O3 system, however, sensitivity to the Al/Al2O3

interface conductance is large, as the resistance of the interface is comparable to that of

the substrate for the volume probed. For Al/aSiO2, because sensitivity to the interface is

small in the 100 to 1000 ps range, any delay time within this regime can be chosen, as it is
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Figure 3.11. (a) Characteristic TDTR scans for Al/Al2O3 and Al/aSiO2, as well as (b)
sensitivity to k of the substrate and G of the Al/substrate interface. (c) Thermal conductivity
correlation functions at 150 and 3000 ps. When present, the dashed lines are for a ±20%
perturbation on G.

well past the relaxation time electrons in the Al transducer and offers high sensitivity to k

while minimizing sensitivity to G. For Al/Al2O3, the delay time at which the sensitivity to

G crosses zero is chosen such that changes in the acquired signal are reflective of changes

in k , and not G.

To determine the spatially varying thermal conductivity, the simulated ratio, �Vin/Vout,

is correlated to the thermal conductivity of the substrate. This is done by evaluating the

response function, Z(w), at a given delay time for a range of thermal conductivities. The

acquired correlation function is shown in Fig. 3.11(c) for two delay times, 150 and 3000

ps, for an Al/substrate system where G = 150 MW m�2 K�1. When present, dashed lines

are presented for a ±20% change in G. At short pump/probe delay times, sensitivity to G is

minimal for low and high thermal conductivity systems–perturbations of G by 20% result

in a negligible change in the acquired k . At longer pump/probe delay times, however, one

must accurately determine G in order to correctly correlate the acquired ratio to thermal

conductivity, even for low thermal conductivity materials. Thus, measurements performed

at short delay times, or when sensitivity to G is close to zero, is preferable. Performing

measurements at short delay times also provides added precision to the acquired thermal

conductivity, as for an equivalent signal-to-noise ratio at 150 and 3000 ps, the slope of the

thermal conductivity correlation function is lower when evaluated at 150 ps.
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3.4.2 Hardware and Algorithms

Now that I have addressed the correlation function used to derive k from the measured

ratio, I will now address the hardware and algorithms associated with spatially determining

the thermal conductivity. In order to expand conventional, single-point TDTR to a mapping

configuration, two systems were implemented.

Hardware

The first of these systems utilizes a home-built XYZ system, comprising of stepper

motor actuators (Thorlabs ZST225B), each with 25 mm of travel (<5 µm bidirectional

repeatability). Each stepper motor actuator interfaces with its own individual controller

(Thorlabs KST101), which can be controlled manually or programmatically. This system

is typically utilized for lower magnification objectives, i.e., 10⇥ and 20⇥ objectives, and

is aligned in such a way that lateral movements of the sample over several hundred mi-

crometers do not result in deviations in the pump/probe focal point. This is considered the

“coarse” system.

The second system is a 3-axis NanoMax stage (Thorlabs MAX311D). The system uti-

lizes stepper motors with 4 mm travel (<5 µm bidirectional repeatability) for each axis

as well as a closed-loop piezo motor with 20 µm travel (5 nm bidirectional repeatability).

Stepper motors in the X and Y directions are used to raster the sample over the region of

interest, while the Z position of the sample is ensured via the closed-loop piezo for that di-

rection. Because of the finer resolution and higher bidirectional repeatability of the z-axis,

the system utilizing the NanoMax is utilized for high-resolution measurements (20⇥, 50⇥,

and 100⇥ objectives).

Beam Diameter Consideration

In both systems, the laser spot size must remain in focus at each pixel so as to not

introduce additional errors into the analysis. The Rayleigh length of an ideal Gaussian
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Figure 3.12. (a) Example autofocusing algorithm used to determine the focal point in the
experiment. (b) Schematic illustration of parameters utilized to determine the focal position
of the beam as the position of the sample is adjusted.

beam is defined as [85]

zR =
pw2

0
l

, (3.59)

where w0 is the focused beam spot diameter and l is the wavelength. For the probe beam

using 50⇥, 20⇥, and 10 ⇥ objectives, where w0 are ⇠2, ⇠7, ⇠11 µm, respectively, zR is

can be calculated to be 16, 190, and 470 µm for each objective lens. At a distance z from

the focal point, the diameter will be

w(z) = w0

r
1+(

z
zr
). (3.60)

At z = zR, the focused beam diameter will increase by a factor of
p

2 ⇡ 1.41, and thus

the beam must remain well within the Rayleigh range for the measurement duration to

minimize uncertainty in spot size. For the “coarse” system, which is used primarily for

10⇥ and 20⇥ objectives, this is achieved by aligning the stepper motors with the machined

holes in the optical table, and monitoring the DC reflectivity of the beam as well as its

shape in the camera as it traverses over the area of interest. If the DC reflectivity drops

significantly, or the camera image defocuses, manual adjustments are made until neither of

the two occur.
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For the high-resolution system, I capitalize on the use of the piezo motor integrated

into the z-direction of the stage. For many of the samples measured in this dissertation, the

assumption can be made that the region probed is planar. At the home position (x0, y0, z0),

the beam will be in focus as determined by maximizing the signal through the focal plane,

see Fig. 3.12(a). Moving to the positions near the corners of the intended map, (xN , y0)

and (x0, yN), the required focal points, zR and zD, respectively, can be acquired. Because

only three points are required to determine a plane, the equation for z(x,y) can then be

determined:

z(x,y) = z0 +
a
c
(x0 � x)+

b
c
(y0 � y), (3.61)

where (x,y) is the current position of the stage, and a, b, and c are constants pertaining

to the equation of the plane. A schematic illustration of this calculation is shown in Fig.

3.12(b), where vectors ṽ1 and ṽ2 are shown in order to determine the equation of the plane.

Rastering Algorithms

The premise of rastering in both aformentioned systems is graphically depicted in Fig.

3.13. Initially, rastering was performed in a discrete manner, whereby a coordinate (xn,

yn, zn) is sent to the controller and waits for the stepper motor to reach its new position.

Following, an additional wait time is included, relating to the settling time of the filter and

the time constant of the lock-in amplifier. Finally, Vin and Vout are recorded for the coor-

dinate set, and the next coordinates are sent to the controller, repeating the process. This

is the rastering algorithm implemented for the NanoMax. While intuitive, the procedure is

involved and generally inefficient, as loops utilized for determining whether or not a motor

is at its required position adds additional, although necessary, wait times.

Image acquisition time was improved upon by implementing an algorithm that continu-

ously scans the sample surface, rather than discretely at each coordinate. In this continuous

scanning approach, the sample is moved to the starting x- and y-positions (x0, y0). Follow-

ing, the stepper motor controlling the x-axis of the sample is given a new position to move

to, xN , which is at the end of the raster line. The stepper motor controller is configured
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Figure 3.13. Schematic representation for rastering algorithms implemented for the deter-
mination of thermal properties.

such that while moving to this new position, a trigger pulse is sent to the lock-in amplifier

after each step, xs, until it reaches xN . This procedure is continued for all y-positions until

an aerial map is produced.

In this continuous scanning approach, the velocity with which this axis moves is of the

utmost importance, as it determines the rate of averaging over a given pixel. If the velocity

is too slow, then the acquired pixel will be an average of the adjacent pixels. If too fast,

then the pixel will not be representative of an average over the area of interest. To calculate

the velocity, we begin with the step size, xs. For an impulse response, the lock-in will settle

to the new signal over a period of tsettle. The main parameters that influence tsettle are the

filter order of the lock-in, m, as well as the lock-in time constant, TC, as well as the desired

accuracy of each pixel, which I take as 99%. For a filter order m, the settling time to 99%

will be tsettle = f (m)·TC, where f (m) is a function describing multiplier constant required

to achieve a settling time to 99%. For a settling time to 99%, f (m) ranges from 4.6 to 16.0

for filter orders 1 through 8, while TC is typically 2–20 ms. The velocity of the motor can

be calculated by dividing the step size by the settling time:

v =
xs

tsettle
=

xs

f (m) ·TC
. (3.62)

Implementing this continuous scanning algorithm reduces image acquisition time by over
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an order of magnitude compared to the discrete scanning algorithm, and has enabled the

characterization of sub-micron crystallization features in thermally grown oxides, as dis-

cussed in Chapter 5.

3.5 Summary

In this chapter, I outlined the experimental techniques used in this dissertation and the

analyses pertinent to them. In order to grasp the essence of a pump/probe experiment,

it is necessary to understand the concepts of thermoreflectance and lock-in amplification.

Without these two key factors, pump/probe experiments would be virtually impossible.

Following, I outlined the TDTR system I built during my first year in the ExSiTE lab.

The associated mathematical formalism used in analyzing this techniques was presented,

where we further delved into the two-temperature model when carrier non-equilibrium

was included. Finally, I provided the basic premise of spatially understanding thermal

properties using TDTR. In the next chapter, I will use this approaching to mapping the

thermal properties of materials to extract both the anisotropic thermal conductivity tensor

of b -Y2Si2O7 as well as the spatially varying thermal conductivity of a steam-cycled b -

Yb2Si2O7 system.
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Chapter 4

Thermal Conductivity of

Thermal/Environmental Barrier

Coatings

4.1 Anisotropic Thermal Conductivity of Yttrium Disili-

cate

The work presented in this section has previously been published in Acta Materialia

[86], and is a culmination of work from individuals in the ExSiTE Lab and Opila Research

Group at UVa. In particular, Valentina-Angelici Avincola and Cory Parker of the Opila Re-

search Group were foundational in fabricating the specimen of interest and characterizing

it using electron-backscatter diffraction. Leonard Braun, John Gaskins, and Albert Tomko

of the ExSiTE Lab aided in the development of the thermal conductivity microscope, as

well as interpreting the data in a tensorial manner. Experimental guidance was provided by

Elizabeth Opila and Patrick Hopkins.
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4.1.1 Background

The harsh conditions experienced by coatings in extreme environments intensifies the

rate at which materials fail. For example, the localized power densities and associated tem-

perature increases in high temperature chemically reacting atmospheres can give rise to

hot spots and large thermal gradients [87–89] and resulting thermal expansion and material

deformation [90–92], and promote coating failure via cracking, delamination, oxidation,

corrosion and spallation [93–96]. Due to the thermochemical and thermomechanical con-

straints on materials in these environments, the phase space of materials available for use

in these extreme atmospheres is limited. SiC-based turbine components in combination

with an environmental barrier coating (EBC) are promising material systems for their im-

plementation as turbine engine components [95, 97]. Due to the intense combustion envi-

ronments in which these material systems operate in, EBCs possessing high water-vapor

resistance, low contrast in thermal expansion coefficient to adjacent and subsurface ma-

terials, and chemical and mechanical stability at high temperatures make them attractive

for the protection of subsurface materials [98]. Rare earth (RE) silicates exhibit the above

qualities [16, 23], with the capacity to withstand temperatures up to and higher than 1316
�C for thousands of hours [99]. These combined characteristics have brought RE silicates

to the forefront of technological relevance in the search for EBCs for turbine component

protective coatings in extreme environments.

Yttrium-based silicate coatings have been identified as promising candidates for EBCs.

Compared to early barium strontium aluminosilicate (BSAS) EBCs, yttrium silicates ex-

hibit improved stability, all while maintaining high temperature thermomechanical stability

[100]. The comparable coefficient of thermal expansion (CTE) of g-Y2Si2O7 to those of

SiC and mullite make it a suitable EBC in addition to its stability at elevated temperatures

[16, 101], offering a further relief from the stresses arising from thermal cycling [100, 102–

105]. In all, Y2Si2O7 is a promising candidate for EBC applications.

The thermal conductivity associated with these silicates is a critical property that needs

to be taken into consideration when designing EBCs, as this ultimately dictates the heat
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spreading ability of the material, resultant internal energy densities, and local temperature

rises. Various works have examined the thermal conductivity of yttria-based silicates in

their bulk form with values ranging from 0.161 to 4.91 W m�1 K�1, depending on the

porosity of the system [101, 105–108]. Thermal conductivity for these reported values

generally represent an average thermal conductivity of a polycrystalline, possibly multi-

phase system. For example, in all of the aforementioned reports of yttria-based silicate

thermal conductivity, laser-flash was employed, thus sampling the average thermal diffu-

sivity over the entire volume of the sample. These measurements cannot isolate the mi-

crostructural or anisotropic influences that different grains have on thermal transport in the

sample, especially when the structure is monoclinic as is for the majority of the rare earth

monosilicates and disilicates. Clarke et al. [106] have shown that at high temperatures, the

thermal conductivity of various disilicates can achieve exceptionally low values, reaching

the theoretical minimum limit to thermal conductivity [109]. Additionally, they demon-

strate that the thermal conductivity of Y-, Yb-, and Lu-based disilicates can theoretically

be anisotropic. For these complicated systems, an anisotropic thermal conductivity tensor

dictating the flow of heat is not to be ignored, and has the potential to largely influence

EBC applications at the macroscale.

The challenge, however, is in determining the thermal conductivity tensor in this poly-

crystalline system with an anisotropic crystal structure. At large length scales, much larger

than the characteristic grain sizes in a material, non-textured polycrystalline materials with

anisotropic crystal structures yield an isotropic thermal conductivity. This thermal con-

ductivity isotropy breaks down at the length scale of the energy carriers, in our case, the

mean free paths of the phonons. Thus, while the thermal conductivity may appear isotropic

at macroscopic scales, spatially varying temperature rises and local hot spots can occur

that defy this isotropic assumption, since the microscopic nature of the crystal structure in

the grains, which is anisotropic, will dictate the phonon scattering and local temperature

rises. While structural characterization techniques can clearly resolve differences in local

crystal orientation and phases (e.g., electron-backscatter diffraction), thermal measurement
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techniques have not been afforded the luxury of measuring local anisotropy variation from

grain to grain over length scales consisting of several grains. This has led to a void in our

understanding of not only how the local thermal conductivity of anisotropic polycrystalline

samples relates to the more globally-averaged values, but also leaves several theoretical

treatments of thermal conductivity anisotropy in crystal systems of lower symmetry unvet-

ted.

In this work, we experimentally measure the thermal conductivity tensor of b -Y2Si2O7

by conducting an areal map of the thermal conductivity of polycrystalline b -Y2Si2O7 with

⇠2 micrometer resolution. Locally probing grains and correlating their crystalline orienta-

tions to electron-backscatter diffraction (EBSD) data allows us to measure the orientation-

dependence of heat conduction as quantified by the thermal conductivity. In doing so, we

determine the thermal conductivity tensor of the monoclinic b -Y2Si2O7 system. We find

that b -Y2Si2O7 is reasonably anisotropic, with an ⇠40% change in thermal conductivity

from its most to least-insulating orientations. This strong variation in thermal conductivity

of b -Y2Si2O7 based on grain orientation, which is driven by the naturally large anisotropy

in the crystal, has major implications with regard to predicting mechanisms of failure based

on local thermal strains, and suggests the potential to preferentially texture polycrystalline

EBCs to enhance, restrict, and/or direct heat flow.

4.1.2 Materials & Methods

An atmospheric plasma spray (APS) process was implemented to fabricate a bulk

Y2Si2O7 specimen. The APS process is a non-equilibrium line of sight thermal spray

process, in which a plasma is created using a high amperage anode with either hydrogen

or helium. This plasma has a core temperature of ⇠20,000 K with a steep temperature gra-

dient. Y2Si2O7 powders are fed into the torch and ejected into the plasma using high flow

rates of an inert gas on the order of hundreds of cubic feet per hour. The inhomogenous

heating of the powders and variation in powder size results in a heterogeneous mixture of

non-equilibrium phases in the coating. A post-anneal of 1200 �C for 120 hours in ambi-
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Figure 4.1. (a) X-ray diffractogram of the sample of interest, confirming the presence
of Y2SiO5 and g- and b -phases of Y2Si2O7. (b) Representative SEM of select grains
for reference. (c) Inverse pole figure Z (IPF Z) electron backscatter diffraction orientation
micrograph, showing the differing orientations of grains in (b). See Appendix B1 for EBSD
phase micrograph of the same region. The scale bar in (b) and (c) is 5 µm.

ent conditions was performed in order to finalize the heterogeneous mixture of the system.

The sample is further characterized via scanning electron-microscopy and EBSD for local

variations in phase and orientation using a Helios UC G4 Dual Beam FIB-SEM. X-ray

diffraction was performed using a Panalytical Empyrean XRD.

The post-annealed bulk Y2Si2O7 specimen obtained is polycrystalline with microstruc-

tural features on the order of tens of micrometers. Representative X-ray diffraction (XRD)

of the sample can be seen in Fig. 4.1(a), which shows that the sample is a multi-phase

system consisting of g and b phases of Y2Si2O7 as well as Y2SiO5. Representative SEM

and EBSD micrographs of select grains are shown in Figs. 4.1(b) and (c). The EBSD ori-

entation image shows the varying orientations of grains present in Fig. 4.1(b). Both g- and

b -Y2Si2O7 are present in this region, as shown via EBSD phase micrographs in Appendix

B1. Because of the predominantly b phase Y2Si2O7 in our EBSD maps, we choose to ana-

lyze anisotropic thermal conductivity solely in this phase. EBSD phase micrographs for all

regions analyzed in this work can be found in Appendix B1. We further selectively examine

areas via ESBD to verify crystalline orientations of various grains in different regions of

the sample. Grains of interest can be seen in representative SEM and EBSD micrographs

in Fig. 4.2. We note that various orientations of the disilicate are present, with grain sizes

on the order of ⇠5 µm. The lattice parameters of b -Y2Si2O7 are a = 6.8691 Å, b = 8.960

Å, c = 4.7168 Å, and b = 101.73� [110]. In order to facilitate spatial thermal conductivity
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Figure 4.2. SEM and inverse pole figure (IPF) Z EBSD micrographs of the grains of inter-
est. Regions are denoted by Roman numerals in the top left of each box. The IPF Z key
demonstrates orientation of the grains in EBSD micrographs. Note that all EBSD micro-
graphs contain grains with those of similar and different orientations.

mapping via time-domain thermoreflectance (TDTR), we deposit an aluminum transducer

with a nominal thickness of 80 nm via electron-beam deposition.

TDTR and similar pump-probe metrologies are widely used and vetted in the literature

[57, 111, 112], and is the technique that we use to characterize local variations in the ther-

mal conductivity of b -Y2Si2O7. In our experimental configuration, we spectrally separate

the 808.5 nm output of a 80 MHz Ti:Sapphire oscillator into pump and probe paths. The

pump path is electro-optically modulated at 8.4 MHz, and creates a frequency-dependent

heating event at the sample surface coated with Al. The probe is mechanically delayed in

time, and monitors the thermoreflectance at the sample surface. The cooling curve is com-

pared to the radially symmetric heat diffusion equation to extract the thermal conductivity.

Typically, optical pump-probe techniques utilizing higher modulation frequencies are

relatively insensitive to in-plane thermal conductivity compared to cross-plane conduc-

tivities [111]. At lower modulation frequencies, TDTR and frequency-domain thermore-

flectance (FDTR) can gain increased sensitivities to anisotropy in the thermal conductivity
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tensor. Various methods have been proposed for measurements of this anisotropy, including

beam-offset [68, 113, 114] and elliptic-beam techniques [115, 116]. While versatile, these

methods are highly sensitive to the ellipticity of the beam and the repeatability of the mea-

sured FWHM of the cross-correlation of the pump and probe in beam-offset approaches

[68]. Additionally, these methodologies generally require the use of a low thermal conduc-

tivity transducer, such as NbV, to enhance sensitivity to in-plane transport in the underlying

material and reduce uncertainties in the extracted parameters. For elliptic-beam techniques,

either the beam or specimen must be systematically rotated until the measurement axis is

along the axis of interest, which introduces additional uncertainties into the beam size

and/or specimen orientation. Further difficulties lie in the interpretation of EBSD in-plane

orientations, which are necessary to extract in-plane thermal conductivities for offset and

elliptic beam techniques. Precise knowledge of sample orientation relative to the EBSD

data is required for accurate determination of in-plane thermal conductivity. Neither the

measurement nor the post-processing associated with these measurements are trivial. This

further demonstrates the power of extracting the cross-plane thermal conductivity for grains

of a variety of orientations to extract the thermal conductivity tensor of a material system.

Using a typical thermal model for a two layer system (i.e., 80 nm Al transducer on a

substrate), TDTR is capable of measuring both the thermal boundary conductance between

the Al transducer and the underlying media, as well as the thermal conductivity of the me-

dia. An example cooling curve used to extract these two parameters for a select grain in

Region II can be found in Appendix B1. To perform thermal conductivity mapping, how-

ever, the thermal boundary conductance should be adequately known, as the data from a

single pump-probe delay time is used to extract the thermal conductivity of the underlying

material. Numerous full TDTR scans are acquired across all regions of interest, allowing

for the extraction of the thermal conductivity of the disilicate and the thermal boundary

conductance between the Al transducer and the underlying material. At a modulation fre-

quency of 8.4 MHz, we maintain one-dimensionality and are sensitive to primarily the

cross-plane thermal conductivity and thermal boundary conductance, leaving any influence
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from in-plane transport to be negligible. We find that the thermal boundary conductance

in regions I, II, and III are 43 ± 2, 56 ± 3, and 41 ± 3 MW m�2 K�1, which reflect the

measured conductance from multiple full TDTR scans in a given region. These values are

then used in our sensitivity analysis for the determination of our pump-probe delay time for

the mapping procedure, which is further discussed in Appendix B1. In our measurements,

the RMS pump/probe radii is ⇠1.6 µm, and is determined by fitting the spot size using

a sapphire reference sample. We calculate uncertainties based on the work of Wei et al.

[72], with errors of 2.5% in the pump/probe radii, 6% in the thermal conductivity of the

Al transducer, 2.5% in the thickness of the Al transducer, 5% in the boundary conductance

at the Al/disilicate interface, and 5% in the volumetric heat capacity of the disilicate. At

this modulation frequency, we take into account an error in phase of 0.2 mrad. Uncertainty

analysis for all grains analyzed in this work can be found in Appendix B1.

To facilitate thermal conductivity mapping of the specimen, we mount it on a 3-axis

stage, with motors along the sample orientation having a bidirectional repeatability of <0.5

µm and a closed-loop piezo motor controlling the focal plane of the sample. We orient the

stage in such a way such that movements along the sample surface result in no apprecia-

ble change in focus as indicated by the constant DC intensity of the probe beam. The

pump/probe delay time is chosen, as previously discussed, such that we maximize our sen-

sitivity to the thermal conductivity of the disilicate. Following, the sample is rastered over

a region of interest to probe the thermal conductivity as a function of microstructural varia-

tion across the sample. Unless otherwise specified, the step size in the thermal conductivity

micrographs is 0.25 µm.

The spatial resolution of the measurement is affected by a multitude of parameters

beyond the 1/e2 pump/probe radii. These include the modulation frequency of the pump,

the thermal conductivity and thickness of the Al transducer, the thermal conductivity of

the underlying disilicate, and the thermal conductance at the Al/disilicate interface. At

the modulation frequency with which we perform our experiment (8.4 MHz), the in-plane

thermal penetration depth, and thus the spatial resolution of the measurement, is greatly
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Figure 4.3. Thermal conductivity maps for each of the three regions examined. The step
size in regions I and III is 0.25. µm, while that in region II is 0.5 µm. Maps with finer
resolution of grains presented in Region II can be found in Appendix B1.

diminished as a result of the predominantly one-dimensional heating event. In general, an

increase in transducer thickness and thermal conductivity will result in increased in-plane

heat spreading, and extend the spatial resolution for a fixed modulation frequency. While

the thermal penetration depth in the high-frequency limit (i.e.,
p

k/pC f ) has often been

used to estimate in-plane thermal penetration depths, this parameter must be numerically

determined to account for geometrical considerations of the material system [72, 117].

The in- and cross-plane thermal penetration depths as a function of modulation frequency

can be found in Appendix B1, where we show that the in-plane thermal penetration depth

for a system of this geometry follows ⇠ f�0.1 in the high-frequency limit. Based on the

parameters of our system, we find that the in-plane thermal penetration depth, and thus the

spatial resolution of our experiment, is ⇠1.1 µm.

4.1.3 Results

Thermal conductivity micrographs of the three regions of interest are shown in Fig.

4.3. The thermal conductivity ranges from 5 to 7 W m�1 K�1 in the grains of interest.
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Regions in which the probe beam is diffusely scattered create artifacts in our acquired

signal, and therefore cannot be analyzed with confidence. To overcome these artifacts, we

choose to only analyze regions in which the probe is highly reflective so that they do not

erroneously impact our results. The specific details are discussed further in Appendix B1,

along with reflectivity micrographs of the surface of each region. At these length scales,

we do not expect a reduction in the thermal conductivity near grain boundaries to influence

our results, as this is only to be expected in materials with mean free paths greater than

our spot sizes, such as diamond [118]. Maps corresponding to the uncertainty in thermal

conductivity can be found in Appendix B1, along with higher-resolution micrographs of

Regions II.

The stereographic projection of the measured values with respect to the monoclinic

system can be found in Fig. 4.4(a), where the dots represent the orientations of the grains

analyzed for their thermal conductivity. The error in the measured thermal conductivity

values is on the order of ⇠20%, as an error of 2.5% in the spot size propagates into an error

of ⇠15% in thermal conductivity. The exact measured values and uncertainties for each

grain are tabulated in Appendix B1. We further examine the thermal conductivity from a

continuum approach, extracting the thermal conductivity tensor of the system.

The thermal conductivity tensor of a monoclinic system takes the form [119]

eK =

2

6664

kxx 0 kxz

0 kyy 0

kxz 0 kzz

3

7775
,

where kxx and kyy are thermal conductivities measured along the [100] and [010] directions,

respectively, and kzz is the thermal conductivity measured orthogonal to [100] and [010],

b -90 degrees from the [001] direction, where b is the angle between the [100] and [001]

directions. We will refer to the [100] and [010] directions as x̂ and ŷ, respectively, and the

orthogonal to the two as ẑ. One can explicitly derive the angular dependence of thermal



CHAPTER 4. THERMAL CONDUCTIVITY OF THERMAL/ENVIRONMENTAL
BARRIER COATINGS 87

conductivity of a monoclinic system on q and f :

k(q ,f) = kxx sin2 f cos2 q +kyy sin2 f sin2 q +kzz cos2 f

+2kxz sinf cosq cosf .
(4.1)

In this equation, f is the angle from the ẑ direction, and q is the angle from the x̂ direction

to the projection of the grain orientation onto the x̂-ŷ plane. The full derivation can be found

in Appendix B1.

As the orientation of the grains are known from EBSD, a least-squares minimization

of Eq. 4.1 allows us to recover the components of the thermal conductivity tensor. The

thermal conductivity tensor of b -Y2Si2O7 takes the final form

eK =

2

6664

7.2±1.7 0 �0.2±0.1

0 5.3±1.4 0

�0.2±0.1 0 5.3±1.6

3

7775
W m�1 K�1,

where the uncertainties include the uncertainties in the measured parameters as well as the

95% confidence interval of the best fit to Eq. 4.1. It is important to note that the appearance

of kxz is due to the deflection of the monoclinic from the Cartesian coordinate system,

and that the determinant of the thermal conductivity tensor must be positive so as to be in

congruence with the second law of thermodynamics. The negative thermal conductivity of

kxz suggests that a temperature gradient imposed in the x̂ direction would result in a heat

flux in the -ẑ direction, and vice versa. A rotation of p about the ẑ direction results in a

positive kxz component.

To better visualize the thermal conductivity tensor of this system as it relates to the

structure, we plot these thermal conductivities as a stereographic projection of the crystal

system, shown in Fig. 4.4(b). We note that the thermal conductivity along the [100] and

[1̄00] directions are identical in thermal conductivity due to the symmetry of the monoclinic

system. We also find that the thermal conductivity along the [001] and [010] directions are

both smaller in magnitude than the [100] direction. The minimum attainable thermal con-
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(b) Derived(a) Measured

Figure 4.4. (a) The measured thermal conductivity from the three selected regions, plotted
as a stereographic projection of the monoclinic crystal. The black data points represent
measured data from each of the three regions. Hashed regions indicate orientations of
grains that are not present in the three regions analyzed. (b) Thermal conductivity orienta-
tion map of b -Y2Si2O7 based on the derived thermal conductivity tensor, represented as an
inverse pole figure of the monoclinic structure.

ductivity occurs in the [010] direction. Overall, the directional-dependent thermal conduc-

tivity as represented in Fig. 4.4(b) is in good agreement with our measured data. Tabulated

values from Eq. 4.1 using our extracted thermal conductivity tensor can be found in Table

B2 of Appendix B1. In Figs. 4.5, we show the (a) thermal conductivity magnitude from

Eq. 4.1 and (b) the representation ellipsoid defined by

1 = Ki jxix j, (4.2)

where xi and x j are the coordinates of the system. The radius of the thermal conductivity

ellipsoid in Fig. 4.5(b) for a given coordinate pair is the inverse of the root of the ther-

mal conductivity magnitude for that coordinate pair (i.e., k�1/2, where k is the thermal

conductivity for some xi and x j).
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4.1.4 Discussion

From the kinetic theory of gasses, the phonon contribution to thermal conductivity can

be approximated as k = 1
3Cv2t [120]. In this equation, C is the volumetric heat capacity, v

is the group velocity of thermal carriers, and t is the scattering rate. We take C to be identi-

cal for each of the crystalline orientations, which is reasonable because the volumetric heat

capacity of a given system takes no directional dependence. If the directional-dependence

to the thermal conductivity is dictated by the group velocity of the thermal carriers, then

we should see variations in this parameter based on calculated velocities from the elastic

constants of the system. Using elastic constants from the literature [121], the Christoffel

equation can be solved for an arbitrary orientation in the system to extract the group ve-

locities of longitudinal and transverse modes [122]. The Debye velocity, vD, can then be

calculated as
3

v2
D
=

1
v2

l
+

1
v2

t,1
+

1
v2

t,2
(4.3)

where vl is the speed of the longitudinal mode, and vt,1 and vt,2 are the speeds of the two

transverse modes. We find vD to be ⇠5500, ⇠4400, and ⇠5300 m/s along the [100], [010],

and [001] directions, respectively. Steps to solve the Christoffel equation can be found in

Appendix B1. Between the [010] and [100] directions, good agreement is found in trend

(a) (b)

100010

001

Figure 4.5. Representation quadrics of the (a) thermal conductivity magnitude and (b)
thermal conductivity ellipsoid of b -Y2Si2O7.
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between the calculated Debye velocities and thermal conductivity, whereby an increase in

the thermal conductivity is observed for increasing vD. However, the thermal conductivity

along the [010] and [001] directions are identical despite having different carrier velocities

along these directions. Thus, we attribute the observed changes in thermal conductivity to

the scattering rate, t , arising from the differing atomic environments along these crystalline

directions. We present a visual representation of these differing crystalline orientations in

Appendix B1.

Very few works in the literature have experimentally examined the anisotropic ther-

mal conductivity of b -Y2Si2O7. Zhou et al. [123] and Tian et al. [121] both presented

experimental measurements of thermal diffusivity via the laser-flash method. In both pre-

vious works, heat capacity was confirmed independently, either by differential scanning

calorimetry (DSC) or by employing the Neumann-Kopp rule as an approximation based

on the constituents of the system. Regardless, both previous works describe the thermal

conductivity of a bulk system, where microstructural effects and anisotropy are averaged

to determine a single thermal conductivity. Furthermore, Tian et al. [121] have determined

the anisotropic minimum thermal conductivity based on the Debye approximation in the

high-temperature limit, showing a two-fold change in thermal conductivity based on crys-

talline orientation. The representation quadric of the thermal conductivity determined in

our work is inconsistent with that obtained in Ref. 121. They determine the directional

dependence of the thermal conductivity from the anisotropic velocity as obtained from the

anisotropic Young’s modulus. However, this directional dependence is derived from the

fourth-rank elasticity tensor, in which four extrema are possible for a given plane and the

interpretation of the thermal conductivity in this manner is inconsistent with the second-

rank nature of the thermal conductivity tensor, in which just two extrema are possible for a

given plane, the values of which reflect the eigenvalues to the in-plane thermal conductivity

tensor for that plane.

Our values are higher than those found in the literature for room temperature measure-

ments; however, we can attribute the differences in our results to the measurement tech-
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nique. For polycrystalline samples measured via laser flash, an average thermal conductiv-

ity of all crystalline directions and polymorphs is determined. One can define an effective

thermal conductivity related to the determinant of the tensor determined as keff =
3
q

det(eK),

where the cube root arises due to the dimensionality of the system. For our results, we find

that keff = 5.9 ± 1.1 W m�1 K�1, which one would expect to recover in the event that the

measurement technique is sensitive to all components of the thermal conductivity tensor,

or in the limit that the measurement spot size in TDTR is much larger than the mean grain

size in a non-textured, polycrystalline b -Y2Si2O7 sample and the extracted parameter is

not influenced via the inclusion of grain boundaries or other extrinsic effects. Our results

are the first to report on spatially measuring thermal conductivity via TDTR to reproduce

the thermal conductivity tensor of an anisotropic material system, specifically that of b -

Y2Si2O7.

Based on the similarity of the elastic constants of b -Y2Si2O7 to other monoclinic dis-

ilicates used in the coatings community (Yb, Lu), we can expect similar trends in thermal

conductivity based on these elastic constants. Ultimately, this suggests the need to better

understand texturing techniques along directions of low thermal conductivity, which may

allow for tailoring heat flow in order to enhance the performance of gas turbine engines.

Anisotropic thermal conductivities in these material systems can provide several key advan-

tages in bettering these efficiencies. Beyond creating a larger temperature gradient between

hot engine gasses and the underlying turbine blade, improved lateral heat flow along the

surface of the coating will allow for more convective cooling near the surface. Indeed, nu-

merical simulations have shown the potential for hot spot generation on gas turbine blades,

and these findings offer a mitigation strategy toward solving this problem [88].

In summary, we fabricated polycrystalline Y2Si2O7 that contains various polymorphs

of the disilicate. Conventional methods of determining the thermal conductivity of these

materials rely on bulk sample measurements, which do not yield insight into the microstruc-

turally dependent thermal conductivity of individual grains, instead averaging the thermal

conductivity of the entire system. We show that TDTR is capable of spatially separating
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thermal conductivities in grains on the order of ⇠5 µm. This allows us to verify anisotropy

in the thermal conductivity of the b -Y2Si2O7 based on EBSD-correlated grain orientation,

ultimately providing us with the ability to calculate the thermal conductivity tensor of the

system. In all, this work demonstrates the power of laser-based transient techniques for the

determination of thermal conductivity for samples in which variations in thermal conduc-

tivity at the microstructural level are present in the material system.

4.2 Spatiotemporal Thermal Conductivity Evolution of Steam

Cycled Ytterbium Silicate/Silicon Environmental Bar-

rier Coatings

The work presented in this section has previously been published in Materials Today

Physics [124], and is at the intersection of materials science and thermal characterization

for multifunctional coating systems. The section sought contributions from the ExSiTE

Lab, Opila Research Group, and Wadley Research Group. Jeroen Deijkers and Bradley

Richards of the Wadley Research Group facilitated in the fabrication and cycling of the

coated specimens, as well as characterization via scanning electron microscopy. From

the ExSiTE Lab, Kathleen Quiambao-Tomko performed the necessary electron-backscatter

diffraction characterization, while John Gaskins aided in thermal conductivity measure-

ments as well as their interpretation. Experimental and theoretical guidance were provided

by Elizabeth Opila, Patrick Hopkins, and Haydn Wadley.

4.2.1 Background

Silicon carbide based ceramic matrix composites (SiC CMCs) are beginning to be im-

plemented in the hottest section of advanced gas turbine engines where their surface is ex-

posed to hot (⇠1500 �C), high pressure combustion gas flow [98]. In these environments,

the SiC surface reacts with both residual oxygen and water vapor to simultaneously form
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a silica thermally grown oxide (TGO) layer which is also volatilized by reactions with the

steam to form gaseous silicon hydroxide species such as Si(OH)4 [93, 94]. These reactions

lead to loss of the SiC at rates of up to several micrometers per hour, sufficient to greatly re-

duce the useful life of the component [94, 125]. This problem is presently addressed by the

deposition of an environmental barrier coating (EBC) to the surface of the CMC exposed

to the gas flow. The primary function of an EBC is to avoid oxidation and volatilization

of the SiC component but, if made from materials with low thermal conductivity, can also

function as a thermal and environmental barrier coating (T-EBC) that reduces the maxi-

mum temperature of the underlying composite. Characterization of the thermal transport

behavior of T-EBC systems is therefore an area of considerable current interest.

State-of-the-art EBC systems utilize a silicon bond coat with a low silica activity, rare-

earth disilicate top coat [23, 95, 105, 141]. In the absence of a Si bond coat, SiC will

form gaseous oxidation products, such as gaseous CO, which will introduce interfacial

porosity and ultimately result in coating spallation. Thus, the primary function of the Si

bond coat is to prevent oxidation of the SiC by preferentially forming a SiO2 TGO on its

exterior surface [98], as the very low oxygen activity at the interior silicon-SiO2 interface

greatly reduces the oxidizer flux that reaches the SiC surface. The coefficient of thermal

expansion (CTE) of the bond coat, 4⇥10�6 �C�1, is similar to that of the SiC composite, 4–

5⇥10�6 �C�1, and thus reduces the driving force for delamination arising from mismatch

in thermal strain between the CMC and bond coat during thermal cycling. Unfortunately,

the TGO layer of the bond coat crystallizes at elevated temperatures to form b -cristobalite.

On cooling through ⇠240–270 �C, it transforms to the a-phase with a 4–7% reduction in

volume [90–92, 142]. The large elastic strain created by this transformation then creates a

driving force for delamination at the Si-TGO interface that increases with TGO thickness

[95].

The rare-earth silicate top coat serves multiple purposes. It reduces the oxidizer flux

that permeates to the bond coat, thereby reducing the rate of SiO2 scale formation and

consumption of the bond coat [143]. In addition to a high resistance to the permeation of
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oxidizing species, this exterior layer must have a low steam volatility since its outer surface

is in contact with the combustion gas flow [144, 145]. To reduce the risk of coating failure

by thermomechanical mechanisms, the rare earth silicate CTE needs to be well matched to

the Si-SiC composite on which it is attached.

Top coats with a low thermal conductivity are preferred since they are then able to

decrease the temperature of the Si bond coat to prevent melting and reduce the rate of

thermally-activated TGO thickening. The low thermal conductivity also helps to reduce

the temperature of the SiC CMC, whose strength is reduced as the temperature approaches

1500 �C [20, 21, 105]. Ytterbium disilicate (b -phase Yb2Si2O7; YbDS) is widely used and

such a Si-YbDS system, schematically illustrated in Fig. 4.6, has exhibited good thermo-

mechanical stability and resistance to volatilization for up to 2000 hours of steam cycling

between 110 and 1316 �C [95]. The CTE match to SiC and moderately low thermal con-

ductivity of 5–7 W m�1 K�1 at room temperature make it a strong candidate for top coats

in a T-EBC system.

YbDS top coats are applied using atmospheric plasma spray (APS) deposition of nom-

inally pure YbDS powders [95]. However, a second ytterbium monosilicate (Yb2SiO5;

YbMS) phase is usually present either from contamination of the powder or by loss of SiO2

during the thermal spray process [146]. As a result, the ytterbium silicate top coat typically

consists of a two-phase system with 10–15% YbMS as elongated solidified droplets in a

YbDS matrix [97]. This has significant implications on the operating performance of the

coating as the thermal conductivity, CTE, and steam volatility resistance of the two phases

are very different, shown in Table 4.1. On one hand, a coating consisting entirely of the

YbDS phase has been thought to be preferable since its CTE is well matched with the a-

SiC substrate. However, the steam volatility resistance of YbMS is much greater than that

of YbDS alone [16, 147, 148]. In practice, the presence of some YbMS in YbDS coatings

appears unavoidable, the effective thermo-physical properties of the coating are then deter-

mined by the volume fractions and dispersion (i.e., microstructure) of the two phases. In

addition, as the EBC is thermally cycled in steam, SiO2 loss from the YbDS transforms the
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outer surface to more slowly volatilized YbMS [95].

From a CMC thermal protection perspective, low thermal conductivity (⇠2.5 W m�1

K�1 at room temperature) YbMS offers a higher thermal resistance compared to YbDS

(⇠5–7 W m�1 K�1) at room temperature [105, 121, 126, 149]. Considerations, however,

have not been made for the anisotropic nature of these materials. We have previously de-

termined the anisotropic thermal conductivity tensor of b -Y2Si2O7 [86], and expect YbDS

to have similar anisotropy based on its similarity in elastic constants [121]. At the atomic

scale, Zhou et al. [126] and Xiang et al. [149] have argued that the thermal conductivi-

ties of YbMS and YbDS can be attributed to the heterogenous bonding environment of the

crystal, where weak Yb-O bonding results in low sound velocities and Debye temperatures

and, ultimately, low thermal conductivity. Indeed, the sound velocity and Debye temper-

ature are smaller in YbMS compared to YbDS, despite YbMS possessing a higher atomic

density [126, 149]. At the microscopic scale, additional scattering of phonons occurs at

grain boundaries, a mechanism that has been shown to reduce the thermal conductivity of

materials relative to their bulk counterparts [150, 151].

In addition, due to the anisotropic CTE of YbMS [132] and YbDS [126, 128], it is gen-

erally thought that the small grain size formed during the thermal spray deposition process

is preferable so that large variations in CTE anisotropy at the microscopic scale are aver-

aged out. This results in a reduction of local strain and a reduced chance of coating cracks.

However, small YbDS grain size provides a fast transport path for molecular oxygen and

hydroxyl group diffusion to the bond coat, and is therefore not desirable for slowing the

rate of TGO growth [152]. In practice, during the high temperature use of an EBC, reten-

tion of the small grain size is unlikely, and the microstructure of the system dynamically

evolves. An understanding of the microstructural evolution of a thermally cycled ytterbium

silicate coating and its influence on the associated thermal profile would be helpful during

the design of coatings for the hot sections of a gas turbine engine. To design coatings with

a reliable use life, an understanding of the dynamic behavior of the EBC phase fractions

and microstructure during its use in high temperature, oxygen and steam cyclic conditions,
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and implications for thermophysical properties, is therefore needed.

Here, we characterize the evolution of the phase fractions and microstructure of a model

APS deposited Si-YbDS EBC and measure the thermal conductivity distribution of the

EBC system subjected to varying periods of thermal cycling in a flowing oxygen/steam

environment. This is accomplished by combining scanning electron microscopy tech-

niques with spatially resolved time-domain thermoreflectance (TDTR) thermal conductiv-

ity measurements. We characterize these structural and thermal property variations in the

as-deposited material state, after stabilization annealing, and periodically during thermal

cycling between 110 and 1316 �C for up to 2000 1-hour cycles in a flowing steam-oxygen

environment. In addition to the anticipated phase fraction and microstructure evolutions,

we have also observed a disappearance of the YbMS phase near the TGO, consistent with

the solid state reaction of silica from the TGO with YbMS to form YbDS.

4.2.2 Materials & Methods

Coating layers were deposited on 25.4 mm x 12.7 mm x 4.8 mm a-SiC substrates

(Chand Associates, Inc., Plymouth, MA). The edges of the SiC substrates were chamfered

at 45� to allow for over-spraying of the edges, reducing the risk of coating delamination.

The SiC surface was conditioned using a light grit blast, followed by an ultrasonic clean

in ethanol prior to the deposition procedure. The Si/YbDS EBC system was deposited

using an atmospheric plasma spray (APS) system located in a spray cell equipped with

exhaust and particle trap systems, described in Ref. 153. This system used Praxair-TAFA

Model SG-100 torch with a Model 02083-175 anode configuration and was attached to a

six-axis robot whose pattern of translation was preprogrammed and remotely controlled

from outside the spray cell. Additional details regarding the APS deposition process can

be found in Appendix B2.

We use TDTR to locally probe variations in the thermal conductivity of the YbDS EBC.

An 80 MHz Ti:Sapphire oscillator centered at 808.5 nm is energetically split into pump and

probe paths. The pump is electro-optically modulated at 8.4 MHz, and creates a frequency-
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dependent heating event at the sample surface. In a conventional TDTR measurement,

the probe is mechanically delayed in time, monitoring the thermoreflectance at the sample

surface following the pump heating event. The data are fit to the radially-symmetric heat

diffusion equation to extract thermal parameters of interest, namely the thermal conduc-

tivity of the underlying EBC. To expedite this process, and spatially monitor the thermal

conductivity, we fix the delay time and raster the sample over the region of interest. The de-

lay time is chosen such that changes in the acquired signals are reflective of changes in the

thermal conductivity of the underlying EBC, not the resistance associated with the Al/EBC

interfacial region. The specific delay times for each of the specimens examined in this work

are further discussed in Appendix B2. The effective pump/probe 1/e2 radii of 5 µm pro-

vides sufficient resolution to delineate between the ytterbium mono- and disilicate phases

present in the EBC system. For finer resolution micrographs, the effective pump/probe 1/e2

radii is 1.4 µm. In regions where microstructural and phase features are smaller than the ef-

fective pump/probe radii, TDTR measures a volume-averaged thermal conductivity, which

includes the influence of grain boundaries, nanoporosity, and any residual stresses that may

be present in the coating structure. Several works in the literature outline the methodology

and analysis associated with TDTR [57, 112], as well as the extension of the technique to

spatially understanding variations in thermal properties [154–157].

Figure 4.6. Schematic illustration of a Si-ytterbium silicate EBC system applied to an a-
SiC substrate. The ytterbium silicate top coat consists of ytterbium disilicate (YbDS) and
ytterbium monosilicate (YbMS).



CHAPTER 4. THERMAL CONDUCTIVITY OF THERMAL/ENVIRONMENTAL
BARRIER COATINGS 99

SEM BSE micrographs were acquired using a Helios UC G4 Dual-Beam FIB-SEM at

an accelerating voltage of 20 kV. We use the focused ion beam (FIB) to etch trenches ap-

proximately 100 µm apart through the coating to be able to better identify those regions

when performing TDTR measurements. Electron backscatter diffraction (EBSD) micro-

graphs were procured using a FEI Quanta 650 Field-Emission SEM in high-vacuum using

a specimen pre-tilt of 70�. The typical step size for EBSD micrographs was 0.25 µm.

The EBC system consisted of an ⇠125 µm thick, predominantly YbDS top coat and an

⇠50 µm Si bond coat deposited by APS on an a-SiC substrate, see Fig. 4.6. Specimens

were stabilization annealed at 1250 �C for 24 hours before being subjected to thermal

cycling in a 90 vol% H2O/10 vol% O2 gas environment at a pressure of one atmosphere

for 500 and 2000 cycles. Each cycle consisted of a 60-minute hold at 1316 �C followed by

cooling to ⇠110 �C for 10 minutes. The gas flow rate was 4.4 cm/s. We removed specimens

after 500 and 2000 cycles, yielding three total samples including the stabilization annealed

specimen. All specimens were cross-sectioned, polished, and coated with a nominal 80 nm

Al transducer to facilitate thermal conductivity measurements in the plane of the coating

via TDTR, as discussed in the Methods section.

4.2.3 Results

Figure 4.7 shows cross-section SEM images taken in backscattered electron (BSE)

imaging mode so that pixels of lighter contrast correspond to regions with a higher con-

centration of high atomic number elements such as Yb. Thermal conductivity micrographs

of the same regions acquired using TDTR are also shown in Fig. 4.7. See Appendix B2

for SEM BSE and thermal conductivity micrographs of the as-deposited specimen. Also

shown in Fig. 4.7 are the thermal conductivity and phase profiles for each specimen, where

black and red lines represent the YbMS and YbDS volume fractions, respectively, while

the blue band is representative of the range of thermal conductivities measured in the same

region.

In the following three subsections, we discuss the phase, thermal conductivity, and
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Figure 4.7. Cross-section back-scattered electron (BSE) micrographs, thermal conductivity
micrographs, and normalized phase counts and depth-dependent thermal conductivity for
the (a) stabilization-annealed specimen and specimens cycled for (b) 500 and (c) 2000
hours in a steam environment. The red and black lines correspond to the darker/lighter area
fractions in micrographs corresponding to the YbDS and YbMS phases, respectively, while
the blue band corresponds to the range of thermal conductivity measured as a function of
depth.
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microstructural profiles of the coatings as they evolve in time, where the observed trends in

phase and thermal conductivity are summarized in Table 4.2 for reference.

Phase

The presence and spatial distribution of YbMS regions within the predominantly YbDS

coating can clearly be observed in the BSE SEM micrographs of Fig. 4.7 as areas with

lighter contrast. This phase distribution is also confirmed via EBSD phase micrographs,

see Appendix B2. The YbMS/YbDS phase fraction in the stabilization specimen was ap-

proximately uniform throughout the coating, see Table 4.2. Splats in this specimen were

composed of either YbMS, YbDS, or some fraction of the two. Trace amounts of Yb2O3

have also been reported to be present in the coating [153]. Many of the splats have a curved,

thin plate morphology–a structure that is consistent with the impact of liquid droplets with

the rough coating surface during the APS deposition process.

During steam cycling, the SEM images reveal the development of a surface region

with substantially reduced YbDS. This resulted from differential steam volatilization rates

for the YbDS and YbMS phases in the coating. Costa and Jacobsen [147] have shown

that mixtures of Yb2O3 + Yb2SiO5 have a lower silica activity than Yb2Si2O7 + Yb2SiO5

mixtures. As a result, during the reaction of water vapor with these silica rich compounds

in which SiO2 + H2O ⌦ Si(OH)4, silica loss at 1316 �C is approximately 100-fold higher

from the YbDS compared to YbMS under equilibrium conditions. The loss of SiO2 from

the YbDS phase is accompanied by a partially constrained ⇠26 % volume reduction [95],

resulting in a porous silica depleted YbMS reaction product layer. The combination of

underlying YbDS constrained lateral shrinkage during the reaction and the higher CTE of

the reaction product results in channel cracking and local reaction product delamination

upon cooling, reducing its subsequent utility for resisting inward permeation of oxidizers

towards the bond coat [95].

After 500 hours of steam cycling, the outer YbDS surface region shows evidence of this

volatilization, resulting in the formation of a thin (⇠5 µm thick) YbMS layer at the steam-
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Cycling YbDS YbMS k
Hours Fraction Fraction (W m�1 K�1)

0
Top 0.74 0.26 4.0 ± 0.7

Middle 0.80 0.20 4.8 ± 0.9
Bottom 0.90 0.10 5.3 ± 0.9

500
Top 0.33 0.67 2.6 ± 0.8

Middle 0.81 0.19 4.9 ± 0.9
Bottom 0.87 0.13 5.4 ± 1.1

2000
Top 0.30 0.70 1.8 ± 0.6

Middle 0.75 0.25 5.2 ± 1.0
Bottom 0.99 0.01 6.2 ± 1.1

Table 4.2. Summary of dynamic and spatially varying phase and thermal conductivity (k)
distributions of cycled specimens at the top, middle, and bottom of the coating. The top
region is considered to be within ⇠10 µm from the surface of the coating, while the bottom
is considered to be within ⇠15 µm from the Si bond coat. The middle region excludes the
top and bottom regions.

exposed surface of the coating. Not only does this result in a porous YbMS layer, the YbMS

fraction rose from ⇠25 to ⇠67% within 10 µm of the coating surface. The remainder of the

coating matrix was predominantly a YbDS matrix containing a fine distribution of YbMS

particulates. The average YbMS fraction was ⇠20% but could vary significantly from 0 to

50% from one splat to another, see Table 4.2.

The specimen cycled for 2000 hours, Fig. 4.7(c), shows the presence of a 10–15 µm

thick steam volatilized region near the outer surface of the coating. This layer was both

porous and had suffered channel cracking. Its YbMS phase fraction, as indicated by the

profile in Fig. 4.7(c), indicated the YbMS volume fraction was on average ⇠70% within

10 µm of the coating surface. The YbDS volume fraction in the bulk of the coating was

similar to the stabilization annealed specimen as well as the specimen cycled for 500 hours,

at ⇠75%. Within 15 µm of the TGO, however, this volume fraction increased to 99%, and

a lack of YbMS present is confirmed via Raman spectroscopy (see Appendix B2).
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Figure 4.8. (a) SEM BSE and (b) EBSD band contrast micrographs of the stabilization
annealed specimen. (c) High-resolution EBSD band and (d) phase contrast micrographs
from the region outlined in (a) and (b). In (d), red and yellow regions are representative of
YbDS and YbMS, respectively. (e) Thermal conductivity micrograph of the region shown
in (a).

Microstructure

EBSD band and phase contrast micrographs of the stabilization annealed specimen are

shown in Fig. 4.8. Figure 4.8(a) shows the SEM BSE micrograph together with a thermal

conductivity map from Fig. 4.7(a) for reference.This micrograph shows a wide variation in

gray scale of the individual splats that had solidified to form the coating. Splats of darker

and lighter contrast consisted of almost pure YbDs and YbMS, respectively. This is also

confirmed via EBSD phase contrast micrographs, see Appendix B2.

The stabilization annealing process is intended to fully crystallize the as-deposited coat-

ing and transform metastable phases which are often present after thermal spray deposition

[95]. EBSD micrographs of the as deposited specimen can be found in Appendix B2, and

indicate an amorphous/nanocrystalline matrix with the occasional large YbDS crystallite.

Inspection of the EBSD data in Fig. 4.8(b) indicates that the average grain size within

the stabilized YbDS rich regions was very small (< 2 µm). High resolution band and phase

micrographs are shown in Figs. 4.8(c) and (d), respectively, and indicate that in YbDS rich

regions the grain size was ⇠100 nm, conducive to grain boundary transport of oxidizing

species to the bond coat [152]. However, in splats composed of almost pure YbMS, such

as those entering the upper left of the dotted white box in Fig. 4.8(b), the grains were

much larger and of comparable size to the width of the splat (1–5 µm). The grain size that
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Figure 4.9. (a) BSE and (b) EBSD band contrast micrographs of the specimen after cycling
for 500 hours in a steam environment.

results from a directional solidification process like that encountered in APS deposition is

influenced by the cooling rate, and by the thermal and compositional gradients in the melt,

with the latter dependent on the diffusivity of the silica and ytterbia in the melt. However,

a rationalization of these differences must await future assessments of the solidification

processes. Grain size distributions for YbMS and YbDS can be found in Appendix B2 for

the stabilization annealed specimen.

YbMS and YbDS grain size distributions for the specimen cycled for 500 hours can

be found in Appendix B2. Figure 4.9 shows the (a) BSE micrograph and (b) EBSD band

contrast micrograph of the system subjected to 500 steam cycles. Near the surface of

the coating, where the YbMS phase counts dominated the first ⇠10 µm, the grain size was

relatively small, < 500 nm. This was similar to the grain size within fine YbMS particulates

interspersed throughout the YbDS matrix. Regions of pure YbMS had larger grain sizes,

approaching ⇠4–5 µm in some cases. The YbDS matrix had an average grain size of ⇠1

µm. Near the Si bond coat, grain coarsening of YbDS was observed, resulting in a grain

size of ⇠5 µm in the region depleted of YbMS. The TGO thickness of ⇠500 nm remained

similar to the stabilization annealed sample, consistent with the delayed permeation of

oxidizing species to the bond coat surface.
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Figure 4.10. (a) SEM BSE micrograph of coating cycled for 2000 hours. High resolution
(b) phase contrast, (c) band contrast, and (d) thermal conductivity micrographs of region
outlined in the middle of (a). High resolution (e) phase contrast, (f) band contrast, and
(g) thermal conductivity micrograph of region outlined at bottom of (a). In the EBSD
phase contrast micrographs, red and yellow regions are representative of YbDS and YbMS,
respectively, while trace amounts of a-cristobalite can also be observed as green. In (b)-(d)
and (e)-(g), the scale bars are 5 and 25 µm, respectively.

EBSD characterization of the specimen cycled for 2000 hours is shown in Fig. 4.10,

which shows (a,c,f) EBSD band and (b,e) phase micrographs of the same region as that

found in Fig. 4.7(c). See Appendix B2 for band contrast micrograph of Fig. 4.10(a), which

shows mean grain sizes increasing from ⇠500 nm after 500 cycling hours to ⇠2–3 µm

in the volatilized region. In Fig. 4.10(c), near the center of the coating, the mean grain

size of the YbMS and YbDS are 1 µm for the majority of the grains present in the

region. Regions in which the YbMS fraction was larger exhibited larger grain sizes, on

the order of ⇠5 µm, consistent with the coarsening mechanisms of two-phase systems

[158, 159]. Towards the bottom of the coating, in Fig. 4.10(f), grains of the YbDS phase

are much larger in size, on the order of 5–10 µm. While YbMS precipitates are present in

this region, they are much smaller than in the rest of the coating and their phase fraction

relative to YbDS decreases significantly closer to the bond coat, see Table 4.2.
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Thermal Conductivity

Prior to cycling, the stabilization annealed specimen exhibits a spatially varying thermal

conductivity dependent on the local YbMS/YbDS phase fraction, see Fig. 4.7(a). In regions

consisting of primarily YbMS, the thermal conductivity is ⇠2 W m�1 K�1, whereas in

those composed of YbDS, the thermal conductivity is closer to ⇠6 W m�1 K�1. Because

TDTR measures a spatially averaged thermal conductivity, regions in which finer YbMS

and YbDS features are present tend to result in a composite thermal conductivity of 4-5

W m�1 K�1. Interestingly, we see a progressive increase in thermal conductivity from the

surface of the coating to the bond coat, as indicated by the profile outlined in Fig. 4.7(a).

The grain sizes for YbDS and YbMS, in general, are larger near the Si bond coat com-

pared to the surface of the stabilization annealed coating. Various previous works have

indicated a reduction in thermal conductivity with a decrease in the mean grain size of a

material system [71, 150, 151, 160]. This appears to be consistent with our observations

between the EBSD band contrast and thermal conductivity micrographs. Indeed, the small

grain sizes near the top of the coating are associated with a lower thermal conductivity,

while the relatively coarser grains near the Si bond coat are correlated with a higher ther-

mal conductivity. This is graphically represented by the thermal conductivity profile in Fig.

4.7(a), where the thermal conductivity of the coating increases progressively from ⇠4 W

m�1 K�1 to ⇠6 W m�1 K�1 from top to bottom of the coating. However, we cannot solely

attribute the observed trends in thermal conductivity to a difference in grain size. Indeed,

since the laser spot size used in our TDTR measurements is large compared to the charac-

teristic grain size, and thus inherently samples over the multi-phase system with large grain

and phase boundary densities.

The volatilization of silica from YbDS to form a porous YbMS layer at the surface

of the coating, Fig. 4.7(b) and 4.7(c), is correlated with a lower thermal conductivity (⇠2

W m�1 K�1) region near the exterior surface of the coating. We note that the presence

of porosity as well as the low thermal conductivity of the YbMS phase (2–3 W m�1 K�1

evident in the interior of the coating) will have contributed to the measured value [161–
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163]. The lower thermal conductivity of this partially volatilized region, in practice, aids

in increasing the temperature gradient between hot gasses in the combustion environment

and the turbine blade.

The thermal conductivity of the part of the coatings that had not been steam volatilized

also evolved during thermal exposure. When cycled for 500 or 2000 hours, the average

thermal conductivity of the central region of the coating increased slightly compared to the

stabilization annealed specimen to ⇠5 W m�1 K�1. These increases were much greater

near the Si bond coat, from ⇠5 W m�1 K�1 after the stabilization anneal and cycling for

500 hours to ⇠6 W m�1 K�1 after cycling for 2000 hours. The thickness of this higher

conductivity region also increased with cycling time, consistent with a loss of the low

thermal conductivity YbMS phase.

To further investigate the loss of this phase, we utilize EBSD to monitor phase and

microstructural changes as they relate to the thermal conductivity of the coating following

cycling. High resolution thermal conductivity micrographs of regions presented in Figs.

4.10(c) and (f) can be found in Figs. 4.10(d) and (g), respectively. In Fig. 4.10(d), the

thermal conductivity is approximately equivalent in regions composed entirely of YbMS,

even when the grain size approaches 5 µm as on the right of Fig. 4.10(d). This is in

contrast to what was observed in the stabilization annealed specimen, where we observed a

progressive increase in the thermal conductivity of the coating from the surface to the bond

coat, see Fig. 4.7(a). However, we note that the grain sizes in the stabilization annealed

specimen near the surface were on the order of ⇠100 nm, while those in the specimen

cycled for 2000 hours are on the order of ⇠1 µm. The grain boundary density, thus, is

much smaller in the cycled specimen, and our measurement will then average over fewer

grain boundaries that could potentially reduce our measured thermal conductivity. In Fig.

4.10(g), near the Si bond coat, a relatively high thermal conductivity (5-6 W m�1 K�1)

was measured in regions devoid of YbMS. We attribute this higher thermal conductivity

primarily to the large phase YbDS fraction near the TGO. We do not observe any significant

differences between measurements in Fig. 4.10(g) and in Fig. 4.7(c), suggesting that grain
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boundary density is low enough to not contribute to our measured thermal conductivity.

4.2.4 Discussion

Thermal cycling of a Si-YbDS EBC system between 110 �C and 1316 �C in a steam

environment results in a significant change in the coating phase fractions, their spatial dis-

tributions and in the associated local thermal conductivity within the coating system. These

macrostructural characteristics are summarized in Fig. 4.11(a), which shows the thick-

nesses of the YbMS surface layer, the YbDS-rich region near the bond coat, and that of the

TGO layer. The growth of the YbMS surface layer and YbDS-rich region near the bond

coat are both parabolic in nature, while the thickness of the TGO remained at ⇠500 nm

for the stabilization annealed specimen and that cycled for 500 hours, increasing to ⇠2 µm

after 2000 hours of cycling.

From a thermal property perspective, the stabilization annealed specimen as well as the

specimen cycled for 500 hours show similar thermal conductivities in the central portion of

the coating. As the stabilization annealed specimen has yet to be cycled, it does not exhibit

a volatilized surface region primarily composed of YbMS, suggesting that the specimen

cycled for 500 hours offers comparably better insulating characteristics. At 2000 hours,

we also see a reduction in thermal conductivity at the surface of the coating as a result

of YbDS volatilization. Within 15 µm of the Si bond coat, the thermal conductivity is

increased, and was correlated with an increase of the YbDS fraction to >99%, Table 4.2,

which we attribute to a reaction between silica in the TGO and nearby YbMS.

Inspection of the Yb2O3-SiO2 phase diagram at elevated temperatures shows that it is

thermodynamically favorable to form YbDS from YbMS and silica [164]. At the YbDS/Si

bond coat interface, the reaction between residual YbMS in the YbDS layer and SiO2 in

the TGO is as follows [165]:

Yb2SiO5(s)+SiO2(s)! Yb2Si2O7(s). (4.4)
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Figure 4.11. (a) Relevant layer thicknesses following thermal cycling for YbMS (circles),
YbDS (squares), and the TGO (upward-facing triangles). The thicknesses of YbMS surface
layer and YbDS near the Si bond coat grow approximately parabolically, while the growth
rate of the TGO is approximately linear. (b) Measured TGO thickness (upward-facing
triangles), derived total TGO thickness formed (downward-facing triangles), and derived
TGO lost (diamonds) to the reaction given in Eq. 4.4.
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The result is consistent with previous reports in an ytterbium-hafnate/ytterbium-silicate

TBC/EBC system [166], and possible reactions in a yttrium monosilicate EBC [165].

The reaction between SiO2 and residual YbMS near the TGO is further exemplified

via the SEM BSE micrographs in Fig. 4.12, where we examine the YbMS distribution

near the Si bond coat. In the stabilization annealed specimen, shown in Fig. 4.12(a), fine

YbMS particulates are present near the TGO, which remains amorphous prior to cycling

at elevated temperatures. The observation that YbMS is never in direct contact with the

TGO layer is consistent with the reaction described by Eq. 4.4, which occurs with the

substrate held at 1200 �C in ambient conditions. The elevated temperature of deposition

also increases the rate of Si oxidation, which creates a SiO2 source for YbMS to react with

and form YbDS. Upon cycling to 500 hours the fraction of YbMS near the Si bond coat

is greatly diminished, and this layer extends to ⇠5 µm despite the TGO remaining at a

constant thickness, as in Fig. 4.12(b). Small YbMS particulates are still present within

this region, although much less so than those in the stabilization annealed specimen. In

the specimen that has been cycled for 2000 hours, a region of ⇠10–15 µm within the

TGO is predominantly YbDS, with a very small phase fraction being YbMS. The reaction

between cristobalite and residual YbMS near the TGO is also confirmed via EBSD phase

micrographs (see Appendix B2), where trace amounts of cristobalite can be found within

this region void of YbMS.

10 µm Si

(a) Stabilization Anneal (b) 500 Cycling Hours (c) 2000 Cycling Hours

a-TGO c-TGO 10 µm 10 µm

Figure 4.12. SEM micrographs near the Si bond coat for specimens after (a) stabilization
annealling and cycling in a steam environment for (b) 500 and (c) 2000 hours. In the
stabilization annealed specimen, the TGO remains amorphous, while vertical cracking in
the TGO after 500 and 2000 cycles is suggestive of TGO crystallization.
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The reaction between the TGO and residual YbMS near the bond coat has significant

implications on the performance of EBCs. Previously, it has been shown that the lifetime

of YbDS-based EBCs are contingent on the thermomechanical stability of the TGO layer

[95, 97]. Recall that crystallization of the as-deposited amorphous TGO layer at elevated

temperatures results in the formation of b -cristobalite, which is accompanied by a 4-7%

volume change upon cooling to the a phase at lower temperatures [90–92]. Richards et

al. have shown that this results in additional strains along the Si-SiO2 interface, increasing

the risk of delamination [95]. As growth of the TGO layer via oxidation of the bond coat

occurs in parallel with the reaction between the TGO and residual YbMS, the net growth

of the TGO layer is mitigated by the competition of the two processes.

The measured thicknesses of the TGO formed due to cycling, shown in Fig. 4.11(a),

fundamentally underestimates the total thickness of the TGO that would form as a result

of the reaction given by Eq. 4.4. To estimate the total amount of SiO2 formed, we begin

with our measured thicknesses for the YbDS enriched region. First, we assume that this

YbDS region initially consisted of an average of 12.5 ± 2.5 mol% YbMS. Following, the

number of reacted moles of YbMS can be calculated by using the molar volume of YbDS

and YbMS. For each mole of YbMS formed, one mole of SiO2 is required to form YbDS.

By using the molar volume of b -cristobalite, the thickness of the SiO2 lost to the reaction

in Eq. 4.4 can be estimated and the total thickness of SiO2 that would have been formed

can be calculated. Details regarding the calculations can be found in Appendix B2, and the

results of these calculations are shown in Fig. 4.11(b). They indicate that the fraction of

SiO2 lost from the TGO as a result of the reaction with YbMS is parabolic in nature.

The increase in TGO thickness from ⇠0.5 µm to ⇠2 µm after cycling for 500 and

2000 hours, respectively, is consistent with diffusion of oxidizing species through the

YbDS/YbMS top coat to reach the TGO/Si interface, whereupon they react with Si to

increase the thickness of the TGO layer. At the same time, SiO2 is taken to diffuse through

YbDS to reach regions in which YbMS exists. The trend seen in Fig. 4.11(b) indicates

the fraction of SiO2 lost from the TGO as a result of the reaction with YbMS is parabolic,
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and therefore consistent with diffusion through a YbMS depleted layer whose thickness

increases with time. The presence of porosity may have provided fast diffusion path-

ways for SiO2 from the TGO, increasing the extent to which it reacted with YbMS to

form YbDS [166]. Poerschke et al. [167] have extensively examined SiO2 diffusion in

YbMS/Yb6HfO11 and YbMS/Yb4Hf3O12 systems, and argued that mobility of the diffus-

ing species is enhanced by both grain boundaries and porosity, consistent with the obser-

vations reported here. When the SiO2 thickness consumed via reaction (1) is compared to

that measured, Fig. 4.11(b), the total SiO2 thickness would have been ⇠0.45 µm thicker

than that measured after 2,000 hours of steam cycling. Since the delamination risk of the

coating systems scales linearly with the TGO thickness and the difference in the CTE of

the layers [97], reducing the thickness of the TGO, and the fraction of high CTE YbMS

phase has improved the long-term thermomechanical stability of the coating system.

While we are not able to identify the mechanisms by which the grains near the Si

bond coat coarsen, we hypothesize that it is related to the reaction described in Eq. 4.4,

in addition to traditional coarsening mechanisms of two-phase systems [158, 159]. As the

migration of silica occurs from the TGO to YbMS near the bond coat, the two materials

react to from YbDS, as discussed earlier. We posit that the reaction site will begin to

nucleate, and if energetically favorable, will be consumed by a larger YbDS grain in the

vicinity. Coarsening of YbDS grains near the Si bond coat has significant implications

for the growth of the TGO. Wada et al. [152] have shown that oxygen diffusion pathways

are enhanced along grain boundaries in polycrystalline YbDS. Larger grains of the YbDS

phase near the Si bond coat may therefore delay transport of oxidizing species through this

region of the topcoat, reducing the growth rate of the TGO layer and contributing to the

observed parabolic reaction with YbMS.

Additional considerations in CTE must be made for this dynamically evolving system.

As mentioned previously, it is preferable for YbDS to be in close contact with that of the Si

bond coat due to a similarity in CTE between the two materials. Because the region near

the Si bond coat preferentially forms YbDS over time, the CTE between adjacent media in
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the silicate top coat and Si bond coat are better matched as the coating is cycled.

While we have measured the thermal conductivities in the plane of the YbDS coating,

the associated temperature gradients experienced by a turbine blade will be perpendicular

to our measurements. Additionally, our measured thermal conductivities for YbMS and

YbDS were all performed at ambient temperature, and will not be the thermal conductivity

at elevated temperatures typically experienced in a gas-turbine engine. Based on the crys-

talline nature of these materials, one would expect a reduction in the thermal conductivity

as the ambient temperature is increased due to an increase in anharmonic phonon-phonon

scattering. A variety of experimental and theoretical works have observed this trend in

YbMS [105, 149] and YbDS [121, 126]. The majority of these experimental works, how-

ever, employ laser flash to measure the thermal diffusivity of these materials up to 1600 K.

As the characteristic laser spot size in the laser flash technique is several orders of magni-

tude larger than those used here, they inherently average over multi-phase systems where

grain and phase boundaries all contribute to an average thermal conductivity of their speci-

men, and does not provide the intrinsic thermal conductivity of YbDS or YbMS alone. As

a result of this, we choose to investigate the temperature gradients that such coatings would

endure at elevated temperatures based on the theoretically calculated thermal conductivity

in the high temperature limit.

The theoretical minimum thermal conductivity in the high temperature limit has ex-

tensively been discussed by Clarke [106]. Using this formalism, Zhou et al. [126] have

estimated a lower limit of 1.18 W m�1 K�1 for YbDS, while Xiang et al. [149] have esti-

mated this to be 0.74 W m�1 K�1 for YbMS. Even at elevated temperatures, the thermal

conductivity of YbDS theoretically exceeds that of YbMS. Using these theoretical high

temperature thermal conductivity values, we calculate the nominal temperature distribu-

tions based on the heat-conduction equation in the steady-state regime. We model these

temperature gradients as a function of cycling time to exemplify the impact of the com-

positional variation on the net temperature differential of the coating. Specific details of

the simulation can be found in Appendix B2, but includes the volatilization of YbDS at
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Figure 4.13. Calculated temperature drops across a typical 100 µm ytterbium silicate EBC,
accounting for SiO2 volatilization from YbDS at the surface of the coating, mixing of
YbMS and YbDS, and an increase in YbDS fraction near the Si bond coat. Temperature
calculations include an EBC composed entirely of YbDS (black line) and YbMS (cyan
short dotted line), the stabilization annealed coating (red dashed line), and coatings cycled
for 500 (blue dotted line), 1250 (green dashed-dotted line), 2000 (magenta dashed-dotted-
dotted line), and 5000 (beige short dashed line) hours. The inset shows the total temperature
drop arising from the implementation of the EBC as a function of cycling time.

the surface of the coating and the formation of YbMS, the presence of YbMS in YbDS

in the middle of the coating, and YbDS enrichment near the Si bond coat. We do not in-

clude the TGO or the Si bond coat in our calculations. For reference, we also calculate the

temperature gradients formed if the EBC were comprised of either YbDS or YbMS.

The results of our calculations, Fig. 4.13, indicate a system composed of pure YbDS

exhibits the smallest temperature change across the coating at 100 K, while the largest

temperature difference of 160 K was achieved with pure YbMS. The temperature differ-

ence across the stabilization annealed specimen, which was modeled approximately as a

composite with equal distributions of YbMS and YbDS, shows a temperature difference

of ⇠122 K. This temperature differential is larger than a pure YbDS EBC, which has bet-
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ter CTE match to the a-SiC substrate, but smaller than a pure YbMS EBC, which has

superior steam volatility resistance but has a high CTE mismatch to the a-SiC substrate.

As the EBC is cycled further, and YbMS forms at the surface of the coating while YbDS

is enriched near the Si bond coat, the temperature differential increases slightly, extrapo-

lated to ⇠ 124 K at 5000 hours of cycling time as indicated via the inset of Fig. 4.13. This

marginal increase in temperature differential can be attributed to the volatilization of YbDS

at the surface of the coating, as the formation of YbMS is coupled with its lower thermal

conductivity. The higher thermal conductivity YbDS serves to counteract this effect near

the Si bond coat, effectively creating a constant temperature differential across the EBC as

a function of cycling time. These results are fortified with the improved steam volatility

resistance of YbMS at the surface of the coating and improved CTE match of YbDS that

forms near the Si bond coat to the a-SiC substrate. Combined, these factors allow the

coating to be more environmentally protective and thermomechanically stable, all while

offering thermal insulation comparable to a TBC.

4.2.5 Conclusion

The associated microstructure and thermal characteristics of a top coat EBC has dras-

tic implications on the performance and longevity of turbine components that implement

such an EBC. The steam volatility resistant YbMS and CTE-matched YbDS are ideal con-

stituents that should be readily implemented in such systems. As-deposited, the top coat

contains amorphous and metastable constituents, and is not ideal for insertion into the hot

section of a gas-turbine engine. Upon a stabilization anneal, crystallization throughout the

coating is observed, which improves the CTE match to the underlying SiC. The coating

consists of a YbDS matrix with YbMS interspersed throughout the coating, suggesting that

an improved distribution is possible. As the steam-cycling process extends to prolonged

periods, an increase in the YbDS concentration is found near the Si bond coat, while the

volatilization of YbDS at the surface of the coating results in the formation of YbMS, which

has a higher steam volatility resistance. After 2000 cycling hours, this volatilized region
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thickens to ⇠15 µm, and a region free of YbMS is observed near the bond coat. This is

further confirmed via the associated thermal conductivity micrographs, where the lowest

thermal conductivities in the cross-section of the coating are found at the exposed portion,

and the highest are found near the Si bond coat. The increased fraction of YbDS near the Si

bond coat enhances the CTE match with the underlying a-SiC and reduces oxygen grain

boundary diffusion as grain coarsening occurs for prolonged cycling times. The implemen-

tation of a YbMS/YbDS top coat EBC layer has several distinct advantages that make it a

strong choice for the use on SiC CMCs.

4.3 Summary

In this chapter, I delved into the thermal conductivity characteristics of the rare-earth

disilicate top coat of an EBC. I examined the anisotropic thermal conductivity associated

with YDS, which exhibits an approximately 50% increase in thermal conductivity from the

[001] and [010] to [100] directions at room temperature. Extraction of the orientational

thermal conductivity was achieved through a micron-scale thermal conductivity mapping

technique utilizing TDTR. This was first time extraction of the thermal conductivity tensor

components of a material had been performed in the literature, and also provided the ex-

perimental basis for future thermal conductivity mapping works in this dissertation. Even-

tually, this included an understanding of the thermal conductivity distribution in a cycled

EBC component, from its as-deposited state to being cycled for 2000 hours in a steam en-

vironment. Performing these measurements also provided insight into the reaction between

YbMS and SiO2 in the TGO, which formed a higher thermal conductivity, YbDS-rich re-

gion near to the Si bond coat. Measurements like these are essential for understanding the

evolving temperature profile that a gas-turbine engine would experience a cycling hours

reach several thousands of hours.
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Chapter 5

Identifying Cristobalite Formation in

Environmental Barrier Coating Systems

5.1 Spatially Resolved Thermal Conductivity Measurements

of Devitrified Fused Silica

The work presented in this section has previously been published in Scripta Materi-

alia [168] via collaborations with Rolls-Royce Inc. and the Opila Research Group. From

the ExSiTE Lab, John Gaskins aided in thermal conductivity measurements, while Albert

Tomko aided in interpreting the acquired Raman spectra. Robert Golden and Gregory

Harrington of Rolls-Royce Inc. performed thermal aging of the fused silica specimens.

Experimental guidance was provided by Elizabeth Opila, Adam Chamberlain, and Patrick

Hopkins.

5.1.1 Background

Silicon carbide based ceramic matrix composites (SiC CMCs) have entered service as

hot section components in gas turbine engines to increase engine efficiency and subse-

quently reduce emissions. In a combustion environment, SiC CMCs react with water vapor
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and form a volatile silicon hydroxide gas species (Si(OH)4) [93, 94]. This reaction leads

to high recession rates of SiC CMCs which necessitates the use of environmental barrier

coatings (EBCs) in order to limit the exposure of SiC CMCs to this reaction. The EBC

is multilayer system that typically consists of silicon layer applied directly to the CMC

and top coat that has improved stability in the combustion environment. During service,

H2O (g) and O2 (g) diffuse through the EBC and oxidize the silicon bond coat, resulting

in the formation of a protective amorphous silicon dioxide (a-SiO2) thermally grown ox-

ide (TGO) [95, 141]. For long term applications it is desirable to maintain the amorphous

TGO; however, the operating temperatures and thermal cycling events of the turbine engine

cause the TGO to crystalize into the b -cristobalite polymorph of SiO2 [97]. The b ! a

cristobalite transformation that occurs at ⇠ 220 - 270�C upon cooling is accompanied by a

3-7% volume decrease that results in cracking of the TGO layer [90–92]. The continuous

cracking of the TGO layer during service eventually leads to spallation of the EBC [95, 96].

Presently, monitoring the formation of crystallized portions of amorphous SiO2 has

proven difficult. While analysis using scanning electron microscopy (SEM) and optical

microscopy techniques can identify vertical cracks in the TGO which typically result from

the b - to a-cristobalite transformation, quantifying the volume fraction of cristobalite is

difficult. Electron backscatter diffraction (EBSD) is ideal for identifying crystalline vs.

amorphous regions in the TGO, however specimen preparation required for this technique

can be challenging [169], and generally lacks throughput. While Raman spectroscopy

provides a benchmark to identify between the two materials, it lacks the high throughput

imaging capabilities as integration of the entirety of the spectra must be performed for a

given pixel. The mechanisms of formation and identification of crystalline forms of SiO2 is

paramount to understand the mechanical failure of TGOs. Ultimately this knowledge will

drive design and failure criteria for coating systems that form amorphous silica TGOs. In

the following study a thermal conductivity mapping procedure is proposed, which takes ad-

vantage of the quantifiable differences in thermal conductivity between the varying phases,

while offering spatial resolution on the order of several micrometers and allowing for the
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delineation between a-SiO2 and a-cristobalite.

The thermal conductivity of a-SiO2 silica is well documented in the literature, and

typically ranges between 1 and 1.4 W m�1 K�1 at room temperature [170–173]. On the

other hand, that of a-cristobalite is not as well documented, but is found to range between

3.2 and 5.15 W m�1 K�1 [174–176]. In general, the thermal conductivity of crystalline

solids is larger than those of their amorphous counterparts due to the presence of long-

wavelength phonons as the primary heat carriers as compared to more localized modes

in amorphous materials that transfer heat via much shorter range vibrational interactions

[177]. Despite differences in thermal conductivity, the specific heat capacities remain the

same at 741 J g�1 K�1 [178]. Accounting for the differences in densities (2.20 g cm�3 for

a-SiO2 [66] and 2.32 g cm�3 for a-cristobalite [174]), the volumetric heat capacities are

1.63 and 1.72 MJ m�3 K�1 for a-SiO2 and a-cristobalite, respectively. Thus, differences

in densities between these amorphous and a-cristobalite phases of SiO2 do not explain the

differences in thermal conductivities. The goal of this work is to study the thermal conduc-

tivity of a-cristobalite in partially- and fully-devritrified amorphous silica. Using a local

measurement technique based on time domain thermroreflectance, thermal conductivity

of thermally aged a-SiO2 was spatially mapped to understand the fraction of a-cristobalite

present. Unlike more macroscopic measurements of this crystalline silica phase, local mea-

surements are less prone to obfuscation of the thermal conductivity measurements due to

cracking, as these regions can be spatially avoided in the thermal conductivity measure-

ments. Thus, this work provides more robust measurements of the thermal conductivity of

fully dense a-cristobalite, in addition to demonstrating the ability to detect the emergence

of this crystalline silica phase in a thermally aged TGO.

5.1.2 Materials & Methods

To observe various levels of devitrification of amorphous silica, high purity a-SiO2

samples (99.995% pure; Quartz Scientific Inc., Fairport Harbor, OH) were used in this

study. Samples were isothermally exposed at 1316 �C for 100 and 300 hours in a 90% H2O
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Figure 5.1. Optical micrographs of cross-sectioned SiO2 specimens thermally aged at (a)
100 hours and (b) 300 hours at 1316 �C.

- 10% air environment in an alumina tube furnace. Samples were inserted and removed

from the tube furnace at temperature. Exposed samples used for time-domain thermore-

flectance (TDTR) characterization were mounted in epoxy, cross-sectioned and polished

to a 1 micrometer finish with diamond; the RMS roughness were ⇠5 nm as measured via

mechanical profilometry. Plan-view optical micrographs of the two samples are found in

Figs. 5.1(a) and (b). The exposure to high temperature has a significant effect on the devit-

rification of the amorphous silica, as evidenced by the noticeable crack formation in Figs.

5.1(a) and (b). For the 100 hour sample, complete devitrification of the glass slide does not

occur, and cracks begin to form at the edges of the sample. Cracking occurs throughout the

sample exposed for 300 hours.

To confirm the formation of a-cristobalite, Raman spectroscopy was performed on the

as-received a-SiO2 and a reference a-SiO2 slide isothermally aged at 1316 �C for 100

hours. In their unpolished states, a-SiO2 remains transparent while a-cristobalite becomes

opaque due to cracking. Each specimen was selectively analyzed to confirm the formation

of a-cristobalite resulting from the thermal aging process. Excitations were performed

at 514 nm, and the acquired Raman spectra are shown in Fig. 5.2 for the two specimens.

Figure 5.2(a) shows the Raman spectra for a-SiO2, which displays numerous broad features

associated with the lack of long-range crystalline order. Further, the defect lines, D1 and

D2, associated with rings in the a-SiO2 structure, can be clearly observed at ⇠500 and
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Figure 5.2. Raman spectra of the (a) as-received a-SiO2 slide and (b) reference sample
thermally aged at 1316 �C for 100 hours. The Raman spectra are indicative of primarily
amorphous silica in the as-received glass slide and a-cristobalite in the thermally aged
reference sample. Signatures of defect modes are labeled in (a) as D1 and D2, while those
of optical modes are labeled in (b) as A1.

⇠600 cm�1, respectively [179]. Both these peaks are labeled Fig. 5.2(a). Similarly, the

a-cristobalite Raman spectrum in Fig. 5.2(b) exhibits a sharp peak at ⇠421 cm�1 due to its

six-membered ring structure [180]; this peak is well-defined due to the crystallinity of the

sample. Note, another defining peak is present at ⇠233 cm�1, and is in excellent agreement

with prior literature [181]. Both of these peaks arise due to the optical vibrations present

in a-cristobalite [182], and are labeled as A1 in Fig. 5.2(b). The use of Raman to identify

the formation of a-cristobalite at various depths from the edge of the TGO has been shown

previously [97]. While this technique identifies the existence of a-cristobalite and offers

diffraction-limited spatial resolution, it lacks high throughput imaging capabilities due to

integration times associated with each pixel. To further characterize the formation of a-

cristobalite, a nominal 80 nm Al film was deposited on the specimens, and TDTR was

performed to spatially probe the sample surface in an effort to determine the fraction of
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a-cristobalite present based on their respective thermal properties.

TDTR is an optical pump-probe technique that is widely used to characterize the ther-

mal properties of bulk samples and thin films [57, 70, 111, 117]. The technique relies

on an Ti:Sapphire oscillator with an 80 MHz repetition rate and sub-picosecond pulses.

A two-tint setup was employed, where the 808.5 nm output of the oscillator is spectrally

separated into a high-energy pump path and a low energy probe path [183]. The pump is

electro-optically modulated at 8.4 MHz, creating a frequency-dependent heating event at

the sample surface. The probe is mechanically delayed in time and monitors the thermore-

flectance at the sample surface. By monitoring the in-phase (Vin) and out-of-phase (Vout)

voltages, and relating the ratio of the two, -Vin/Vout, to the solution to the radially sym-

metric heat diffusion model [57, 77, 111, 112], various thermal properties can be extracted.

An example of the data are shown in Fig. 5.3, where data and best-fits are shown for spots

probed on a-cristobalite and a-SiO2 portions on the sample exposed at 1316 �C for 100

Figure 5.3. TDTR ratio of in-phase (Vin) to out-of-phase (Vout) data and model used to
extract the thermal conductivity of amorphous and crystalline regions in the specimen an-
nealed at 1316 �C for 100 hours. The open squares and circles are the raw data for the
amorphous and crystalline regions respectively, while the solid lines are the best-fits.
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hours. Picosecond acoustics were utilized to derive the thickness of the coated Al layer

using the longitudinal speed of sound of 6.24 nm ps�1 [63, 66, 184]. The volumetric heat

capacity of a-cristobalite and a-SiO2 were taken to be 1.72 and 1.63 MJ m�3 K�1, respec-

tively, as discussed earlier. In all, the thermal conductivity of a-cristobalite and a-SiO2 are

found to be 2.69 ± 0.15 and 1.39 ± 0.07 W m�1 K�1, respectively, when performing full

TDTR measurements on crystalline and amorphous regions in the sample exposed at 1316
�C for 100 hours. In these and the following measurements, the 1/e2 pump and probe radii

are ⇠4.5 and ⇠3.8 µm, respectively. At these spot sizes, the thermal conductivity of our Al

transducer and spot sizes provide a negligible contribution to uncertainty in the extracted

thermal conductivity. The uncertainty associated with the reported values reflects multiple

measurements over amorphous and crystalline regions, as well as an uncertainty of 2 nm in

our Al transducer layer.

5.1.3 Results & Discussion

The delineation between a-SiO2 and a-cristobalite, beyond the cracking observed in

Figs. 5.1(a) and 5.1(b), is difficult based on the contrasts in conventional optical and scan-

ning electron techniques. The optical contrast in a-SiO2 vs. a-cristobalite shown in Figs.

5.1(a) and 5.1(b) is negligible, and one would expect a similar lack of contrast from scan-

ning electron micrographs based on the similarities in atomic density. Variations in ther-

mal conductivity are much more tractable based on the large difference between the two

phases. Based on acquisition parameters used in this work, the signal to noise ratio of -

Vin/Vout is approximately 25:1, and thus differences in thermal conductivity, and therefore

crystallinity, can confidently be observed on the order of 20%.

From a practical standpoint, interrogating a location on a sample using TDTR is time

consuming as it is necessary to map out the entire thermal decay curve which often takes

several minutes. Various works in the literature have proposed spatially mapping the ther-

mal properties of a given system using pump-probe techniques [72, 154], and have specif-

ically shown its applicability on thermal barrier coating systems [155]. This work imple-
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(a) (b) (c)

Figure 5.4. Thermal conductivity maps of samples annealed for (a) 100 hours, and (b) 300
hours at 1316 �C. For (a), the map was chosen nearest to the edge of where the sample was
embedded into the epoxy, encompassing most of the polycrystalline region possible. In
(b), a spot closer to the sample center was chosen. In both maps, a step size of 2.5 µm was
chosen. (c) Thermal conductivity distribution from thermal conductivity map in (a). The
histogram shows a clear differentiation between the amount of a-SiO2 and a-cristobalite
based on the two thermal conductivity distribution peaks, representative of the respective
thermal conductivities of the constituent materials.

ments a similar technique. By mounting the sample on a 2-axis stage, the sample is rastered

across regions of interest to spatially understand the thermal conductivity in those regions.

Due to the fact that the thermal conductivity of a-SiO2 and a-cristobalite are relatively

low, the sensitivity to the boundary conductance between the Al and underlying material is

low, allowing a single data point to be taken as an accurate representation of the thermal

conductivity of the spot of interest. A pump-probe delay time of 2 ns was adopted, which

ensures the results are not influenced by the thermal relaxation time of aluminum while

still offering large sensitivity to thermal conductivity of the underlying silica of interest

[72, 155].

Thermal conductivity maps of the two specimens can be seen in Fig. 5.4, where the

pixel size is 2.5 µm. It should be noted that the pixel size as used here is dictated by the

movement of the travel stage and adjacent pixels, and because of the size of the spot, will

inherently sample adjoining pixels. The ratio, -Vin/Vout, is analyzed assuming an average

of the volumetric heat capacities of amorphous silica and a-cristobalite for the sample

exposed for 100 hours, while that of a-cristobalite is chosen for the sample exposed at

300 hours. Maps are originated close to the edge of the epoxy-embedded sample that
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was exposed at 100 hours to encapsulate as much a-cristobalite as possible, while a spot

near the center of the sample aged for 300 hours was chosen. Examining Fig. 5.4(a), a

clear difference in thermal conductivity can be observed between the polycrystalline and

amorphous regions. For the sample exposed for 100 hours, the thermal conductivity of the

amorphous and crystalline regions are determined to be ⇠1.05 and ⇠2.50 W m�1 K�1. The

departure of these values from those discussed earlier can be attributed to the volumetric

heat capacity assumed in the analysis. In Fig. 5.4(b), due to complete devitrification, only

the thermal conductivity of a-cristobalite is observed, and a value of 2.75 W m�1 K�1 is

recovered.

Acquisition time of the image is largely dependent on the integration time and filter

order of the lock-in amplifier. A time constant of 4 ms and a low-pass filter with a rolloff

of 12 dB/oct is used to expedite the mapping process, which correlates to a time per pixel

on the order of ⇠25 ms when each pixel contains 1% of the information from the previ-

ous. For a 120 ⇥ 120 pixel image, this corresponds to ⇠10 minutes of acquisition time

when accounting for additional waiting considerations. Because the analysis requires solv-

ing the heat diffusion equation at a single pump/probe delay time, converting from the

ratio (-Vin/Vout) to thermal conductivity takes less than 10 seconds for 14,400 data points.

While thermal conductivity imaging using TDTR can be slower than other techniques that

monitor temperature (e.g., full-field spectroscopy [185] and scanning thermal microscopy

[186, 187]), the ability to extract relevant thermophysical properties beyond just tempera-

ture makes the technique unique. Indeed, scanning thermal microscopy offers the capability

to extract thermal conductivity on the order of milliseconds per pixel with submicron spa-

tial resolution [188, 189], but requires additional sources of uncertainty to be accounted

for, including the goodness of the contact, ballistic conduction via ambient air [190], and

the presence of a water meniscus [191], in addition to the complexity of the tip-sample heat

transfer process. These sources of uncertainty are not applicable to TDTR.

To better highlight the differences in thermal conductivity, a histogram of the thermal

conductivity map from Fig. 5.4(a) was plotted. A clear difference in the measured thermal
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conductivity of the two systems is observable in Fig. 5.4(c). Viewing the thermal con-

ductivity distribution in this way is paramount for understanding the fraction of devitrified

silica converted over a particular area. This thermal conductivity technique can be em-

ployed to quantify the volume fraction of a-cristobalite in the TGO and relate the volume

fraction to coating adherence and/or failure metrics (i.e., bond strength, cycles to failure,

etc.).

In summary, an alternative methodology was presented for the identification of a-

cristobalite that is present as a devitrified SiO2 TGO that forms on silicon bond coats in

EBC systems for SiC CMCs. Spatial mapping of the thermal conductivity allows for delin-

eation between a-cristobalite and a-SiO2 based on the magnitude of the respective thermal

conductivities. This method alleviates issues surrounding current methods for identification

of a-cristobalite in gas-turbine engine coatings and offers a path forward toward further un-

derstanding failure mechanisms in these coating systems. Specifically, understanding the

fraction of a-cristobalite in a thermally grown oxide presents itself as a quantifiable metric

to understand the tolerance level at which a-cristobalite formation helps drive failure in

these coatings. Future research will be devoted to the application of this work in relevant

coating systems.

5.2 Identifying Devitrification in Thermally Grown Ox-

ides

The work presented in this section is in preparation for publication as a result of collab-

orations with Rolls-Royce Inc. Gregory Harrington and Robert Golden of Rolls-Royce Inc.

performed thermal cycling and scanning-electron characterization of the specimens, while

John Gaskins of the ExSiTE Lab aided in interpreting thermal conductivity measurements.

Experimental guidance was provided by Adam Chamberlain and Patrick Hopkins.
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5.2.1 Background

In the previous section, we addressed the formation of a-cristobalite in an idealized

system–a fused silica slide that was aged in a steam environment such that devitrification

occurred at the exposed portions. This led to the formation of a-cristobalite, and was ac-

companied with significant cracking–similar to what would occur to the thermally grown

oxide (TGO) of an environmental barrier coating (EBC) in the hot section of a gas tur-

bine engine. However, the oxide in the latter is typically covered via a rare-earth disilicate

top-coat [15, 22]. Thus, oxidizing species do not directly interact with the TGO, but must

diffuse through this top coat before reaching the Si bond coat. This diffusion occurs via

grain boundaries, porosity, as well as through the top-coat material itself [166]. The perti-

nent length scales are also vastly different. In the previous section, devitrification occurred

on the order of ⇠50 µm after just 100 hours of aging, and several hundreds of microns

after 300 hours of aging. In a typical EBC system, TGO growth can be just a few µm after

several thousand hours of cycling [95].

5.2.2 Materials & Methods

To investigate the formation of a-cristobalite in relevant EBC systems, a Si bond coat

was applied via atmospheric plasma spray (APS) deposition to three substrates, two of

which were SiC/SiC melt-infiltrated ceramic matrix composites (CMCs), while the other

was a SiC substrate. We will refer to the two specimens deposited on the CMC as specimens

S1 and S2, with the one being deposited on the SiC substrate being specimen S3. The

thickness of the applied Si bond coat was ⇠75 µm in thickness across all specimens. This

was followed by the application of a YbDS layer, also applied via APS. Specimens S1 and

S3 were cycled for 300 1-hours at 1375 �C in a steam environment (90 mol% H2O/10 mol%

O2). Specimen S2 was cycled for 300 1-hours at 1316 �C, also in a steam environment, but

was annealed for an additional 100 hours at 1000 �C in O2 to induce partial devitrification.

Representative SEM micrographs of all specimens can be seen in Fig. 5.5, in which the



CHAPTER 5. IDENTIFYING CRISTOBALITE FORMATION IN ENVIRONMENTAL
BARRIER COATING SYSTEMS 128

50 µm 50 µm 50 µmSi Bond Coat
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Figure 5.5. SEM BSE micrographs of EBC systems examined in this work. All specimens
consisted of a YbDS top coat and a silicon bond coat with an intermediate TGO layer.
Specimens (a) and (b) were deposited on a SiC/SiC CMC substrate, while specimen (c)
was deposited on a SiC substrate. (a) System subjected to 300 cycles at 1375 �C in a
steam environment. (b) System subjected to 300 cycles at 1316 �C in a steam environment,
followed by a 1000 hour anneal at 1000 �C in air. (c) System subjected to 300 cycles at
1375 �C.

YbDS top coat, TGO, and Si bond coat have been identified when present. The delineation

between these layers can easily be made via the contrast of the SEM BSE micrographs.

In Fig. 5.5(a), the TGO appears smooth, suggesting that it has remained amorphous de-

spite undergoing 300 1-hour cycles at elevated temperatures in a steam environment. The

thickness was ⇠15 µm, and no visible cracking was observed, consistent with the lack

of devitrification. In the specimen shown in Fig. 5.5(b), which had undergone the same

cycling procedure as the specimen in (a) but at 1316 �C and with an additional 100 hour

anneal at 1000 �C in air, partial delamination specimen is observed. These findings are

consistent with those of Richards et al. [95], who observed edge lifting of the top coat

following several thousand hours of steam-cycling due to the formation of cristobalite and

its corresponding b ! a transition at ⇠240 �C. Some cracking is observed in the TGO,

however, most of this cracking is situated closest to the edge beginning to delaminate. The

thickness of the TGO in this specimen was ⇠10 µm in regions away from the delamina-

tion. The specimen shown in Fig. 5.5(c) had been cycled under identical conditions to

that shown in Fig. 5.5(a), but the system was deposited onto a SiC substrate as opposed

to a SiC/SiC CMC. The thickness of the TGO layer was thinner than in Fig. 5.5(a) and

(b), varying between ⇠3 and 10 µm. Significant vertical cracking was observed, consistent

with devitrification of the TGO layer.
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The TGO characteristics of each specimen are summarized in Table 5.1. In specimen

S1, the TGO is smooth and lacks cracks that would be observed in the SEM micrograph.

In specimen S2, some vertical cracking is observed at the edge of the specimen, suggesting

devitrification of the oxide layer. This is especially true in porous regions–regions away

from this porosity are apparently smooth, implying that devitrification has not occurred.

In specimen S3, vertical cracking is observed throughout the TGO layer. This vertical

cracking is suggestive of the fact that the TGO is in its crystalline a-cristobalite form, but is

not definitive. While the formation of a-cristobalite has been identified in similar systems

using Raman spectroscopy [97], understanding the devitrification characteristics over larger

scales is cumbersome using this technique, as spectral integration can take on the order

of minutes per pixel. Recently, we have developed an imaging technique that monitors

the thermal conductivity of a devitrified fused silica specimen, allowing us to delineate

between amorphous and crystalline phases based on their respective thermal conductivities

[168]. In this work, we determine the fraction of cristobalite in the TGOs of each of the

specimens presented thus far via the same thermal conductivity imaging technique.

The imaging technique utilizes time-domain thermoreflectance (TDTR), and optical

pump/probe technique, to determine the local TGO thermal conductivity using micrometer

spatial resolution. Briefly, the output of a Ti:Sapphire oscillator emanating ⇠100 fs pulses

at 80 MHz is energetically split into pump and probe paths. The pump is electro-optically

modulated at 8.4 MHz, which creates a frequency-dependent heating event at the sample

surface. The probe, which is unmodulated, is mechanically delayed in time, and is coaxi-

ally aligned with the pump to monitor the temperature-dependent reflectivity at the sample

surface. The cooling curve is compared to the radially symmetric heat diffusion equation

[57, 112], which we use to extract the relevant thermophysical parameter. In this case, the

relevant parameter is the thermal conductivity of the TGO layer, and its spatial variation.

Typical measurements using TDTR monitor the time-varying response at the sample

surface. To extend this to a spatial setting, where local variations in thermal conductivity

can now be probed, we utilize a 3-axis stage to raster the specimen relative to the incident
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Figure 5.6. Specimen S1 thermal characterization. (a) SEM BSE micrograph of speci-
men S1. (b) and (d) show higher magnification micrographs of those outlined in (a). (d)
and (e) show thermal conductivity micrographs of regions corresponding to (b) and (c),
respectively.

pump and probe beams. The z-axis–the axis perpendicular to the incident pump and probe

beams–is adjusted at each position so that the sample surface remains in focus for the

duration of the micrograph. Using a 50⇥ objective lens, the effective 1/e2 pump/probe

radii is ⇠1.4 µm.

5.2.3 Results & Discussion

Thermal characterization of specimen S1 is presented in Fig. 5.6. In particular, Fig.

5.6(a) shows the SEM BSE micrograph from Fig. 5.5, for reference. Higher magnification

micrographs of the same region are shown in Figs. 5.6(b) and (c), where the smooth nature

of the TGO layer can be more readily observed. Thermal conductivity micrographs with a

step size of 0.5µm were acquired over the same regions shown in Fig. 5.6(b) and (c), and

are shown in (d) and (e), respectively. The YbDS topcoat, TGO, and Si bond coat can all be

delineated by their thermal conductivities in Figs. 5.6(d) and (e). The thermal conductivity

of the TGO is in the range of ⇠1.2–1.4 W m�1 K�1, and is consistent with literature values

for aSiO2 at room temperature [170–173]. Thus, it is likely that for the conditions under

which specimen S1 was fabricated and cycled, the TGO has remained amorphous, which

is beneficial for the long-term cycling of coatings with a similar structure.

Low- and high-resolution SEM BSE micrographs of specimen S2 can be found in Fig.
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Figure 5.7. Specimen S2 thermal characterization. (a) SEM BSE micrograph of specimen
S2. (b) Higher magnification micrograph of that outlined in (a). (c) Thermal conductivity
micrograph of the region corresponding to (b).

5.7(a) and (b), respectively. In Fig. 5.7(a), some edge delamination can be seen on the left

side of the micrograph. At the extent of this edge delamination, as seen in Fig. 5.7(b), some

cracking is observed. Additionally, in this region, some contrast within the TGO itself can

be seen. While we are not sure of the exact reason for such contrast, we hypothesize that

it is related to the inclusion of trace amounts of impurity materials upon devitrification.

Indeed, sulfur segregation has been observed at the metal/oxide interface of NiAl single

crystals in contact with an Al2O3 TGO [192, 193], and metal impurities have been found

to influence the composition of the TGO when cycled for prolonged periods at elevated

temperatures [194–196]. Additionally, due to the differences in density between aSiO2

[66] and a-cristobalite [174], we expect this to also influence the phase contrast in the BSE

micrograph.

The thermal conductivity micrograph of the same region shown in Fig. 5.7(b) can be

seen in Fig. 5.7(c). Visually, the region looks similar to that of specimen S1–it is possible

to delineate between the top coat, TGO, and bond coat layers based on their respective ther-

mal conductivities. When compared to the BSE micrograph, correlations in the TGO can

be made between contrast in the BSE micrograph and thermal conductivity micrograph. In

particular, areas of lighter contrast in (b) correspond to regions of higher thermal conduc-

tivity in (c), on the order of that of a-cristobalite. Likewise, darker areas of contrast in (b)

correspond to lower thermal conductivities in (c), in agreement with aSiO2. Thus, we posit

that the regions of lighter contrast are a-cristobalite nucleation sites.
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Figure 5.8. Specimen S3 thermal characterization. (a) SEM BSE micrograph of specimen
S3. (b) Higher magnification micrograph of that outlined in (a). (c) Thermal conductivity
micrograph of the region corresponding to (b). (d) Thermal conductivity micrograph with
higher pixel density of the regions outlined in (b) and (c).

Finally, the thermal characterization performed on specimen S3 can be found in Fig.

5.8. The BSE micrograph is shown in Fig. 5.8(a), for reference, where a higher magnifica-

tion micrograph of the dashed region can be found in Fig. 5.8(b). The thermal conductivity

micrograph corresponding to Fig. 5.8(b) can be found in Fig. 5.8(c). Despite the large

contrast observed in the BSE micrograph, in which one can clearly observe the top coat,

TGO, and bond coat, there is minimal contrast between the top coat and TGO in the thermal

conductivity micrograph. The thermal conductivity of the top-coat is consistent with those

in specimens S1 and S2, at ⇠2.8–3 W m�1 K�1. The thermal conductivity in the TGO

layer is uniform, and higher than that observed in specimen S1 with a value of ⇠2.8–3 W

m�1 K�1. The higher thermal conductivity is consistent with that of a-cristobalite, and

suggests that the entirety of the TGO layer has been devitrified. A higher magnification

thermal conductivity micrograph of regions demarcated in Figs. 5.8(b) and (c) can be seen

in Fig. 5.8(d), where some of the finer features of the TGO region can be observed.

To better visualize the differences in the thermal conductivity of the TGO regions

specifically and to indicate the differing characteristics of each, regions in Figs. 5.6(d),

5.7(c), and 5.8(d) have been demarcated by red dashed lines and thermal conductivity his-

togram of these regions can be found in Fig. 5.9. Figure 5.9(a) shows the thermal con-

ductivity distribution of the region demarcated for sample S1. The thermal conductivity

of this region is in the range of 1.2–1.4 W m�1 K�1, in good agreement with the thermal

conductivity of aSiO2, and suggestive of the fact that the TGO has remained amorphous.
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Figure 5.9. Thermal conductivity distributions of specimens (a) S1, (b) S2, and (c) S3 in
regions demarcated by the red dashed lines of Figs. 5.6(d), 5.7(c), and 5.8(d), respectively.

The thermal conductivity distribution for the region in specimen S2 can be found in Fig.

5.9(b). The thermal conductivity of this region spans from ⇠1–2.5 W m�1 K�1. The largest

number of counts in the distribution occurs in the range of 1.2–1.4 W m�1 K�1, again con-

sistent with the thermal conductivity of aSiO2. There is, however, significant shouldering

present in the distribution, extending it to ⇠2.5 W m�1 K�1. The fact that the distribution

does not show significant thermal conductivity counts around 2.5 W m�1 K�1 suggests that

partial devitrification of the layer has likely occurred and that our laser spot size is spatially

averaging over regions containing both aSiO2 and a-cristobalite. To better quantify the

fraction of devitrified TGO, we perform a deconvolution of the histogram shown in Fig.

5.9(b). The deconvolution assumes that two gaussian distributions are present, each with

their own respective centroids and standard deviations. As a result of the spatial averaging

of the thermal conductivity due to our laser spot size being larger than the feret diameter

of a-cristobalite in the TGO, we fix the centroid of one gaussian to be 1.8 W m�1 K�1,

which is roughly the mean of the thermal conductivity of aSiO2 and a-cristobalite. In do-

ing so, we find that the fraction of the TGO that is devitrified to be ⇠30%. This is in good

agreement when determining this fraction via pixel counting statistics of the same region

in the SEM BSE micrograph, which results in a fraction of ⇠33%. We note, however, that

the contrast in the thermal conductivity micrograph is far greater than that in the SEM BSE

micrograph, and thus better merits its use.

The thermal conductivity distribution for specimen S3 is shown in Fig. 5.9(c). In this

distribution, a significant portion of the counts are present in the range of 2–3 W m�1 K�1.
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This thermal conductivity is consistent with that of a-cristobalite, and indicates that the

entirety of the layer is fully crystalized. Minor thermal conductivity counts are present

in the range of 0–2 W m�1 K�1. When further examining the SEM BSE micrograph of

the same region, however, it is evident that a reduced thermal conductivity is measured in

regions in which cracks are present. As TDTR is a laser-based technique in which only a

specular surface can be probed so that we monitor temperature as opposed to extraneous

additions to our signal, regions near these cracks should be discounted from the analysis.

As the thermal conductivity is predominantly reduced near these regions, producing counts

in the range of 0–2 W m�1 K�1, removing these counts results in a thermal conductivity

distribution that is nominally in the range of 2–3 W m�1 K�1.

In all, this work examined the formation of a-cristobalite in the TGO of a relevant

EBC system that would be implemented on a CMC turbine blade. The results indicate

that the thermal conductivity is indicative of the amorphous/crystalline state of the TGO,

with spatial resolution on the order of ⇠2 µm. For systems with amorphous and crystalline

TGOs, the ability to monitor devitrification can easily be made via the thermal conductivity

distributions in the TGO region. When only partial devitrification has occurred, spatial

averaging of the thermal conductivity limits the ability to appropriately delineate between

the two phases. Even so, the characteristics of an amorphous TGO compared to a partially

devitrified one are sufficient such that the delineation between the two can be made. Our

results suggest that monitoring the devitrification of a TGO is possible via probing the local

thermal conductivity when standard characterization techniques are unable to adequately

determine its crystalline state.

5.3 Summary

In this chapter, I showed that local thermal conductivity measurements can be used to

diagnose the crystalline state of a material. This was done by first examining the change

in thermal conductivity of an aSiO2 slide that had been steam cycled to devitrification and
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the formation of a-cristobalite. Upon realizing the fact that the delineation of the two

phases could be made via their thermal conductivity, measurements were performed on a

relevant EBC system. As the pertinent length scale was significantly smaller than the aSiO2

slide, this required much higher resolution. The measurements were performed on EBC

systems with an amorphous, partially devitrified, and fully devitrified TGO, and the results

were in good agreement with the TGO characteristics as observed by standard microscopy

techniques.
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Chapter 6

Heat Transfer at Au Contacts with a

TiOx Wetting Layer

6.1 Stoichiometric Effects on the Thermal Conductance

at Au Contacts with a TiOx Wetting Layer

The work presented in this section has previously been published in Applied Physics

Letters [197], brought to fruition through collaboration with the Surface Materials Char-

acterization for Devices Group at UVa. Keren Freedy, in particular, performed sample

preparation as well as the necessary X-ray photoelectron spectroscopy characterization and

interpretation to determine the stoichiometry of the TiOx adhesion layers. Experimental

guidance was provided by Stephen McDonnell and Patrick Hopkins.

6.1.1 Background

The thermal resistances across heterogeneous material interfaces are well known to

influence heat dissipation mechanisms in materials and devices with characteristic length

scales approaching the Kapitza length, lK, defined by lK = kRK = k/hK. In this equation, k

is the thermal conductivity of a material adjacent to the interface, RK is the thermal bound-
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ary resistance (“Kapitza resistance”) [26], and hK = 1/RK is the thermal boundary con-

ductance [54, 198–201]. Historically, understanding of the phonon transport mechanisms

driving the thermal boundary conductance across interfaces has relied on the concept of en-

ergy transmission driven by the relative dissimilarities of the acoustic properties [202, 203]

or phonon densities of states [54] intrinsic to the bulk of the two materials comprising

the interface. More recently, defects and atomic disorder in the form of substrate rough-

ness [204, 205], dislocations [206], atomic diffusion [207], nanoscale or molecular defects

[208, 209], and structurally disordered thin films (with thicknesses d ⌧ lK) [204, 210–213]

at and near the interface has been shown to decrease hK as compared to the corresponding

“perfect” interface [199].

Under certain conditions, the inclusion of additional interfacial moieties in the form

of point defects or thin films can be used to increase the thermal boundary conductance

(decrease the thermal boundary resistance). For example, our recent work has shown

that point defects generated from ion irradiation can lead to increases in thermal bound-

ary conductance [210] by creating a spatial gradation of vibrational properties, similar to

the so-called “vibrational bridge” effect that was computationally observed via molecular

dynamics [214, 215]. As another example, the inclusion of surface adsorbates [216–218],

molecules [219, 220], and adhesion layers [65] between a film and substrate have been

shown to increase the thermal boundary conductance across the interface. In this case, the

placement of these interfacial moieties have led to stronger bonding across an otherwise

relatively weakly bonded interface. The increase in bond strength then leads to an increase

in thermal boundary conductance due to high frequency phonons coupling energy from the

one side of the interface to the other [221, 222].

However, as previously mentioned, while interfacial adhesion layers and “defects”/moieties

could lead to increases in the relative hK due to bonding, the increase in interfacial disor-

der or additional interfaces (e.g., adhesion layers) could also lead to decreases in hK, and

this interplay between the interfacial region increasing vs. decreasing the thermal bound-

ary conductance is relatively unstudied. For example, when molecules have been used to
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increase the bonding at film/substrate interfaces, and thus increase hK, the intrinsic ther-

mal resistance of the interfacial molecule at the junction is assumed negligible [219, 220]

(i.e., heat flow through the molecule is ballistic) [223, 224]. A large enough molecule at

a film/substrate interface that exhibits diffusive thermal transport can lead to reductions in

hK [208, 225], thus counteracting any benefit of increased adhesion on thermal boundary

conductance. This interplay is poorly understood, and has pronounced impact on our un-

derstanding of the intertwined role of defects and adhesion layers on the thermal boundary

conductance across interfaces, along with the ability to assess and validate concepts and

theories of thermal boundary conductance at strongly bonded interfaces.

Thin titanium (Ti) and TiOx adhesion layers have been predominantly used in thin film

manufacturing to increase interfacial bonding to a dielectric substrate. This is due to the fact

that the typical Ti adhesion layer allows for an ameliorated adherence of other metal films,

such as Au, Pt, Ni, Al, etc., to these dielectric materials. The use of of these adhesion layers

covers a wide array of applications, including metal contacts in electronic devices, lithium

ion thin film microbatteries [226, 227], split-ring resonators [228–230], and even plasmon

damping [231, 232]. The influence of Ti adhesion layers has also been examined for its

effects on thermal transport in thin gold films on various substrates [65, 233, 234]. As in-

terfaces can become the dominant resistors in thin film systems, their thermal management

is paramount in multilayer geometries and thus, understanding the growth and chemistry

mechanisms that influence adhesion layers requisite to their thermal performance is of the

utmost importance.

In this work, we describe the results of a series of measurements across gold/non-metal

substrate interfaces (amorphous silica (SiO2), crystalline silica (quartz), sapphire (Al2O3),

and magnesium oxide (MgO)) with TiOx adhesion layers ranging in oxygen stoichiometries

from 0 x  2.85. We achieve this range of oxygen stoichiometries through the fabrication

of two different sets of Au/TiOx/substrate samples, one evaporated under high vacuum

(HV) using different Ti deposition rates and the other evaporated under ultrahigh vacuum

(UHV). In the UHV conditions, we identify the role of Ti film thickness on the thermal
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boundary conductance, while the HV-deposited Ti demonstrates a clear dependency on

oxygen composition and hence deposition conditions. In general, our results suggest that

thin Ti layers with relatively low oxygen compositions are best suited to maximize the

thermal boundary conductance.

6.1.2 Materials & Methods

In the first part of this study, we fabricate the Au/TiOx/substrate samples with electron-

beam evaporation in HV. For the TiOx layers, we evaporate Ti at 0.1, 0.5, and 1.0 Å/s

in separate runs on two sets of quartz, aSiO2, MgO, and Al2O3 substrates. Prior to this,

the quartz, aSiO2, Al2O3 were sonicated in isopropanol, acetone, and methanol for 5 min-

utes each, and then placed in a MARCH O2 Plasma Etcher for 10 minutes. The MgO

substrate was spin-cleaned with isopropanol, acetone, and methanol. After cleaning, the

samples were immediately placed in the electron beam evaporator, and pumped down to

⇠ 10�6 Torr. Following the 3 nm Ti evaporation, we evaporate 3 nm of Au at 0.2 Å/s

without breaking vacuum. The evaporator was then vented, and one of each substrate was

removed to be analyzed via x-ray photoelectron spectroscopy (XPS). The evaporator was

then pumped down to ⇠ 10�6 Torr once again, and an additional 47 nm Au was deposited

at 1 Å/s. All depositions were performed with a rotation speed of 17 RPM. XPS was used

in determining the composition of the underlying TiOx interface in the thinner sample set.

X-ray reflectivity (XRR) was used to determine a thickness of ⇠50 nm Au on the thicker

sample sets. As a comparison, we also evaporate 50 nm of Au on the various substrates

without an adhesion layer.

XPS data were acquired with a monochromated X-ray source at a pass energy of 50 eV

in a UHV system described elsewhere [235]. Figure 6.1(a) shows XPS spectra of the O

1s core level in three distinct Ti films deposited on SiO2 substrates at different deposition

rates. The O 1s spectra are each comprised of two features: a peak at ⇠530.5 eV, corre-

sponding to Ti-O bonds [236], and a broader feature at the high binding energy shoulder

which is attributed to hydrocarbon species. This higher binding-energy feature decreases
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Figure 6.1. (a) O 1s core level binding energies of the Ti adhesion layer on an SiO2 substrate
and (b) Oxygen content in TiOx adhesion layer as a function of Ti deposition rate for quartz
(squares), SiO2 (circles), Al2O3 (downward facing triangles), and MgO (upward facing
triangles). The value of the Ti deposited on the quartz substrate at 0.1 Å/s could not be
recovered due to sample size restrictions in XPS analysis for (b).

in intensity relative to the Ti-O state as deposition rate is increased. Deconvolution of the

spectra indicates that at 0.1 A/s, 46% of the total oxygen signal is from Ti-O bonds. This

value increases to 71% and 76% at 0.5 and 1 Å/s, respectively. The deposition rate de-

termines the impingement rate of Ti atoms on the surface of the substrate relative to the

impingement rate of residual gases in the chamber [237]. A cleaner interface results as Ti

atoms arrive at a faster rate allowing less opportunity for the physisorption of contaminants.

Due to the constant partial pressure of oxidizing species under HV deposition conditions,

the resulting Ti film is always comprised primarily of oxide regardless of the deposition

rate. The oxygen composition as a function of Ti deposition rate of these high vacuum-

evaporated interfaces determined via our XPS analysis is shown in Fig. 6.1(b). Note: this

only accounts for oxygen that is bonded to the Ti in the adhesion layer. We use time-domain

thermoreflectance (TDTR) to measure hK across the Au/substrate interfaces, the details of

which are discussed in Appendix B3 [57, 111, 112]. Values for hK are presented only for

quartz, MgO, and Al2O3 substrates due to a lack of sensitivity in aSiO2 samples.
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Figure 6.2. Thermal boundary conductances across Au/TiOx/substrate deposited using
electron-beam evaporation under high vacuum. The thermal boundary conductance of the
quartz sample with Ti deposited at 0.1 Å/s is not shown because the stoichiometry could
not be determined due to sample size limitations. Despite this, hK was determined to be
130 MW m�2 K�1 for that sample, relatively consistent with the other quartz substrate
samples.. The lines are the measured data from the Au/substrate samples with no TiOx
adhesion layers.

6.1.3 Results & Discussion

The Au/TiOx/substrate thermal boundary conductances as a function of x in TiOx is

plotted in Fig. 6.2 for the 3 nm evaporated TiOx layers. As expected, the measured ther-

mal boundary conductances across the Au/TiOx/substrate interfaces are higher than the

Au/substrate interfaces without the adhesion layer (in most cases, more than a factor of

three higher), which is most likely a consequence of increased adhesion between the Au

and substrate and consistent with previous results [65]. In general we observe a reduction

in hK with an increase in oxygen composition in the TiOx layer for the MgO and Al2O3

substrates. Since the oxygen composition is directly related to the deposition rate in our

evaporator, an initial qualitative conclusion is that under typical HV conditions, the depo-



CHAPTER 6. HEAT TRANSFER AT AU CONTACTS WITH A TIOX WETTING
LAYER 143

sition rate of evaporated Ti will result in TiOx with varying x, and a higher oxygen compo-

sition in this evaporated adhesion layer leads to a lower hK across the Au/TiOx/MgO and

Au/TiOx/Al2O3 interfaces. While still in most of these cases the TiOx offers an improved

hK as compared to the thermal boundary conductance across the Au/substrate interface with

out the adhesion layer, for the case of the largest oxygen composition x = 2.85, the impact

of the adhesion layer loses its benefit in terms of increasing hK. The thermal boundary

conductance across this Au/TiO2.85/MgO interface is about a factor of two higher than the

Au/MgO case, while for lower oxygen compositions in the evaporated TiOx adhesion layer,

the improvement in thermal boundary conductance is a factor of three to five times higher.

Another feature we observe in Fig. 6.2 is that the thermal boundary conductance across

the Au/TiOx/quartz is independent of x. There could be several mechanisms at play that

cause this different trend in hK vs. x for the quartz substrate as compared to the MgO and

Al2O3, including reduction of the deposited Ti and differing TiOx film qualities and mor-

phologies. The variabilities and vacuum levels of this (and most) evaporators prevent us

from making more quantitative conclusions on these particular samples beyond our initial

qualitative conclusion related to the processing, chemical composition and thermal bound-

ary conductance, discussed above. However, we gain more insight into this relationship

by repeating this study with UHV-grown titanium adhesion layers. In this case, due to the

UHV conditions in our chamber, the reduced physisorption of foreign species is correlated

to a decrease in oxidized Ti at the substrate.

The Ti adhesion layers were deposited in UHV (7.5⇥10�10 Torr) via electron-beam

evaporation on the same aforementioned substrates using identical cleaning procedures.

Samples were subsequently coated with a thin layer of gold in situ to prevent oxidation of

the underlying Ti layer [237]. The gold is deposited until the XPS signal of the substrate is

buried, and its thickness is later confirmed with XRR. The samples were immediately trans-

ferred to the HV evaporator and pumped down to pressures ⇠ 10�6 Torr to be deposited

with a thicker Au layer (47 nm). A comparison of the Ti 2p spectra for Ti deposited at 1.0

Å/s in HV and Ti deposited at < 0.1 Å/s under UHV is shown in Fig. B19 of Appendix B3.
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Figure 6.3. Thermal boundary conductances at Au/Substrate interfaces with a Ti adhesion
layer despoited via electron-beam evaporation in UHV as a function of Ti thickness. The
lines are the measured data from the Au/substrate samples with no Ti adhesion layer.

In the HV-deposited sample, metallic Ti accounts for only 6% of the total Ti signal and the

remainder is from TiO2. In contrast, Ti deposited in UHV appears purely metallic.

The measured thermal boundary conductances as a function of Ti layer thickness are

shown in Fig. 6.3. In the cases of Al2O3 and MgO, there is a clear increase in hK with in-

creasing Ti thickness. On the other hand, as the thickness of the Ti increases on the quartz

substrate, the thermal boundary conductance remains relatively constant. An increase in

thermal boundary conductance (decrease in thermal boundary resistance) with an increase

in film thickness suggests that the Ti film is not in a fully thermally diffusive regime, sug-

gesting at least partially ballistic electron and/or phonon transport from the Au scattering at

the substrate surface without scattering and losing energy in the Ti layer. This is the case in

Al2O3 and MgO for the Ti thicknesses presented here. However, to explain the phenomena

observed in the quartz substrate, we must examine the free energies of the Mg-O, Al-O,

and Si-O bonds. As the Ti-O bond has a smaller free energy (-825 kJ mol�1) compared to
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Figure 6.4. Si 2p spectra of (a) SiO2 and (b) quartz, (c) Mg 2p spectra of MgO, and
(d) Al 2p spectra of Al2O3 after depositing a thin layer of Ti in UHV. (a) and (b) exhibit
the reaction of Ti with oxygen from these substrates, leading to the appearance of the Si0
chemical state, while the lack of Mg0 and Al0 states in (c) and (d), respectively, suggest no
reaction of Ti with oxygen from these substrates.

Mg-O (-1150 kJ mol�1) and Al-O (-1050 kJ mol�1) bonds at room temperature [238], Ti

near the substrate will not break these bonds to form TiOx. On the other hand, the free en-

ergy associated with the Ti-O bond is smaller than that of Si-O (-810 kJ mol�1), suggesting

that Si-O bonds near the interface are breaking to form TiOx. This is confirmed via XPS,

shown in Fig. 6.4, the data of which exhibits bond scission in SiO2 and quartz substrates,

but not in MgO and Al2O3. The Si 2p spectra shown in Fig. 6.4(a) and (b) indicate that

in UHV, Ti reacts with oxygen from the substrate which leads to the appearance of the Si0

chemical state.

With this additional information, we revisit hK in the HV evaporated quartz samples.

Regardless of deposition rate, the conductance across the Au/TiOx/quartz interface is not

altered significantly across oxygen stoichiometries. Based on XPS data from UHV grown

samples, Ti deposited onto quartz and SiO2 break the Si:O bond to form Ti:O, presenting

similar bonding across the Au/Ti/quartz interface. This is confirmed further in the Ti grown
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under UHV conditions on quartz, whereby hK is not altered significantly. We currently

do not understand why increasing the thickness of the Au/TiOx/quartz interface does not

decrease the resistance. However, we note that since the UHV grown TiOx is not a pure

metal, an increased contribution from vibrational transport will most certainly be playing a

role compared to the pure Ti case.

There are a variety of factors that could alter our presented values for thermal boundary

conductances at these interfaces. Differences in UHV and HV deposition parameters, for

example, have the potential to alter the structure of the TiOx adhesion layer. In turn, differ-

ences in structure can alter measured thermal boundary conductances, which could explain

differences across deposition rates in HV-deposited adhesion layers and the increase in hK

for UHV samples. Additionally, we cannot confirm that a conformal adhesion layer was

deposited with a constant thickness. Indeed, we account for the uncertainty of the thickness

of the Ti adhesion layer in our analysis of thermal boundary conductance, but this does not

account for islanding or other complications arising due to electron-beam evaporated met-

als. This, along with the quality of the Ti layer, could be playing a role in explaining the

thickness trends in hK in UHV-grown samples. Thus, we cannot comment on the specific

mechanisms governing hK for UHV Ti. We can conclude, however, that Ti adhesion layers

deposited in UHV in general improve heat management compared to their HV counterparts,

especially as the deposition rate of the Ti is lowered.

In summary, we report on a series of measurements demonstrating the role of oxygen

stoichiometry on the thermal boundary conductance across Au/TiOx/substrate interfaces.

Under HV conditions, where the evaporated Ti oxidizes upon reaching the substrate, we

show that slower deposition rates correspond to a higher oxygen content in the TiOx layer,

which results in a lower thermal boundary conductance across the Au/TiOx/substrate inter-

facial region. Under UHV conditions, pure metallic Ti is deposited on the substrate surface.

In the case of quartz substrates, the metallic Ti reacts with the substrate and getters oxygen

leading to a TiOx layer. In the case of the Al2O3 and MgO cases, we demonstrate that hK

is dependent on the thickness of the adhesion layer. In general, our results suggest that
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Ti layers with relatively low oxygen compositions are best suited to maximize the thermal

boundary conductance.

See Appendix B3 for details including the choice of adhesion layer deposition rates,

calculation of the adhesion layer stoichiometries and thicknesses, a description of TDTR,

and a comparison of the XPS spectra of Ti deposited in HV and UHV.

6.2 Band alignment and defects influence the electron-phonon

heat transport mechanisms across metal interfaces

The work presented in this section has previously been published in Applied Physics

Letters [239], with contributions from the Surface Materials Characterization for Devices

Group and ExSiTE Lab at UVa, as well as the Laboratory of Quantum Dynamics at USC.

From the Surface Materials Characterization for Devices Group, Keren Freedy and Maria

Sales performed sample preparation and X-ray photoelectron characterization and inter-

pretation. Albert Tomko from the ExSiTE Lab aided in coding the two-temperature model

for data interpretation, while Teng-Fei Lu from the Laboratory of Quantum Dynamics per-

formed real-time time-dependent density functional theory calculation of Au/TixOy sys-

tems. Experimental and theoretical guidance were provided by Oleg Prezhdo, Stephen

McDonnell, and Patrick Hopkins.

6.2.1 Background

The interaction between excited electrons and phonons is fundamental to the function-

ality of a range of devices and technologies, such as photovoltaics [240–243], catalysis

[244, 245], and optoelectronics [246–249]. Photovoltaics, in particular, rely on the lack of

recombination of charge carriers prior to reaching electrodes, and thus a low electron/hole-

phonon coupling rate is necessary for optimizing efficiency. As a result of this condition,

TiO2 is ubiquitously used in the photovoltaic industry due to its low recombination rate,
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wide band gap, and higher conduction band edge energy [250, 251]. In perovskite solar

cells, TiO2 layers have been implemented adjacent to the photoactive perovskite to facili-

tate fast electron transport to the transparent conducting oxide and maximize efficiency by

reducing electron-phonon coupling [252].

Unsurprisingly, defects present in TiO2 layers have been shown to inhibit the maxi-

mum attainable quantum efficiency, h , of solar cells. In one study, h was reduced by more

than a factor of two in TiO2 films containing oxygen vacancies [253]. In another, oxy-

gen vacancies were correlated to second order scattering modes, alongside the presence of

Ti4+/Ti3+ mixed states [254]. Both of these factors decreased h by a factor of ⇠2–4 as a

result of an increase in the charge recombination rate as a result of an increased number

of coupling pathways [255]. Further, Radecka et al. [256] have examined stoichiometry

influences in oxygen deficient TiO2�x films, where an increase in oxygen deficiency was

correlated with a reduction in charge carrier mobility. Sharma et al. [257] have also shown

that non-stoichiometry reduces h by a factor of two. Clearly, the defect concentration is

integral in the performance of photovoltaic devices, impacting electron-phonon coupling,

and must be accounted for during the fabrication process.

In this work, we study the effects of oxygen stoichiometry in TiOx layers on electron-

phonon coupling and resulting energy transport mechanisms, schematically illustrated in

Fig. 6.5(a). This is accomplished by implementing ultrafast pump-probe spectroscopy to

examine the non-equilibrium carrier dynamics of Au/TiOx/Al2O3 systems, and quantify-

ing the electron-phonon coupling factor, g, of thin TiOx layers whose stoichiometry and

thickness range from x = 0–2.62 and d = 0–4 nm, respectively. Additionally, we determine

the efficiency of electron thermal transport across the Au/TiOx interfacial region, quanti-

fied by the electron-electron thermal boundary conductance [56, 258, 259]. We find that

both of these transport mechanisms are heavily influenced by the stoichiometry of the TiOx

layer, where residual metallic Ti0 allows for more efficient electron-phonon coupling in

the adhesion layer and electron energy transport at the Au/TiOx interface as a result of the

better band alignment between the Au and TiOx, as quantified by time-dependent density
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functional theory.

Energy transport from a photonically excited electronic system of a metal contact to the

phononic system of a dielectric substrate through an adhesion layer consists of numerous

energy transport mechanisms within and between layers at ultrafast (< 1000 ps) timescales.

First, energy is deposited into the electronic system of the top metal contact via photon ab-

sorption. Electrons in this layer will traverse through the layer and scatter with a phonon

at an average length scale of the mean free path. At the Au/TiOx interface, the efficiency

of electron interfacial energy transport can be described by the electron diffuse mismatch

model (EDMM) [56]. In short, the electron-electron interfacial conductance, Gee, is pro-

portional to the average electron temperature on either side of the interface, Te,avg, via the

ratio of the electronic densities of states and Fermi velocities, G. As electrons traverse the

Au/TiOx interface, they couple to the lattice in the TiOx layer, increasing its temperature.

This creates a temperature disparity between the top Au contact and underlying dielectric

substrate in the electronic and lattice systems. Ultimately, this results in an indirect heating

of the Au lattice temperature as a result of the mismatch in electron-phonon coupling with

the TiOx layer which can be probed using ultrafast pump/probe spectroscopy.

6.2.2 Materials & Methods

To explore the effects of oxygen stoichiometry and thickness on electron-phonon cou-

pling in TiOx, as well as electron energy transfer at the Au/TiOx interface, we monitor

the sub-picosecond to nanosecond excitation and relaxation processes of Au/TiOx samples

with time-domain thermoreflectance. The specific samples and characterization of these

samples are detailed in our prior work [197]. Briefly, 4 nm layers of TiOx were deposited

in a high vacuum (HV) environment (⇠ 1⇥ 10�6 Torr) at 0.1, 0.5, and 1.0 Å/s on a set

of Al2O3 substrates. Due to the HV conditions during evaporation, the deposition resulted

in TiOx with varying x based on the Ti deposition rate when assuming a consistent code-

position of oxidizing species across all specimens during the deposition procedure [197].

This TiOx adhesion layer was capped with ⇠3 nm Au, and one of the substrates was re-
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Figure 6.5. (a) Optical pump/probe experiment for determining energy transfer mecha-
nisms in Au/TiOx structures. Te and Tl are the surface temperature excursions of the elec-
tronic and lattice systems, respectively, in Au/1 nm Ti/Al2O3 as determined via the two-
temperature model. (b) O 1s and (c) Ti 2p spectra of TiOx adhesion layers deposited in HV
and UHV. TEM micrographs of adhesion layers deposited at (d) 0.1, (e) 0.5, and (f) 1.0 Å/s
in HV and at (g) 0.1 Å/s in UHV. In (d)-(g), the scale bar is 5 nm.

moved from the chamber for characterization via x-ray photoelectron spectroscopy (XPS).

The other was pumped down once again, and capped with an additional ⇠50 nm Au to

facilitate thermal measurements via time-domain thermoreflectance [260, 261]. For com-

parative purposes, we fabricate systems without an adhesion layer (i.e., just 50 nm Au on

Al2O3), as well as one with a 1 nm Ti adhesion layer deposited at ⇠0.1 Å/s in ultra-high

vacuum (UHV) capped with 50 nm Au. The thickness of the Au layer for all these speci-

mens, ⇠50 nm, is ideal in maximizing sensitivity to measurements of the electron-phonon

coupling factor, g, and the electron-electron thermal boundary conductance, G, while min-

imizing additional optical thermoreflectance responses from the underlying TiOx layer that

can obfuscate analysis (c.f., Appendix B4).

XPS spectra of the specimens with a TiOx adhesion layer are shown in Fig. 6.5 for

the (b) O 1s and (c) Ti 2p spectra of the TiOx adhesion layers. Spectral deconvolution was

performed on both spectra in order to determine (1) the fraction of oxygen that reacted with

Ti to form TiOx during the deposition process, and (2) the fraction of unreacted Ti present in

the layer, Ti0. At 0.1 Å/s, approximately ⇠50% of the oxygen present in the adhesion layer

comes directly from TiOx, with the other ⇠50% coming from hydrocarbon and hydroxide
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species. On the other hand, oxygen from TiOx comprised ⇠75% of the oxygen present

in specimens deposited at 0.5 and 1.0 Å/s. At 0.1 Å/s in UHV, no oxygen originating

from Ti-O bonds was found–the signature at ⇠532 eV is of the Al2O3 substrate, and is

detectable due to the thinness of the layer (1 nm). From the Ti 2p spectra, Fig. 6.5(c),

spectral deconvolution indicates that the composition of Ti present at 0.1 and 0.5 Å/s is

entirely of reacted Ti, Ti4+. At 1.0 Å/s, however, the small signature at ⇠455 eV indicates

that approximately 4% of the layer comprised of unreacted Ti, Ti0. In all, the O:Ti ratios of

the TiOx layers deposited in HV, when accounting for only O-Ti features, were 2.62, 2.06,

and 1.90 for specimens deposited at 0.1, 0.5, and 1.0 Å/s, respectively, while the specimen

deposited in UHV appears purely metallic.

Shown in Fig. 6.5(d)-(g) are TEM micrographs of each specimen at the Au/TiOx/Al2O3

interfacial regions. All samples deposited in HV show a consistent thickness of 3-4 nm and

no signs of island formation. For the specimen deposited in UHV, Fig. 6.5(g), the thickness

of the adhesion layer is consistent with that determined via XPS, ⇠1 nm. In the specimens

deposited in HV, there is a noticeable difference in structure between the samples deposited

at 0.1 Å/s and those deposited at 0.5 and 1.0 Å/s. At 0.1 Å/s, the adhesion layer is com-

pletely amorphous, while at 0.5 and 1.0 Å/s, the interfacial layers show pockets of crys-

tallinity. We are unsure of the exact reasons for the amorphous nature of the adhesion layer

deposited at 0.1 Å/s in HV. Considering that the layer deposited at approximately the same

deposition rate in UHV was crystalline, we hypothesize that the co-deposition of oxidizing

species in HV played some role in the crystallization kinetics during the deposition of the

layer.

We measure the ultrafast electron thermal transport mechanisms of the Au/TiOx sam-

ples with time-domain thermoreflectance (TDTR), an optical pump/probe technique. See

Appendix B4 for additional details regarding TDTR. The acquired thermal decay is typ-

ically compared to the heat diffusion equation; however, at short, ultrafast timescales,

where the dynamic interplay between electrons and phonons is most prevalent, the two-

temperature model [52] (TTM) is implemented. Governed by the coupled partial differen-
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tial equations,

Ce
∂Te

∂ t
= — · (ke—Te)�g(Te �Tl)+S(x, t)

Cl
∂Tl

∂ t
= — · (kl—Tl)+g(Te �Tl),

(6.1)

the TTM considers both electrons and phonons as separate carriers of heat. In these equa-

tions, Ce and Cl are the electronic and lattice heat capacities, respectively, Te and Tl are the

electronic and lattice temperatures, ke and kl are the electronic and lattice thermal conduc-

tivities, and. g is the electron-phonon coupling factor. In the Au capping and TiOx adhesion

layers, the electronic heat capacities are defined such that Ce = gTe, where g is the electron

heat capacity coefficient [43, 262]. S(x, t) is the source term, which deposits energy into

the electronic system, defined as such:

S(x, t) =�0.94
1�R

tp
J · exp[�2.77(

t
tp
)2]

dI
dx

. (6.2)

In this equation, J is the fluence, R is the surface reflectivity, tp is the duration of the pump

pulse, and x and t are the space and time variables, respectively. dI
dx is the spatial derivative

of the light intensity distribution in the sample, calculated using a transfer matrix method

with the indices of refraction, n, at our pump wavelength of 400 nm.

Equations 6.1 and 6.2 are solved numerically using the Crank-Nicolson method [79].

Unless otherwise stated, all inputs into the model can be found in Table 6.1. For the

Au/Al2O3 system, we fit for g of the Au film and the phonon conductance at the Au/Al2O3

interface. In systems with a TiOx adhesion layer, we fit for g of the adhesion layer, G at

the Au/TiOx interface, as well as the phonon conductance at the TiOx/Al2O3 interface. See

Appendix B4 for additional details regarding the modeling and fitting procedure.
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Table 6.1. Parameters utilized in TTM modeling and fitting. For each layer, d is the thick-
ness, Cl is the lattice heat capacity, g is the electronic heat capacity coefficient, ke and kl
are the electronic and lattice thermal conductivities, respectively, g is the electron-phonon
coupling factor, n is the complex refractive index, and dn/dT is the temperature derivative
of the complex index of refraction. Fitting parameters are designated by F in Au, Au/TiOx,
and Au/Ti systems. In Au/TiOx and Au/Ti systems, we also fit for G, the proportionality
constant for the electron-electron thermal conductance.

Au TiOx Ti Al2O3

d (nm) 50* 4 1
Cl (MJ m�3 K�1) 2.49a 2.83a 2.36a 3.06a

g (J m�3 K�2) 63b 329b 329b

ke (W m�1 K�1) 276x 1d 10a

kl (W m�1 K�1) 3e 1 2a 35
g (1016 W m�3 K�1) 2.8 ± 0.7
n (400 nm) 1.47+i1.95 f 2.37g 2.09+i2.96 f 1.79h

n (800 nm) 0.15+i4.91 f 2.10g 3.14+i4.01 f 1.76h

dn/dT⇥104 (800nm) 2.1i 2.1i 2.1i

*Measured using x-ray reflectivity.
aRef. 66
bRef. 43
xDetermined using four-point probe and the Wiedemann-Franz law.
dRef. 263
eRef. 49
f Ref. 264
gRef. 265
hRef. 266
iRef. 62

6.2.3 Results & Discussion

Figure 6.6 shows the acquired ultrafast reflectivity and best fits for the Au/TiOx systems

in the range of x = 0–2.62, alongside Au for reference. The response of TiO2.06 was not

included because of its similarity to TiO1.90. At short time scales (< 4 ps), a sharp increase

in the reflectivity followed by its decay is observed across all specimens due to the dynamic

electron temperature following excitation. At longer time scales (> 4 ps), the response de-
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Figure 6.6. Ultrafast data and TTM best fits (> 3 ps) for (a) Au and Au/1 nm Ti and (b)
Au/4 nm TiOx systems.

pends on the composition of the adhesion layer. For the system lacking an adhesion layer,

the reflectivity is approximately constant and decays slightly. On the other hand, systems

with an adhesion layer exhibit a rise in reflectivity compared to that at ⇠3 ps. Both the rate

at which this rise occurs and its final magnitude depend on the stoichiometry of the under-

lying adhesion layer, and is characteristic of electron energy transport and the mismatch

of electron-phonon coupling factors in metal/metal [82, 83, 233] and metal/semiconductor

[267] systems.

The extracted g and G for all systems are presented in Fig. 6.7(a) and (b), respectively.

For systems with a TiOx adhesion layer, we cannot distinguish between the intrinsic trans-

port characteristics of g and G and those due to the nanometer roughness at the Au/TiOx

interface. Our reported values therefore reflect both intrinsic transport mechanisms within

the TiOx and at the Au/TiOx interfaces, as well as the contribution from any extrinsic ef-
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Figure 6.7. Experimentally determined (a) electron-phonon coupling (g) of TiOx wetting
layers and (b) coefficient of electron-electron thermal conductance (G) at Au/TiOx inter-
faces. Filled symbols are experimentally determined, while open symbols are predicted by
the electronic diffuse mismatch model (EDMM).

fects as a result of the roughness at the Au/TiOx interfacial region. We determine the

electron-phonon coupling factor of Au to be 2.8 ± 0.7 ⇥1016 W m�3 K�1, in reasonable

agreement with previously reported values [268–271]. The predicted value for the electron-

phonon coupling factor in Ti is ⇠150 ⇥1016 W m�3 K�1 at room temperature [43]. This

large value, coupled with the small thickness, d, of the adhesion layer results in a large

electron-phonon conductance in the Ti layer, gd. As a result, we set a lower limit on the

electron-phonon coupling factor of Ti, as values above 100 ⇥1016 W m�3 K�1 offer com-

parable fits to our data. We find g of the oxygenated adhesion layers with stoichiometries
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Figure 6.8. Electron density of states (DOS) of Au, Ti, TiO2, and Ti3O8 from Lu et al.
[272]. Reproduced with permissions from J. Phys. Chem. Lett. 11, 4 (2020). Copyright
2020 American Chemical Society [272].

TiO1.90 and TiO2.06 to be similar to that of the 1 nm pure Ti layer, > 100 ⇥1016 W m�3

K�1. This high g in a highly defected TiOx layer is likely due to the fact that residual,

unreacted Ti is present in these films, allowing for a low resistance pathway from the Au

to TiOx adhesion layer. Indeed, we observe that ⇠4% of the Ti in TiO1.90 layer consists of

unreacted Ti0. We note that while the presence of Ti0 cannot be confirmed via XPS in the

specimen with a stoichiometry of TiO2.06, g for this layer is still comparable to that of pure

Ti. This suggests that fractions of Ti less than the detectable limits of XPS (⇠0.5–1%) are

still able to significantly impact the transport processes in these systems. Once the oxy-

gen concentration of the adhesion layer is greatly increased, reaching a stoichiometry of

TiO2.62, no residual Ti0 can be confirmed, and this low resistance pathway is not present.

We find that g for the TiO2.62 layer is ⇠25 ⇥1016 W m�3 K�1, suggesting that coupling

still occurs in the TiO2.62 layer at a rate that exceeds that of the Au film.

Figure 6.7(b) shows the results for the electronic thermal conductance coefficient, G.

As with g in the 1 nm Ti adhesion layer, the incredibly high electron-electron conductance

at the Au/Ti interface makes g and G difficult to quantify. Indeed, the electronic diffuse-
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mismatch model predicts G to be 25 MW m�2 K�2, or an equivalent conductance of nearly

7.5 GW m�2 K�1 at room temperature. We can thus only place a lower bound on G, as

equivalent fits in our model are found for when G > 2 MW m�2 K�2. EDMM calculations

of G, shown as open symbols in Fig. 6.7(b), using the electron density of states (DOS)

from Fig. 6.8, exemplify the importance of stoichiometry in these models. In particular,

due to the presence of Ti0 in our TiOx films, our measured G exceeds the theoretical value

for Au/TiO2 by an order of magnitude. Additionally, the measured lower bound for G in

TiO2.62, which has a stoichiometry that is close to Ti3O8, is in reasonable agreement with

the EDMM predicted value for Au/Ti3O8.

To better understand the reasons for our measured g and G, we focus on examining sto-

ichiometric effects in Au/TixOy on electron-phonon relaxation times using real-time time-

dependent density functional theory (TDDFT) [272], the simulation details of which can

be found in Appendix B4. In Fig. 6.9, we plot the (a) picosecond pump/probe dynamics of

our Au/TiOx systems alongside the (b) electron energy decay of Au/TixOy calculated using

TDDFT in Ref. 272. Because the short-time response of our acquired data are indicative of

the electron temperatures of Au and TiOx in our specimens, we normalize the data such that

the signal decays to 0 at 3 ps for comparative purposes only. This approximately reflects

the time at which the energy of the excited electrons have decayed to 0 eV, allowing us to

make direct comparisons to the TDDFT predictions. We also adjust the 0 time delay to the

maximum of the acquired signal.

We find that the measured relaxation times of our Au/TiOx systems are in qualitative

agreement with those derived from TDDFT. In Au and Au/TiO2.62 systems, we determine

relaxation times of ⇠650 fs. For Au/TiOx systems for x = 0, 1.90, and 2.06, the relaxation

time is faster, ⇠420 fs. Our measured relaxation times reflect electron-electron as well as

electron-phonon interactions. Lu et al. [272] determined relaxation times of 2.75, 2.85,

1.99, and 0.75 ps for Au, Au/Ti3O8, Au/TiO2, and Au/Ti systems, respectively. We cannot

make direct comparisons to Ref. 272 due to the fact that they do not account for electron-

electron interactions and the simulation is not able to capture all electronic and phononic
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Figure 6.9. (a) Normalized ultrafast response of Au films with a TiOx wetting layer. Red
circles are for the Au system, green down-facing triangles are for the Au/TiO2.62 system,
gold left-facing triangles are for the Au/TiO2.06 system, blue up-facing triangles are for the
Au/TiO1.90 system, and black squares are for the Au/1 nm Ti system. (b) Electron relax-
ation dynamics from Lu et al. [272] for Au/TixOy systems. Reproduced with permissions
from J. Phys. Chem. Lett. 11, 4 (2020). Copyright 2020 American Chemical Society
[272].

states due to its size. However, we find that our derived relaxation times trend well with

those of Lu et al. [272] when considering the minute differences in stoichiometry.

The reason for the decreased relaxation time in Au/TiOx systems for x = 0, 1.90, and

2.06 is influenced by a variety of factors, including (1) the presence of Ti0, (2) the excited

electron energy relative to the Fermi energy, and (3) the relative position of the Fermi

energy in Au to the conduction and valence bands of TiOx.

Primarily, Ti0 atoms present in TiO1.90 and TiO2.06 accelerate the relaxation time due

to the higher g of Ti. As the fraction of Ti0 in these layers is small as confirmed via XPS,

and the composition is nominally TiO2, lighter Ti and O atoms in TiO2 move faster to help

increase electron-phonon coupling compared to Au. Indeed, inspection of the nonadia-

batic electron-phonon coupling matrix element, ih̄hF j|—R|Fki · dR/dt, which describes the

transition between electronic states j and k by coupling to phonons, is proportional to the

phonon velocity, dR/dt [273].

Additionally, the alignment of the TiOx energy levels with respect to the Au Fermi

energy influences charge-phonon relaxation, see Fig. 6.8. For an accelerated relaxation
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process to occur, the energy of excited electrons in the Au must fall outside of the TiOx

bandgap so that they may interact with those in the adhesion layer. As the incident photon

energy (3.1 eV) generates the same number of electrons and holes, an equivalent number

of conductance and valence band orbitals will be involved in the photoexcitation process.

Since the hole DOS is larger than the electron DOS in Au, the generation of a particular

number of hole states requires a smaller energy range compared to the same number of

electron states. Thus, as a result of this asymmetry in DOS, the photoexcitation process

covers a broader range of electron state energies, and electrons therefore accommodate the

majority of the incident photon energy. Excited electrons in the Au will therefore be above

the bandgap of TiO2, increasing coupling.

Further, the Au Fermi energy is within ⇠1 eV of the conduction band (CB) minimum

of TiO2, resulting in a resonance of the TiO2 CB states and Au electrons near the Fermi

energy and increasing electron-phonon relaxation. The Au Fermi energy is also within

⇠0.5 eV of the valence band (VB) maximum for Ti3O8, whose stoichiometry is close to

TiO2.62. At this stoichiometry, electrons excited to 3.1 eV above the Au Fermi energy fall

within the band gap of of the adhesion layer, and thus electron-phonon coupling is subdued

due to the fact electrons in the TiO2.62 layer cannot participate in the process resulting in a

comparable relaxation time to the system lacking an adhesion layer.

In summary, we performed ultrafast pump/probe measurements for the determination

of the electron-phonon coupling factors of thin TiOx layers and the associated electron-

electron conductance across the Au/TiOx interface. Our results are indicative of the fact that

even a small fraction of unreacted Ti in TiOx adhesion layers has a significant impact on the

associated energy transfer mechanisms across Au/TiOx interfacial regions. TiOx layers with

stoichiometries close to TiO2, when unreacted Ti is still present, offer comparable electron-

phonon coupling factors and electron-electron thermal boundary conductances to that of

pure Ti. The data are in agreement with real-time TDDFT calculations, and the results

provide fundamental insight to applications requiring the use of metal oxide nanoscale films

and interfaces in systems where charge relaxation plays a significant role in optimizing
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efficiencies.

See Appendix B4 for a description of TDTR, experimental insight into the electron-

phonon relaxation length scales, parameters used in two-temperature modeling, and a de-

scription of density functional theory calculations.

6.3 Summary

In this chapter, we examined the foundational component to the integration of metal

contacts in nanoelectronic devices: the adhesion layer. Specifically, we examined Au con-

tacts with a TiOx adhesion layer, whose stoichiometry was varied from x = 0–2.62 in an

effort to elucidate the energy transport mechanisms from the Au contact into the substrate.

In the first half of the chapter, this was viewed from a pure conductance standpoint, in

which the interfacial conductance at the Au/TiOx/substrate interface was examined. Both

the adhesion layer and substrate stoichiometries determined this interfacial conductance,

where oxygen-rich TiOx films reduced the conductance to that without an adhesion layer.

When energetically favorable, Ti atoms in the adhesion layer will react with the substrate

to form TiOx, impeding transport from the metal to the substrate. In the second half of the

chapter, the two-temperature model was used in determining the electron-phonon coupling

of the adhesion layer alongside the interfacial electron-electron conductance at the Au/TiOx

interfacial regions. As these adhesion layers were not stoichiometric TiO2 and Ti3O8, resid-

ual Ti0 present in these systems increased electron-phonon coupling of the layer to that of

pure Ti. Electron energy transmission was found to be high across all specimens with an

adhesion layer, regardless of stoichiometry. The relaxation dynamics were compared to

calculations made by real-time time-dependent density functional theory, and were found

to be in good agreement with one another when considering stoichiometry.
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Chapter 7

Summary and Future Outlook

Heat transfer processes in a gas turbine engine are vastly different from those in nanoscopic

devices. While the structure and functionality may be similar in such applications, the heat

transfer processes must be examined from a macroscopic and nanoscopic perspective. In

this dissertation, an emphasis was placed on the thermal characterization of these applica-

tions using time-domain thermoreflectance (TDTR). Doing so allowed for the understand-

ing of the heat transfer processes of barrier coating components as well as the methodolo-

gies of interfacial transport in an Au/substrate system with a TiOx adhesion layer. In barrier

coating materials, I specifically examined the anisotropic thermal properties of b -Y2Si2O7,

as well as the spatially-varying thermal conductivity of a steam cycled b -Yb2Si2O7 coating.

This was performed using TDTR mapping approach, and indicate that spatial inhomogene-

ity and anisotropy have the potential to influence the temperature gradient induced via such

a coating. The mapping approach was also applied to the characterization of a-cristobalite

formation in thin TGO layers, demonstrating the throughput and resolution of TDTR. In

the nanoscopic regime, interfacial conductance and electron-phonon coupling were exam-

ined in Au/substrate systems with a TiOx adhesion layer. The results were examined from

the perspective of carrier equilibrium and carrier non-equilibrium. In all, these studies ex-

emplify the multifunctional capabilities of TDTR. A summary of each chapter is presented

below.
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7.1 Summary

In Chapter 2, thermal transport concepts were presented as a foundation of the exper-

iments to be performed in this dissertation. The thermal conductivity was first discussed

from a continuum and subcontinuum perspective. In the continuum limit, I discussed the

tensorial representation of the thermal conductivity. An understanding of this represen-

tation was necessary for determining the anisotropic thermal conductivity of b -Y2Si2O7,

performed in Chapter 4. Defining the thermal conductivity in this way is also applicable

to a variety of other anisotropic materials. In the subcontinuum limit, however, an em-

phasis was placed on thermal conduction from the perspective of material carriers, namely

electrons and phonons. The heat capacities, velocities, and mean free paths of each carrier

were discussed, all in the framework of the kinetic theory of gasses. Because considera-

tions of interfaces must be made in this subcontinuum limit, interfacial transport at dielec-

tric/dielectric, metal/metal, and metal/dielectric interfaces were defined. These modalities

of thermal transport were essential for characterizing transport in Au/TiOx systems found

in Chapter 6.

In Chapter 3, I discussed the metrology pertinent to this dissertation. The primary fo-

cus here was time-domain thermoreflectance, as it was implemented in all experiments.

The associated heat transfer analysis was examined from two perspectives: carrier equilib-

rium and carrier non-equilibrium. The former was most pertinent for the extraction of the

thermal conductivities of barrier coating materials in Chapter 4, monitoring crystallinity in

thermally grown oxides in Chapter 5, and measuring interfacial conductances in Chapter

6. For carrier non-equilibrium, I presented the two-temperature model formalism whereby

the temperature excursions for both electrons and phonons must be accounted for. Finally,

the fundamentals for the extension of time-domain thermoreflectance to spatially probe

thermal properties was presented. This enabled large-scale thermal property images with

micrometer resolution.

In Chapter 4, the main focus was acquiring thermal conductivity micrographs to charac-
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terize EBC components. Specifically, the anisotropic thermal conductivity of b -Y2Si2O7,

the crystal structure of which is monoclinic, was assessed. This was accomplished by cor-

relating thermal conductivity micrographs to electron backscatter diffraction micrographs,

where Euler angles in the latter were used to determine the orientations of numerous crys-

tallites relative to the measurement configuration. In this way, the thermal conductivity

of b -Y2Si2O7 was found to vary between 5 and 7 W m�1 K�1 depending on its orienta-

tion. Extending these measurements to a relevant coating system, the latter portion of the

chapter was devoted to measuring the spatially varying thermal conductivity of an EBC

with a b -Yb2Si2O7 topcoat. Measurements performed at 0, 500, and 2000 cycling hours

reveal that the thermal conductivity of the system evolves dynamically, owing to the reac-

tions between steam and the topcoat at the exterior of the coating and between the topcoat

and thermally grown oxide. Further characterization of the microstructure via electron-

backscatter diffraction indicated that significant grain coarsening occurs as the system is

cycled to 2000 hours.

Chapter 5 featured the continuation of the characterization of EBC systems. In this

chapter, however, emphasis was not placed on measurements of thermal conductivity with

respect to the insulating characteristics of a coating, but rather as a diagnostic tool for

the formation of a-cristobalite in the thermally grown oxide of an EBC. A case study

was performed to ensure that the delineation between a-cristobalite and aSiO2 could be

made based on their associated thermal conductivities. Indeed, this study revealed that the

thermal conductivity of a-cristobalite was approximately twice that of aSiO2 at ⇠2.7 W

m�1 K�1. Knowing this, an emphasis was placed on characterizing a relevant EBC system

in which varying degrees of crystallinity existed in the thermally grown oxide layer. Several

specimens were examined, including ones with entirely amorphous, entirely crystalline,

and partially crystalline thermally grown oxide layers. In the specimen with an amorphous

TGO layer, the thermal conductivity of the TGO was consistent with that of aSiO2. A

clear delineation could also be made between all pertinent layers of the EBC based on the

thermal conductivities of each layer. In the crystalline TGO layer, the thermal conductivity
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was consistent with that of a-cristobalite, determined in the case study in the first half of

the chapter. Finally, a partially crystalline specimen was examined, and the fraction of

crystallinity was assessed based on the thermal conductivity distribution within the TGO

layer.

In Chapter 6, I delved into the subcontinuum limit by examining the Au/TiOx system.

By fabricating these systems under a variety of deposition conditions, the stoichiometry

of the TiOx layers was varied between 0 and 2.62, with thicknesses varying from 0 to 9

nm. The interfacial conductances were then probed using time-domain thermoreflectance,

where a correlation was made to the stoichiometries and thicknesses of the wetting layers.

Specifically, as the adhesion layer became more oxygenated, the interfacial conductance

was decreased, and as the thickness of the adhesion layer increased for x = 0, the interfacial

conductance decreased. In specimens deposited on quartz, the interfacial conductance was

approximately constant in this parameter space, owing to the fact that the SiO2 substrate

interacts with Ti to form TiOx. In the second half of the chapter, the mechanisms by which

energy was transported into the substrates was assessed. Specifically, short delay times

(< 1000 ps) in the time-domain thermoreflectance response were analyzed under the two-

temperature formalism, outlined in Chapter 3. This enabled the extraction of the electron-

phonon coupling factor of the wetting layers. Despite the stoichiometries of many of the

systems being near TiO2, small amounts of Ti0 defects resulted in a measured electron-

phonon coupling factor comparable to pure Ti adhesion layers deposited in UHV. When

the system consisted of heavily oxygenated TiOx, a much lower electron-phonon coupling

factor was extracted. Ultimately, the extracted electron-phonon coupling factors for each

adhesion layer were directly correlated to their respective interfacial conductances, suggest-

ing that the net conductance across the interface is largely mediated by the electron-phonon

coupling factor of the interfacial region.
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7.2 Future Outlook

This dissertation is by all means not all-encompassing in terms of the thermal charac-

terization of environmental/thermal barrier coating components or Au contacts with an ad-

hesion layer. The studies are highly specific to a given material system, and while relations

can be made to additional, similar material systems, differences in microstructure, phase,

stoichiometry, etc., ultimately necessitate additional studies. Additionally, the conditions

under which these experiments were performed ares fundamentally different than those in

which a coating or device may be implemented. As such, there are several future avenues

in which one could expand on each of the experiments presented in this dissertation:

• High temperature thermal conductivity measurements: In Chapter 4, the anisotropic

thermal conductivity of b -Y2Si2O7 was assessed, and the spatially varying thermal

conductivity of a b -Yb2Si2O7 EBC was examined as a function of cycling time. In

both of these experiments, measurements were performed at room temperature and

the extracted data, thus, do not reflect those at the typical operating temperature of

the hot section of a gas-turbine engine. Recently, through working with various col-

leagues, I have begun to make high temperature measurements exceeding 1000 �C

by judiciously controlling experimental parameters. In practice, each of the studies

performed in Chapter 4 could be performed at elevated temperatures, revealing the

(1) anisotropic and (2) spatially-varying thermal conductivity of these materials at

temperatures relevant to their typical operating environments.

• In situ characterization of thermally grown oxides: In Chapter 5, I characterized

the thermally grown oxide of a relevant EBC system. All these measurements were

performed ex situ, requiring significant sample preparation and ultimately increas-

ing the requisite time to perform measurements. Specifically, the cross-sectioning

necessary to probe the thin TGO layer does not allow for its characterization in situ.

Thus, a push must be made to characterize the TGO layer from the plan-section of

an EBC system. In Chapter 3, I discussed a little bit about the implementation of
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SSTR, and how it is fundamentally different than TDTR in that the volume probed

is much larger. As such, SSTR is more sensitive to subsurface features than TDTR.

With sufficiently large spot sizes and power, one could probe the plan-section of an

EBC to gain insight into the characteristics of the underlying TGO layer.

• Infrared/ultraviolet pump/probe measurements of metal/dielectric contacts with

a thin adhesion layer: In Chapter 6, measurements of interfacial conductance and

electron-phonon coupling were performed in Au/dielectric systems with a thin TiOx

adhesion layer. In the latter half of the chapter, the ultrafast portion of the data ac-

quired via TDTR was analyzed using the two-temperature model, which interprets

the electrons and lattice subsystems having two distinct temperature profiles. How-

ever, at a probe wavelength of 800 nm, the magnitude of the reflectivity is dictated

by both electronic and lattice subsystems. As the analysis was contingent on just

the lattice subsystem to determine the reflectivity, there inherently exists uncertainty

in the data at shorter pump/probe delay times, < 5 ps. This is due to the fact that

both the temperatures of the electronic and lattice systems are sufficiently high to

contribute to the reflectivity. As such, an experimental means of examining the tem-

peratures of each carrier would be foundational in the understanding of the dynamics

of the system. Recently, developments have been made in our lab to specifically

probe the electronic and lattice temperatures using tunable infrared and ultraviolet

pump/probe systems. As a result of the breadth of wavelengths available between

these systems, these measurements are able to delineate between electron and lattice

temperature excursions. In conjunction with two-temperature model analysis, these

measurements have the potential to offer additional insight into the carrier dynamics

in metal/substrate systems with a thin wetting layer.
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As part of my dissertation, I have published 7 first author publications [71, 86, 124,

157, 168, 197, 239] and 1 co-first author publication [274] in peer-reviewed journals. With

the help of Dr. Braun and Dr. Hopkins, I published a Perspective in the Journal of Applied
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Appendix B

Supplementary Data

B1 Anisotropic Thermal Conductivity of Yttrium Disili-

cate

B1.1 Scanning Electron and Electron-Backscatter Diffraction Micro-

graphs

Scanning electron micrographs of the three regions examined in this work are shown in

Fig. B1. Two sets of FIB marks were placed on the sample in order to view the areas under

under our optical setup prior to TDTR mapping, as well as to allow for SEM, EBSD, and

thermal map overlays for identification of grains between the three techniques. Electron

backscatter diffraction (EBSD) micrographs were taken to identify the phase of the grains,

as Y2Si2O7 exhibits numerous polymorphs. Figure B2 shows phase images for each of the

three regions, which are mainly composed of the b polymorph of Y2Si2O7. We note that

the g phase of the disilicate is present in region I, however we do not include this grain in

our analysis of the thermal conductivity tensor of b -Y2Si2O7.
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(a) (b) (c)

Figure B1. Scanning electron micrographs of the FIBed regions, prior to TDTR mapping.
Figures (a), (b), and (c) correspond to mapped regions I, II, and III, respectively. Two sets
of FIB marks, thin diagonally and thick vertically oriented, were used to help identify the
location of grains within regions. The scale bar shown in (a) is 10 µm.

B1.2 Time-Domain Thermoreflectance Analysis

We use time-domain thermoreflectance (TDTR) to spatially monitor and determine the

thermal conductivity of b -Y2Si2O7. In our two-tint system, we spectrally separate the out-

put of an 80 MHz Tsunami Ti:Sapphire oscillator centered at 808.5 nm into pump and probe

paths. The pump path is amplitude modulated by an electro-optic modulator, and creates a

frequency-dependent heating event at the surface of the sample. The probe is mechanically

delayed in time, and monitors the thermoreflectance at the sample surface due to the pump

heating event. We fix the modulation of the pump to 8.4 MHz, which allows us to maintain

one-dimensionality in our analysis at the spot sizes used in this study. We fit the TDTR

scan to the radially symmetric heat diffusion equation assuming the parameters shown in

Table B1. The thermal conductivity of the Al transducer is determined by applying the

Wiedemann-Franz Law to electrical resistivity measurements made via four-point probe

measurements on a reference sample placed in the aluminum deposition at the same time

as the samples of interest. The room temperature heat capacity values for aluminum are

taken from the literature [66]. The thickness is extracted from the picosecond acoustics re-

sponse at short time scales, shown in Fig. B3(a). Points are chosen assuming an interfacial

layer with that of low stiffness, according to Hohensee et al. [290]; the acoustic response

is uncharacteristic of what is typically observed at a metal/nonmetal interface. The heat

capacity of fully dense b -Y2Si2O7 is taken to be 2.14 ± 0.12 MJ m�3 K�1 based on values
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Figure B2. EBSD micrographs of the phases present in the mapped regions which are
primarily g- and b -Y2Si2O7, represented by blue and red, respectively.

found in the literature [101, 121, 291]. From archimedes density tests we find that our sam-

ple is 90% dense, and adjust the volumetric heat capacity used in our analysis accordingly.

A representative TDTR curve can be seen in the inset of Fig. B3(a), where we fit for the

thermal conductivity of b -Y2Si2O7 and the conductance at the Al/b -Y2Si2O7 interface.

In order to perform high throughput thermal conductivity mapping, the delay time is

fixed depending on the thermal boundary conductance at the Al/b -Y2Si2O7 interface. We

choose the pump-probe delay time such that the sensitivity to this conductance is near zero,

Layer Volumetric Heat Capacity Thermal Conductivity Thickness
(MJ m�3 K�1) (W m�1 K�1) (nm)

Al Transducer 2.42 111 ± 7 82 ± 2
b -Y2Si2O7 1.92 ± 0.1 F -

Table B1. Parameters for TDTR analysis. The effective pump/probe radii is 1.6 µm with an
uncertainty 0.08 µm, while the thermal boundary conductance at the Al/disilicate interface
is dependent on the region probed, as described in the text. The fitting parameter of interest
is designated by F.
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(a) (b) (c)

Figure B3. (a) Representative short- and long-time thermoreflectance signals from a region
II grain. The arrows denote points which were used to extract the thickness of the Al trans-
ducer, while the inset shows the data and best fit used to obtain baseline thermal properties.
(b) Sensitivity analysis corresponding to the thermal fitting curve from (a). A delay time is
chosen such that sensitivity to the thermal boundary conductance is near zero, occurring at
⇠350 ps, in order to maximize our sensitivity to the cross-plane thermal conductivity. The
remaining variables are known and uncertainty in these values is propagated into the error
analysis as shown in the values in Table B2. (c) Thermal conductivity correlation curve,
showing the relation between the extracted ratio signal (-Vin/Vout) and thermal conductiv-
ity in black for G1 = 43 MW m�2 K�1. Included in gray are variations in the correlation
curve when accounting for a 25% variation in G1.

and correlate the ratio at a single delay time to the thermal conductivity in order to extract

the thermal conductivity. Sensitivity curves are shown in Fig. B3(b) for a spot in Region II.

The sensitivity of the ratio is defined as [56]

Sa =
∂ ln(�Vin/Vout)

∂ ln(a)
, (B1)

where Sa is the sensitivity to the parameter a . We compute the sensitivity of our model

to the thickness of the aluminum (d1), the boundary conductance between the aluminum

and b -Y2Si2O7 (G1), the in-plane (k2,//) and cross-plane (k2,?) thermal conductivity of

the b -Y2Si2O7 relative to the measurement orientation, the heat capacity of the b -Y2Si2O7

(C2), and the effective pump/probe radius, reff. For regions I, II, and III, the measured con-

ductances are 43 ± 2, 56 ± 3, and 41 ± 3 MW m�2 K�1, respectively. Thus, the sensitivity

where G1 is near zero for regions I, II, and III correlates to ⇠350, ⇠180, and ⇠460 ps,

respectively. This is specifically shown in Fig. B3(b) for region II, where G1 crosses zero

sensitivity at ⇠350 ps. These are the pump-probe delay times that we choose for each of
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Figure B4. Relative sensitivity of the cross-plane thermal conductivity (Sk?) to the in-plane
thermal conductivity (Sk//

) of our system for a range of conductivity pairs. The contour line
is drawn for Sk?/Sk//

= 10.

the thermal conductivity micrographs associated with those regions such that changes in

the measured ratio signal are indicative primarily of changes in thermal conductivity, not

the conductance at the Al/b -Y2Si2O7 interface. This is visually represented in the thermal

conductivity correlation curve, shown in Fig. B3(c). The black line correlates the extracted

ratio from the experiment to the thermal conductivity of the disilicate. The bounds for vary-

ing the thermal conductance by ± 25% are shown in grey, and indicate that even moderate

perturbations of G1 do not significantly impact our extracted thermal conductivity. The

relative sensitivity of k? to k// of the substrate are shown in Fig. B4 for thermal conduc-

tivities ranging from 1-2000 W m�1 K�1. In the event that the k// is very high, extraction

of k? becomes more difficult as the sensitivity to k? is thwarted by that of k//.
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(a) (b)

(c) (d)

A

(e)
A

A

Figure B5. Thermal conductivity analysis of the grain present in region I. The SEM mi-
crograph in (a) shows the region comprising the grain of interest. The subtracted auxiliary
signal (b), thermal conductivity map (c), and error in thermal conductivity (d) micrographs
are shown for grain A. Grain A is labeled in (b) along with its thermal conductivity dis-
tribution in (f). In (b)-(d), the step size is 0.25 µm, and the scale bars in (a)-(d) are 5
µm.
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(f) B C

D E
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H I

Figure B6. Thermal conductivity analysis of grains present in region II. The SEM micro-
graph of the region comprising grains B-I is shown in (a) along with the coarse thermal
conductivity map (b) with step size of 0.5 µm. The scale bar in both is 5 µm. The sub-
tracted auxiliary signal (c), thermal conductivity map (d), and error in thermal conductivity
(e) micrographs are shown for grains B-I. Grains B-I are labeled in (c), and their thermal
conductivity distributions are shown in (f). In (c)-(e), the step size is 0.25 µm, and the scale
bar is 4 µm.
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Figure B7. Thermal conductivity analysis of grains present in region III. The SEM micro-
graph of the region comprising grains J-N is shown in (a). The subtracted auxiliary signal
(b), thermal conductivity map (c), and error in thermal conductivity (d) micrographs are
shown for grains J-N. Grains J-N are labeled in (b), and their thermal conductivity distri-
butions are shown in (e). In (b)-(d), the step size is 0.25 µm, and the scale bar in (a)-(d) is
5 µm.
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Figure B8. Knife edge measurements for the (a) x- and (b) y-dimensions of the probe.
Dimensions are labeled as rx and ry for the radius in the x- and y-dimensions, respectively.

All thermal conductivity images used to extract the thermal conductivity of particular

grains were taken with a step size of 0.25 µm, unless otherwise specified. We further

selectively analyze regions where the probe auxiliary signal, subtracted from the reference

beam in our balanced photodetector scheme, is  0.03 V. This is done to identify areas

on the sample surface that are specularly reflecting the probe beam which are indicative

of areas that do not have small artifacts such as stray dust or debris that would diffusely

scatter incoming light. The details of the thermal map analysis are shown in Figs. B5-B7,

along side SEM micrographs for reference.

We use the convention of Wei et al. [72] for the determination of the uncertainty in

our measured thermal conductivities. Specifically, we employ this analysis with errors of

5% in the pump/probe radii, 7% in the thermal conductivity of the Al transducer, 2.5%

in the thickness of the Al transducer, 5% in the boundary conductance at the Al/disilicate

interface, and 5% in the volumetric heat capacity of the disilicate. At this modulation

frequency, we take into account an error in the phase of 0.2 mrad. Our most sensitive

parameter is that of the pump/probe radii. While we fit for the effective pump/probe radii in

our initial analysis, we also perform knife edge measurements in a reflection configuration
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Region Grain Identifier ktheory kmean dkspatial dkcalculated dktotal
(W m�1 K�1) (W m�1 K�1) (W m�1 K�1) (W m�1 K�1) (W m�1 K�1)

I A 5.9 5.1 0.7 0.6 1.0

II

B 6.6 6.8 0.9 0.8 1.2
C 5.3 5.6 0.7 0.7 1.0
D 6.1 6.1 0.7 0.7 1.0
E 5.5 5.4 0.8 0.7 1.0
F 5.3 5.5 0.7 0.7 1.0
G 6.3 6.6 0.9 0.8 1.2
H 7.2 8.2 1.3 0.9 1.6
I 6.0 7.1 1.0 0.8 1.3

III

J 5.9 5.6 0.8 0.7 1.1
K 5.6 5.4 0.8 0.7 1.0
L 6.7 5.9 1.0 0.7 1.2
M 6.6 6.0 0.7 0.7 1.0
N 6.5 6.1 0.8 0.7 1.1

Table B2. Mapping region, grain identifier, thermal conductivity calculated from Eq. B8
and the derived tensor components from the main text (ktheory), mean thermal conduc-
tivity from measurements (kmean), error in thermal conductivity due to spatial variations
(dkspatial), error in thermal conductivity calculated via Eq. B2 (dkcalculated), and total error
in thermal conductivity (dktotal).

to extract the radius of the probe. Measurements are shown in Fig. B8, where the measured

probe dimensions are 0.96 x 0.92 µm in radius. An uncertainty of 5% is obtained from

multiple measurements along various regions of our photolithographically fabricated knife-

edge sample. This yields an effective pump radius of 1.29 µm. The final uncertainty at each

point in the thermal conductivity map is determined via the equation

(
dk
k
)2 = (R

df
Sk

)2 +Â(
Sa
Sk

da
a
)2. (B2)

In this equation, the final uncertainty in thermal conductivity dk is dependent on the

sensitivity to thermal conductivity Sk and additional parameters described previously as

Sa . We take the error in phase as Rdf
Sk

, where R is the ratio signal in the map. We add

this uncertainty with the distribution of thermal conductivities measured for each grain

in quadrature to report the final uncertainty. A summary of the mean thermal conduc-

tivities, kmean, and standard deviation of the distribution extracted from the selected re-

gion of each grain, dkspatial, are shown in Table B2. Also shown in the Table are the

error in thermal conductivities calculated via Eq. B2, dkcalculated. The final uncertainty is
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calculated via the square root of the sum of the squares of dkspatial and dkcalculated (i.e.,

dktotal =
q

dk2
spatial +dk2

calculated).

Shown in Fig. B9 are numerical calculations to the radially symmetric heat diffusion

equation for both the in- and cross-plane thermal penetration depths [77]. At low modula-

tion frequencies, the cross-plane thermal penetration depth approximately follows the 1/e2

pump radius, while the in-plane thermal penetration depth is enhanced due to heat spread-

ing in the Al transducer. At high modulation frequencies, the cross-plane penetration depth

approaches the commonly accepted equation for thermal penetration

r
k

pC f
, (B3)

where f is the modulation frequency and k and C reflect the thermal conductivity and

heat capacity of b -Y2Si2O7. The in-plane thermal penetration depth, on the other hand,

approximately follows f�0.1, and deviates significantly from Eq. B3 when k and C reflect

the thermal conductivity and heat capacity of the Al transducer.

Figure B9. Numerically calculated in- and cross-plane 1/e thermal penetration depths for
Al/b -Y2Si2O7. The dashed lines correspond to Eq. B3 when calculated using properties of
the Al transducer and b -Y2Si2O7 crystallite.
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B1.3 Derivation of k(q ,f )

For the derivation of k(q ,f ), we explicitly derive the thermal conductivity magnitude

from the direction cosines of the orientation. This derivation is not unlike that of Jaing et

al. [292]. From Fourier’s law of heat conduction, the heat flux is related to the temperature

gradient by the thermal conductivity:

q =�eK—T, (B4)

where q is the heat flux, T is the temperature distribution of the system, and eK is the thermal

conductivity tensor. The thermal conductivity tensor is a second rank tensor defined as

eK =

2

6664

kxx kxy kxz

kyx kyy kyz

kzx kzy kzz

3

7775
. (B5)

Onsager’s principle states that each of the components of the heat flux is linearly propor-

tional to each of the components of the temperature gradient [293], implying ki j = k ji must

be true to satisfy these relations. The appearance of these off-diagonal terms in this tensor

depend on the symmetry of the crystal. Only in triclinic systems are all the off-diagonal

terms maintained, while just kxz is maintained in a monoclinic system. For systems of

higher symmetry, only the diagonal elements are present in the system. The thermal con-

ductivity tensor components are aligned with that of the cartesian coordinate system, where

kxx, kyy, and kzz relate the heat flux and temperature gradient in the x̂, ŷ, and ẑ directions,

respectively. The off-diagonal terms relate the heat flux and temperature gradient in orthog-

onal directions, i.e., kxz relates the heat flux in the x̂ direction to the temperature gradient

in the ẑ direction, and vice-versa.

In Einstein notation, the magnitude of the thermal conductivity in a given direction is

k(q ,f) = Ki jlil j, (B6)
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where l1, l2, and l3 are the direction cosines [293]. For a unit vector in spherical coordinates,

with q the azimuthal angle and f the polar angle, the direction cosines are the following:

l1 = sinf cosq

l2 = sinf sinq

l3 = cosf .

(B7)

Evaluating Eq. B6 assuming a thermal conductivity tensor in which all terms are non-

zero, the angular dependence of thermal conductivity can be expressed as:

k(q ,f) = kxx sin2 f cos2 q +kyy sin2 f sin2 q +kzz cos2 f

+2kxy sin2 f cosq sinq +2kxz sinf cosq cosf +2kyz sinf sinq cosf .
(B8)

We note that this result is identical to that of Jiang et al. [292]. An effective thermal con-

ductivity can be defined as ke f f =
3
q

det(eK), where the cube root arises due to the rank of

the tensor.

B1.4 Debye Velocity Calculation

To calculate the directional-dependence of the Debye velocity, we solve the Christoffel

equation assuming literature values for the elastic constants of b -Y2Si2O7. The elastic

tensor is taken from Luo et al. [294], and in Voigt notation, takes the form

Ci jnm =

2

6666666664

303 119 131 0 �24 0
119 207 109 0 42 0
131 109 203 0 �9 0
0 0 0 71 0 31

�24 42 �9 0 105 0
0 0 0 31 0 72

3

7777777775

GPa. (B9)
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The Christoffel matrix is further defined by

Gi j = qnCinm jqm, (B10)

where q is a vector with components that are the direction cosines. The product of the

density and square of the phase velocity (i.e., rv2
p, where r is the density and vp is the

phase velocity) for a given q can be further defined by solving for the eigenvalues of Gi j.

We use the code from Jaeken et al. [122] to further extract the directional-dependence of

the group velocity, assuming a theoretical density of 4.04 g cm�3. The Debye velocity, vD,

is then calculated via
3

v2
D
=

1
v2

l
+

1
v2

t,1
+

1
v2

t,2
, (B11)

where vl is the longitudinal component and vt,1 and vt,2 are the two transverse components

of the speed.

100010

001 001

100 010

(a) (b) (c)
100

010 001

Figure B10. Plan-view orientation images of the monoclinic crystal of b -Y2Si2O7 in the
(a) (100), (b) (010), and (c) (001) planes. Y, Si, and O are represented by green, blue, and
red atoms, respectively, while the YO6 polyhedra and SiO4 tetrahedra are designated as
green polyhedra and blue tetrahedra, respectively.
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B1.5 Orientation Images of b -Y2Si2O7

Orientational images of the monoclinic crystal structure of b -Y2Si2O7 can be found

in Fig. B10. b -Y2Si2O7 consists of SiO4 tetrahedra and YO6 polyhedra arranged into a

layered-like structure. The [100] and [010] directions are similar in structure, less for the

additional O shared between two SiO4 tetrahedra in the [100] direction, while the structure

along the [001] direction departs significantly from those of the [100] and [010] directions.

B2 Spatiotemporal Thermal Conductivity Evolution of Steam

Cycled Ytterbium Silicate/Silicon Environmental Bar-

rier Coatings

B2.1 Atmospheric Plasma Spray Deposition

Powders used for the Si bond coat were S1-122 electronics grade powder (Micron Met-

als), with a particle diameter range of 28-129 µm. Ytterbium silicate powders (YbDS and

YbMS, Treibacher Industrie Inc.) in fused-crushed form with irregular/angular morphol-

ogy and a particle diameter of 20-50 µm were used for plasma spraying of the top-coat.

The plasma spray conditions were chosen to ensure complete particle melting but sought

to avoid overheating which has been linked to rapid loss of SiO2 from the YbDS coat-

ings [130, 153]. To compensate for the low molten particle temperature (which promotes

low density, high permeability coatings) [130, 153], the depositions were conducted in a

furnace set at 1200 �C so that the hot substrate surface prolonged the time for droplet solid-

ification after impingement, thereby extending the radial distance of droplet flow over the

surface, d, resulting in a high density coating of low oxidizer permeability. Oxidation of

the samples during deposition was inhibited by the use of an argon flow (21:1 Ar2:H2 at 20

slm) furnace where the substrate was held at 1200 �C during deposition. A ⇠50 µm thick

Si layer and ⇠100 µm thick YbDS layer were deposited using the plasma spray parameters
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50 µm

b c

d

50 µm
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e f

50 µm50 µm

Not Indexed
YbDS
YbMS (I2/a)
YbMS (P21/c)
a-cristobalite
Si

100

001 010

Figure B11. As-deposited specimen. (a) BSE-mode electron micrograph, showing the
phase contrast of the coating. (b) EBSD band-contrast micrograph and (c,d) corresponding
diffraction patterns from the blue and red dots in (b). (e) EBSD phase contrast micrograph
showing that the large crystalline splats are of the YbDS phase, and the lack of heterogene-
ity present in the system. (f) Inverse pole figure (IPF) Z micrograph showing the differences
in grain orientation of the crystalline splats present in the coating.

indicated in Table B3. Both sides of the a-SiC substrates were coated using this method.

Samples were stabilization annealed at 1250 �C for 24 hours, and then thermally cycled in

a 90 vol % H2O/10 vol % O2 environment.

B2.2 Electron-Backscatter Diffraction Characterization

EBSD: As-Deposited Specimen

EBSD band-contrast micrographs for the as-deposited specimen can be found in Fig. B11.

For reference, we also show the SEM BSE micrograph in Fig. B11(a). The band-contrast

micrograph in (b) shows the presence of large crystallites in a amorphous/nanocrystalline
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Figure B12. SEM BSE, EBSD phase, and EBSD IPF Z micrographs for specimens in their
stabilization annealed states and after cycling in a steam environment for (b) 500 and (c)
2000 hours. EBSD micrographs were acquired using a 0.25 µm step size. The IPF Z legend
is for a monoclinic structure, and is thus applicable for YbDS and YbMS phases present in
the system.

matrix. Based on the step size used in the micrographs (1 µm), we are unable to resolve

grains with dimensions smaller than this. Nonetheless, the large crystallites are highly

diffractive while the matrix shows some diffraction in the patterns found in Fig. B11(c) and

(d), respectively. The phase contrast micrograph in Fig. B11(e) shows that the large crys-
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tallites are of the YbDS phase. Additionally, the micrograph exemplifies that the coating is

not entirely comprised of YbMS or YbDS – trace amounts of Si and a-cristobalite appear

to be present. For the large YbDS crystallites, the inverse pole figure (IPF) Z micrograph

shows the relative orientation between each crystallite.

EBSD: Stabilization Annealed, 500, 2000 Hour Specimens

EBSD characterization for the stabilization annealed specimen, as well as specimens

cycled for 500 and 2000 hours can be found in Figs. B12(a), (b), and (c), respectively.

Specifically, Fig. B12 shows BSE-mode SEM micrographs, EBSD phase contrast micro-

graphs, and EBSD inverse pole figure (IPF) Z micrographs, which represent the orientation

of grains normal to the EBSD measurement orientation. Good agreement in phase contrast

can be found between the SEM BSE micrograph contrast and EBSD phase contrast micro-

graphs. We do not observe significant texturing in any portion of the coating as a function

of cycling time. The EBSD band contrast micrograph for the specimen cycled for 2000

hours can be found in Fig. B13.

50 µm 50 µm

(a) (b)

Figure B13. (a) SEM BSE and (b) EBSD band contrast micrographs of the specimen cycled
for 2000 hours.
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Figure B14. YbMS and YbDS grain size distributions for the (a) stabilization annealed
specimen and specimens cycled for (b) 500 and (c) 2000 hours.

Grain Size Distributions

Grain size distributions for YbMS and YbDS in each of the specimens can be found in

Fig. B14, which shows these distributions for (a) the stabilization annealed specimen and

specimens cycled for (b) 500 and (c) 2000 hours. For the stabilization annealed specimen,

YbMS grain sizes were small, generally on the order of ⇠2 µm or less, with < 10 grains in

the 2–3 µm range. The YbDS grains were of similar size, although grain sizes extended to

⇠5 µm. Similar distributions can also be observed after cycling for 500 hours, Fig. B14(b).

Some coarsening was observed for both silicates in the 2–3 µm range, although the distri-
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butions remained nominally the same due to the early cycling times. After 2000 hours of

cycling, Fig. B14(c), significant coarsening was observed for both YbMS and YbDS con-

stituents. In YbMS, a greater fraction of the grains had diameters of 1–3 µm, while those

of YbDS increased significantly in the 1–6 µm regime, with several grains reaching 6–8

µm.

B2.3 Phase Profile Determination

We determine the YbDS and YbMS phase profiles for each of the specimens presented

in the main document using pixel counting statistics in a custom MATLAB program. There

is sufficient contrast between YbMS and YbDS in the BSE micrographs, and this contrast

is in excellent agreement with the EBSD phase contrast micrographs, as shown in Fig. B12.

Ideally, we would utilize the EBSD phase data to create the phase profiles shown in Fig. 4.7

of the main document. However, the resolution used to acquire this data (0.25 µm) was

much smaller than that of the BSE micrographs (70 nm).

The MATLAB program functions as follows. First, the grayscale BSE micrograph

is imported, and a histogram of the grayscale values are plotted to identify YbDS and

YbMS phases, the distributions of which are nominally gaussian. The micrograph is then

compartmentalized vertically into 200 sections from the exposed portion of the coating to

the bond coat. A gaussian distribution is fitted to the histogram of each compartment at

grayscale values of YbDS and YbMS for each micrograph, which yields the phase profile.

We note that the profiles calculated only show relative amounts of YbDS and YbMS, and

do not include fractions of, for example, porosity and the silicon bond coat as a function of

depth.

We also perform pixel counting statistics on our EBSD-acquired micrographs. The

phase profiles calculated from BSE and EBSD micrographs can be found in Fig. B15 for

the (a) stabilization annealed sample and samples cycled for (b) 500 and (c) 2000 hours.

EBSD micrographs are coarser in resolution, and are unable to index YbDS and YbMS

when the grain size becomes less than the step size used in our measurement, 0.25 µm.
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Figure B15. A comparison of YbDS and YbMS phase profiles in (a) the stabilization
annealed coating and after cycling for (b) 500 and (c) 2000 hours acquired from pixel
counting statistics using SEM BSE and EBSD micrographs.

This is particularly noticeable in the EBSD phase micrographs for the stabilization annealed

specimen and the specimen cycled for 500 hours in Figs. B12(a) and (b), respectively. As

a result, the acquired phase profiles using the EBSD micrographs appear more discrete,

rather than the continuous profiles using the SEM BSE micrographs. As mentioned earlier,

however, the generally good agreement between the contrast of YbDS and YbMS in the

BSE micrographs and the identification of these two phases in the EBSD phase micrographs

merits the use of the SEM BSE micrographs for the determination of the phase profiles.
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B2.4 Time-Domain Thermoreflectance

We use time-domain thermoreflectance (TDTR) for the thermal conductivity measure-

ments of the YbDS top-coat layer. An 80 MHz Ti:Sapphire oscillator centered at 808.5

nm (⇠12 nm FWHM), is spectrally separated into high- and low-energy pump and probe

paths, respectively. The pump is amplitude-modulated via an electrooptic modulator at 8.4

MHz, and creates a frequency dependent heating event at the surface of the specimen coated

with Al. The probe is mechanically delayed in time, and monitors the thermoreflectance

at the sample surface following the pump heating event. We monitor both the in-phase

(Vin) and out-of-phase (Vout) components of the probe signal via lock-in detection, and

compare the ratio of the two (-Vout/Vout) to the radially symmetric heat diffusion equation

to extract both the thermal conductivity of the specimen as well as the conductance at the

Al/specimen interface. The thickness of the Al transducer are determined by picosecond

acoustics, and using the literature value for the speed of sound in Al [66, 184]. While we

are not particularly sensitive to the thermal conductivity of our Al transducer, we determine

this parameter by codepositing a-SiO2 and Al2O3 reference samples in the same deposition,

and using the Wiedemann-Franz law to relate the electrical conductivity to thermal conduc-

tivity. The volumetric heat capacity of YbDS and YbMS are calculated based on literature

values of density and heat capacity, and are summarized in Table B4. The parameters used

in our analysis for the extraction of the thermal conductivity of the coating can be found

in Table B5. Note that we utilize the volumetric heat capacity of YbDS in this analysis.

For the majority of our measurements, the 1/e2 pump and probe radii are 4.5 and 3.5 µm,

respectively, when using a 20x objective, except when high-resolution measurements are

performed with a 50x objective, in which case the effective pump/probe radii is 1.4 µm.

Material Density Heat Capacity Volumetric Heat Capacity
(g cm�3) (J kg�1 K�1) (J cm�3 K�1)

b -Yb2Si2O7 6.15 [126] 274 [20] 1.69
Yb2SiO5 6.92 [105] 352 [295] 2.44

Table B4. Thermophysical parameters of b -Yb2Si2O7 and Yb2SiO5.
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Layer Thermal Conductivity Volumetric Heat Capacity Thickness
(W m�1 K�1) (J cm�3 K�1) (nm)

Aluminum 115 ± 5 2.42 82 ± 2
b -Yb2Si2O7/Yb2SiO5 F 1.69 –

Table B5. Thermophysical parameters use in the analysis of TDTR data. Fitting parameters
are designated by F.

Example data are shown in Fig. B16 for a probed region predominantly of the disilicate

phase in the 2000 hour specimen. Additional details regarding TDTR and its analyses can

be found in the literature.

To spatially profile the thermal conductivity of the coatings at various points in the

cycling process, we mount each specimen onto an XY translation stage. The sample is

rastered relative to the probe beam so that we do not have to alter the alignment in our laser

setup. To perform the raster, we select a single-pump/probe delay time that minimizes

Figure B16. (a) Example TDTR curve on a YbDS-rich region on the specimen cycled for
2000 hours. The inset shows the picosecond acoustic response at shorter time delays, where
oscillations were used to extract the thickness of the Al transducer. (b) Sensitivity analysis
for the thermal conductivity of YbDS, kYbDS, and conductance at the Al/YbDS interface,
GAl/YbDS. The pump/probe delay time is fixed at 3150 ps, as sensitivity to GAl/YbDS is zero
at this point.
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sensitivity to the conductance at the Al/silicate interface. An example of this process is

shown in Fig. B16 for the specimen cycled for 2000 hours. First, we perform numerous

full TDTR measurements across the region to be probed to extract an expected thermal

conductivity and interfacial conductance. We find that the thermal conductivity across

various YbDS-rich regions is 5.9 ± 0.4 W m�1 K�1, and the conductance at the Al/YbDS

interface, GAl/YbDS, to be 31 ± 2 MW m�2 K�1. Following, we calculate the sensitivity to

each of these parameters to -Vin/Vout, defined by [56]

Sa =
dln(�Vin/Vout)

dlna
, (B12)

where a is the parameter of interest.

Sensitivity to the YbDS thermal conductivity and Al/YbDS interfacial conductance can

be found in Fig. B16(b). We perform a linear interpolation to extract the point at which the

sensitivity to the conductance goes to zero. Conceptually, this means that small perturba-

tions of GAl/YbDS about its nominal value will not result in large changes in the acquired

thermoreflectance signal, and that any variations we observe when rastering across a sam-

ple are primarily indicative of changes in thermal conductivity. A summary of the con-

ductances measured across all specimens in this work and their corresponding pump/probe

delay times can be found in Table B6.

Cycling Time Thermal Boundary Conductance Delay Timea

(MW m�2 K�1) (ps)
As-Deposited 52 ± 2 680

Stabilization Annealed 49 ± 1 890
500 Hours 53 ± 1 830

1250 Hours 52 ± 2 800
2000 Hours 31 ± 2 3150

Table B6. Measured thermal boundary conductance at Al/YbDS coating interface and de-
rived pump/probe delay time for mapping procedure from sensitivity analysis described in
the text. aFor measurements performed with a 20x objective.
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Figure B17. (a) SEM BSE, (b) thermal conductivity micrograph, and (c) thermal conduc-
tivity histogram of the as-deposited specimen.

B2.5 Thermal Conductivity Micrograph of As-Deposited Specimen

The thermal conductivity of the as-deposited specimen can be found in Fig. B17, along-

side its SEM BSE micrograph. The as-deposited specimen shows a generally low thermal

conductivity, less for the high thermal conductivity YbDS crystallites, and is on the order

of 2–4 W m�1 K�1, see histogram in Fig. B17(c). The low thermal conductivity of the

coating can be attributed to its amorphous/nanocrystalline nature, in which heat carriers

are more frequently scattered causing a reduction in the thermal conductivity. We attribute

the differences in thermal conductivity of YbDS splats to their differing orientations, as

b -YbDS is monoclinic in nature. This is also confirmed via the EBSD IPF Z micrograph in

Fig. B11(f). We have previously [86] determined the anisotropic thermal conductivity ten-

sor for b -Y2Si2O7 (b -YDS). In general, we find good agreement between the anisotropic

thermal conductivity of b -YDS and b -YbDS, where a higher thermal conductivity (⇠7 W

m�1 K�1) is observed near to the [100] direction, and a lower thermal conductivity (⇠5 W

m�1 K�1) near to the [010] direction. Unlike in our previous work, there are not a sufficient

number of grains to fully recreate the stereographic projection of the thermal conductivity

of b -YbDS.
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50 µm

a-cristobalite TGO

YbDS

Figure B18. Background-subtracted Raman spectra acquired from (a) YbDS regions and
(b) TGO regions of the specimen cycled for 2000 hours.

B2.6 Raman Spectra: 2000 Hours Specimen

Raman spectra for YbDS-rich and TGO regions of the specimen cycled for 2000 hours

can be found in Fig. B18. Spectra were acquired using a Renishaw InVia Confocal Raman

microscope at an excitation wavelength of 532 nm using a 50⇥ objective. The YbDS spec-

tra shown in (a) show no features indicative of residual YbMS being present in the region

near to the silicon bond coat. If YbMS were present in this region, it would manifest itself

as additional low wavenumber modes in the 50–200 cm�1 range, as indicated by Ogawa

et al. [296]. Singly degenerate Ag and Bg modes are identified in (a), and the spectra is

consistent with previous experimental reports [297]. Raman spectra acquired in the TGO

region are shown in Fig. B18(b), with peaks originating from the A1 optical mode identified

at ⇠416 cm�1 and ⇠230 cm�1. The spectra for a-cristobalite shows strong overlap with

YbDS, especially at ⇠416 cm�1. Additionally, YbDS indicators at longer wavenumbers

are also present, suggesting that the Raman interaction volume extends beyond what we ob-

serve in the camera. Nonetheless, the a-cristobalite peak at ⇠230 cm�1, although weak, is

consistent with previous reports [97, 168, 180], and the lack of broad features characteristic

of an amorphous TGO are not present, confirming devitrification of the TGO.



APPENDIX B. SUPPLEMENTARY DATA 199

B2.7 Estimation of Total Silica Formed

To estimate the total amount of silica formed in the TGO, and therefore that lost to the

reaction described in Eq. 4.4 of the main document, we begin with the measured thickness

the YbDS rich (YbMS free) region at the silicon bond coat. By assuming YbDS consists

of an average of 12.5 ± 2.5 mol% YbMS, the number of moles of YbMS reacted can be

calculated using the molar volumes of YbDS (VM = 83.62 cm3 mol�1) and YbMS (VM

= 65.63 cm3 mol�1). For each mole of YbMS consumed, one mole of SiO2 is required

to form YbDS, and is therefore the amount lost to the reaction in Eq. 4.4 of the main

document. We use the molar volume of b -cristobalite (VM = 27.64 cm3 mol�1) for this

calculation. The total thickness of the TGO that is formed is the sum of that reacted and

that measured via SEM.

B2.8 Temperature Gradient Evolution Calculation

To model the temperature gradients in the steady-regime of a coating system, we begin

with Fourier’s Law with a thermal conductivity that varies in space:

q =�k(x)dT
dx

. (B13)

Rearranging and performing a cumulative integral with respect to x, we find

T (x)�T (0) =�q
Z x

0

1
k(x0)

dx0. (B14)

For a coating of thickness x = L, the equation can be further simplified to determine the

heat flux necessary to induce a nominal temperature drop across the entirety of the coating:

q =
T (0)�T (L)
R L

0
1

k(x0)dx0
. (B15)
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Coating Layer Thickness (µm) Thermal Conductivity (W m�1 K�1)
YbMS 179⇥10�3pt 0.74

YbDS/YbMS 100 – (176+179)⇥10�3pt – 2.1 0.96
YbDS 2.1+176⇥10�3pt 1.18

Table B7. Thicknesses and thermal conductivities used for the estimation of the thermal
gradients experienced by a ytterbium silicate-silicon EBC. Time, t, is in hours.

In our calculations, the heat flux is calculated for a 100 K temperature drop such that the

silicon bond coat remains at 1400 K, and is taken as the temperature drop associated with

the specimen composed entirely of YbDS. This same heat flux is used for the calculations

at longer cycling times.

The growth of the YbMS at the surface of the coating due to the volatilization of YbDS

is modeled to grow parabolically at 179 nm
p

t ,while that of the YbDS-rich region near

to the silicon bond coat is also modeled to grow parabolically at 176 nm
p

t with an initial

thickness of 2.1 µm based on the experimental observations of thickness in our material

systems. The thermal conductivities of each layer and their progressions in thickness are

tabulated in Table B7.

B3 Thermal Conductance at Au Contacts with a TiOx Wet-

ting Layer

B3.1 Choice of Ti Deposition Rate

We choose to deposit the Ti adhesion layers in HV at 0.1, 0.5, and 1.0 Å/s for a variety

of reasons. The low deposition rates are chosen to reduce the surface roughness for exper-

imental purposes, as a highly reflective surface (RMS roughness <10nm) is necessary for

time-domain thermoreflectance measurements. Various pieces in the literature have shown

that increasing deposition rate has a profound effect on surface roughness across all films

[298, 299]. Additionally, we keep the deposition rates to Å/s and below due to the restric-

tions of our electron beam evaporator. There is a finite rise time in the chamber to reach a
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desired deposition rate, and depositing 3 nm of Ti at a higher rate of deposition would have

resulted in a non-constant deposition rate, another variable that could influence interfacial

conductances. By restricting the deposition rates to 0.1, 0.5, and 1.0 Å/s, the deposition

rate of the Ti in the chamber remained closest to their designated values.

B3.2 Calculation of TiOx Stoichiometry

The O:Ti ratio was calculated using intensities of the O 1s peak (IO1s) and the Ti 2p3/2

(ITi2p3/2) peak corresponding to Ti-O bonds normalized to their respective relative sensi-

tivity factors (RSF). Intensities were determined from Voigt function fits generated using

kolXPD software. The RSF for each core level was calculated using the transmission func-

tion for the Scienta Omicron R3000 detector and Hartree-Slater subshell photoionization

cross-section energies at 1487 eV [300]. Stoichiometry was determined by

O
Ti

=

IO1s
RSFO1s
ITi2p3/2

RSFTi2p3/2

. (B16)

B3.3 Calculation of Ti Thickness

The thickness of the Ti film was calculated using the integrated intensity of the Ti 2p

core level of the thin films measured by XPS (IT F ) and the integrated intensity of the Ti 2p

core level of an infinitely thick Ti film (I•) measured by XPS separately. The equation for

the intensity of a thin film reported by Himpsel et al. is given as

IT F = I•(1� e�
d

EALcosq ) (B17)

where d is the thickness of the thin film, EAL is the effective attenuation length, and q is the

photoelectron take-off angle [301]. The EAL is calculated using the NIST EAL database.

In the ScientaOmicron system used in this work, the take-off angle is 45�. Solving for
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thickness, this yields

d =�EALcosq(ln(� IT F � I•
I•

)). (B18)

B3.4 XPS spectra of Ti deposited in HV and UHV

A comparison of the Ti 2p spectra for Ti deposited at 1.0 Å/s in HV and Ti deposited

at <0.1 Å/s under UHV is shown in Fig. B19. Metallic Ti is indicated by a chemical state

at 454.1 eV with a spin orbit splitting of 6.17 eV. TiO2 has its 2p3/2peak at 458.8 eV with

a spin orbit splitting of 5.54 eV [302].
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Figure B19. XPS spectra of Ti 2p core level of Ti deposited in HV at 1.0 Å/s and in UHV
on Al2O3.

B4 Band alignment and defects influence the electron-phonon

heat transport mechanisms across metal interfaces

B4.1 Time-Domain Thermoreflectance

In time-domain thermoreflectance (TDTR), 100 fs pulses emanate from an 80 MHz

Ti:Sapphire oscillator, centered at 800 nm (1.55 eV) with a bandwidth of ⇠11.5 nm. In our
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implementation, we frequency-double the pump to 400 nm (3.1 eV) using a BiBO3 crystal

to increase absorption in Au. The probe is mechanically delayed in time to monitor the

thermoreflectance at the sample surface. The 1/e2 pump and probe radii are 8.0 and 4.5

µm, respectively, with the incident pump fluence being 3.85 J m�2 for the Au/TiOx films

and 2.42 J m�2 for the Au film. The cross-correlation of the pump and probe pulses at the

sample surface is ⇠800 fs [303] due to the dispersion induced from various components in

the TDTR optical path.

B4.2 Varying Au Thickness in Au/TiOx Systems

The in-phase reflectivity responses (Vin) of Au/TiOx systems with varying Au thick-

nesses are presented in Fig. B20. In these specimens, a 5 nm TiOx layer was deposited in a

moderately high vacuum (< 1⇥10�6) Torr at 1.0 Å/s, which ensured at least some fraction

of the layer contained Ti0 according to the main document and our previous study [197].

The thickness of the Au layer was confirmed via X-ray reflectivity. Specimens with an Au

capping layer of < 102 nm reveal a significant rerise in the acquired magnitude following

initial peak indicative of the electron temperature. Those with very thin Au capping layers,

14 and 24 nm, reveal a sign change at ⇠2 ps where the signal goes negative before rerising

again. We are unsure for the exact reasons for this, but hypothesize that it is related to the

convolution of the Au and Ti thermoreflectance values at the probing wavelength. At the

pump wavelength, a significant portion of optical energy is directly coupled to electrons in

the Ti based on the optical skin depth of Au, ⇠16 nm [264]. As the electron and lattice

contribution to thermoreflectance of TiOx is relatively unexplored, as well as its temper-

ature dependent indices of refraction, we expect the signal acquired by the probe to be

influenced by the Ti layer in some capacity. Nonetheless, we do not observe a sign change

at thicknesses � 49 nm, suggesting that this thickness may be optimal for interpreting the

data via the TTM. For this reason, all specimens in the document were coated with an Au

layer of ⇠50 nm.

The characteristic electron-phonon interaction length is mathematically defined as lep =
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Figure B20. Ultrafast response in Au/TiOx systems with varying Au thicknesses, labeled.

p
ke/g, where ke and g are the electronic thermal conductivity and electron-phonon cou-

pling factor, respectively. In bulk Au, lep ⇡ 110 nm [43]. Thus, performing these measure-

ments with varying Au thickness yields critical insight into the interaction length between

these two carriers. At an Au layer thickness of 166 nm, we observe a slight rerise in the

signal, which is entirely diminished at 188 nm. At an Au thickness of 102 nm, the magni-

tude of this rerise is larger than at 166 nm, and at 49 nm the rerise is larger yet. For this

rerise to occur, optically excited electrons in the Au layer must propagate through the Au

layer without coupling with the lattice so that they can ballistically traverse into the TiOx

layer. Once there, energy is transmitted to the lattice due to the ultrahigh g of the wetting

layer, and the lattice temperature differential between the wetting and Au layers results in

diffusion of heat via the lattice to the Au film, causing an increase in our acquired signal.

If electrons are not able to reach the TiOx layer, then we would not expect a rerise in the

signal. If we account for both the 1/e absorption depth at the pump wavelength, d ⇡ 16

nm [264], as well as the characteristic electron-phonon interaction length, the length over

which energy is deposited into the Au layer will be d + lep ⇡ 126 nm [271]. We find
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this value to be consistent with our experimental data, as it is less than the Au thickness

at which we observe a diminished rerise in the signal, 166 nm, but larger than at 102 nm

where the rerise is still present. Further experiments with finer increments in Au thickness

would help to identify lep definitively.

B4.3 Two-Temperature Modeling

To model the data acquired via TDTR, we first adjust the zero delay time of our TDTR

data to be at approximately halfway of the initial peak to account for the delayed onset of

electron thermalization. Spatial and temporal discretizations of 0.5 nm and 50 fs, respec-

tively, are used in simulating the energy deposition. The substrate is modeled to be 100 nm,

with a 0.5 nm discretization. The final discretized layer of the substrate is fixed to have an

infinite heat capacity to emulate a semi-infinite substrate. The electronic heat capacity of

each layer is chosen to be proportional to temperature via the electronic heat capacity coef-

ficient g , Ce = gTe, which is valid for the range of electronic temperatures in this study. The

electron-phonon coupling factor g is approximately independent of lattice and electronic

temperatures for low temperature perturbations [43], and is thus chosen to be constant. In-

terfaces are modeled have thicknesses of 0.5 nm, where the phonon thermal conductance

is given an equivalent thermal conductivity for the discretized thickness, and the electronic

thermal conductance is the product of the average of the electronic temperatures on either

side of the interface and G (i.e., GTe,ave) to be in accordance with electron diffuse-mismatch

model [56]. For systems with a wetting layer, we fix the Au/TiOx phonon conductance to

100 MW m�2 K�1. Additionally, for 1 nm pure Ti, we use literature values [304] for the

electron and phonon thermal conductivities, adjusted for size effects using kinetic theory.

For 4 nm TiOx films, we assume 1 W m�1 K�1 for both the phonon thermal conductivity

for amorphous TiO2 films [263]. For the electron thermal conductivity in these films, 1 W

m�1 K�1 is also assumed to account for any Ti0 that may be present. See Table 6.1 of the

main document for all inputs into the model.

In defining the electronic heat capacity, Ce = gTe, we choose to take g for Ti from Lin
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et al.’s work [43] in describing those of our TiOx films. A more rigorous definition of g ,

however, depends on the electron density of states at the Fermi level, D(eF), where eF is

the Fermi energy. The electron heat capacity can be shown to be directly proportional to

D(eF) [262]:

Ce =
p2

3
k2

BD(eF)Te = gTe. (B19)

Examining the electron density of states for TixOy from Fig. 6.8 of the main document,

there are several key features to note. At eF for Ti, a large electron density exists, which

ultimately correlates to a large value of g for Ti. In stoichiometric TiO2, the electron density

is nearly 0. However, in our TiOx systems in which x ⇡ 2, the presence of unreacted Ti0,

as confirmed via XPS and our two-temperature modeling, must provide additional states

at and near eF , thereby increasing g . Thus, g of pure Ti is chosen for TiOx films with x

⇡ 2. With regards to the TiOx layer with x = 2.62, we are unable to rigorously define g

due to the off-stoichiometry of the film. In examining the electron density of states for

Ti3O8 in Fig. 6.8 of the main document, the number of states at eF is comparable to that of

Au. This large number of states is the reason for the theoretically efficient electron energy

transmission, as described by G, at Au/Ti3O8 interfaces shown in Fig. 6.7(b) of the main

document. Further, D(eF) for Ti3O8, being comparable to that of Au, suggests that a value

of g similar to that of Au would best describe g for Ti3O8. However, as the stoichiometry

of TiOx for x = 2.62 is not exactly Ti3O8, we choose g of pure Ti to describe our TiO2.62

layer to allow for an intercomparison between all TiOx specimens.

Part of the analysis relies on the interpretation of the electronic and phononic temper-

atures described by the TTM. In general, the reflectivity is exhibits contributions from the

electronic and lattice subsystems [81]:

DR = aDTe +bDTl. (B20)

In this equation, DR is the change in reflectivity resulting from perturbations in the elec-

tronic and lattice temperatures, DTe and DTl , respectively. The factors a and b are scaling
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constants that determine the contributions of each of these systems to DR. Because the sig-

nal acquired in TDTR encompasses contributions from both of these systems, and that the

electronic contribution to thermoreflectivity becomes negligible ⇠3 ps after excitation by

the laser pulse near 800 nm for fluences used in this work [82, 83], we choose to interpret

the lattice temperature acquired by the TTM and compare it to our measured data 3 ps after

excitation. This interpretation accounts for the subsurface temperature profile and its influ-

ence on the thermoreflectivity [84], where the temperature at each discrete point beneath

the surface contributes to the reflectivity and approximately follows the optical attenuation

depth. The weighting function with which we use to interpret this subsurface temperature

utilizes the index of refraction, n, of Au and its temperature dependence, dn/dT , at our

probing wavelength, 800 nm, using previously reported data [62]. Because temperature

dependent indices of refraction are not available for our TiOx films, nor would there be any

reasonable way of determining them without compromising their current stoichiometry, we

utilize those from Au in the determination of the weighting function in our analysis.

The dR/dT weighting function assuming the temperature dependent indices of refrac-

tion of Au for both the Au and TiO1.90 layers is shown in Fig. B21(a) as the black solid

line. The weighting function exemplifies the insensitivity of the contribution from the un-

derlying TiO1.90 layer, as dR/dT is < 0.05 within this region. As an extreme example, we

recalculate this weighting function under the assumption that the temperature dependent

indices of refraction in the TiOx layer are that of Pt [62]. Shown as the dashed red line

in Fig. B21(a), this results in a negligible change in the dR/dT weighting function–the

majority of the contribution to the probe reflectivity is manifested in the Au capping layer.

The probe-averaged temperature rise when utilizing both weighting functions is shown in

Fig. B21(b). While a distinction can be made between these responses, we emphasize that

we normalize and fit the model to our data beyond 3 ps, and that the rate at which the tem-

peratures rise for each response are similar. Fitting our data under the assumption that the

temperature coefficients of the TiO1.90 layer are that of Pt provides similar lower bounds to

g and G compared to when those of Au are used.
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Figure B21. (a) dR/dT weighting function and (b) probe-averaged temperature response
of the Au/4 nm TiO1.90/Al2O3 system under the assumption that the temperature dependent
indices of refraction of the TiO1.90 layer are that of Au (black solid line) and Pt (dashed red
line).

We note that for the time scales over which we determine the parameters of interest,

we are not particularly sensitive to the Au/Al2O3 and TiOx/Al2O3 phonon conductances

in the Au/Al2O3 and Au/TiOx/Al2O3 systems, respectively, due to the fact that thermal

diffusion into the substrate typically occurs beyond ⇠100 ps [305]. For the electron-phonon

coupling factor of Au, uncertainty is determined by perturbing the pump and probe indices

of refraction, the temperature dependent index of refraction of the probe, as well as the

fluence by 10% and taking the difference between the newly acquired g and original g

and calculating the quadrature. For g and G in systems with the TiOx adhesion layer, we

determine the bounds to these values when the sum of the square of the difference between

our data and the implemented TTM model (i.e., Â(Td-Tm)2, where Td is the measured

thermoreflectance data and Tm is the TTM model) is < .02 for the range over which the

data are fitted.

B4.4 Theory and Simulation Details

Time-Domain Density Functional Theory (TDDFT)

In real-time TDDFT, the electron density, r(r, t), evolves in time and is obtained by

summation over densities of the occupied time-dependent single-electron Kohn Sham (KS)
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orbitals, Yn(r, t):

r(r, t) =
Ne

Â
n=1

|Yn(r, t)|2 (B21)

where n = 1, 2, ..., Ne, and Ne is the total number of electrons. The equations of motions

are obtained using the time-dependent variational principle applied to the total Kohn-Sham

energy. Each evolving KS orbital satisfies the equation:

ih̄
∂
∂ t

Yn(r, t) = H[r(r, t)]Yn(r, t) (B22)

where the Hamiltonian is a DFT functional that depends on the electron density, its gra-

dient, etc. The equations are coupled, because H[r(r, t)] depends on all KS orbitals. In

order to solve the time-dependent KS (TDKS) equations, Eq. B22, we expand the time-

dependent KS orbitals in the basis of adiabatic KS orbitals, Fk(r;R(t)), which are calcu-

lated by ground state DFT for the current nuclear coordinates R,

Yn(r, t) = Â
k

Cn
k (t)Fk(r;R(t)). (B23)

Such expansion provides an efficient numerical way to solve the time-dependent KS equa-

tions, because adiabatic KS orbitals are available from many highly optimized DFT codes,

and because the size of the expansion is small compared, for instance, to a grid representa-

tion in the position or momentum space. By insertion of Eq. B23 into Eq. B22, one converts

the time-dependent KS equations into equations for the expansion coefficients:

ih̄
∂
∂ t

cn
j(t) = Â

k
Cn

k (t)(ekd jk +d jk) (B24)

where ek is energy of the adiabatic KS orbital k, and d jk is the nonadiabatic coupling (NAC)

between adiabatic KS orbitals j and k. The NAC arises from atomic motions that change

adiabatic orbitals along a nuclear trajectory. We calculate the NAC numerically as the
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overlap between adiabatic orbitals j and k at sequential time steps:

d jk =�ih̄
hF j|—RH|Fki

e j � ek
· dR

dt
=�ih̄hF j|—R|Fki ·

dR
dt

=�ih̄hF j|
∂
∂ t

|Fki . (B25)

The current version of the above scheme is implemented [306, 307] with the Quantum

Espresso (QE) package [308].

Non-adiabatic Molecular Dynamics by Surface Hopping

Solution to the time-dependent Schrödinger equation, presently Eq. B22, provides in-

put to surface hopping (SH). SH is needed in order to obtain branching and thermody-

namic equilibrium, which are not trivial to achieve when the Schrödinger equation for

electrons is coupled to a classical trajectory for atoms. In particular, a classical trajectory

cannot branch, in contrast to quantum mechanical wave-packets, and the unitary evolution

provided by the Schrödinger equation cannot reach thermodynamic equilibrium which re-

quires coupling to a bath. Fewest switches SH (FSSH) developed by Tully [309] is a very

popular and efficient SH strategy. The scheme minimizes the number of hops and defines

the SH probability using population fluxes between quantum states. The time-dependent

probability of a hop from state j to state k within the time interval dt is given in FSSH by:

dPjk =
�2Re(A⇤

jkd jkṘ)

A j j
dt

A jk = c jc⇤k .

(B26)

If the hopping probability dPjk is negative, it is set to zero: a hop from state j to state k

is allowed to take place only when the electronic occupation of state k increases and the

occupation of state j decreases. A random number distributed uniformly between 0 and 1 is

sampled and compared to the hopping probability in order to determine whether the system

should remain in the current state or should hop to a new state. When an electronic tran-

sition occurs, the original FSSH technique rescales the nuclear velocities along the NAC

direction to conserve the total electron-nuclear energy. If there is not enough nuclear ki-
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Figure B22. Geometries of (a) pure Au(111) slab, and Au(111) slab with absorbed (b)
Ti, (c) Ti4O4, (d) Ti4O8 and (e) Ti3O8 layers at 0 K. The numbers on the left side of the
structures indicate the distances between the TiOx layer and the nearest Au layer.

netic associated with the NAC direction to account for the increase in the electronic energy,

the hop is rejected. The velocity rescaling and hop rejection rules give detailed balance

between transitions upward and downward in energy, mimicking Boltzmann statistics and

leading to quantum-classical thermodynamic equilibrium at long times. Under the classical

path approximation, the velocity rescaling and hop rejection are replaced by multiplying

the probability to hop upward in energy with the Boltzmann factor, leading to significant

computational savings [306, 307].

Simulation Details

The electronic structure calculations, geometry optimization and ground state molecu-

lar dynamics were carried out using the QE package. The electronic exchange and corre-

lation interactions were treated using the Perdew-Burke-Ernzerhof (PBE) DFT functional

[310]. The interactions of valence electrons with ions were accounted for via the projec-

tor augmented wave (PAW) method [311]. The van der Waals (vdW) interactions were

included using the DFT-D3 approach. Pure DFT functionals, such as PBE, often underesti-

mate energy gaps due to the self-interaction error. To account for this problem, the DFT+U

approach was used, with U = 9.0 eV applied to the 3d electrons of the Ti atoms, improving

description of the TiOx electronic structure [312, 313]. A basis set energy cutoff of 40 Ry

and a kinetic energy cutoff of 400 Ry for charge density were employed. The simulation
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cells are shown in Fig. B22. The calculations were performed using a uniform 5 ⇥ 5 ⇥ 1

k-point grid. Atomic positions were fully relaxed until the calculated Hellmann-Feynman

forces were smaller than 0.05 eV/Å. After the structure optimization, repeated velocity

rescaling was used to heat the systems to 300 K. Subsequently, 3 ps adiabatic MD trajecto-

ries were generated with a 1 fs atomic time step and were used for the NAMD calculations.

The first 500 structures were used as initial conditions to perform FSSH, with 1000 random

number sequences for each structure, using the PYXAID package.
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Stoffe,” in Mitteilungen über Forschungsarbeiten auf dem Gebiete des Ingenieurwesens, pp. 25–40,
Berlin: Springer, 1912.

[34] Healy, J. J., de Groot, J. J., and Kestin, J., “The theory of the transient hot-wire method for measuring
thermal conductivity,” Physica B+C, vol. 82, no. 2, pp. 392–408, 1976.



BIBLIOGRAPHY 215

[35] Gustafsson, S. E., “Transient plane source techniques for thermal conductivity and thermal diffusivity
measurements of solid materials,” Review of Scientific Instruments, vol. 62, no. 3, pp. 797–804, 1991.

[36] Parker, W. J., Jenkins, R. J., Butler, C. P., and Abbott, G. L., “Flash method of determining ther-
mal diffusivity, heat capacity, and thermal conductivity,” Journal of Applied Physics, vol. 32, no. 9,
pp. 1679–1684, 1961.

[37] Onsager, L., “Reciprocal Relations in Irreversible Processes. I.,” Physical Review, vol. 37, pp. 405–
426, 1931.

[38] Onsager, L., “Reciprocal Relations in Irreversible Processes. II.,” Physical Review, vol. 38, pp. 2265–
2279, 1931.

[39] Soret, C., “Sur l’Etude Experimentale des Coefficients Rotationnels de Conductibilite Thermique,”
Arch. Sci. Phys. Nat., vol. 29, pp. 355–357, 1893.

[40] Voigt, W., “Fragen der Kristallphysik I. Uber die Rotatorischen Constanten der Warmeleitung von
Apatit und Dolomit,” Nachr. Ges. Wiss. Goettingen, Math.-Phys. Kl., vol. 3, pp. 87–89, 1903.

[41] Wenk, H.-R., Joswig, W., Tagai, T., Korekawa, M., and Smith, B. K., “The average structure of An
62-66 labradorite,” American Mineralogist, vol. 65, pp. 8I–95, 1980.

[42] Bunge, H.-J., Texture Analysis in Materials Science. Berlin: Akademie-Verlag, 1969.

[43] Lin, Z., Zhigilei, L. V., and Celli, V., “Electron-phonon coupling and electron heat capacity of metals
under conditions of strong electron-phonon nonequilibrium,” Physical Review B, vol. 77, no. 075133,
2008.

[44] Gall, D., “Electron mean free path in elemental metals,” Journal of Applied Physics, vol. 119, no. 8,
p. 85101, 2016.

[45] Kaveh, M. and Wiser, N., “Electron-electron scattering in conducting materials,” Advances in Physics,
vol. 33, no. 4, pp. 257–372, 1984.
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[120] Einstein, A., “Über die von der molekularkinetischen Theorie der Wärme geforderte Bewegung von in
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[241] Krüger, J., Plass, R., Cevey, L., Piccirelli, M., Grätzel, M., and Bach, U., “High efficiency solid-state
photovoltaic device due to inhibition of interface charge recombination,” Applied Physics Letters,
vol. 79, no. 13, pp. 2085–2087, 2001.

[242] Pivrikas, A., Sariciftci, N. S., Juska, G., and Osterbacka, R., “A Review of Charge Transport and
Recombination in Polymer/Fullerine Organic Solar Cells,” Progress in Photovoltaics: Research and
Applications, vol. 15, pp. 677–696, 2007.



BIBLIOGRAPHY 228

[243] Nie, Z., Gao, X., Ren, Y., Xia, S., Wang, Y., Shi, Y., Zhao, J., and Wang, Y., “Harnessing Hot Phonon
Bottleneck in Metal Halide Perovskite Nanocrystals via Interfacial Electron-Phonon Coupling,” Nano
Letters, vol. 20, no. 6, pp. 4610–4617, 2020.

[244] Qian, R., Zong, H., Schneider, J., Zhou, G., Zhao, T., Li, Y., Yang, J., Bahnemann, D. W., and Pan,
J. H., “Charge carrier trapping, recombination and transfer during TiO2 photocatalysis: An overview,”
Catalysis Today, vol. 335, no. October 2018, pp. 78–90, 2019.

[245] Hammarström, L., “Accumulative Charge Separation for Solar Fuels Production: Coupling Light-
Induced Single Electron Transfer to Multielectron Catalysis,” Accounts of Chemical Research, vol. 48,
no. 3, pp. 840–850, 2015.
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