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Abstract

The down-scaling of CMOS technologies has continuously offered better performance,
lower power and higher level of integration. However, in advanced nodes with smaller
feature sizes, on-chip components such as transistors and interconnects are experiencing
more aggressive degradations due to wearout (aging) effects, which are dominated by
Bias temperature instability (BTI) and Electromigration (EM). Transistors become more
susceptible to voltage stress due to the increased effective field with the scaling of the thin
oxide. Similarly, the shrinking geometries of metal interconnects render higher current
densities, and the tremendous number of transistors within a compact area has resulted in
higher power densities as well. Together, these lead to increased on-chip temperatures which
potentially accelerate the wearout effects. In the meanwhile, with the ubiquity of electronics
(e.g. IoT) in our daily lives, there have been increasing demands for reliable system design.
Many of such applications require very long lifetime, higher utilization rate and tighter hard
error tolerances. They are possibly deployed in extreme environmental conditions, such as
high temperatures, which, unfortunately, further accelerate wearout.

Conventional techniques of coping with wearout by “tolerating”, “slowing down” or
“compensating” still leave the wearout themselves unchecked since they keep accumulating
fundamentally as the system operates. Moreover, the continuous increase of irreversible
components of wearout over the entire lifetime will cause permanent errors and failures
potentially. This thesis proposes and demonstrates a new category of techniques that “repair”
wearout in a physical sense through accelerated and active recovery, by which wearout
(both BTI and EM) can be reversed by actively applying several techniques, such as high
temperature, negative voltages (for BTI) and reverse currents (for EM), thus leading to
effective accelerated self-healing. By studying the frequency dependent behaviors of wearout
and recovery experimentally, we demonstrate that the permanent portion of wearout can be
almost fully eliminated and avoided by using in-time scheduled recovery. Our experiments
on hardware demonstrate that the accelerated self-healing techniques for both BTI and EM
wearout are fast, effective and feasible to implement.

To enable the on-chip implementations of the accelerated self-healing techniques and fully
utilize the explored frequency dependent behaviors, we propose a cross-layer accelerated
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self-healing (CLASH) system which instruments the notion of recovery across multiple
layers (from circuit to the system level) of the system stack. A full set of circuit IP blocks,
including recovery boost components, novel BTI and EM sensors, multi-mode recovery
assist scheme and novel power gating structures, is designed and implemented. As wearout-
induced failures become more visible at the system level, we also explore several potential
architecture and system level solutions that are able to take advantages of intrinsic sleep
behaviors for full recovery. Overall, these techniques work together to guarantee that the
entire system performs for more of the time at higher levels of performance and power
efficiency by fully exploiting the extra opportunities enabled by the accelerated self-healing.

Leading-edge nodes such as FinFETs endeavor to offer advantages of future scaled
devices while offsetting the problems introduced by many generations of planar CMOS
scaling. Adapting to the new challenges and fully benefiting from FinFETs require the
growing knowledge and design experiences. To contribute to this knowledge base, in this
thesis, we perform a comprehensive study based on circuit simulations across multiple
technology nodes ranging from conventional bulk to advanced planar technology nodes such
as Fully Depleted Silicon-on-Insulator (FDSOI), to FinFETs. As challenges such as wearout
appear to be more pronounced in these advanced nodes, and this grow to be critical especially
in IoT applications in which industry is in the process of updating technologies. Each of
those end markets has unique needs and characteristics, which affects how chips are used and
under what conditions. We investigate how wearout can impact different categories of future
IoT applications with foundry-provided wearout models. We conclude that wearout needs to
be considered in the full design cycle and the IoT lifetime estimation requires to incorporate
wearout as an important factor. IoT-specific design solutions for mitigating wearout are also
presented in this thesis.
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Chapter 1

Introduction

1.1 Motivation and Background

The never ending demands for delivering higher performance, better energy efficiency

and more integrations on a single die have enabled the continuous downscaling of CMOS

transistor feature size. Although the technology scaling has been advantageous for many

metrics, these advancements have also augmented the impact of the reliability issues [188].

Reliability refers to the probability that a system is able to perform its intended functions

for a given lifetime under given conditions. Sources of unreliability at the hardware level

include variations caused by manufacturing and operating conditions, soft errors caused by

electrical noise or external radiations, and wearout (aging)1 failures that are caused by device

degradations [191]. Process variations have been well studied since many decades ago and

are usually modeled accurately as part of the design kit, which guides circuit designers to

design against it. Soft errors, also called transient faults or single-event upsets, may cause

computation errors and corrupted data, but they are temporary and do not affect the lifetime

of the computing systems [18]. Unlike the first two unreliability sources, wearout effects,

1In this thesis, “aging” and “wearout” are used interchangeably. Circuit Aging/Wearout refers to wearout
effects at both transistor level and interconnect level. Transistor Aging/Wearout mainly refers to BTI effect or
other effects occur to CMOS transistors.
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started to gain increasing attentions recently, are manifest during lifetime and highly depends

on the unpredictable operating conditions. It has grown to be a huge reliability threat to the

lifetime of digital circuits and systems [173, 202, 6]. Reasons behind this have been manifold

[154], but it can be summarized in the following two categories.
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Fig. 1.1 Wearout vs. technology scaling projected by Intel [151]. Y-axis refers to wearout
related metric, and it is normalized to the 32nm node.

The first one is from the technology aspect, Figure 1.1 shows the projected wearout

acceleration across multiple technology nodes from Intel [151], as technology scaling is

reaching the nanoscale regime [6, 135]. The transistors become more susceptible to voltage

stress [169, 61, 37, 135, 169] due to the increased effective field resulted from the reduced

equivalent oxide thickness (EOT) [202]. Similarly, the shrinking geometries of metal layers

render higher current densities, and the tremendous number of transistors within a compact

area has resulted in higher power densities as well. Together, these lead to increased on-chip

temperatures which potentially accelerate the wearout effects [86]. Moreover, advanced

technology such as FinFETs have given rise to several new wearout concerns due to new
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effects such as self-heating [165, 169]. As technology scaling enables billions of transistors

fit on one chip, the challenge is that failure rate of one single transistor is required to decrease

so that the historical values of mean time to failure (MTTF) of the whole system to be

maintained.

Besides the technology scaling factors, wearout issues also become more pronounced

from application perspectives. In high-performance computing applications such as servers,

the system utilization has been increasing significantly especially due to the advent of the

cloud computing. The goal for cloud operations is to maximize utilization by balancing

compute jobs across an entire data center. That can lead to that a system runs most of

the lifetime (> 5 years) without stopping. The approach is energy-efficient, but it can

result in very high accumulated wearout and reduction of the performance eventually [223].

Utilization trends are shifting inside the emerging embedded applications such as the Internet

of Things (IoT) edge devices and automobiles, which will continue until fully autonomous

vehicles replace human drivers. In wearables or medical devices, where circuits usually

work in near/sub-threshold for ultra low power (ULP) operation, the sensitivity of transistor

ON current to threshold voltages is much higher than in super-threshold regimes [167].

Also, demanded by marketing and applications, these edge devices usually have very strict

resiliency requirements [6, 54] and require longer lifetime. For example, some biomedical

applications will require a lifetime of more than 50 years for medical implants [61, 54].

Finally, wearout issues are not just about time, they are highly thermal dependent. Many of

such systems need to operate in extreme environmental conditions, such as high temperatures

(without cooling), which, unfortunately, further accelerate wearout [9].

Wearout is a time-dependent reliability mechanism that is caused by several physical

mechanisms that conspire to worsen metrics across the system hierarchy [78, 37], with

performance degradation or intrinsic faults at the circuit level [159, 223], errors at the

architecture level [80] and failures at the system level [80, 221]. It occurs at all parts of
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Transistors FEOL→ BTI

Interconnects

BEOL→ EM

Power Delivery Network (PDN)

Fig. 1.2 Illustration of BTI and EM. The Scanning Electron Microscope (SEM) figure (from
[210]) shows a cross-section of a fully processed microprocessor. BTI occurs to transistors,
and EM happens in metal wires.

a silicon chip. As shown in Figure 1.2, in general, at the transistor level, also known as

Front-end of line (FEOL), Bias Temperature Instability (BTI) is one of the most prominent

wearout mechanisms [135, 37, 20, 80]. It is characterized by the increase of the absolute

value of threshold voltage (|Vth|) and the reduction of the carrier mobility (µ). In metal

layers, known as Back-end-of-line (BEOL), Electromigration (EM) is the dominant reliability

threat that increases the wire resistance R over time (soft wearout), and ultimately can break

the wire (hard failure). EM is especially critical for power delivery networks (PDN) in

modern ICs [208, 86, 184, 173]. Both wearout effects happen due to stress caused by voltage

or current, when the stress is removed, there are some levels of recovery, but usually at

much lower rate than the wearout process. In the next section, we will review some of the

state-of-art techniques for mitigating both wearout effects.
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Fig. 1.3 Taxonomy of BTI and EM Mitigation Techniques. Note that “Recovery Boost” here
refers to the existing recovery acceleration solutions which mainly focused on BTI wearout
for SRAMs.

In the past decade, various techniques have been proposed to deal with both BTI and

EM wearout issues from system level down to circuit level, and from design time (static)

to run time (dynamic). Overall, these techniques can be categorized into four categories as

listed in Figure 1.3 (modified based on [106, 80]), each category includes several techniques

that are applied at different hierarchies of a system stack. The most common solution

for wearout issues is to tolerate wearout and add margins (guardband) during design time

(pre-fabrication). However, predicting the margin under dynamic workloads and changing

operating conditions is very difficult and many times unfeasible. Therefore, worse-case

margin is commonly employed. Such timing margin can be >20% for 10 years [78, 97], and

it can be as high as 14.5% for voltage margin [238]. The added margins mean large timing
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slacks and therefore wasteful energy consumption (∼ 30% [106]) especially during the initial

lifetime. The significance of these overheads also increases with scaling of technology nodes

as discussed in the last section. A better circuit-design approach for tolerating wearout

is by optimal sizing. Specifically, for BTI, upsizing the transistors compensates the Vth

increase. EM effects are mainly addressed by design rules (e.g. increasing the metal width)

during the physical design phase. While sizing is a very complex problem for solvers as it

associates with multiple metrics, optimizing one can hurt another. Besides the area overhead,

the increased transistor size contribute to the increased gate capacitance thus the dynamic

power consumption, and it also increases the leakage power. Similarly, increased metal width

contributes the load capacitance, which can increase the power consumption as well. Another

design time method to address BTI degradation problems is during the technology mapping

of the logic synthesis. The idea is to balance the delays of system components (gates, paths

or even processor pipeline stages) by considering wearout so that the overall lifetime of the

system can be optimized [107]. As this solution is highly based on prediction of wearout

under dynamic conditions, it can lead to over-estimation and inaccurate results in many cases,

which in turn leads to a low efficiency for design-time approaches. An alternative design

time solution has been adding redundant resources for wearout-critical components such

as critical path at the circuit level [15] or cores/processing units at the architecture/system

level [200]. The overall lifetime can be improved by switching among redundant sources.

While adding redundant elements can increase the area significantly, and can also lead to

performance overhead during switching. It complexes the design process as well. Power

gating has been a popular low-power design techniques that was originally used to lower the

leakage power. It has been also adapted to help relieve BTI wearout as stress time is reduced

while recovery time is increased [105]. But power gating only enables the passive recovery,

which has been demonstrated being very slow and unpredictable (this will also be shown in

Chapter 2 by our experiments). Compared to the BTI mitigation techniques during design
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time, EM wearout has been dealt with by a less diverse group of techniques. The reason is

that front-end designers (who design the architectures and IPs) have much less control over

backend implementations, so physical designers usually need to take care of EM wearout

by either upsizing the metal wire based on the design rule specified by the foundry, or by

adding more metal straps to compensate the resistance increase caused by EM. This solution,

although being used for many years, can lead to wasted routing resources and conservative

design.

Compared to the static design time solutions, adaptive post-silicon techniques appear to

be more “economic” in terms of costs and margins by compensating wearout during run-time.

Previous work have proposed novel circuit and architecture level BTI [180] and EM sensors

[77] to track and monitor wearout, and then several knobs can be adjusted correspondingly.

Such knobs can be clock frequency [153], supply voltage [238], body bias [166] or combined

[141]. At the system level, BTI-aware scheduling was proposed to equalize the utilization

of functional units in a microprocessor to improve its lifetime reliability [192]. Although

the dynamic margins enabled by these solutions can guarantee that the circuit and system

is functioning in the presence of wearout, wearout itself is still unchecked, and the system

can function but might run sluggish or burn more power gradually. Also due to the unique

time dependent nature of the wearout (especially the irreversible components), which will

accumulate fundamentally as the system runs. In many cases, wearout sensors (the expected

number for a future chip can reach as many as hundreds [180]) need to be ON for tracking over

the entire lifetime, and this will add unacceptable tracking power overhead. A better solution

would be to somehow reduce the actual wearout induced variations by “repairing” them. Since

BTI/EM are voltage/current dependent [217], one way is to reduce the voltage/current stress,

thus to alleviate wearout during run time [238], but this way will introduce big performance

overhead. The second way is to take advantage of the recovery properties of BTI/EM by

generating more idle time for passive recovery (system unstressed when not in use) [74].
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While passive recovery is very slow and unpredictable, and cannot be used to reduce margins

effectively, thus it is sometimes even ignored when modeling wearout phenomena. Thus a

solution that can fundamentally fix wearout instead of compensating for its effects would

be clearly preferable. The concept of recovery boost was firstly introduced in SRAMs for

cache blocks to recover some of the NBTI effects through reverse bias [191, 192], but these

ideas were mostly on the intuition level due to lack of good understandings of device level

recovery properties, also the implementation in these work can’t be applied to other logics and

didn’t consider other wearout mechanisms such as EM. Different from all of these previous

wearout mitigation solutions, in this thesis, we propose and demonstrate that both BTI

and EM wearout can be made active by reversing the directions of the stress (e.g. using

positive Vgs instead of negative Vgs for NBTI, using reverse current instead of forward

current for EM) and can be accelerated (e.g. by increasing the temperature). Based on

the actual hardware measurement results, these accelerated self-healing2 techniques

will lead to significant recovery rate improvements. On top of these, we investigate the

irreversible components of both wearout effects, and propose a set of solutions which

can completely mitigate and avoid wearout. On-chip implementations across the full

system stack (circuit, architecture and system) to enable and assist both BTI and EM

accelerated self-healing are also presented in details in this thesis.

1.3 Thesis Contributions

This thesis identifies the problem that future electronic systems will suffer wearout issues

from both technology and application aspects, and there is no wearout mitigation solutions

that can serve as a “panacea”. The goal of this thesis is to explore an effective (in terms of

power, performance and area) while being orthogonal (that can be used together with other

solutions) dimension that is able to fundamentally repair BTI and EM wearout issues through

2In this thesis, “accelerated self-healing” and “accelerated and active recovery” are used interchangeably.
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accelerated and active recovery. The main contributions of this thesis are summarized as

follows:

1) Providing new and deeper understandings of BTI and EM recovery behaviors

through comprehensive studies based on hardware experiments. Most of the wearout

experimental research in the past looked into mainly the stress phase behaviors, recovery

for both EM and BTI haven’t been well understood. In particular, there are irreversible

components for both wearout effects, and explanation of this has been manifold due to

lacking of experimental studies. In this thesis, we study the recovery behaviors based on

measurement on actual hardwares (FPGA for BTI, test chip for EM). Each set of measurement

has been designed by considering different combinations of recovery conditions and lasts

for more than 3 days. We also explore the boundary between the reversible and irreversible

component of BTI and EM. The experimental results provide many new insights on recovery,

such as frequency dependency, accelerated and active recovery and long-term recovery

vs. short recovery difference. These insights can contribute as experimental evidences for

reliability community to create better and more accurate device models for both wearout

effects.

2) Demonstrating that accelerated self-healing is an effective solution for fixing

wearout. Accelerated self-healing is essentially a “reverse” wearout process where sev-

eral knobs are tuned during recovery to assist the process. We demonstrate that accelerated

self-healing can lead to significant recovery rate improvement (e.g. 72.4% of the wearout is

recovered within only 1/4 of the stress time for BTI; 70% of EM wearout can be recovered

within 1/5 of the stress time). Our further study demonstrates that there is still a lingering

permanent component are irreversible even under accelerated and active recovery condi-

tions, we explore the boundary between reversible and irreversible wearout physically and

experimentally. By studying the frequency dependent behaviors of BTI and EM wearout and

recovery, we demonstrate that the boundary is actually “soft” and can even be controllable,
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and this leads to a biology-inspired sleep-when-getting-tired strategy that keeps the circuit

active only during the reversible phase of wearout until the irreversible wearout kicks in,

thus the irreversible wearout becomes almost unobservable even in accelerated stress cases.

The proposed accelerate self-healing cases, together with scheduled explicit accelerated

self-healing periods ahead of any sign of stress, will be simpler to implement on chip and

results in that the system operating for a longer time in a “refreshed” mode, thus leading to

better performance, and has better cumulative metrics (e.g. average performance) as well.

3) Implementing accelerated self-healing on-chip across the full system stack. To

enable the implementation of accelerated self-healing techniques and fully utilize the unique

recovery behaviors for BTI and EM wearout, we propose a full set of potential implementation

solutions at the circuit, architecture and system levels. These solutions cover all aspects from

recovery-driven design methodology, novel sensing techniques for monitoring both wearout

and recovery, novel power gating structures to recovery assist circuit for enabling multiple

recovery modes. Some of these circuit solutions have also been successfully demonstrated on

test chips. Since single-layer recovery solution is not the most cost-friendly, we also discuss

the implications of implementing accelerated self-healing at different levels of a system

hierarchy. Novel schemes and scheduling solutions have been presented. The recovery circuit

components proposed in this thesis are flow friendly, and can serve as the infrastructures for

future research in this direction to build upon. Combining all these techniques enables an

true accelerated self-healing system that benefits from the full-recovery capabilities.

4) Providing a comprehensive technology study across multiple nodes, and studying

FinFET wearout in IoT applications. As FinFET has become a main-stream technology

node for most of the high-performance computing chips, it is also in the process of being

adapted to low-cost embedded systems, in this thesis, we perform a comprehensive technology

study across multiple nodes ranging from planar, FD-SOI to FinFET based on both foundry

provided models and predictive models. The study explores new design challenges and new
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insights since the advent of FinFET technology. It can be contributed as an educational

material and design guide for circuit designers who design with FinFETs. At advanced

technology node, wearout has become more pronounced, and this can especially be critical in

IoT context in which some applications require very reliable operations (zero-error tolerance)

spanning a much longer lifetime (> 50 years). We look into this aspect as well in this thesis

by studying how transistor wearout can impact different categories of IoT applications with

the foundry-provided wearout models. We conclude that wearout needs to be considered

in the full design cycle and the IoT lifetime estimation needs to incorporate wearout as an

important factor. We also present application-specific solutions to mitigate wearout in IoT

systems.

1.4 Thesis Organization

The remainder of this thesis is organized as follows. The thesis organization is also given

in Figure 1.4.

Chapter 2 presents the BTI accelerated self-healing measurement results on the FPGA

platform. Details of experimental setup, test cases and test results are covered in this chapter.

An analytic gate-level BTI stress and recovery model is described. Based on the measurement

and the model, we show the impacts of applying accelerated self-healing techniques on other

digital systems.

Chapter 3 presents the EM accelerated and active recovery measurement results with

on-chip metal lines. We describe the test flow, test structure and experimental results, which

also lead to a thorough analysis on EM signoff when applying the recovery techniques. EM

recovery and BTI recovery behaviors are also compared in this chapter.

Chapter 4 describes a set of circuit IPs for implementing the idea of accelerated self-

healing on chip. These IPs include on-chip negative voltage generators, on-chip heat gen-

erators, multi-mode EM/BTI recovery scheme and three types of EM/BTI sensors. We
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Fig. 1.4 Thesis Organization.

present the simulation results and physical implementations for each circuit and analyze the

overheads of the designs.

Chapter 5 explores the cross-layer implementations of accelerated self-healing. We

discuss how to select the recovery knobs in real systems and how to instrument recovery at

the architecture level and system level. Various potential implementations are described. We

also comment on potential overheads of each implementation and how cross-layer techniques

can work together to leverage the overheads.

Chapter 6 can be divided into two parts. In the first part, we study the circuit metrics

across multiple technology nodes, including planar, FDSOI and FinFET. The study shows

that FinFET technology is superior in many dimensions, but there are also newly introduced

challenges to be addressed during design. The second part presents a study on impact of
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FinFET transistor wearout in IoT domains. We classify current IoT applications based on

wearout-related metrics and conduct circuit wearout simulations for each category. Potential

solutions for mitigating the effect of wearout in IoT circuits are also presented in this chapter.

Chapter 7 concludes the thesis. We summarize the major contributions and also discuss

the future directions in this chapter.





Chapter 2

Accelerated Self-Healing Techniques for

BTI Wearout

2.1 Overview

Bias temperature instability (BTI) is one of the most dominant wearout mechanisms

for transistors, especially in advanced technology nodes [134]. It increases the threshold

voltage (Vth) and reduces the mobility (µ) of transistors over time under voltage stress, thus

increasing the circuit delay and necessary time margins [135, 223]. As shown in Figure 2.1,

Negative Bias Temperature Instability (NBTI) occurs under negative stress conditions and

affects PMOS transistors. Similarly, Positive Bias Temperature Instability (PBTI) affects

NMOS transistors under positive stress voltage. Depending on the bias condition of the

gate, there are two phases of BTI. The stress (or wearout) phase is defined when the gate

is under voltage stress (Vgs < 0 for PMOS, Vgs > 0 for NMOS), and the passive recovery

phase happens when transistors are in OFF state, where voltage stress is “released” (Vgs = 0).

While passive recovery has been accepted as being slow and unpredictable, and cannot be

used to reduce margins effectively, thus it is sometimes even ignored when modeling wearout

phenomena and estimating the guardband. Different from previous solutions, in this chapter,



16 Accelerated Self-Healing Techniques for BTI Wearout
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Fig. 2.1 BTI Stress and Passive Recovery: NBTI happens in PMOS transistors; PBTI happens
in NMOS transistors. For both mechanisms, BTI starts recovering when transistors are turned
OFF, but this passive recovery period is very slow and unpredictable.

we demonstrate that BTI recovery can be made active by reversing the direction of the voltage

stress (e.g. using positive instead of negative Vgs in the case of NBTI), and can be accelerated

(e.g. by increasing the temperature), thus leading to accelerated self-healing. Based on

the actual hardware measurement results on 40nm FPGAs, these accelerated self-healing

techniques will lead to significant recovery rate improvement (e.g. we demonstrated a case

where 72.4% of the wearout is recovered within only 1/4 of the stress time). We also explore

that even in the accelerated active recovery case, there are still components of BTI wearout

that are irreversible. By studying the frequency dependent behaviors of BTI wearout and

recovery, we demonstrate that the boundary is actually “soft” and can even be controllable,

and this leads to a biology-inspired sleep-when-getting-tired strategy that keeps the circuit

active only during the reversible phase of wearout until the irreversible wearout kicks in,

thus the irreversible wearout becomes almost unobservable even in accelerated stress cases.

The proposed solutions, with proactively scheduled explicit accelerated self-healing periods

ahead of any sign of stress, will be simpler to implement on chip and results in that the

system operating for a longer time in a “refreshed” mode, thus leading to less necessary

BTI-induced margin, better performance, and has better cumulative metrics (e.g. average

performance) as well. The details of experimental setup, measurement results and modeling

of the proposed accelerated self-healing solutions are presented in this chapter.
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2.2 BTI Wearout and Recovery Basics

The mechanisms behind BTI have been quite controversial and still haven’t reach a

consensus [203, 136]. There are mainly two types theory to explain BTI effects, and they

are illustrated in Figure 2.2. The first one is called “Reaction-Diffusion (RD)” theory and

is shown in Figure 2.2a [216]. According to this theory, BTI has been attributed mainly to

interface trap generation. For example, for NBTI case (PMOS), when the transistor is ON,

the voltage stress across gate and source could potentially break the covalent bound of Si−H

at interface, this process is called reaction. The separated hydrogen atoms combine to form

H2, which diffuses toward the gate of the transistor. These broken Si −H bonds generate

positively charged traps for holes and leads to transistor parametric shift, such as increased

threshold voltage Vth. When the PMOS switches off (i.e., Vgs = 0), and stress is removed, the

recovery phase starts, where holes are not present in the channel and thus, no new interface

traps are generated; instead, H diffuses back and anneals the broken Si-H. As a result, the

number of interface traps is reduced during this phase and the NBTI degradation is recovered

passively.
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(b) BTI Trapping-Detrapping (TD) Mechanism

Fig. 2.2 Two BTI Mechanisms.
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While the R-D based theory can well predict the constant stress behaviors, recent advances

in fast on-chip BTI measurement have explored several dynamic BTI behaviors that can’t be

explained and are inconsistent with what has been modeled by R-D theory [218]. This led to

an alternative way to explain the BTI effect with trapping/detrapping (TD) mechanism, and

it has been validated against silicon and become widely used in the community [37, 87, 135,

143]. As shown in Figure 2.2b, when the PMOS transistor is ON, the trap energy (relative to

Fermi energy level) is modulated. If the trap gains sufficient energy, it may capture a charge

carrier, thus reducing the number of available carriers in the channel, the charged trap state

modulates the Vth and acts as a scattering source, reducing the effective mobility. This is

called Trapping process. Similar to what has been captured in RD theory, if the transistor

is OFF and in passive recovery phase, some of the interface traps can be annealed slowly

(shown as De-Trapping process in the figure), and the number of occupied traps reaches

a new equilibrium and results in partial recovery. Although the effect of PBTI has been

negligible in previous technologies, it is rapidly becoming an important reliability issue with

the introduction of high-k and metal gates [19, 157, 237]. Since the degradation effect of

PBTI is similar to NBTI, the PBTI effect can be modeled similar to the NBTI effect [237].

There have been also recent modeling frameworks which incorporate both RD and TD

theory [69, 158], but these work show that the most dominant component of BTI is due to hole

trapping and interface trap generation. Thus the presented modeling work is mainly based

on the Trapping/Detrapping theory in this chapter. The device-level TD model developed

in [217] captures the details of the stress and passive recovery physically. According to

the model, the threshold voltage of the transistor increases logarithmically, and the overall

dynamic BTI behaviors can follow is shown in Figure 2.3. Assume that the single transistor

is turned on (stress period starts) at time t = 0, and no voltage stress is applied before. The

threshold voltage increase (∆Vth) until time tst is modeled as:

∆Vth(tst) = φst (A+ log(1+Ctst)) (2.1)
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Fig. 2.3 BTI behaviors modeled by Trapping/Detrapping (TD) theory. Passive Recovery still
leaves a net ∆Vth that is almost permanent and hardly recovered within a reasonable time.

If a recovery interval of trec follows the stress phase, the total threshold voltage shift in the

end is equal to:

∆Vth(tst + trec) = φrec (A+ log(1+Ctrec))+∆Vth(tst)(1−
A+ log(1+Ctrec)

A+ log(1+C(tst + trec))
) (2.2)

φ ∼ Kexp(
−E
kT

)exp(
BVdds/r

kTtox
) (2.3)

where A,B,C are (approximately) constant across the same technology node, K is the fitting

parameter, k is Boltzmann's constant, T is temperature, E is activation energy, tox is the oxide

thickness, and Vdds and Vddr are the supply voltages under stress and recovery, respectively.

More details of the model can be found in [217].

The device-level BTI model discussed above indicates the strong dependence (expo-

nentially) of the threshold voltage shift on voltage and temperature during both stress and

recovery period. It serves as the basis of our circuit and higher level accelerated self-healing
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model framework. All parameters and their values used in the model are extracted based on

our measurements which will be discussed in details in the following sections.

2.3 Prior Work on BTI Recovery

The partial recovery property of BTI has been utilized in many work to improve the

lifetime and other metrics (e.g. performance) of the digital systems. Several methods

[3, 43, 73, 74, 67] were proposed to rebalance the signal probabilities for logic or SRAMs

to maximize the passive recovery time at the circuit level. An alternative method was to

adaptively tune the performance according to the degree of BTI wearout so that certain blocks

could start the passive recovery phase earlier [212, 189]. Novel schemes were proposed to

exploit the idle time of busy functional units for out-of-order processors [192] and superscalar

architectures [124]. A dynamic routing algorithm was proposed to adapt to the wearout-

induced degradations in heterogeneous NoCs [13]. Since passive recovery is much slower

than the wearout process [172], wearout gating [28] was firstly proposed, the idea was to add

a coupling transistor to a regular power gating structure so that the virtual supply and the

logic high/low supply are equalized, in this way, the voltage across the logic block is zero

and transistors experience zero stress. The goal of this method was still to release the stress

completely for passive recovery. To further boost the recovery process, intense recovery for

logics [29] and SRAM array [191, 193] was then proposed, the idea was to raise the gate

voltages of a chain of logic or memory cell in order to put PMOS devices into the recovery

enhancement mode in which the voltage across the transistor is reverse bias mode with full

range of Vdd . This method can potentially be harmful to device reliability since it can lead

to device breakdown under a high reverse voltage, it also incurs very high power routing

costs and design complexity. A power napping scheme was proposed to help the recovery of

NBTI and PBTI [16]. But all of these previous work focused on only SRAM cell designs

or architectural level implementations, it was still unclear how much benefit recovery boost
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Fig. 2.4 Proposed accelerated self-healing solutions for NBTI. Similar solutions can be
applied to PBTI as well.

could achieve due to lack of experimental data and models. In addition, these solutions still

leave the irreversible wearout unchecked. Wafer level and transistor level experiments and

theory [5, 99, 162], together with the device level model discussed in above section, indicated

that BTI recovery highly depends on temperature, these work provided a physical evidence

for our proposed accelerated self-healing techniques. Several recent work [70, 52, 158] have

studied the irreversible component of wearout at the device level. However, these work

focused only on demonstrating and modeling the permanent component, thus a solution

that could fundamentally repair the irreversible wearout is still missing in the field. The

solutions presented in this chapter differ from the previous recovery and recovery boosting

work in several aspects. Firstly, we demonstrate that both high temperature and negative

voltage could accelerate recovery with actual hardware measurements on 40nm FPGAs and

also develop the analytic model for them. Secondly, we propose a biology-inspired strategy

that runs the system in such a way that the irreversible wearout can be fully avoided so

that the system keeps almost “fresh” all the time. Lastly, the proposed solutions can be

effectively applied to all logic blocks, instead of just SRAM arrays. The notion of accelerated

self-healing can be implemented across the system hierarchy and can be introduced as a key

design knob for cross-layer resilience.
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2.4 Accelerated Self-Healing

2.4.1 Active and Accelerate BTI Recovery

In this thesis, we postulate that the systems will use sleep time as an active recovery

period essential for their overall performance. We demonstrate that during sleep, several

accelerated self-healing solutions can be implemented to deeply rejuvenate the circuit, and

they are shown in Figure 2.4 (for NBTI recovery as an example). Firstly, BTI recovery can

be made active by “turning off" the transistor more via a negative voltage across the source

and gate. Secondly, high temperature can increase the kinetic energy for the charge carriers,

thus leading to the accelerated recovery. The third case is when active recovery can be

further accelerated through the joint effort of both negative voltage and high temperature.

From physics perspectives, the self-healing techniques reverse the direction of BTI wearout

and increase the recovery rate. The applied negative voltage (active recovery) across the

transistors activates the detrapping process by pushing trapped carriers back to their original

states, while high temperature can further assist the healing process by exciting the carriers.

Overall, two solutions can work together to achieve the highest possible recovery rate.

2.4.2 Gate-level Analytical Model for Accelerated Self-Healing

To model the performance degradation and rejuvenation due to wearout and accelerated

self-healing, a gate level analytical model that is based on the device model describe in

(2.1)-(2.3) is developed in this thesis. The model serves as a connection between circuit

metrics (such as delay td) and device level parameter shift (mainly Vth) shift. Based on the

circuit theory [167], the propagation delay of a digital gate can be approximated as:

td ∼ CLVdd

Id
∝

CLVdd

Vdd −Vth
(2.4)
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where CL is the output capacitance of the gate. The change in gate delay when Vth is subject

to change is:

∆td ∼ ∆Vth

Vdd −Vth
· td0 (2.5)

where td0 is the original delay of the gate without any Vth shift. Combine equations (2.1),

(2.3) and (2.5), the total delay increase after tst can be expressed as:

∆td(tst) = βstexp(
−E
kT

)exp(
BVdds

kTtox
)(A+ log(1+Ctst)) (2.6)

where βst , A, B and C are fitting parameters and can be extracted from measurement results.

During the accelerated self-healing phase, based on the recovery phase equation of the device

model, we combine equations (2.2), (2.3) and (2.5), and the delay change after sleep period

trec becomes:

∆td(tst + trec) =
φrec

Vdds
(A+ log(1+Ctrec))+∆td(tst)(1−

A+ log(1+Ctrec)

A+ log(1+C(tst + trec))
) (2.7)

Assume that the ratio of operation time to active sleep time of the system is α , the total time

(stress time + sleep time) is ttotal , based on (2.7), the overall delay increase will be:

∆td(ttotal) = φacce

(
A+ log(1+C

ttotal

1+α
)

)
+∆td(

αttotal

1+α
)(1−

A+ log(1+C ttotal
1+α

)

A+ log(1+Cttotal)
) (2.8)

φacce ∼
K

Vddr
exp(

−E
kTacce

)exp(
BVddr

kTaccetox
) (2.9)

Several observations can be made based on the gate-level accelerated self-healing model.

Firstly, the exponential dependency of the total delay increase on recovery temperature and

voltage shows that by increasing Tacc and decreasing Vddr, the first component in Equation

(2.8) can decrease significantly. The second observation is that the active vs. sleep ratio
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α also affects the overall delay change. The final observation is that the recovered part

(∆td(ttotal)−∆td(tstr)) highly depends on the previous stress history (∆td(tstr)).

Gate-level Accelerated Self-
Healing Model

Recovery Voltage

Recovery T

Recovery Time

Delay 
Change

Recovery 
Percentage

Failure Rate Lifetime

Circuit System
Recovery 

Conditions

Fig. 2.5 Illustration of a potential use case flow for Gate-level Accelerated Self-healing model.
This flow can be used for evaluating how recovery conditions can affect the circuit metrics
and system lifetime further.

This model captures the circuit-level metric change due to wearout and accelerated and

active recovery. It can be potentially integrated into higher-level abstract models for exploring

the accelerated self-healing space, and this is illustrated in Figure 2.5. The delay change due

to wearout can lead to timing violations at the circuit level, and this could lead to failures at

the system level. Based on the recovery conditions, the gate-level model is able to estimate

the “recovered delay” which can potentially be used to predict the reduction of failure rate

and extension of the system lifetime. Several use cases of this model will be detailed in the

following sections.

2.5 Experimental Setup

2.5.1 Test Platform

FPGA vendors have been aggressive in adopting the very latest technology nodes; this

makes FPGAs more susceptible to wearout that can lead to frequency degradation [168].

Due to their “bleeding edge” technologies, reconfigurability and regular structure, FPGAs

are an ideal test platform for wearout research [182, 112]. In this thesis, we choose 2-input

Look Up Table (LUT)-based commercial FPGAs [89] fabricated in a 40nm technology to
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Fig. 2.6 FPGA test platform (Lattice Semiconductor iCE40 HX-Series) architecture [89].

demonstrate experimentally the proposed accelerated self-healing techniques. Figure 2.6

shows the architecture of the FPGA. Basic components of FPGAs include the I/O and the

core architecture; we use only the core architecture for testing wearout in this thesis. The

core includes 1280 logic cells (LUT + Flip-flops), which are grouped in Programmable Logic

Blocks (PLB) which can be programmed to perform logic and arithmetic functions. Each

PLB consists of 8 interconnected logic cells as shown in the figure. The chip has a SPI

port that supports programming and configuration of the device using the standard FPGA

synthesize and Place & Route (PnR) flow.
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(a) BTI Test Structure: A 75-stage Ring Oscillator mapping to the Look-Up-Table (LUT) structure on
FPGAs.
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(b) A floorplan showing how BTI test structure is mapped on FPGA fabric: green squares represent
utilized logics, red represents interconnect, I/Os interface with the host mother board and programmer
through flat cable.

Fig. 2.7 BTI Test Configuration on FPGAs.

2.5.2 Test Configuration

In the gate-level model discussed in Section 2.4.2, the delay change is used as the metric

to capture the effect of wearout and recovery, and the same metric is also employed in the

experimental part. We choose a Ring oscillator (RO) structure which is widely used as a

test platform [149] to measure the delay of the Circuit Under Test (CUT) to capture the

delay change. Figure 2.7a shows the test configuration, which is a modified LUT-based Ring

Oscillator based on the design proposed in [219]. It consists of 75 inverters implemented
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in LUTs and a 16-bit counter to capture the output frequency of the ring oscillator. Enable

signal En is used to switch between AC stress (switching) and DC (constant) stress mode.

Figure 2.7b shows how the test structure is mapped to the FPGA fabric. The CUT is kept

under voltage stress and it is enabled only every 20 minutes for frequency recording. The

oscillation frequency fosc can be calculated as:

td =
1

2 fosc
=

1
4 fre fCout

(2.10)

where fre f is the frequency of the reference clock. To pick this frequency, CUT is placed

at different locations on the FPGA as shown as different indexes in Figure 2.7b (Ring X),

and a diagnostic program is run. The output of the counter is read from a certain time range

that has stable values. Environmental factors and the voltage supply are kept constant from

one reading to another; when fre f = 500Hz, the variation of the counter output is within ±5

and ±0.0001% in terms of the corresponding RO frequency variation which we consider

acceptable.

2.5.3 Test Flow and Test Conditions

Test Flow

To sample the stress and recovery data from the FPGA chip in a fast and efficient manner,

an automatic test flow is developed and is shown in Figure 2.8. The FPGA chip interfaces

with the PC through an evaluation board (AT91SAM7SE-EK) developed by Atmel [139]. The

micro-controller unit (MCU) on the board can be programmed in C and serves as a “signal

generator” for the control signals in the BTI test structures on FPGA chip. The timer/counter

in MCU is employed to control how long the FPGA chip is stressed and recovered, it also

controls the analog switch which can pass or cut the supply voltage for the test chip. On the

FPGA side, the RTL description of the BTI test structure (shown in Figure 2.7a) is loaded
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into FPGA through a programmer and Serial Peripheral Interface (SPI). The reference clock

for the counter is given by an external clock generator. Counter outputs are read out and

saved to PC through the mother board interface. By using this test methodology, the total

data sampling overhead is less than 3s, which is believed to have a negligible impact on

overall BTI wearout and recovery behaviors.

Interface Board
(Atmel AT91SAM7SE-EK)

MCU

Timer

Interface

PIO

C Program

BTI Test Structure

FPGA Chip

Counter

PC

SPI

I/O

Programmer
Clock 

Generator

Voltage 
Supply

Terminal

Analog 
Switch

Data 
Sampling

Verilog

Fig. 2.8 BTI Test Flow: FPGA chip communicates with computer through an Atmel evalua-
tion board, on which a micro-controller can be programmed with C. The inherent timer in
MCU can be programmed to controller how long the chip is stressed or recovered.

Stress and Recovery “Knobs”

In Section 2.4, we have introduced three ways to accelerate the recovery during sleep,

one is active recovery through small negative voltage, another is the high temperature and the

third is the combination of the first two. Thus the main “knobs” tuned in measurements are

voltage, time, temperature, switching activity and α , the ratio of stress (active) and recovery
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(sleep or rejuvenation) time. Two stress modes are considered – AC stress and DC stress

(constant stress). DC stress refers to the case where the input of the test structure is always

static and doesn’t switch, and AC stress is when the input is switching with 50% duty cycle

(En signal shown in Figure 2.7a can switch between modes).

Accelerated Test Methodology

Since both elevated temperature and voltage have a great impact on wearout and can be

used to accelerate wearout. In our experiment, both elevated temperature and high voltages

are applied so that we can observe a larger than 1% frequency degradation under high

temperature for all test cases. The recommended operating temperature of the FPGAs we

use is within −40°C to 85°C. In our test cases, we use 100°C and 110°C, which are above

the upper limit of temperature, but not too high to prevent the chip from functioning. The

FPGA chips are heated up or cooled down by a thermal chamber, which allows temperature

fluctuation of ± 0.3°C. Core voltage is provided by a DC power supply and its nominal value

is 1.2V, the elevated voltage is within the 10% range and is much lower than the breakdown

voltages. Figure 2.9 shows the measurement setup. FPGA chip is placed in a zif socket board

which connects with the interface board through a flat cable physically to ensure that only

the FPGA chip is exposed to high temperature environment.

Test Cases

All tests are carried out on a group of fresh commercial FPGA chips. Several test cases in

both stress (wearout) and recovery (including accelerated self-healing) phases are considered

and are denoted as follows (AS – accelerated stress, AR – accelerated recovery, etc.):

• AS110AC24: In this accelerated stress test case, the chip is under 110°C environment

for 24 hours in AC stress mode. RO is always enabled to switch.
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Interface Board FPGA Chip in SocketData Sampling

Thermal Chamber

Voltage Supply
Flat Cable

To PC

FPGA Chip

Fig. 2.9 BTI Test Setup: FPGA chip is placed in a socket board, which connects with the
interface board through a flat cable to separate the micro-controller from the high temperature
environment, only the FPGA chip is in thermal chamber.

• AS110DC24: This is similar to the previous case, but in DC stress mode. RO is

enabled only every 20 minutes for data recording. Data sampling overhead is less than

3s.

• AS100DC24: 100°C is applied and the chip is under accelerated DC stress mode for

24 hours.

• 20Z6: In this case, chips are recovered for 6 hours under 20°C at 0V.
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• AR20N6: Negative voltage of -0.3V is applied to the chip to activate the recovery at

20°C.

• AR110Z6: In this case, only high temperature (110°C) is applied, and the chip is

powered off at 0V for 6 hours.

• AR110N6: Chips are recovered with both 110°Cand -0.3V.

Table 2.1 Summary of Test cases for Accelerated Wearout and Self-Healing

Phase Case No. Chip
No. T (◦C) Vdd (V) Time

(hours) Mode
Stress Time

Recovery Time

Stress
(Active)

AS110AC24 1 110 1.2 24 AC -
AS110DC24 2 110 1.2 24 DC -
AS110DC24 3 110 1.2 24 DC -
AS100DC24 4 100 1.2 24 DC -
AS110DC24 5 110 1.2 24 DC -
AS110DC48 5 110 1.2 48 DC -

Recovery
(Sleep)

R20Z6 2 20 0 6 - 4
AR20N6 3 20 -0.3 6 - 4
AR110Z6 4 110 0 6 - 4
AR110N6 5 110 -0.3 6 - 4

AR110N12 5 110 -0.3 12 - 4

During recovery, a negative voltage and/or a high temperature of 110°C are applied.

During both stress and recovery periods, the test structure is enabled from the stress phase

every 30 minutes for data sampling. The chip that is stressed and recovered under normal

conditions (T = 20°C, Vdds = 1.2V and Vddr = 0V ) is used as the baseline for comparisons.

All test cases are summarized in Table 2.1.

2.5.4 Modeling BTI Stress and Recovery for FPGA Test Structures

In Section 2.4.2, a gate level analytic model that converts the device level parametric

shifts to circuit level metric changes (delay change) was discussed. To analytically understand

how BTI accelerated stress and recovery can affect the specific test structure on FPGA we

chose, we apply the gate level model to Look-up-Table (LUT) circuit, details are as follows.
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As shown in Figure 2.6, the basic building block of the FPGA core is LUT, which is

mapped as inverter logic in our BTI test structure (Figure 2.7). Shown in Figure 2.10 is a

generic Pass Transistor (PT)-based 2-input LUT structure. Routing blocks include all the

routing elements between LUT blocks. Four configure bits (C0 to C3) are stored in Block

RAM (BRAM), In0 and In1 are input signals. Let’s consider an inverter mapped to the LUT:

In0 is the input of the inverter, C0 to C3 are 0101 and In1 is always 1. As shown in the figure,

the Path Of Interest (POI) is from the input of the LUT-based inverter to the output of the

routing blocks. Assume the inverter is under DC stress, and In0 is always 1. M1, M5 are

under stress and the threshold shift will affect the delay of POI. If In0 is always 0, only M7

is under stress. Based on this simple example, two hypotheses can be made:

• Not all the transistors on POI are under stress. In DC stress mode, once the inputs are

given, the number of stressed and unstressed transistors is constant;

• Recovery can only have an impact on stressed transistors, but has no effect on “fresh”

(never aged) transistors, nor on transistors that have already recovered (close) to the

“fresh” state.

Although the exact gate level netlists of commercial FPGAs are unavailable, we believe

that the two hypotheses can be applied to any pass-transistor LUT configurations.

Assume that all stressed transistors on POI are under the same stress condition (Vgs are

the same), so we can approximately assume that ∆Vth of all stressed transistors are the same.

Total delay change ∆Td of POI becomes:

∆Td =
LD

∑
n

∆tdn ∼ ∆tdNs (2.11)

where LD is the logic depth, Ns is number of transistors that are under stress and 0 ≤ Ns ≤ LD,

∆td is the delay change for a single gate from Equation 2.6. Combine Equation 2.6 and 2.11,
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Fig. 2.10 Pass-transistor based LUT structure.

and assume Vdds ≫Vth, the total delay shift of a whole path after a stress period of tst can be

expressed as:

∆Td(tst) = Yexp(
−E
kT

)exp(
BVdds

kTtox
)(A+ log(1+Ctst)) (2.12)

Y ∼ KstNstd0 (2.13)

If Vdds and T are constant over stress duration, Equation 2.12 can be expressed as:

∆Td(tst)∼ β (A+ log(1+Ctst)) (2.14)
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where β , A and C are fitting parameters and can be extracted from measurement results.

Similarly, during accelerated recovery phase, we combine Equations 2.8, 2.9 and 2.11 and

calculate the delay change of POI after recovery period trec as:

∆Td(tst + trec) =
φrec

Vdds
(A+ log(1+Ctrec))+∆Td(tst)(1−

A+ log(1+Ctrec)

A+ log(1+C(tst + trec))
) (2.15)

Assume the the ratio of operation time to active sleep time of the system is α , the overall

delay change in one cycle will be:

∆Td(ttotal) = Φacce

(
A+ log(1+C

ttotal

1+α
)

)
+∆Td(

αttotal

1+α
)(1−

A+ log(1+C ttotal
1+α

)

A+ log(1+Cttotal)
)

(2.16)

Φacce ∼ Kacceexp(
−E

kTacce
)exp(

BVddr

kTaccetox
) (2.17)

The model evaluation and validation will be discussed together with the measurement results

in the following sections.

2.6 Test Results for Accelerated BTI Wearout

This section presents the testing results during the stress period. It shows the performance

degradation under various stress conditions.

2.6.1 AC Stress vs. DC Stress

AC stress and DC stress are conducted in the first and second case described in Section

2.5.3, Figure 2.11 shows the measurement results at 110°C. The AC stress with a 50% duty

cycle can be treated as a symmetric stress vs. passive recovery case. In the first 3 hours,

RO frequency degradation of both cases is relatively fast and then becomes slower. AC

stress has a symmetric stress and recovery process, during which stress phases are always
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Fig. 2.11 AC and DC Stress Measurement Results: AC stress case with a 50% duty cycle
shows slower BTI wearout.

followed by recovery phases due to dynamic activity of the circuit, and results in smaller

frequency degradation, which is about half of that in the DC stress case. The results indicate

that passive recovery is much slower compared to wearout since the chip cannot be fully

recovered with symmetric AC stress. In other words, AC stress is a only partially self-healing

process with a very slow recovery rate. To almost fully rejuvenate the chip, accelerated

self-healing techniques are required.

2.6.2 Effect of Temperature on BTI Wearout

Figure 2.12 shows measured delay change over time at 100°C and 110°C. As the model

predicts, initially, frequency degrades fast and then slower. High temperature accelerates the

degradation. Table 2.2 summarizes the delay change (%) for different temperature conditions.

Table 2.3 shows the extracted parameters we use in the model that is discussed in Section

2.5.4.
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Fig. 2.12 Accelerated BTI Wearout under 110°C and 100°C for 1 day

Table 2.2 Summary of delay increase (%) under different temperatures

Temperature (°C) Measurement Model Prediction
12 hours 24 hours 12 hours 24 hours

20 0.13% 0.19% 0.11% 0.18%
100 1.1% 1.5% 1.1% 1.53%
110 1.45% 2.16% 1.57% 1.96%

Table 2.3 Parameter Descriptions for the Model

Parameter Description Value
k Boltzmann Constant 1.38×10−23J/K
E Activation Energy 0.49eV
tox Oxide Thickness 1nm
A Constant 0.2801
B Constant 3×10−29

C Constant 0.8614
Kst Fitting Parameter 4.7×10−4

Kacce Fitting Parameter 7.34×10−5

2.7 Test Results for Accelerated Self-Healing Techniques

This section will present the test results for the proposed accelerated self-healing tech-

niques. To make comparisons, we use recovered delay (RD – delay decrease during recovery)

as our metric, which can be calculated as RD(t2) = Td(t1)− Td(t2) = ∆Td(t1)−∆Td(t2),

where t2 > t1, and ∆Td is the delay change with respect to the delay at time zero.
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2.7.1 Negative Voltage

Currently, when electronic systems go to sleep, the supply voltage is usually gated to

reduce leakage, but this only results in passive recovery. For active recovery we apply a

negative voltage. The challenges for picking this negative voltage are:

• Breakdown voltage limitation: the voltage must be at the level below the lateral

pn-junction breakdown voltage;

• Implementation feasibility: implementation of negative voltage will introduce area

overhead;

• Gate-induced Drain Leakage Current (GIDL) may introduce large leakage currents.

In this test, we picked a negative voltage of −0.3V that is validated to be still within the

“safe” margin of the breakdown voltage and leakage. Figure 2.13 compares the recovered

delay over 6 hours (1/4 of the total stress time) when the temperature is set at 20°C and

110°C, respectively. Model predictions from Section 2.4.2 are also included in the figure.

The coefficients used in the model are all extracted from the measurements. The results in

Figure 2.13 show that stressed chips rejuvenate faster with a negative supply voltage for both

temperatures. By applying a negative voltage the recovery is significantly accelerated even at

room temperature.

2.7.2 High Temperature

High temperature not only accelerates wearout, this section will show that it will also

accelerates recovery. Figure 2.14 presents the recovered delay vs. temperature result under

passive recovery (0V ) and active recovery (−0.3V ) condition; in both cases, high temperature

accelerates recovery. The proposed model accurately predicts this behavior, as also shown in

the figure.
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Recovered Delay (RD) = Delay(t=0) -Delay(t)

(a)

(b)

0V 20°CMeasured

0V 20°CModel

-0.3V 20°C Measured

-0.3V 20°C Model

0V 110°CMeasured

0V 110°CModel

-0.3V 110°C Model

-0.3V 110°C Measured

Fig. 2.13 Negative voltage-enabled active recovery after being stressed for 24 hours (Net
delay increase is ∼ 3.24ns). X-axis is the recovery time. (a) at 20°C, (b) at 110°C.
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(a)

(b)

0V 20°CMeasured

0V 20°CModel -0.3V 20°C Model

-0.3V 20°C Measured

0V 110°CMeasured

0V 110°CModel -0.3V 110°C Model

-0.3V 110°C Measured

Fig. 2.14 High Temperature-accelerated recovery after being stressed for 24 hours (Net delay
increase is ∼ 3.24ns). X-axis is the recovery time. (a) under 0V (passive recovery), (b) under
−0.3V (active recovery).
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2.7.3 Model Validation

Figure 2.15 shows the measured raw data (delay change ∆Td) vs. model predictions

over time for four recovery cases and indicates that test results match the modeling results

well, the analytical model provides an accurate estimation of the recovery under different

conditions. Table 2.4 summarizes the recovery percentage (Recovered delay/Net delay

increase) in four test cases. Both model prediction and measurement results are included. It is

worth to mention that in the accelerated & active recovery case when both high temperature

and negative voltage are applied to the system, about 72.4% of the degradation can be

recovered within only 1/4 of the stress time, and this also indicates that high temperature and

negative voltage can “assist” each other during recovery and lead to the maximum recovered

portion (72.4% >> 16.7% + 28.7%). The recovered portion can be directly translated to

the necessary design margin reduction. For example, with the accelerated & active recovery

techniques, the design margin can be brought back to 27.6% of the original one within only a

short period of recovery time. Figure 2.16 shows the measured frequency over the whole

period of wearout and accelerated self-healing behaviors under high temperature (110°C),

negative voltage (−0.3V ) and stress vs. recovery ratio of 4. In summary, accelerated self-

healing techniques for BTI are effective compared to the passive recovery condition, but

if we continue the accelerated self-healing period after 12 hours in the test case shown in

Figure 2.16), BTI wearout can’t actually be fully recovered even under the accelerated and

active recovery conditions due to the existing of permanent components. In the following

sections, we will explore this in depth.

Table 2.4 Summary of the Accelerated Self-healing results for 6 hours of recovery (%:
recovered percentage)

Test Case Sleep Condition Measurement Results Model Prediction
Passive Recovery 20°C and 0V 0.66% 1%
Active Recovery 20°C and -0.3V 16.7% 14.4%

Accelerated Recovery 110°C and 0V 28.7% 29.2%
Accelerated Active Recovery 110°C and -0.3V 72.4% 72.7%
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Fig. 2.15 Delay change (∆Td) over time during recovery: Model predictions vs. Measurement.
Solid lines are model predictions, markers are measured data.
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Fig. 2.16 One test case showing that accelerated self-healing techniques can recover about
72.4% of BTI wearout within only 1/4 of the stress time. Passive recovery data are not shown
in the figure, but it is about less than 2% of recovery after 12 hours.

2.8 Reversible vs. Irreversible BTI Wearout

The accelerated self-healing techniques are able to rejuvenate the “aged” chip from BTI

significantly. While based on the physical trapping and de-trapping mechanisms of BTI

discussed in Section 2.2, and also validated by our experiments, there are still irreversible

components (e.g. shown in Figure 2.3 as Vth net increase) that are hardly recovered within
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a reasonable time and will accumulate cycle by cycle, thus hurting the performance and

increasing the guardband. In this section, we look into the permanent component of BTI

more in details and explore the frequency dependency of wearout and recovery. The same

experimental setup and test methodology in Section 2.5 are also employed in this part of

work.

2.8.1 Fast Traps vs. Slow Traps — A Physics Perspective

The BTI mechanisms [37, 135] suggest that the charge carriers need to gain sufficient

kinetic energy to overcome a potential barrier necessary to break an interface state to be

captured in the traps during trapping process. Here we define fast traps as those traps that

have a high probability of trapping the charge carriers. These traps have a relatively lower

trap energy barrier and are easier to be filled in a shorter time. On the contrary, slow traps

are those have a higher trap energy barrier that is difficult for charge carriers to overcome.

The principle of physics for de-trapping (recovery process) is that the trapped charge carriers

(e.g. electrons for NMOS) have a certain probability to escape, with the probability being

higher if their energy is higher and the trap energy barrier is lower, and vice-versa. Based

on the statistical mechanics theory, the distribution of kinetic energies is proportional to the

product of density of state and the Boltzmann distribution [62]. The 3-dimensional density

of state is proportional to
√

E, therefore the energy distribution of electron is given by:

fE(E) = A× (
1

kT
)3/2 ×

√
E × exp(− E

kT
) (2.18)

where E is the is the energy of the electrons, k is Boltzmann constant, T is temperature

in Kelvin and A is a normalization factor. Since the de-trapping rate is proportional to the

number of electrons at the energy of consideration, the de-trapping rate is proportional to

fE(E). The energy distribution of electrons at room temperature (300K) is plotted in Figure
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Fig. 2.17 Energy distribution of electrons at room temperature

2.17, which shows that majority of the electrons are at low energy in meV range, whereas

the center energy of even the lowest energy of the trap is in order of several kT (∼ 0.026eV )

[88, 171]. This means that only a small fraction of electrons at the tail of the distribution

could participate in the de-trapping process.

Shown in Figure 2.18 is the illustration of the trapping and detrapping process for two

types of the traps. Since fast traps have lower trap energy barrier, so it is easier for charge

carriers to escape from them, and this leads to fast recovery, or reversible part of wearout. For

the slow traps, the charge carriers need to overcome a higher trap energy barrier. As a result, it

is very slow or even impossible for them to escape within a reasonable time, so these traps will

cause the irreversible wearout. To give a first order estimation, if the trap energy is 100meV

higher, the probability distribution goes down by a factor of exp(100meV/20emV ) ≈ 50.

This indicates that the time it takes to de-trap goes up by about a factor of 50 for every

100meV increase in trap energy.
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Fig. 2.18 Illustration of Fast traps vs. Slow traps.

Temperature and voltage (electrical field) play an important role of determining energy of

electrons. Figure 2.19 shows that by increasing the temperature, the energy distribution shifts

to the right, so the probability of de-trapping increases. This indicates that the boundary

between the reversible and irreversible wearout is not fixed and can actually even be shifted.

2.8.2 Irreversible Wearout during Accelerated Self-healing

As discussed in Section 2.7.3, although the part of the irreversible wearout for passive

recovery could be recovered by accelerated active recovery, and this has been demonstrated

by our experiment, the measured result is shown in Figure 2.20. The frequency under

passive recovery condition (27°C and Vgs = 0V ) is normalized to the accelerated self-healing

condition. It is clear that in both cases, recovery saturates to some values below fresh state

frequency, and the irreversible part of BTI wearout after passive recovery is much larger than

the accelerated & active recovery case.
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Fig. 2.19 Energy distribution of electrons at room temperature.

The “unchecked” irreversible components will keep accumulating throughout the system

lifetime. Figure 2.21 is a test case for several cycles of stress and recovery. In each cycle, a

6-hour accelerated stress is followed by a 6-hour accelerated recovery (6 hours vs. 6 hours).

IRn refers to the amount of irreversible wearout for the nth cycle. It shows in the figure that

the recovery under accelerated conditions saturates in each cycle, and the irreversible wearout

(IR) increases for the first few cycles and settles afterwards. A possible explanation for this

behavior is that in the later cycles, some of the irreversible wearout from previous cycles

starts to recover, and the accelerated recovery and stress can fully compensate each other.

But it will not be fully recovered to the fresh state even with accelerated active recovery

techniques applied during each cycle.

2.8.3 Sequentiality of Reversible and Irreversible Wearout

As reversible wearout and irreversible wearout are mostly determined by fast traps and

slow traps respectively. So there will be sequences when wearout happens due to the different
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Fig. 2.20 Irreversible part under two recovery conditions – Passive recover vs. Accelerated &
active recovery (accelerated self-healing). BTI doesn’t recover completely even under the
accelerated self-healing conditions.

Fig. 2.21 Accumulation of the irreversible BTI wearout cycle by cycle. IRn refers to the
accumulated irreversible component after nth cycle.
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trapping rate of the two. To further investigate this, a group of stress tests is conducted.

Shown in Figure 2.22 is the frequency degradation under two accelerated stress conditions

with different stress voltages. It illustrates that both test cases follow similar wearout patterns.

Firstly, reversible wearout kicks in, then the effect of reversible wearout levels off and

irreversible wearout takes over – in time domain this is roughly seen as a steep slope followed

by shallow slope during wearout.

Figure 2.23 shows a test case when a 6-hour accelerated & active recovery (110°C,

−0.3V ) durations follows a 6-hour stress. The accelerated recovery speeds up the recovery

process and even recovers some parts that would otherwise be considered irreversible. In

the time domain this can be roughly seen as a steep slope followed by a saturation (zero

slope) once all the reversible part and part of irreversible part were recovered. Also, it is

worth to mention that the Recovered Wearout is larger than the Reversible Wearout as shown

in the figure, and this further demonstrates that the accelerated & active recovery techniques

are able to recover some of the irreversible parts. But solutions that are able to fully fix or

avoid this component are still necessary and highly preferred, they are presented in the next

section.

2.9 Frequency Dependency of BTI Wearout and Recovery

2.9.1 Sleep with Accelerated Rejuvenation when Getting Tired

The whole process of wearout and accelerated active recovery can be compared to the

biological world. Humans for example are active during daytime, with the body conducting

activities and experiencing fatigue. During night time sleep, the body goes through several

active processes that are essential for the recovery of its full capabilities for the next day.

If some organs experience heavy fatigue without in-time rest, part of the fatigue will be

translated into some potential harms to the body, and will be hardly recovered. This is well
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Fig. 2.22 BTI-induced frequency degradation under two accelerated stress conditions. In
both cases, reversible wearout kicks in firstly, then it levels off and irreversible wearout takes
over.

110°C and 1.2V 110°C and -0.3V

Fig. 2.23 Sequentiality of reversible and irreversible wearout.
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known for athletes that need scheduled recovery periods after extensive workouts, with their

athletic performance actually getting better after the rest periods. These biological fatigue

and recovery schedules are not unlike those illustrated in Figure 2.21. We thus borrow these

ideas and see how they apply to electronic systems. The key idea is to stop the stress before

irreversible effects get a chance to accumulate. The ideal strategy is thus to keep the circuit

active only during the reversible phase of wearout until the irreversible wearout kicks in;

thus the irreversible wearout becomes almost unobservable even in accelerated stress cases.

To validate this idea, a set of tests with different “circadian rhythms” is conducted, and is

summarized in Table 2.5. All tests start from the fresh state. The total test time is 3 days for

all test cases.

Table 2.5 Summary of periodic accelerated rejuvenation test cases

Test Case Chip No. Cycle
Stress Time

Cycle Accelerated &
Active Recovery Time # of cycles

6 hrs vs. 6 hrs 1 6 hours 6 hours 6
4 hrs vs. 4 hrs 2 4 hours 4 hours 9
2 hrs vs. 2 hrs 3 2 hours 2 hours 18
1 hr vs. 1 hr 4 1 hour 1 hour 32

Note: All accelerated & active recovery are under −0.3V and 110°C.

To make a fair comparison of recovery percentage among different chips and also under

different operating conditions, normalization is necessary. From Equation 2.4 and 2.5, we

can estimate the change in gate delay ∆td when Vth is subject to change as:

∆td ∼ Γ ·∆Vth · tg0 (2.19)

where tg0 is the time zero delay of the gate with no Vth shift, Γ is a constant. Assume that

Chip 1 has an initial frequency (fresh status) of f1TA(0) at temperature TA, and chip 2 has

an initial frequency of f2T B(0) at temperature TB. If two chips undergo the same threshold

voltage change ∆Vth(t) after being stressed or recovered for time length of t, and since

the temperature induced threshold voltage shift doesn’t change with time, so the resulted
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frequency of Chip 1 at temperature TA becomes:

f1TA(t)∼
1

t1TA(0)+Γ ·∆Vth(t) · t1TA(0)
(2.20)

Similarly, the frequency of Chip 2 at temperature TB is:

f2T B(t)∼
1

t2T B(0)+Γ ·∆Vth(t) · t2T B(0)
(2.21)

The process of normalizing Chip 2 data to Chip 1 data is done through

f2T B(t)
f2T B(0)

· f1TA(0) =
t2T B(0)

t2T B(0)+Γ ·∆Vth(t) · t2T B(0)
· 1
t1TA(0)

=
1

t1TA(0)+Γ ·∆Vth(t) · t1TA(0)
= f1TA(t)

(2.22)

The above derivation process proves that although the same amount of BTI-induced

threshold voltage ∆Vth(t) could lead to different frequency degradation for different chips

under different temperatures, the normalization process could reflect the actual threshold

voltage shift across multiple chips properly. Thus, in the following measurement results

section, we are able to normalize the frequency of all 4 test cases shown in Table 2.5 to one

of them to make fair comparisons.

2.9.2 Measurement Results

Shown in Figure 2.24 are the measurement results. For all test cases except the 1 hr

vs. 1 hr case, the accelerated active recovery has a period of saturation which indicates the

irreversible parts of the wearout, and the irreversible parts accumulate in the first several

cycles and settle down in the following cycles. For the 1hr vs. 1hr case, alternating phases of

stress and accelerated recovery can completely compensate for each other, and after each

accelerated active recovery phase the chip can indeed start fresh. The irreversible part
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Fig. 2.24 Measurement results for different “circadian rhythms”.

of wearout is totally avoided explicitly. Figure 2.25 presents the accumulated irreversible

wearout for the first 6 cycles under above four test conditions. It shows that the earlier

the accelerated rejuvenation techniques are applied, the slower the irreversible wearout

accumulate, which results in less permanent component. There is an optimal balance of
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Fig. 2.25 Irreversible component accumulated during the first 6 cycles for four different
scheduled stress and accelerated and active recovery shifts (circadian rhythms).

stress and accelerate recovery (e.g. 1hr vs. 1hr in this accelerated case) which leads to almost

no irreversible wearout.

Assume that the amount of frequency degradation under normal condition is the same

as the accelerated case for 1 hour, the equivalent duration is about 31 hours under nominal

voltage and room temperature based on the model proposed in Section 2.4.2. As shown in

Figure 2.26, the identical optimal condition could be that the chip is active under normal

operating conditions for (at most) 31 hours, the accumulated BTI wearout could be fully

mitigated by a following 1 hour (or longer) accelerated active recovery duration.
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Fig. 2.26 An identical regular-operation use case (31 hrs vs. 1 hr) to the 1 hr vs. 1 hr
accelerated stress case for FULL recovery.

2.9.3 Reduction of Necessary Design Margin

The explored unique behaviors of BTI wearout and (accelerated & active) recovery

provide the big potentials of reducing the necessary design margins significantly during

the early design phase. As discussed in Chapter 1, for the worst case design solution, to

meet the timing requirement throughout the whole lifetime, guardbands need to be added

(e.g. by oversizing transistors). Without the proposed periodic accelerated and active

rejuvenation solutions, the margin needs to cover both reversible and irreversible wearout,

and the irreversible part has to cover long time periods (typically years). Since the proposed

strategy starts recovery before the irreversible wearout kicks in, the design margin only need

to cover reversible wearout. Assume that the irreversible wearout at room temperature is

the same as the one at the accelerated stress case (at 110°C), and we define AC stress as

the case when transistors switch between ON and OFF with a 50% duty cycle, which gives

the balanced stress and recovery during operation. Based on the model in Section 2.4.2, the

estimated design margin of 5 year and 10 year lifetime spans under DC and AC stress at

room temperature is shown in Fig. 2.27. The proposed solution (1hr. vs. 1hr case) gives a
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Fig. 2.27 Necessary design margin estimation under different stress conditions.

design margin reduction of at least 60× for all cases. In the AC stress case for a 10-year

lifetime constraint, the design margin reduction is more than 100×. It also shows that as the

lifetime constraint increases, the guardbands need to be relaxed (2×) correspondingly, while

with the proposed strategy, the design margin stays almost the same (1×).

2.9.4 Reduction of Tracking Power

The alternative solutions for dealing with wearout are adaptive techniques at the circuit

level [189] or dynamic reliability management techniques at the architecture level [199],

where wearout sensors are deployed to track during the whole period of the lifetime. This

means more tracking power. With the proposed strategy, the time for recovery is known

ahead, wearout sensors only need to track during a short time (e.g. 31 hours shown in Section

2.9.1) for the reversible part of wearout. Numerically the difference for the tracking power
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is between O(ln(31hours)) and O(ln(10years)) for a 10-year lifetime constraint, or about

ln(2826)∼ 8× reduction.

2.9.5 Average Performance Improvement

With the periodic accelerated and active rejuvenation, the circuit is guaranteed to run

faster than the case when no recovery is applied. We define that the average performance

refers to the average of all performance values during operation time (wearout period). Figure

2.28 shows the average performance improvement (IMP) calculated from the measurement

results for 1 day and 2 days with the same chip. Under the 1hr vs. 1hr case, when irreversible

wearout is almost completely avoided, it gives the best average performance, which is close to

the fresh status. As operation time increases (e.g. 1 day to 2 days), the average performance

will keep almost the same for 1hr vs. 1hr case, while for other test cases, especially the case

when no recovery strategy is applied, the average performance decreases dramatically, and

this leads to that the average performance improvement achieved by the proposed strategy

will increase with time (1.6× from 1 day to 2 days).

Figure 2.29 presents the predicted average performance improvement over the no-recovery

solution under nominal operation conditions (room temperature, nominal voltage) predicted

by the model. As the lifetime constraint increases from 5 years to 10 years, the average

performance for the proposed rejuvenation solution will keep almost the same, compared

to the no-recovery case when the average performance scales down dramatically. In other

words, the average performance improvement enabled by the proposed solution will increase

significantly as the lifetime requirement increases. To give an example, for a 10-year lifetime

span, the improvement can be as large as ∼ 9%.
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Fig. 2.28 Average performance improvement (IMP) for 1 day and 2 days from measurement.

Fig. 2.29 Average performance under different stress conditions.
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Fig. 2.30 Frequency dependency of irreversible component of BTI wearout.

2.9.6 Frequency Dependency Behaviors of BTI Wearout

It has been shown in many literature [57, 42] that BTI-induced Vth shifts due to AC

stress are independent of frequency in the range of few Hz to GHz, and most of the BTI

models are also developed based on this theory, while our experimental results demonstrate

that independence of BTI on frequency doesn’t hold for the whole frequency spectrum.

Figure 2.30 shows the measured permanent component vs. frequency under accelerated

stress and recovery conditions. As in the higher frequency range (close to 0 on the X-axis),

the permanent component is almost zero and doesn’t increase with frequency. When the

frequency reaches the lower range (moving to the right on the X-axis), the accumulated

permanent component increases inversely with frequency. There is a turning point (range)

where “defines” the boundary between frequency dependency and independence. To the best

of our knowledge, this thesis is the first to study experimentally the BTI effect under very

slow AC stress with the frequency range of 1/hours and also under accelerated stress and
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recovery conditions, the explored frequency dependent behaviors can potentially lead to that

the permanent component can be minimal through proactively scheduled recovery intervals.

Implementation details will be further discussed in Chapter 5.

2.10 Conclusions

As BTI becomes one of the dominant reliability challenges for present and future digital

circuits, most of the previous BTI mitigation techniques focus on reducing BTI-induced

degradation during operation (under stress) or utilize the passive recovery behavior of BTI,

however BTI is not fundamentally repaired in those cases, and this could cause permanent

failures. In this chapter, we first presented a series of accelerated self-healing techniques

which are able to “reverse” the direction of wearout, thus accelerating and activating the

BTI recovery. Based on the actual hardware measurement results with 40nm FPGAs, these

accelerated self-healing techniques can lead to significant recovery rate improvement (e.g.

we demonstrated a case where 72.4% of the wearout is recovered within only 1/4 of the stress

time for BTI). While even in the accelerated self-healing recovery conditions, there are still

part of BTI wearout that are irreversible. We further explored the boundary between reversible

and irreversible wearout physically and experimentally. The main findings are: First, we show

that the boundary between the reversible and irreversible parts of transistor wearout is not

fixed, with the irreversible part becoming at least partially reversible under the right conditions

of accelerated active recovery and stress/recovery scheduling. Second, we show that there are

certain stress/recovery schedules that can (almost) completely eliminate irreversible wearout,

thus allowing significant reductions in necessary design margins (> 60×) and improvement

in average performance (∼ 9% with a 10-year lifetime). The discovered BTI frequency

dependency is able to help the community understand BTI behaviors more deeply, these

unique BTI recovery properties introduce a new knob for designing reliable systems. Figure

2.31 highlights the key contributions of this chapter. The potential implementations and
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tradeoff analysis by taking use of the accelerated self-healing techniques will be discussed in

the following chapters.
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Chapter 3

Accelerating and Activating Recovery for

EM Wearout

3.1 Overview

The down-scaling of CMOS technologies into the nano-regime not only elevates the

transistor wearout issues such as BTI, it also worsens the interconnect (on-chip metal wire)

wearout effect Electromigration (EM). Especially, EM has been a significant concern in power

delivery networks (PDN), which largely experience unidirectional current flow [173, 163].

EM-induced failure is projected to get even worse due to the increasing current densities

from shrinking interconnect geometries in the sub-10nm regime [66]. EM occurs due to

the gradual displacement of metal atoms in a semiconductor. When the current density is

high enough, it can cause the drift of metal ions in the direction of the electron flow. As

BTI degrades chip performance by slowing down device switching speeds. EM can increase

wire resistance, which can cause voltage drop resulting in device slowdown; it can also

cause permanent failures in circuits due to shorts or opens if the stress accumulates to certain

amount. Conventional ways of addressing EM effects are by design rules (e.g. metal width

requirement) during the physical design phase and signoff phase [126]. While Conservative
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Fig. 3.1 Illustration of EM Recovery: Stress relaxation occurs when current is switched off,
and this is similar to the passive recovery condition for BTI.

oversizing the metal can significantly sacrifice area, power and routing costs. In addition, the

dynamic workloads and changing operating conditions can still lead to large variations in

current density, which can cause major EM threats [109].

Similar to BTI, one important transient behavior of EM wearout is the recovery property,

which refers to the stress relaxation in the metal line when the current is switched off as

shown in Figure 3.1. This can refer to the passive recovery condition as in BTI recovery

case. Under this condition, the effect of the electron wind induced-stress can be relieved

to only certain levels as demonstrated with experiments in [118, 128], but it can not be

fully released due to the existing of permanent component. In this chapter, we demonstrate

several solutions that can activate and accelerate the recovery of EM experimentally with

a group of on-chip metal lines, these solutions are inspired by the notion of “reversing the

direction of wearout”. We explore that EM wearout also has frequency dependent behaviors

where the amount of permanent component depends on the periods of stress and recovery

(with the same duty cycle), not unlike BTI. By inserting the accelerated and active EM
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Fig. 3.2 Electromigration Mechanism: EM is the result of the dominant force Fwind , that is,
the momentum transfer from the electrons which move in the applied electric field.

recovery periods periodically, the overall mean-time-to-failure (MTTF) of metal line can

be significantly extended. Since during EM active recovery, the current still flows, thus the

system doesn’t need to be switched off, this can lead to minimal performance overhead if

implemented with the necessary assist infrastructures. This chapter presents the experiment

setup, theory and measurement results for the proposed active and accelerated EM recovery

techniques.

3.2 EM Wearout and Recovery Mechanisms

Compared to BTI wearout, EM mechanism is less debatable. It is widely accepted

that EM is the result of momentum transfer from the electrons, which move in the applied

electric field, to the ions which make up the lattice of the interconnect material. Figure 3.2

illustrates the process. Current flow through the metal line produces two forces, the first one

is electrostatic force Ff ield caused by the electric field strength in the metallic interconnect,

and the force is usually small and can be ignored. A second force Fwind is caused by the

momentum transfer between electrons and metal ions in the crystal lattice. This force acts in

the direction of current flow and is the main EM source [126]. Over time, this can lead to

resistance increase and open circuit.

The healing effects (EM Recovery) refer to those caused by the atomic flow in the

direction opposite to the electron wind force Fwind , the back-flow, during or after EM. This
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Fig. 3.3 Electromigration Stress and Passive Recovery: EM mainly affects the power delivery
network (PDN). EM healing occurs when current is removed, but the recovery is partial and
slow.

back-flow of mass begins to take place once a redistribution of mass has begun to form. It

tends to reduce the failure rate during EM and partially heals the damage after current is

removed. The cause of this back-flow of mass is the inhomogeneities, such as temperature

and/or concentration gradients, resulting from EM damage [49]. Due to this effect, the

signal metal lines suffer less EM effects because most interconnects are stressed under

bidirection current which correspond to the charging and discharging processes. While for

power delivery network (especially global PDN) shown in Figure 3.3, EM doesn’t exhibit

the luxury of being recovered because of the unidirectional current flow, and this can cause

huge power net IR-drop and permanent failures potentially. Thus, in this work, we mainly

look into the EM issues in power delivery network.

EM is characterized by mean time to failure (MTTF) conventionally. The MTTF of

a single metal interconnect caused by EM is given by well-known Black’s Equation [25],
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which is:

MT T F =
A
Jn exp(

Ea

kT
) (3.1)

where A is a constant depending on the cross-sectional area of the interconnect, J is the

current density, n is a scaling parameter, which usually equals to 2 for voild-nucleation-

limited failure and 1 for void-growth-limited failure [75]. k is the Boltzmann constant, T

is the temperature in Kelvin. Ea is the activation energy. Equation 3.1 shows that current

density J and the temperature T are deciding factors that affect MTTF due to EM.

Recent EM modeling framework [84, 85] has shown that EM wearout experiences several

phases. The first phase is called void nucleation phase during which the stress accumulates

until it reaches the critical value σ = σcritical , the resistance during this phase is almost

unchanged; Following the void nucleation phase, the generated voids start growing and lead

to an increased resistance over time. As a result, the PDN becomes a time-varying network

and the voltage drop changes over time.

3.3 Prior Work on EM Recovery

The recovery effect of EM under AC stress was firstly studied in [209]; the experimental

results showed that the EM lifetime increases with frequency. This effect was further analyzed

in [2], which demonstrated that the healing can increase the lifetime by several orders of

magnitude depending on the metal used. In [222], authors looked into EM recovery in TSVs

of 3DIC. While [118] suggested that EM is not fully recovered even during an opposite

polarity pulse current with 50% of duty cycle, this means that EM stress and passive recovery

are not symmetric, and there is an irreversible component for EM as well. Modeling work

[85, 204] suggested from a physics perspective that high temperature can speed up atom

diffusion towards the cathode end and lead to faster and more recovery, but these work are

still simulation based, there are no experimental results are presented. [155] was the first to
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conduct EM recovery experiments under different temperatures, but the goal of that work was

to understand the transient resistance change during a temperature sweep up to 400K, and

a first-order model was proposed to capture the behaviors. In [174], authors demonstrated

the argument that at low frequency, when current flow is interrupted, the stress gradient is

sufficient to effectively counter the effect of EM and allow stress relaxation and consequently

longer lifetimes. But it was still under passive recovery where the current is turned off in

pulsed DC (PDC) operations. In our work, we explore both temperature and current direction

impacts on EM recovery, we also demonstrate the frequency dependency behaviors for EM

wearout. Through multiple “deep healing” methods, EM-induced MTTF can be significantly

extended.

3.4 “Reversing” the Direction of EM Wearout

In this section, we propose that EM recovery can be made active and accelerated. During

passive recovery period, several boosting techniques can be applied, and they are shown in

Figure 3.4, condition No. 2 shows the active recovery case where the direction of current

is reversed to activate and assist the electron back flow. In last chapter, we discussed that

high temperature can increase the kinetic energy for the charge carriers. More importantly,

increased temperature can lead to recrystallization accompanying an increase in grain size

and defect decay, such as the annihilation of vacancies at film surfaces [155]. Overall, the

EM-induced damage and stress can be healed and relaxed by high temperature, and this case

is shown as No. 3. No. 4 illustrates a combined condition of No. 2 and 3. To validate these

recovery conditions, we also conduct actual hardware testing on a set of on-chip metal lines.

Details of setup is presented in the next section. Since EM permanent component hasn’t been

studied and well understood, we also study the EM frequency dependent behaviors with the

same setup.
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Fig. 3.4 Electromigration “reversing” techniques: No. 1 refers to the passive recovery, No. 2,
3 and 4 are proposed active and accelerated recovery solutions.

3.5 Test Setup

3.5.1 Test Structure

Since EM mainly happens to on-chip metal wires, and there is no commercial test

infrastructures which contains only on-chip metal lines. We fabricated a test chip with 180nm

bulk CMOS technology using dual-damascene Cu interconnect, the test structures are a

series of “long” and “narrow” on-chip metal lines. Figure 3.5 shows the die photo along

with the dimension of the metal wire. The metal wire is fabricated with the highest metal

layer (M6) of the technology in dual-damascene process since this metal layer is more likely

being used in the global power delivery network. The resistance change ∆R over time is

measured during stress and recovery phases. Based on Equation 3.1, EM depends on the
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Fig. 3.5 Die photo with the test structure for EM recovery: On-chip “long” and “narrow”
metal lines and their dimensions; “rt” means room temperature (∼ 27°C).

current density flowing through the metal line, which is inversely proportional to the cross

section area, since the metal thickness depends on the process itself, so we can only control

the width, which is picked being “narrow” enough (1.57µm for the 180nm technology) while

not violating the design rules. Although Equation 3.1 doesn’t suggest any EM dependency

on metal length, shorter metal experience less or no EM due to immortality condition which

is also known as Blech limit [26]. According to the theory, the immortal metal segments can

be filtered based on the following condition:

( j× l)⩽ ( j× l)critical =
Ωσcritical

eZρ
(3.2)

where l is the metal length, Ω is the atomic volume, e is the electron charge, eZ is the effective

charge of the migrating atoms, ρ is the wire electrical resistivity, σcritical is the critical stress

needed for the failure precursor nucleation (void/hillock). Equation 3.2 means that the length

of the metal line needs to be picked long enough to capture the EM prominence. As shown

in Figure 3.5, our metal line test structure is across the whole die area, and the length is

2.633mm. Probe pads are used for wire bonding to connect with the external measurement

board, they can also be probed directly.
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Fig. 3.6 Electromigration stress and recovery measurement setup.

In our measurement setup, we first bond the wire-under-test to a regular Dual in-line

(DIP) package. Compared to the on-chip metal wire, the bonding wires employ a much

larger cross-sectional area (> 10×), and are believed to be much less impacted by EM. So

the overall EM effects are dominated by on-chip metal wire. Figure 3.6 shows the whole

measurement setup, where the bonded chip is connected with a constant current supply using

high temperature wires (red and black wires shown in the figure) on a breadboard. In this way,

only wire-under-test is exposed to the high temperature environment. A Voltmeter (Analog

Discovery from Digilent [12]) is connected in parallel to the test structure for measuring the

voltage drop (∆V (t)) on the wire-under-test. The voltmeter is USB-powered and supports

visualization and data recording. We sample the voltage every minute and saved it in a file
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for further processing. The resistance change over time due to EM can be calculated as

∆R(t) = ∆V (t)/I based on the Ohm’s law, where I is the constant current fed to the wire. The

current value I and stress temperature T are decided based on both Equation 3.1 and exercise

experiments so that MTTF is estimated to be in the range of few days. Before stress phase,

we first wait for a reasonable amount of time to ensure that a steady-state temperature was

reached by the thermal chamber which allows temperature fluctuation of ±0.3°C only. The

current supply is able to provide bidirectional DC current, and this allows a short switching

time (less than 2s) between stress and recovery phase.

3.5.3 Test Cases

Table 3.1 Test Cases for EM Stress and Recovery

Phase Case Index Wire
No. T (◦C) J (MA/cm2) Time

(hours) Comments

Stress
(Active)

EMST1 1 27 7.96 12 Baseline for Stress
EMST2 2 230 7.96 12 -
EMST3 3 230 7.96 20 Metal broke
EMST4 4 230 7.96 12 -
EMST5 5 230 7.96 6.7 -

Recovery
(Sleep)

EMPR1 2 27 0 20 Baseline for Recovery
EMASH1 4 230 -7.96 10 -
EMASH2 5 230 -7.96 10 -

All accelerated stress tests are conducted on “fresh” chips with the same test structures.

Table 3.1 summarizes all the test cases, where “EMST” stands for accelerated stress condi-

tions, “EMPR” refers to passive recovery and “EMASH” represents accelerated and active

recovery conditions. The measurement halts when EM breakdown occurred for example in

case EMST3, which provides a reference on how long it takes to reach the metal breakdown

point (TTF). EMST1 case is used as a baseline stress condition for comparisons. Similarly,

EMPR1 case is used as a baseline recovery condition for comparing against the acceler-

ated and active recovery conditions (EMASH1 and EMASH2). EMST4 and EMST5 are

stressed under the same accelerated conditions except that EMST4 is stressed with a shorter
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period. These two stress periods are followed by two accelerated and active recovery periods

(EMASH1 and EMASH2) respectively.

3.6 Experimental Results for EM Active and Accelerated

Recovery

This section presents the experimental results from test cases summarized in Table 3.1.

Shown in Figure 3.7 is the measured EM-induced resistance change under accelerated stress

and recovery conditions with relatively high constant current density (±7.96MA/cm2) and

elevated temperature (230°C). During the accelerated stress phase, the results indicate that

the EM evolution consists of two distinct phases that were described in Section 3.2 – the void

nucleation phase and the void growth phase. During the nucleation phase, the EM-induced

stress increases until it hits a critical value, when voids are generated; before this point, the

resistance has almost no change. Following the void nucleation phase, these generated voids

start growing and lead to an increased resistance over time. Our experimental results agree

with measured data in [201, 209], and are also consistent with what is predicted by recently

proposed physics-based EM models [86, 204].

During the active and accelerated recovery phase, a reverse current (with the same

absolute value as in the stress phase) and elevated temperature are applied; Figure 3.7 shows

that the activated recovery is much faster than that under passive recovery, and more than 75%

of EM wearout can be recovered within only 1/5 of the stress time. Figure 3.7 also shows the

results under passive recovery condition, where recovery saturates to a very high-resistance

value after a short period of true recovery, and this saturation continues even with extended

recovery periods.

However, our results also suggest that there is still a lingering permanent component in

accelerated and active recovery case, which has similar behavior to what we saw for initial
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Fig. 3.7 Measurement results for EM degradation and recovery under passive recovery
(Figure 3.4 No. 1 or Test case EMPR1 in Table 3.1) and proposed recovery conditions
(Figure 3.4 No. 4, at 230°C and ±7.96MA/cm2) during the void growth phase: there is still
a permanent component even under accelerated and active recovery.

BTI wearout measurements. This inspires us to explore the frequency dependent behavior

that is not unlike the method we used in BTI recovery case. Applying in-time recovery for

EM enables the hope of reducing, avoiding or even eliminating the permanent component of

EM; Figure 3.8 demonstrates exactly this. The results show that by scheduling the recovery

phase in the early phase of void growth, EM can also be fully recovered. But the potential

issue of scheduling recovery during void growth is that during recovery, there is still (reverse)
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Fig. 3.8 Measurement results for EM accelerated and active recovery during the early period
of the void growth phase (at 230°C and ±7.96MA/cm2): full recovery.

current flowing through the metal, and this could lead to potential EM, but in the opposite

direction (shown in the figure), and thus add uncertainties in terms of ultimate effects. A

more “economic” way is to schedule the recovery periodically before voids nucleation

happens; the measurement results of this strategy are shown in Figure 3.9, where multiple

short accelerated and active recovery intervals (30min) are inserted in the early phase of EM

stress evolution, and this results in a delay of void nucleation for a significant amount of

time (almost 3× slower compared to Figure 3.7). By employing such circadian rhythm-like

scheduling recovery strategy, the overall time-to-failure (TTF) can be potentially significantly

extended. For example, Figure 3.9 shows TTF is increased by more than 2× with 5 short

recovery periods (2.5hours in total) scheduled in the early lifetime.
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Fig. 3.9 Measurement results for scheduled periodic recovery intervals during void nucle-
ation phase: It takes much longer for voids to nucleate, and the overall TTF is extended
significantly.

Based on extensive accelerated stress and recovery tests, we conclude that EM recovery

(back-flow) can be further activated and accelerated significantly, the “Push-Pull” stress/active

recovery compensation where in-time scheduled periodic recovery intervals are able to fully

eliminate the permanent EM component. The insertion of short intervals of EM recovery

before void nucleation is able to extend the lifetime of the metal wires significantly. While

BTI active recovery needs to be in an OFF period, and EM active recovery happens during

ON period when there is reverse current flowing; this opens new opportunities of scheduling

both recovery over the whole lifetime span with the proper circuit solutions, which will be

discussed in details in the following chapters.
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3.7 EM Signoff Considering Accelerated and Active Re-

covery

EM issues are usually addressed by back-end-of-line (BEOL) design rules or/and by

adding design margins. In the first method, current rule limits in metal wires are set by

foundry to ensure reliable operations over a prescribed time period without significant EM

damage. Designers need to follow these rules when doing floorplanning and physical design.

For example, the number of power straps, number of VIAs and PADs will be decided

partially by these EM design rules. EM signoff tools (such as Cadence Voltus [164]) can

also be employed to analyze and optimize the full-chip EM and IR drop. In the second

method, design teams are forced to use larger margins to guardband against EM-induced

delay degradation, that is, design and sign off at either a shorter lifetime or slower speed

[40]. This margin could also be voltage margin which is added when the resistance of the

PDN mesh increases due to EM to keep the drive current the same so as to achieve the same

performance. In summary, both methods require extensive design-time estimations and lead

to some overhead for some metrics such as performance.

With the explored accelerated and active recovery behaviors in this chapter, we show

that EM can be fully recovered under certain conditions, the EM signoff requirements can

be relaxed in several aspects. This section discusses three different scenarios that can take

advantage of the EM recovery properties.

3.7.1 Relax the EM Design Rules

Assume that the EM recovery techniques have been implemented on-chip, and EM

recovery can be accelerated and activated, full recovery can be achieved 1. For ease of

1Details of the implementing EM recovery circuitry on chip will be discussed in Chapter 4. Overheads and
tradeoffs of adding these circuitry will be studied in Chapter 5. For this part, we assume this has been done and
validated, and we focus on studying the potential benefits of EM accelerated self-healing techniques.
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Fig. 3.10 Illustration of EM Current Rule Relaxation due to Recovery: Current density
requirement can be potentially relaxed, x is a number larger than 1.

comparisons, we refer the regular case without any proactive recovery as Case EM_Reg, and

the case with recovery techniques (accelerated self-healing) as Case EM_ASH. If the lifetime

target keeps the same and minimum metal width has been used, EM current design rule

limits can be relaxed in Case EM_ASH due to that in-time proactive recovery can always

bring the “aged” metal line back to almost the original state, thus this will result in less

required power straps and less routing congestions. This is illustrated in Figure 3.10. To

quantify how much this current requirement can be relaxed (calculate the value of x), we

refer an industry-standard 28nm FDSOI2 technology as an example, since it is a relatively

advanced node that has been deployed in many products, so we believe this analysis can be

representative enough to cover the real design scenarios for modern chips. Listed in Table

3.2 are the maximum DC current allowed at junction temperature of 125°C for the top two

metal layers (used for power routing) in this technology. The EM current rules assure reliable

operations of 10 years. Since the current limit is given at 125°C, Idc can be corrected by a

temperature derating factor γder that is given in Table 3.3 for several temperatures. There is

also a width derating factor that determines the maximum current, which can be relaxed by

wider metal. Since in our case we assume the minimum width is used, so this width derating

2FDSOI refers to Fully Depleted Silicon On Insulator technology.
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Table 3.2 EM Line Current Limits @125°C for 10 years of operations

Metal Level Idc (mA) Minimum Width (um) Thickness (um)
M10 (Highest Level) 0.408 0.4 0.88

M9 0.408 0.4 0.88

Table 3.3 Temperature Derating Factor γder(T ) and EM Line Current Limit

T (°C) γder(T ) Idc(T )|EM(mA)
125 1 0.408
110 2.792 1.139
50 40.62 16.573
27 68.312 27.871

Table 3.4 Summary of Parameters for Black’s Equation

Parameter Value Unit
k 1.38×10−23 J/K

Ea 0.9 eV
n 1 -
A 1.35×105 -

factor is 1. Overall, the maximum DC current required by EM rules at temperature T is given

by:

Idc(T )|EM = Idc(125°C)× γder(T ) (3.3)

where Idc(125°C) is listed in Table 3.2. The current limit at various temperature can be

calculated based on Equation 3.3 and are listed in Table 3.3.

Based on Equation 3.1 and our accelerated testing results, we can get a first-order

estimation of the stress and recovery under normal operation conditions (normal current

and temperature). Assume in the normal case, the junction temperature is 50°C, which is

close to a normal CPU die temperature after cooling. The current under this temperature is

given in Table 3.3. The parameters used in Black’s Equation are from the technology design

rule manual, and they are listed in Table 3.4. We also assume that the same temperature

and current values are applied during both stress and recovery periods. An equivalent stress

and recovery conditions under normal operating condition to Figure 3.8 is that the voids
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Table 3.5 Estimated EM stress and recovery time under normal operating conditions for
28nm FDSOI technology

Description Condition
Accumulation

Time
Nucleation

Time
Full Recovery

Time
Comment

Accelerated
Condition3

J =±7.96MA/cm2

T = 230°C
360 min 81 min 69 min

From
Measurement

Normal
Condition

J =±4.71MA/cm2

T = 50°C
2.05 years 168 days 140 days

From
Calculation

Relaxed
Condition4

J =±9.42MA/cm2

T = 50°C
1 year 84 days 70 days

From
Calculation

accumulate for about 2.05 years (tnuc) until nucleation, during this period the resistance keeps

almost the same. Then the nucleation and growth periods start and continue for 168 days,

the direction of the current is then reversed so that the active recovery starts, it will take

about 140 days to fully recover back to the “fresh” state. This pattern can be replicated

and continued. With this, the resistance will not reach the rapid void growth phase which

can potentially lead to end of life. This opens the opportunities of relaxing the EM design

rule. An example is illustrated in Figure 3.11. It shows two cases where the regular case

is without recovery, and it follows the EM current density limit which is J, and this will

guarantee a 10-year lifetime. If we double this EM current limit and keep the temperature

the same, the time to reach each EM stage will be almost halved according to the Black’s

Equation. But increasing the current density also accelerates the recovery from EM. This

paradigm can lead to potential “EM-free” operations over a long lifetime span. Details of the

time for different EM stress and recovery phases under various conditions are summarized

in Table 3.5. Relaxed EM current rule will lead to less power straps during power network

synthesize or less metal layers, and this can potentially save the fabrication cost by reducing

the metal stack. It also offers the designer an additional flexible knob and can also bring the

performance benefit and less necessary margin, details are discussed in the next sections.

3This condition corresponds to the accelerated test condition in Figure 3.8.
4Under this condition, the EM current limit is doubled.
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Fig. 3.11 Illustration of cases with and without recovery during normal operation: If the
current limit is doubled, the metal wire ages faster (almost twice compared to before), but
the in-time accelerated and active recovery can always bring it back to fresh state. Overall,
the EM current limit can be relaxed while assuring the reliable operations during the lifetime
span.

3.7.2 Performance Improvement

The second benefit that is enabled by EM recovery is the performance improvement

due to less IR drop from power and ground mesh. As illustrated in Figure 3.12, when the

resistance of the power/ground mesh (∆RPG) increases due to EM, the performance of the

load degrades. To achieve the same performance as before, margins need to be added, but the

power consumed by the mesh increases to match the drive current. However, the introduction

of EM recovery is able to fix EM and mitigate the resistance increase as shown in Figure

3.11 so that the load always runs at a relatively high speed, the impact of EM-induced IR

drop becomes minimal. The potential margins and power overhead that are wasted for

matching the performance can be minimized as well. As the changing load can lead to

unpredictable dynamic stress conditions, and different metal layer presents different EM
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Fig. 3.12 Illustration of IR drop on power mesh.

behaviors [163], the proactively scheduled recovery periods can potentially be a “economic”

candidate solution for improving the EM-induced performance loss.

3.7.3 Extend the Wire Lifetime

There are two ways of scheduling EM recovery proactively, the first one is to insert

recovery period even during the stress accumulation periods when resistance hasn’t changed;

The second way is to recover after resistance increase has been detected and reach some

level (but are still reversible) just as illustrated in Figure 3.11. Both solutions can lead to

that the metal wires are “refreshed” after each stress and recovery cycle. The lifetime of

metal lines might not be a bottleneck any more for systems that are expected to operate for a

long time reliably. With the recovery implemented on chip, the designers can still design

and signoff the chip in a traditional way, but it doesn’t need to be lifetime-driven, which

means the lifetime specifications for metal wire becomes a reference instead of a constraint.

Since recovery is not free as will be discussed in following chapters, the new tradeoff will

become how many recovery periods the system could afford vs. the overall lifetime/reliability

budgets. The more and earlier the recovery is scheduled, the longer the metal line could

last. This offers flexibility of “controlling” the lifetime on the run. For applications that
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are lifetime-bonded (e.g. automotive systems, medical devices and implantables), recovery

offers opportunities of running for a much longer with an extended lifetime for on-chip metal

layers.

3.8 Summary: EM vs. BTI

Based on the experimental results and explored recovery behaviors presented in this

Chapter and Chapter 2, we summarize the similarities and differences of EM and BTI

behaviors in both stress and recovery periods in Table 3.6. During stress phase, both wearout

mechanisms can be accelerated by high temperature under high voltage/current stress. BTI is

caused by voltage stress, and the device degradation is characterized by gradual threshold

voltage (Vth) increase. While EM wearout happens due to the current flow, it increases the

metal resistance R, and the degradation behavior is very different from BTI. During early

EM stress period, the resistance stays almost the same, and this holds for a relatively long

time until the void nucleation phase starts, the resistance presents a sudden increase and

eventually reaches the failure state when the wire breaks and no current flows in the metal

wire anymore.

In recovery phase, we have demonstrated that high temperature and reverse stress can

accelerate and activate the recovery for both phenomenon. While even under these accelerated

self-healing conditions, there are still irreversible components which can’t be recovered within

a reasonable period. We explored that both BTI and EM presents frequency dependency

behaviors in which those irreversible parts can be eliminated and fully avoided by scheduling

the in-time proactive accelerated self-healing periods. Note that BTI recovery happens

only when device is in OFF state, while EM recovery can be activated when devices are

ON since there are still reverse current flowing through the metal. If these current can be

delivered to the functional block in a proper way, EM recovery will not conflict with the

device operating time. Some potential implementations that can enable this will be presented
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in Chapter 4. One uniqueness of EM active recovery is that the reverse current can potentially

lead to EM wearout in reverse direction. This has been demonstrated by our experimental

results shown in Figure 3.8, where extended recovery period after full recovery causes more

resistance increase. Thus this suggests that there is an upper limit of EM recovery time, and

overly-healing can result in undesired new EM issues. Because of these, EM employs a more

complex “circadian rhythm” behavior compared to BTI. Careful considerations need to be

taken when scheduling the accelerated and active recovery during implemention, which will

be discussed in details in Chapter 5.

Table 3.6 EM vs. BTI - Similarities and Differences during Stress and Recovery

Phase Similarities Differences

Stress
(Active)

High T accelerates both
High stress leads to more wearout

BTI - Voltage Stress; EM - Current Stress
BTI - Vth increases gradually; EM - R doesn’t

increase until void growth and nucleation
BTI - ∆Vth will saturate; EM - R increases

(infinitely) until breakdown

Recovery
(Sleep)

High T accelerates both recovery
Reverse stress activates both recovery

Irreversible part can be avoided
Frequency dependency behaviors

BTI Active Recovery - Negative Voltage;
EM Active Recovery - Reverse Current

BTI Recovery - Device OFF;
EM Recovery - Device ON (Current flows)

BTI Recovery saturates;
EM Over-Recovery can lead to more

wearout in the reverse direction
EM has a more complicated
“circadian rhythm” due to
complex stress behaviors

3.9 Conclusions

In this chapter, we mainly focused on recovery techniques for Electromigration wearout

that occurs to on-chip metal wires, especially to the power delivery network. Figure 3.13

highlights the main contributions of this chapter. We demonstrated with extensive accelerated

tests that EM recovery can be activated by reversing the current direction, and can be
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accelerated by raising the temperature. We showed several advantages that can be potentially

offered by recovery with an example (in 28nm FDSOI technology node). As EM effects

can be rejuvenated by proactive recovery periods, the EM design rules can be relaxed while

still guaranteeing reliable operations. The reduced EM-induced IR drop can lead to less

performance loss. For system requires a long lifetime, the EM recovery techniques discussed

in this chapter can offer such opportunity in an economic way.

The work discussed in this chapter has been published and presented in [C7], [C10],

[C11] and [T1].
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Chapter 4

Circuit Techniques for Accelerated and

Active Recovery

4.1 Overview

In Chapter 2 and 3, we mainly presented the experimental demonstrations of accelerated

and active recovery techniques for BTI and EM respectively. We have also shown that these

recovery behaviors were unique and can potential provide significant benefits for future

resilient digital system design. As these techniques might not come for free, it is necessary to

explore how to utilize the recovery behaviors on chip in an efficient way. This chapter aims

to answer the following research questions:

• How to take advantage of the accelerated self-healing techniques on-chip for both BTI

and EM wearout?

• What are the potential PPA overhead introduced by the recovery solutions on-chip?

• What are the circuit-level components (such as sensors) and assist circuitry necessary

for enabling a true accelerated self-healing system?
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Fig. 4.1 Overview of Chapter 4.

Figure 4.1 previews this chapter. As BTI and EM occur at different parts of the circuit,

we have introduced separate solutions for each of the wearout mechanisms, this chapter will

begin by discussing the circuit implementation for accelerating and activating BTI recovery.

A charge-pump based on-chip negative voltage generator is designed and simulated in a 28nm

FD-SOI technology. The area of the generator is estimated to be about only 300um2, and

the ripple is only 1.45%. Since BTI recovery occurs during “sleep”, during which leakage is

considered a big concern. Power gating techniques [177] have been widely used to “shut off”

the leakage paths from logic blocks by inserting power switches (also called sleep transistors)

as headers or footers. On top of the existing power gating infrastructures, BTI active recovery

can be enabled by adding some extra logic so that the overall overhead is minimal. Since

high temperature can accelerate recovery of both BTI and EM, a tiny on-chip heater design

that is inspired by [228] will be discussed. The heat generators are enabled only during the

recovery intervals, thus the overall power overhead can be leveraged with reliability gains.

For the EM accelerated and active recovery implementations, we introduce a multi-mode

assist circuit scheme that is able to reverse the current directions while not affecting the

functionality of the load blocks. The circuit scheme also supports BTI active recovery mode,

during which transistors are reverse biased.
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As important components that translate device-level wearout effects into metric degra-

dations that higher levels can understand, on-chip wearout sensors act as monitors for both

conventional adaptive solutions and the recovery solutions as discussed in this thesis. The

accuracy and reliability of these sensors will be crucial for the system level management

units [180] to use their information to monitor both wearout and recovery at the circuit level.

This chapter will present three different designs of wearout sensors. Two of them are for

tracking BTI wearout and recovery, and one is for sensing EM wearout and recovery. For

BTI sensors, the first one is ring oscillator based, where it can continuously track both NBTI

or PBTI; the second one is a small metastable element based BTI sensor and serves as a

trigger/alert for BTI stress and recovery. These sensors can be potentially deployed across the

chip and be reused in various systems to assist the proactively scheduled recovery. Design

details, simulation results and physical implementations of all these circuits are going to be

detailed in this chapter.

4.2 Circuit Solutions for Activating and Accelerating BTI

Recovery

4.2.1 On-Chip Negative Voltage Generation

In Chapter 2.7.1, we demonstrated that negative voltage can significantly boost BTI

recovery, but usually there is no negative voltage domain available on-chip, a negative

voltage generator is thus needed. In this section, a switch-capacitor (SC) charge-pump

negative voltage generator that is modified based on [50] is designed and simulated in a

28nm industry-standard FD-SOI technology node. Shown on the right half of Figure 4.2 is

the schematic of the generator. It works as following, during the first half of the charge-pump

cycle, clk1 is “0” and clk2 is “1”, the flying capacitor C1 is charged to Vdd . In the second

half, clk1 is “1 ” and clk2 is “0”, this will lead to that the positive terminal of C1 is connected
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Fig. 4.2 A switch-cap based negative voltage generator (designed in 28nm FD-SOI technol-
ogy) for delivering the negative voltage for BTI active recovery. Vout is the negative voltage
output.
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Fig. 4.3 A switch-cap based negative voltage generator (designed in 28nm FD-SOI technol-
ogy) for delivering the negative voltage for BTI active recovery. Vout is the negative voltage
output.
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Fig. 4.4 Demonstration of integrating the negative voltage generator as part of the PMU (in
130nm bulk technology). The total area of the generator (300×315um2) is only ∼ 5% of the
total PMU area.

to ground and the negative terminal to Vout, C1 is in parallel with C2. The charge will be

redistributed until it reaches the new balance. The value of Vout is mainly determined by the

capacitance value of C1 and C2 (C1/C2) and the clock frequency f .

Shown in Figure 4.3 is the simulated results. It shows that the generator outputs a stable

voltage of −300.6mV after a startup time of 638ns under a clock frequency of 66.7MHz.

One of the most efficient ways of reducing ripples is to use non-overlapping clocking which

is also implemented in this work and shown on the left half of Figure 4.2. The resulted ripple

is less than 1.45%, which is good enough for our BTI active recovery purposes. The overall

area of the generator is only ∼ 4300um2 in 28nm technology. The total power consumption

is about 64.47uW . While this can be improved by slowing down clock frequency and sizing

the switches. Since there are only 4 transistors in the generator, the introduced leakage power

overhead is only 68.85nW . The negative voltage generator can be enabled and disabled
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by employing the clock gating strategy. During most of the system operating time, the

generator is in OFF state unless it is in BTI active recovery period. It is worth to mention

that the negative generator has been successfully embedded in a multi-output on-chip switch-

capacitor DC-DC converter as part of the power management unit (PMU) for voltage stacking

applications [J5] as shown in Figure 4.4, the area of the negative voltage generator design

takes only 5% of the total PMU area. In summary, the negative voltage is able to provide

stable output voltage and introduces minimal area overhead compared to a regular PMU

block in a System-on-chip (SoC).

4.2.2 Negative Bias Voltage in a Logic Path

-Vrec -Vrec -Vrec -Vrec

n1 n2 n3

-Vrec

n4

-Vrec

n5
In=0V X1 X4 X16 X64 X256 X1024

Vgs0 Vgs1 Vgs2 Vgs3 Vgs4 Vgs5

Fig. 4.5 A chain of inverter logic (FO4) with negative voltage supply: When the voltage
supply is negative, and input of the first stage of the logic is “0”, the gate and source voltage
Vgs of PMOS transistors inside each logic stage is positive for all stages of logic so that BTI
recovery can be activated. “nx” refers to the node voltage at node x, n0 is equal to 0V .

As we have already discussed how to generate the negative voltage supply for activating

the BTI recovery in the last section, we now discuss the feasibility of utilizing this generated

negative voltage (−Vrec) in real circuit blocks, which usually includes a chain of logic

functions. The question that to be answered in this section is if the negative voltage supply

is able to rejuvenate all logic stages in the chain, and if it will introduce overhead such as

leakage due to reverse bias across the transistors.

Shown in Figure 4.5 is a chain of inverter logic with Fanout of 4 that is used to mimic

the actual logic path in a function block. In this example, the logic depth is only 6 for

simplifying the analysis, but in a real IP unit, it can be hundreds or more [195]. During



4.2 Circuit Solutions for Activating and Accelerating BTI Recovery 91

-Vrec

0

Vrec

Vrec
Vrec -∆V

-∆V

Fig. 4.6 An equivalent circuit for ease of analyzing the behaviors under active BTI recovery
enabled by negative voltage supply −Vrec.
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Fig. 4.7 Simulated internal node voltages of a chain of inverter logic during BTI active
recovery with negative supply voltage. X-axis is the applied voltage levels. As the logic
depth increases, the node voltage level will increase slowly (an example of recovery voltage
at −0.3V shows this).
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BTI active recovery period, a negative voltage of −Vrec is supplied to the logic path, input

Vin is set as “0”, so PMOS transistors in each logic state experience a positive Vgs and BTI

recovery can be activated, but not all transistors are biased at the same voltages as −Vrec. In

fact, the intermediate nodes (e.g. n1, n2, etc.) have different values due to the following

reasons. shown on the left of Figure 4.6 is an inverter under negative voltage supply, an

equivalent circuit is shown on the right half of figure for ease of analysis, it is an inverter

in which PMOS and NMOS transistors are flipped with an input equals to Vdd . The NMOS

turns ON and the output node charges towards Vrec. But a delta voltage of ∆V is needed to

keep the NMOS in ON state, in super-threshold voltage region, this voltage is roughly Vth; in

sub-threshold voltage region, this delta voltage turns to be lower than the threshold voltage.

The functionality of this uncommon logic is a weak buffer that passes weak “1” and “0”.

From the above analysis, the equivalent node voltage for the circuit on the left of Figure 4.6

is equal to −∆V . As the logic propagate deeper, this delta voltage will increase, thus the

recovery voltage across the PMOS transistor will potentially reduce. To investigate what this

delta voltage is and how it affects the following logic, we simulate the same circuit structure

as shown in 4.2 in a 28nm FD-SOI technology. Figure 4.7 presents the simulated results. The

intermediate node voltages nx in each logic stage under different negative recovery voltage

level (from −Vdd to 0) is shown in the figure. The results suggest that as logic depth increases,

the internal node voltage level increases under all recovery voltages. As an example, when

−Vrec =−0.3V , the node voltage drops from −0.0178V (closer to “0”) to −0.0435V , this

translates directly to the reduced bias voltage Vgs across PMOS transistors, and it is shown

in Figure 4.8. As we expect larger Vgs for each logic stage, the results show the reduction

of this voltage, which seems “unfriendly” to the active recovery. But the good news is that

this voltage doesn’t decrease linearly, it reduces very slowly and saturates in fact as shown

in the figure. As a first-order estimation, it takes more than a hundred stage to reach “0”

with a recovery voltage of −0.3V . In summary, although applying a negative voltage supply
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recovery rate will be. As the logic goes deeper, Vgs decreases slowly. Depending on the logic
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to a whole function block can’t lead to that all PMOS transistors are under the same bias,

they experience the positive Vgs on different levels, BTI recovery can still be activated as we

have demonstrated a very small positive Vgs can lead to a big recovery rate boost. Also, to

compensate this, the negative voltage can be delivered in a relatively “fine-grained” way so

that the PMOS transistors have a larger gate source bias voltage. A second solution is to

adjust the negative voltage levels depending on the logic depth so that longer logic chain is

able to be rejuvenated as fast as shorter chains.

Another important aspect that needs to be carefully evaluated when introducing a negative

voltage supply in the logic is the power consumption. As the active recovery occurs when

transistors are OFF, thus leakage power is a main metric of interest. As shown in Figure

4.6, when under a negative voltage supply, the PMOS transistor is in forward bias (FBB)
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Fig. 4.9 Leakage power consumption during BTI active recovery. All values are normalized to
the case when logic is OFF without any negative bias (Vdd = nominal voltage,Vin = 0 or Vdd).

condition, under which Vbs is less than 0, and this can lead to a decreased Vth and increased

leakage current Ileakage potentially. To explore this, simulation with the same setup as in

Figure 4.7 is conducted and results are presented in Figure 4.9. As a baseline case for

comparison, the leakage power during passive recovery condition (Vdd is the nominal voltage,

Vin is constant “1” or “0”) is used for normalization. All leakage power values (Ileakage×Vrec)

presented in the figure are normalized value. The results surprisingly show that the negative

voltage doesn’t introduce any leakage power overhead even when the negative voltage is

biased at full range (−1V in this case). Since we demonstrated with experiments that only a

small negative voltage (such as −0.3V ) is good enough for boosting the recovery, the leakage

power can actually be reduced significantly. Thus we conclude that it is feasible to implement
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Fig. 4.10 Power gating structure: it can be used effectively to reduce leakage and help BTI
recover passively, retention registers are used for saving the states. The voltage drop due to
the resistance of header transistor ∆R can lead to performance loss, it is even worse that this
transistor is ON most of the time and experience BTI wearout as well.

a negative voltage supply on-chip, and the solution is able to efficiently rejuvenate a circuit

block from BTI without introducing additional leakage power overhead.

4.2.3 Wearout-aware Power Gating

Power-gating was firstly introduced as an effective method to reduce the standby leakage

by inserting sleep transistors (ST) between the logic blocks and the actual power/ground

rails [36]. Figure 4.10 shows a version of power gating with header sleep transistor inserted.

Retention registers are used for storing the states when logic is in sleep mode. Several work

[34–36, 132] have shown that the insertion of the sleep transistors also makes the circuit

immune to BTI-induced wearout due to that the structure enables the passive recovery mode

by generating idle periods. While the implementation of power-gating doesn’t come for free.

Besides the area overhead, the sleep transistors also introduce the on-resistance ∆R, which
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Fig. 4.11 Sleep transistor threshold voltage increase ∆Vth vs. Load performance loss (8
49-Ring Oscillators running in parallel, the header transistor is sized as 1µm wide).

further leads to performance penalty. The size of the sleep transistors, together with the size

of the power-gated blocks also determine the power down or up time [36]. When BTI wearout

is introduced into the picture, power gating design becomes more challenging. On one hand,

power-gating is preferred for all the logic, especially the critical path, so that it could be

recovered during idle time, on another hand, the introduced delay overhead is not preferred.

A clustered architecture was proposed in [34, 36] to leverage power, performance and lifetime

tradeoff by using two types of sleep transistors. Also in [152], a microarchitecture-level

framework was proposed to mitigate wearout by utilizing power-gating as a design knob to

mitigate the wearout effect for superscalar processors. A numerical model was proposed in

[39] to analyze the potential benefits and limitations of power gating for reducing BTI. While

one fact that is ignored in these previous work is that sleep transistors are almost ON most of

the time, so they experienced wearout the same way as the gated logic blocks. As a result, the

circuit performance and lifetime become even worse. This is shown in Figure 4.11, where

we simulate the threshold voltage increase (∆Vth) of sleep transistor vs. load performance

loss in 28nm FD-SOI technology. The load are eight 49-stage ring oscillators running in
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Fig. 4.12 An active recovery-enabled power gating structure: Blue outline parts refer to the
additional logic on top of the existing infrastructure. Sleep signal is the trigger for starting
the active recovery.

parallel. This performance degradation can be as large as more than 10% under a small

threshold voltage shift. To tackle this problem, [34] proposed to realize NBTI-aware power

gating by oversizing the sleep transistors, using forward bias to compensate and reducing the

stress time. [119] explored the sleep transistor redundancy to reduce overall turned-on times

of these transistors. [232] further analyzed the joint interdependent degradation effects on

logic networks and sleep transistors by using redundant STs. In [233], two BTI-aware sleep

transistor sizing algorithms were proposed to reduce the total width of sleep transistors based

on the distributed sleep transistor network structure. [176] performed an analysis and design

flow to pick threshold voltage values for STs to optimize both leakage and lifetime.

On top of these previous solutions, this section discusses an orthogonal power gating

solution that enables full BTI recovery by delivering the negative voltage supply to logic

blocks. The structure also incorporates the rejuvenation for the sleep transistor by using a

higher-than-Vdd voltage, and it is shown in Figure 4.12. An NMOS switch is added to the

virtual power supply node for delivering the negative voltage when active recovery mode is
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Fig. 4.13 Functional simulation of the proposed wearout-aware power gating structure in
14nm bulk FinFET technology, signal names correspond to the ones in Figure 4.12: When
Sleep signal is high, the BTI active recovery mode starts, the negative voltage is delivered as
the virtual supply for the logic, the header sleep transistor is also in reverse biased because a
higher-than-Vdd voltage is applied to the gate. The switching time between modes are similar
to the ones in existing power gating infrastructure.

activated (Signal Sleep = 1). Since the capacitor C2 in the negative voltage generator (shown

in Figure 4.2) acts as the decoupling capacitor (Decap) explicitly, so no external Decap for

the negative voltage is needed. Figure 4.13 is the functional simulation result of the proposed

power gating structure in an industry-standard 14nm FinFET technology node. The load are

four 9-stage ring oscillators running in parallel. The header transistor is sized so that the

voltage drop is within 5%. Vdd_high is selected so that the negative bias across the PMOS

header is ∼−0.3V . The NMOS transistor is added to deliver the negative voltage of −0.3V

from the voltage generator. It is sized so that the switching time between modes are similar to

the regular power gating case where there is no active recovery implementations. As shown

in the figure, when BTI active recovery mode starts, the structure is able to supply a very

stable negative voltage to the load. When the Sleep signal is set as “low”, it can switch to
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Fig. 4.14 The physical layout of the power gating that implements the BTI active recovery
logic in 28nm FD-SOI technology. The added overhead is only a NMOS header and some
control logics. The load is 8 ring oscillators in parallel, and the frequency divider is used for
off-chip frequency readout.

the normal operating mode from recovery mode quickly. This switching time can be further

reduced by leveraging the load size and the NMOS header transistor size.

The proposed wearout-aware power gating structure introduces some extra logic such as

a buffer and a NMOS transistor, but the overhead of these components are very minimal. For

example, in the case shown in Figure 4.13, the added area overhead is only 2.71um2, which is

close to area of a X5 Flip-flop in the same technology. This can be seen in Figure 4.14, where

it gives a physical implementation of the wearout-aware design. We integrate the BTI active

recovery with the existing power gating structures. The load are 8 ring oscillators in parallel,

and the frequency divider is used for offchip frequency readeout. The added logic includes a

NMOS header (shown on the top left part) and control logic, which includes an input buffer

and output MUXes. The main area overhead can come from routing as two more voltage

domains (higher-than-Vdd and negative voltage) are introduced, delivering these voltages to

logic can take some routing resources, but the good news is that most of the modern power

gating structures are employed in a relatively coarse-grain way, such as at core level or a

functional block level. So we expect that this routing overhead can be improved by a careful

designed floorplan and optimized routing options. As for the source of the higher-than-Vdd

voltage, designing a voltage regulator for generating it can be very costly, but two alternatives

can be implemented. The first one is to combine with the body bias techniques (e.g. [93, 94])

and utilize the generated high voltage for recovery purposes; A second potential solution
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is to utilize the voltage from other power domains. Since most of the modern SoCs have

multiple power domains for improving the energy efficiency [100], this offers a possible way

that delivers the higher voltage for recovering the logic for lower voltage domain. Details

of the implementations depend on the specific applications and design specifications. As

a summary, the proposed “recoverable” power gating design is orthogonal to the existing

power gating structures, it can be easily integrated with these infrastructures and optimization

framework to achieve the ultimate goals of ultra-robust digital systems.

4.2.4 On-Chip Heat Generation

As demonstrated in Chapter 2 and 3, high temperature is able to accelerate both BTI and

EM recovery significantly, but it is also well known that heat can degrade the performance.

To this contradiction, we propose to use small reconfigurable localized on-chip heaters for

accelerated recovery in this section. These heater designs are inspired by previous work

[10, 11, 228], where they were used as self-heating elements for thermal-aware testing on

FPGAs. Thus, similar designs can be adapted to our high temperature-enabled accelerated

recovery purposes. A proof-of-concept design is presented in Figure 4.15. The theory behind

it is to force high toggling rates of the a reconfigurable ring oscillator to generate heat, and

the output frequency can be selected based on the temperature requirement. The design is

straightforward but easy to implement and control. Accelerated Recovery signal serves as an

enable signal and can be triggered by recovery decisions. Note that the length doesn’t need

to be always half of the total length, it depends on temperature requirement that is necessary

for recovery.

Since each frequency corresponds to different temperatures, it is important to understand

how these two metrics are related. Figure 4.16 illustrates a case where similar heating designs

are implemented on FPGAs, and the measured maximum temperatures during steady state

are plotted [228]. Frequency and temperature have an almost linear relationship, where
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ring oscillators can be reconfigured by selecting the length of the inverter chain (L,L/2, etc.).
Different frequencies of the heating elements correspond to a wide range of temperatures.

temperature increases by 10°C with the increase of 100MHz. While it should be noted that

heaters need to take some time to reach a steady state due to thermal resistance. This time

can be in the order of minutes, which we believe are still acceptable for recovery purpose.

Authors in that work also observed that temperature swing with respect to idle temperature

increases with higher frequency of the generator, and this swing can be as large as ±5°C. But

our experiments results show that this amount temperature swing in high temperature range

(> 80°C) has a relatively minor impact on recovery rate. Although the relationship in Figure
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Fig. 4.16 Maximum temperatures that correspond to different oscillation frequencies with
the heating elements on FPGAs, temperatures are sampled with external thermal sensors, a
precalibration has to be carried out on the target FPGA to determine this relation, data is
from [228].

4.16 might not be always the same for other designs or chips due to the differences of thermal

resistance, it still indicates that the on-chip heater is able to achieve a wide range of relatively

steady high temperatures. A precalibration process is usually necessary to determine the

exact relationship for the target devices [11].

As the distribution of the generated heat from the heater across the desired region is

totally controlled by the placement of these heating elements. A homogeneous temperature

distribution across the block is desired for recovering all the logics in that block. Here we

discuss three different strategies of placing heater on the chip. These are shown in Figure

4.17. The first one is the most ideal case where the heating elements are spread evenly inside

a logic blocks so that a homogeneous temperature distribution can be achieved across the

block area. In fact, this spreading can lead to that the temperature on the edges of the block is
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Fig. 4.17 Potential strategies of on-chip reconfigurable heaters: (a) Evenly distribution; (b)
Ring placement; (c) Critical path placement. Red squares refer to the heating element. An
external controller is needed to configure the heater and select the blocks that need to be
recovered.

slightly lower than at the center. To handle this, the heater in the center can be reconfigured

to oscillate with a slower frequency and thus balance the temperature across the whole area.

The difficulties of implementing this strategy is that it requires much more design efforts

such as placement and route, especially for logic blocks that are not rectangular or square.

A relatively easier way to place the heating elements is shown in (b) of Figure 4.17, where

a “heater ring” is formed and placed surrounding the logic block. The advantage of this

method is that the heating elements are separated from the logic, so they have less effect on

performance during the run time. But the disadvantage is that the center of the logic block is

not able to reach the desired recovery temperature due to the existing of physical distances.

Thus this solution is applicable to those smaller blocks or those logic that are less wearout

critical, and this heater ring can be potentially be shared by logic blocks that are next to each

other. As the required number of heating elements are proportional to the logic area with this

ring placement method, another more economical way of placing them is shown in (c) of

Figure 4.17. The heaters are placed only close to critical paths which determine the overall
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performance of a logic block. The number of heaters can be reduced, and it can be potentially

more effective. The challenge is to have the right methodology to place them during the

early design phase. One possible solution could be to embed the single element into a scan

chain cell and place them during the DFT process. As many heating elements are expected

on a single chip, a heating controller is required to configure the heaters individually, it also

needs to activate/deactivate a subset of heating elements according to the desired maximum

temperature. This controller can be a look-up-table (LUT), which takes the desired recover

temperature from the user as the input, and compares it to the FPGA current temperature,

which can be either read from the built-in thermal sensor available on chip, or predefined by

thermal analysis tools, and then output the corresponding select signals for the right group

of heaters. In summary, each of the above three placement strategies has some advantages

and disadvantages. Careful design decisions that take advantages of the high-temperature

enabled recovery and balance all tradeoffs can lead to effective and complete self-healing.

As shown in Figure 4.15, each heat element composes a chain of inverters and a MUX.

The length of the chain depends on the desired temperature, and thus the desired frequency.

As an example, for an oscillating frequency of more than GHz range (corresponding to

> 80°C), about ∼ 41 stages of X4 inverters are required with a 28nm FD-SOI technology,

the total area is around 16µm2, and the leakage is about 16.8nW . This is still much less than

a regular on-chip temperature sensor (such as [234, 224]). Thus the introduced additional

area and leakage are acceptable. But it should be noted that the on-chip heating elements are

based on the assumptions that extra power consumption are allowed during recovery. For

example, this power can be as large as mW depending on the target temperatures. It might

not be suitable for all applications, especially for those have very tight energy efficiency

requirements. But the tradeoffs are between the energy and power consumption during

OFF period and the improved metrics during active time. Careful designs can potentially

leverage these two so that the overall overhead is minimal and acceptable. An alternative
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and potentially more economical way of recovering with temperature is to utilize core

level redundancy and have active cores/elements serve as “natural on-chip heaters” for the

neighboring asleep cores. This will be further discussed in details in Chapter 5.

4.3 Circuit Solutions for Activating and Accelerating EM

Recovery

The experiments in Chapter 4 demonstrated that not only high temperature is able to

rejuvenate the on-chip metal lines from EM damage, revering the current direction is also an

effective recovery boost solution. Since power rails suffer from single-direction DC current

mostly [86, 204], we focus only on EM-induced effects in power delivery network in this

thesis. To enable the on-chip implementation of EM active recovery, an assist circuit scheme

that is able to deliver the reverse current when needed without affecting the functionality

of the logic is presented in this section. The idea is inspired by the concept proposed

in [4, 16, 185]; the difference between this scheme and previous solutions is that our scheme

is able to support both EM and BTI active recovery modes, and we also discuss physical

implementations and potential system level integration, which are missing in the literature.

Shown in Figure 4.18a is the schematic of the assist circuitry, which includes two layers of

power gating, with power grids in between. Functionally, it supports three modes (Normal,

EM Active Recovery and BTI Active Recovery). Figure 4.18b is the corresponding truth

table. A close look of these three modes are is presented in Figure 4.19. Under Normal

operating mode, the functional load works similarly to a regular power-gated system, and

during EM Active Recovery, the current flowing through the VDD and VSS grid is reversed,

and the current has the same absolute value that is guaranteed by the symmetry of the scheme,

thus the load (target circuit) still functions as under Normal mode. BTI active recovery

happens when the load is idle, during which VDD and VSS of the load are switched. This
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Fig. 4.18 Assist circuitry for activating BTI and EM recovery: (a) The main circuitry, arrows
represent the current direction under different modes, VDD and VSS pins can be connected
to the on-chip voltage regulator directly, or to the global power delivery network; (b) Truth
table for three operating modes; (c) An example of activating NBTI recovery under BTI
Active Recovery mode, for PBTI recovery, the input needs to be “0”, ∆V represents voltage
droop/increase or noise.

creates a BTI active recovery condition not unlike what has been described in Section 4.2.2.

Depending on the input values, NBTI or PBTI recovery can be activated; this is shown in

Figure 4.18c.

To validate the design, we implement and simulate the above recovery assist circuitry in a

28nm FD-SOI technology. A set of ring oscillators running in parallel is used as the load, the
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Operation, EM Active Recovery and BTI Active Recovery. VDD and VSS grid in the figure
refer to power delivery network (PDN).

VDD/VSS grid is treated as a resistor for which we picked a reasonable value based on the

published literature. Figure 4.20 presents the functionality simulation under three different

modes. Figure 4.20a is the current flowing across the VDD Grid during under Normal mode

and EM Active Recovery Mode, the direction of the current is reversed, but the amplitude

of two currents are still the same, this ensures that the load can still run with the same
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the degradation, header/footer transistors need to be upsized, which will further increase the
area. This tradeoff needs to be carefully considered during the design process.

performance. Under the BTI Active Recovery mode, the load is in sleep mode, its VDD and

VSS nodes are switched as expected, and there is about 0.2V voltage droop/increase induced

by the pass transistors, but the voltage is still large enough for activating BTI recovery

(−0.816V is much higher than −0.3V demonstrated by our experiments in Chapter 2). Three

modes are configured by a 3-bit controller, which is a decoder following the truth table in

Figure 4.18b.

One of the biggest design challenges of the active recovery assist circuitry is the voltage

droop/increase at the load VDD/VSS nodes that are introduced by two layers of header or

footer transistors during Normal operation and EM active recovery mode, during which load

performance is critical. Another potential concern is the switching time (retention time)

between modes. Since both metrics depend on the load, we explore how load size affects

them. Figure 4.21 shows that by increasing load size, the performance degrades linearly
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because of the voltage drop/increase across the footer/header transistors. Switching time also

increases with the increased load, but with a slower rate. To compensate this performance

degradation, the header/footer transistors need to be upsized accordingly, which will results

in more area. This study indicates that each load will have its own optimal design point which

gives the optimal values in terms of area and other metrics. Thus, careful design decisions

are necessary to balance the tradeoffs of performance vs. area vs. reliability.

Figure 4.22 illustrates an example of physical implementation of VDD Grid with the

assist circuitry integrated (10-layer metal stack is assumed, and this is what has been used

in many advanced technology nodes such as 28nm FD-SOI and 14nm FinFET). It has a

global PDN grid which is usually built with the top one or two metals that are wide and
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thick, thus being relatively robust against EM. Local VDD/GND grids that are close to logic

and use the lower metal layers are more EM sensitive; P1 to P4 correspond to the power

gating header transistors in Figure 4.18a. This implementation will be able to protect the

local grids and also enable the flexibility of designing localized assist circuitry for individual

loads that are affected different by wearrout. The structure is very similar to a conventional

power gated PDN, on top of which we add one more layer of header/footer. Since power

gating techniques have been widely used, this implementation makes it easy to integrate the

assist circuitry into the existing design flow and existing infrastructures.

The overall area overhead introduced by the assist circuitry are determined by design

specifications in terms of maximum IR drop, and also depends on load size and behaviors.

The tradeoffs can be leveraged and balanced based on the applications and budgets for power

and area costs.

4.4 BTI Sensing

As BTI wearout happens at the transistor level, and some of the recovery decisions or

adaptive solutions occur at the circuit or higher level of the system stack, on-chip wearout

sensors have been an important component that bridges these two levels. They act as monitors

for both conventional adaptive solutions [114, 146] and the recovery solutions as discussed

in this thesis. The accuracy and reliability of these sensors will be crucial for the system

level management units [180] to use their information to monitor both wearout and recovery

at the circuit level. We can expect the total number of on-chip wearout sensors in many-

core systems to reach thousands [98, 180], with hundreds of sensors per core. There have

been various sensor designs recently that use advanced circuit techniques to achieve good

sensitivity in the presence of variations. However, many of these are analog in nature, and

are also not able to track recovery, thus this limits their wide deployment and reuse in a big

system. In this section, we present two types of BTI sensing techniques, the first one is Ring
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Oscillator-based and can differentiate NBTI and PBTI, thus the structure can be used for BTI

testing and charactering. The second one is a novel type of small and embeddable digital

BTI wearout sensors that are based on metastable elements. It is able to track both wearout

and recovery, and is also able to detect BTI-induced critical path reranking [140, 223] by

tracking multiple paths simultaneously. This section details the design, implementation and

placement methodology of the novel BTI sensors.

4.4.1 Previous BTI Sensing Techniques

The effect of BTI can be mapped to several metrics, the most straightforward one

being frequency degradation — this is also the most common way of detecting BTI [106]. In

[90, 108, 186], ring oscillator (RO) based sensors were proposed using tracking and reference

ROs to detect the frequency difference. These sensors can achieve very fast tracking, but

area and power overhead are huge. Additionally, intra-die variations of the ring oscillators

will make the measurement inaccurate. Some work also proposed to use on-chip circuit

such as SRAM to predict wearout [111]. Another metric that can be used for BTI sensing

is leakage current or drain current — there are some work that use highly accurate current

testing techniques to track BTI [51, 96], but it is difficult to use these techniques for real time

monitoring; also these circuits are usually very complex and need off-chip measurements.

In [123], a self-testing technique for tracking NBTI was proposed — this sensing technique

is robust across the PVT variations, but it is still ring oscillator based and has huge area

overhead. [231] proposed a small embedded NBTI sensor based on a metastable circuit. The

circuit consists of a pair of cross-coupled inverters. Instead of providing data at every time

point, these sensors can provide feedback for the system when the circuits have degraded by a

certain critical percentage ∆I. This schemes allows smaller sensor sizes while still achieving

good accuracy. [205] extended the work by designing a fine grained sensor that can track

both N/PBTI. The resolution time measurement is done by using a ring oscillator-based
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time-to-digital converter. [8] proposed an on-chip NBTI sensor which is able to isolate the

NBTI and PBTI aging effects as well. But it requires multiple copies of the same sensor,

and this could lead to large area overhead. Machine learning-based BTI sensing techniques

appeared recently, the idea was to identify the delay degradation for a large pool of paths

through monitoring the delay of a selected small subset of paths [113, 60]. As there is no

requirement to equip every critical path with a BTI sensor, the area overhead can be reduced.

In summary, all these previous work focused on tracking the degradation of BTI of critical

path/block and didn’t really consider how to embed these sensors into a big system and/or

design flow. Also to the best of knowledge, there is no BTI sensor that has been designed

for tracking proactive recovery, and tracking multiple (critical) paths simultaneously with

one embedded sensing structure. So if critical path reranking [223, 140] happens, the sensor

information will not be accurate any more. In this section, we present two novel types

of BTI sensors, in which the first type is able to separate NBTI and PBTI with only one

test structure. The second type is able to support both stress and recovery sensing with an

ability of tracking multiple (e.g. 4 or more) critical or potential critical paths simultaneously.

The compatibility of the sensors makes them easily included as a single IP block with the

conventional top-down ASIC design flow.

4.4.2 Ring Oscillator-based Test Structures for Separating NBTI and

PBTI

PBTI was used to be considered as a secondary effect compared to NBTI. But it now has

grown to be a considerable reliability concern as high-k dielectric material and metal gate

are adopted for gate leakage reduction [237]. Sensing or charactering PBTI is as important

as for NBTI. Conventional sensing techniques or test structures such as ring oscillators

don’t allow individual and independent measurement of PBTI and NBTI. Existing work

[8, 110] proposed solutions of isolating NBTI and PBTI by including multiple copies of the
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NBTI or PBTI. It can also be used as the test structure for studying N/PBTI degradations.

sensing structure and configuring them for different modes. These solutions work effectively,

but large area overhead can be introduced due to the fact that multiple sensors might be

required for each BTI mechanism in a large SoC. Thus, we present a simple and integrated

ring oscillator-based sensing stage that can monitor NBTI and PBTI separately while not

introducing significant area overhead. Figure 4.23a shows the schematic of one such stage,
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where the red inverter is the circuit of interest which experiences NBTI or PBTI. If the ring

oscillator cells are replaced with this structure, the oscillation frequency degradation will

be able to reflect either PBTI or NBTI depending on the stress mode. The transmission

gate serves as a switch for Stress mode (NBTI or PBTI) and test mode where the oscillation

frequency of the ring oscillator is sampled. Figure 4.23b is the truth table for the functionality

of the sensing stage. Under NBTI mode, the circuit is configured such that only PMOS is

under constant stress (full Vdd swing) in each stage. PBTI mode works similarly. When

under test mode, the sensing stage is configured as a regular single-stage inverter, and can as

a ring oscillator cell. The output frequency of the ring oscillator is sampled under this mode.

The design has been implemented in 28nm FD-SOI technology. Figure 4.24 is the layout

for a 37-stage ring oscillator that is implemented with the sensing element discussed above.

The overall area is about 92µm2, and it is only ∼ 1.6× larger than the same RO configuration

that is implemented with single inverter only. The structure can be used as a building block

for either NBTI or PBTI sensing scheme, and it can also be employed as a BTI test structure

for characterizing N/PBTI and understanding the differences between two mechanisms.

4.4.3 Metastable-Element-based Embeddable BTI Sensors

The critical path determines the performance of the system, but, due to the fact that BTI

wearout is a gradual effect that accumulates with time, different paths experience various

switching activities and/or temperatures, it is highly possible that some non-critical paths,

that are only marginally faster than the critical path become the new critical path (and vice

versa) in multi-output cases [223]. Figure 4.25 gives an example of such scenario. The

circuit shown in Figure 4.25a is simulated in a 28nm FD-SOI technology node. BTI-related

wearout parameters for that technology are extracted based on the experimental results

from [53, 14]. Assume path1 is (part of) the critical path, and path2 is the second slowest

path in a circuit. Given different input patterns for the two path as shown in Figure 4.25b,
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simulated results in Figure 4.25c shows that after certain times, the delay of path2 surpasses

path1, and this results in so-called path reranking (or reordering). The conventional ways

of dealing with BTI wearout and sensing BTI mostly focused on the critical path without

considering the path reranking issues. If this is left unchecked, the system will experience

an unexpected performance penalty. For BTI sensors, tracking more paths, especially the

second or third most critical path is thus necessary to guarantee the expected performance

at the system level. The most obvious way of doing this is to use individual sensors for

each path, but due to variations (like process) of these sensors, one path usually needs many

sensors, the area overhead becomes unacceptable. So compact sensors that are able to track

multiple paths simultaneously are preferred in this case. This section will present one such

sensor which is able to track multiple paths simultaneously within one embeddable structure,

the sensor is able able to track BTI recovery so that any proactive recovery techniques

discussed in previous chapters can be enabled by the sensor outputs. The proposed sensors

are implemented and simulated in an industry standard 28nm FD-SOI technology. Details

will be discussed in the following sections.

Sensor Scheme

Figure 4.26 shows the main topology of the proposed NBTI sensors. The sensor is based

on the metastable cell which composes of a degradation inverter and a reference inverter

[231, 205]. Driven by the paths of interests, the sensor is exposed to the same environment

as the core circuit, and degrades the same way as the paths. Figure 4.26a shows the high

level block drives several cells for active recovery purpose. Figure 4.26b is the case when

multiple paths drive separate cells, and is aware of path reranking. In both cases, only one

reference inverter is needed and can be shared by all tracking inverters, and the outputs can

also be used as trigger signals for DVFS or body biasing techniques. Figure 4.27 shows

the transistor-level implementation of the proposed sensor which merges 4.26a and b into a
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Recovery Sensing; (b) Multiple-Paths Sensing.

single design. The bottom half of the schematic corresponds to 4.26a, where P0−P2 are

tracking transistors that are sized based on the degradation percentage (2%, 5% and 10%

in this case). The percentage is determined by the driven strength of the transistor, which

further corresponds to the size. Similarly, the top half corresponds to 4.26b which enables

multiple paths tracking with the same degradation percentage limit (5%) for detecting the

path reranking issues. Each half has a reference transistor (P6,P7). The binary outputs a

and b are read out through inverters. The transmission gates between tracking transistors

and paths are used for selecting certain path, and also reducing the critical path performance

impact due to the sensor. The symmetric structure is able to leverage the load imbalance

between node a and b. In this implementation, the sensor is for NBTI tracking, PBTI tracking

can be enabled by replacing all the PMOS logic to the corresponding NMOS logic. The

design shown in the figure can track 4 paths. More can be extended by copying one branch

and adding to the existing one if needed.

Figure 4.28 shows the sensor functionality through simulation. The inputs can be encoded

to only 6 signals. The sensor has three modes, tracking mode, polling mode and recovery
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mode. In tracking mode, the track signal is set high and tracking transistors are stressed by

different paths. The reference transistors are OFF to keep “fresh”. NMOS switches S0−S7

are turned off to separate the tracking transistors from the polling circuitry. In polling mode,

the track signal is set as low, S6 is turned on if right half paths need to be polled. Similarly,

S7 corresponds to the left half paths. S0−S5 are turned ON one by one, during each ON

period (polling period), both outputs (a and b) are discharged quickly, and then poll signal

is set high, a fight condition is created between the tracking transistors and the reference

transistors, since tracking ones are sized larger (stronger) initially, assume that the loads seen

from each inverter are equal, stronger ones will “win the fights” and latch the outputs to

high. When NBTI-induced degradation limit is reached and reaches a point when reference

transistors win the fights, it means the expected degradation is reached and the sensor is

triggered. The total polling time for all paths is ∼ 12ns, and it is clear that it cannot introduce

significant NBTI-induced degradations or recovery from a long term perspective. Recovery

mode works similar to the tracking mode, r0− r5 are recovery control signals for each

path. When recovery is scheduled, these signals are set to low, and the tracking transistors
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are in recovery mode, during these recovery periods, polling is still needed to check if the

expected recovery level is achieved. A nice feature of the sensor is that any recovery boosting

techniques discussed in Chapter 2 can also be applied to the sensor easily so that it is under

exactly same recovery conditions as other circuitry.

Sizing

Size corresponds to the strength of the transistors. Tracking transistors are sized x%

larger (x is set as the threshold for BTI wearout) than reference transistors using multi-fingers

for easy area changes. Since variations will affect the accuracy of the sensors, we pick the

finger size (120nm) a bit larger than the minimum (80nm in 28nm FD-SOI technology). All

switches are sized equally. Two footer NMOS transistors (N0 and N1) in the metastable cell

are also sized equally and relatively large to have a fast discharging. The load imbalance is

dealt with by adding dummy transistors to the load as suggested in [231]. Variations are also

dealt with by using interdigitation techniques for degradation transistors reference transistors

in physical design phase.

P0

Vth ~ 
f(V, T, ...)

Fig. 4.29 Simulation setup for introducing BTI wearout in a circuit netlist.

Proactive Recovery Case Simulation Results

All simulations are done with Cadence Spectre. The NBTI-induced threshold voltage

shift is introduced into the circuit netlist by adding a DC voltage source at the gate of the
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tracking transistors as shown in Figure 4.29, degradation is calculated from the BTI models

discussed in Chapter 2. The operating conditions are at 1V and 398K.

2

3

4

1 Vdd=1V, T=398K 

Fig. 4.30 Threshold degradation and sensor trigger point.

Proactive recovery corresponds to the bottom half of the sensor as shown in Figure 4.27.

Assume path0 is always at “low” so that all tracking transistors on the bottom half are under

constant stress. Figure 4.30 shows the threshold voltage shift ∆Vth during stress and recovery,

where flags indicate when the sensor is triggered. Figure 4.31 is the corresponding triggering

order of the sensor. We check outa in this case. 1⃝ corresponds to the fresh status when no

tracking branch is triggered. When the threshold voltage shift ∆Vth is equal to 9.5mV , the

2% branch is triggered ( 2⃝), and ∆Vth keeps increasing until 5% threshold is hit ( 3⃝, ∆Vth is

15.8mV ). Then the recovery signal is triggered, the recovery starts until it reaches the point

when all branches are not triggered ( 4⃝), and the process will repeat. Instead of waiting until

10% path is triggered (∆Vth is 25.4mV), the proposed sensor is triggered much earlier before

the end of life so that proper active recovery techniques can be applied to prevent early-life

failures.
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Fig. 4.31 Sensor triggering order for the proactive recovery case.

Multiple Critical Paths Case Simulation Results

In this case, the main functional part of the sensor is the paths on the top of Figure

4.27. Assume that path1 is the critical path, path2 and path3 are possible critical paths with

different switching activities. Three different input patterns are given in Figure 4.32. Figure

4.33 is the corresponding sensor triggering order. The earliest triggered path (path2) shows

the highest sensitivity to NBTI. Both path2 and path3 experience more degradation than

path1. Thus critical path reranking occurs. With this detected by the BTI sensors, some
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path2
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Fig. 4.32 Input patterns for multiple-path simulation case.

compensation techniques such as high voltages or back biasing can be enabled by these

sensor outputs to avoid the performance degradation in the early lifetime.

Tolerance to Process Variations

To show that the BTI sensors discussed above are robust across process variations, Monte

Carlo simulations are run with both intra-die and inter-die variations modeled by the foundry.

Figure shows the results when sensor is in “fresh” status. The outputs are always correct

across the variations. After degradation, at more than 85% of the points (500 points in total),

the sensor outputs are the same as at the TT corner.

Physical Implementations and Comparisons

Shown in Figure 4.35 is the physical implementation of a 2-path version of the proposed

BTI sensor in 28nm FD-SOI technology. The overall area is about 54.1um2. The leakage
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Fig. 4.33 Sensor trigger order in Multiple Critical Paths case.

power is 40.64nW . Table 4.1 compares different metrics of the proposed BTI sensor against

other state of art circuit level BTI sensor designs. Compared to the ring oscillator-based

sensors, the metastable sensors are smaller and faster in terms of data acquisition time. The

type of metastable-element-based sensors presented in this section takes the least area and is
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Fig. 4.34 Monte Carlo Simulations at the “fresh” status (500 points). More than 85% of the
seeds give the correct outputs. The overlapping color in the figure refer to waveforms for
each seed. The output of the sensor at TT corner is used as the reference.
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Fig. 4.35 Layout of a 2-path version of the proposed BTI sensor in 28nm FD-SOI technology.
The total area is only 54.1um2.

able to support multiple path tracking. As they are tiny, they consume least leakage power

and are fast in sensor output acquisition. Thus this type of sensor can be potentially deployed

and distributed in a big design such as multicore systems. A number of sensors can be spread

over each core to achieve statistical results. Depending on area and reliability requirements,

the number of paths tracked by the sensor can be picked correspondingly. The outputs of the

sensors can trigger the conventional adaptive techniques, like Dynamic Voltage Frequency

Scaling (DVFS), adaptive body biasing and voltage scaling methods to compensate the loss.
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Table 4.1 Comparisons against other BTI sensor designs (all are circuit-level BTI sensors)

Type Work Tech. Area (µm2) Leakage Function Acq. Time # of paths
Ring

Oscillator
Based

[102] 130nm 277950 - Wearout 29us -
[103] 45nm 150 - Wearout - 1
[194] 45nm 77.3 - Wearout - 1

Metastable
Element
Based

[231] 150nm 493.2 - Wearout 200ns 1
[205] 32nm 105 239nW Wearout - 1

This 28nm 54.1 40.64nW
Wearout/
Recovery 12ns 2

Orthogonally, the ability of tracking recovery makes the sensor a perfect trigger for the

proactive accelerated and active recovery techniques discussed in this thesis.

Sensor Placement Methodology

Deg
Inv

Ref
Inv

Discharge

Switches

13um

8.6um

Fig. 4.36 A 2-path version of the sensor implemented with the PnR tool directly.

Including the proposed sensor into a top-down ASIC design flow will be more efficient

than the custom design solution, and it also enables the design reuse, especially when a large

number of sensors are distributed in a complex circuit. As all instances (single transistors,

transmission gates or inverters) of the sensor can be used directly from the standard cell

library of a process design kit (PDK). It makes it easy to implement the sensors directly
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Fig. 4.37 Embedded sensor in a scan chain cell in support of both close-loop and open-loop
sensor readouts.

with the conventional PnR tools. Figure 4.36 shows an example design which is directly

placed and routed with the synopsys IC Compiler in a 28/30nm technology node. The design

is relative bigger compared to the custom designed one shown in Figure 4.35, but this is

expected. In this case, the area can be further reduced by decreasing the utilization percentage

and putting more constraints for the tool. The sensor can be used as a design IP that is no

different from other cells in the standard cell library.

As many such BTI sensor IPs are expected to be placed in a design, a methodology that

is able to automatically distribute the sensor is necessary. In this thesis, we present one such

candidate. The compact sensor can be embedded into a scan chain cell that is for design

for test (DFT) purposes. Figure 4.37 illustrates the idea, where the newly designed scan

cell has the sensor embedded. Figure 4.38 is the design methodology of integrating the
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Fig. 4.38 New scancell design methodology with the BTI sensor embedded in a Synopsys
design environment. .CEL and .FRAM are layout formats required by the Synopsys tools.
Similar methodology can also be adapted to Cadence design environment.

sensor with the scancell from the standard cell library in a Synopsys design environment.

The design compiler is used for synthesis, the output of it is the synthesized sensor netlist

which can be fed into IC Compiler for PnR and generating the sensor IP layout (in .CEL and

.FRAM format for Synopsys tools). The new Scancell netlist is edited by adding the Scancell

component to the synthesized sensor netlist. Then the new scan cell can be placed and routed.

With this methodology, a modified version of scan cell can be treated as a building block for

a scan chain.
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As shown in Figure 4.37, the sensor readout can be selected by a MUX logic. It can be

used in two ways. In the close-loop case, run-time solutions like adaptive or accelerated

active recovery can be enabled based on the sensor outputs; in the open-loop case, sensor

outputs can be scanned out to users just as how regular scan chains work so that users can

conduct statistical analysis or just be aware of the wearout and recovery behaviors of internal

nodes, and corresponding decisions can be made off-line based on the sensor outputs. In

Appendix B, we present the detailed flow and an example of instrumenting the BTI sensors

in a counter design.

4.5 EM Sensing

Compared to BTI sensing, EM sensing is more challenging because of the following

reasons. Firstly, EM behavior is more complex as shown in Chapter 3. Due to the stress

accumulation period, the resistance keeps almost unchanged. This indicates that EM sensors

need to be ON more frequently than BTI sensors so that any EM-triggered event can be

recorded precisely and timely. Secondly, EM mostly occurs in power delivery network, and

it is far from the back-end-of-line, which is the logic. Thus any logic-style sensor is not able

to experience exactly the same conditions as the metals on top of it. Lastly, differentiating

EM wearout with other wearout phenomenon such as BTI is very challenging since they

show similar degradation effects to a circuit in many cases. In this Section, we mainly review

some of the existing EM sensor designs and discuss how these sensors can be applied to the

accelerated and active EM recovery purposes.

Since EM increases IR-drop and can lead to load performance degradations. A simple

way of detecting EM is to use a ring oscillator as the load and check the frequency degradation

[239]. While this method shares many similarities to many existing BTI sensing techniques

as detailed in Section 4.4.1, thus it is sometime very challenging to separate EM from

other wearout-induced degradations. Ring oscillator can be a perfect sensor candidate in
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(not under stress)

Sensing Metal Lines
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EM Sensor 2

Fig. 4.39 Illustration of Metal-line-based EM sensors. Multiple dimensions can be used to
sense at different levels.

the case when one cares about the impact of wearout as a whole only but not about which

wearout leads to the degradations. Metal-line-based sensor appeared being a better candidate

for EM-specific sensing and detection [201, 77]. The main idea is to put a set of metal

lines on chip so that they can experience the same or more EM than the power delivery

networks or other EM-sensitive interconnects. Figure 4.39 gives an example of one such EM

sensing structure that is modified based on previous work [201, 77]. They are basically a

set of on-chip metal lines in parallel. Since there are inherent variations in the metal wires,

multiple metals are required to get statistic results. A metal line that is kept unstressed

is used as the reference metal for capturing any resistance change. This idea behind this

is very similar to the metastable-element-based BTI sensor discussed in previous section.

The dimension of these metals need to be picked based on the system lifetime requirement,

which can be translated by resistance increase threshold such as 10%. Thus the current

densities in the sensing metal lines have to be relatively higher than in regular loads in order

to force a shorter lifetime, and also in order to compensate for the reduced number of sensing

elements compared to regular loads. Intermediate sensing check points (e.g. 5% of resistance
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Fig. 4.40 The EM-induced resistance change detection circuit (design is modified based on
the circuit proposed in [77]).

increase) can be added by designing metal structures with different width values as shown in

Figure 4.39. The current that flows through the sensing wires, although scaled up, has to be

proportional with the current in the main circuit in order to have a high correlation. Finally

local operating conditions such as temperatures need to be reflected in the EM sensors, so

multiple copies of such sensors need to be placed accordingly.

In order to sense the EM degradations during run-time, a resistance detection circuitry is

necessary. [77] proposed one such scheme. A modified version is presented in Figure 4.40.

The current source on the left is mirrored from the current of the actual loads. It provides the

stress to the sensing metal lines shown in Figure 4.39. A comparator is used for comparing

the voltage levels across the sensing structures and the reference metal line. If the voltage

across the sensing structure is higher, then it means the EM-induced resistance increase has

reached the threshold, and the sensor is triggered. Sense signal stays high during the sensing

periods and the reference metal line is unstressed. It is put as low only during the sensor

readout periods. As can be seen from Figure 4.40, introduction of analog circuit such as

comparators and on-chip resistors can lead to more design effort compared to the BTI sensor

design. Also EM sensing circuitry will take more silicon area. The good news is that as EM is
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Fig. 4.41 Illustrations of EM sensor usage in the accelerated and active recovery case.

usually a concern for power and ground network, the number of sensors required is much less

than in the BTI case where each transistor is undergoing wearout. Also the sensing structures

itself is only a set of metal lines that take relatively small area. As reported by [76], one

such EM sensor with 10 stressed wires costs only 100−500µm2 in an 180nm technology.

In addition, the metal line sensing structures can be distributed in a fine-granularity way, and

the resistance detection circuitry can be shared by multiple copies of such sensing structures

with the extra selection logic.

As suggested by the experimental results discussed in Chapter 3, EM has a long period

of stress accumulation period (e.g. 1 year) when the resistance almost stays unchanged.

Thus EM sensors can be in Sense mode most of the time and the output of the sensor can

be sampled every few days or longer. In the second region (void nucleation) of EM, where

the resistance starts to increase immediately, the sensor needs to be alerted more frequently

to sense the converting point between the first and second region, and also the resistance

change. Accelerated and active EM recovery techniques can be applied after resistance

increase to a threshold that was set based on analysis. During recovery periods, EM sensors
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Table 4.2 Summary of PPA Metrics for different Circuit Components (in 28nm FD-SOI
technology unless specified)

Type Design Name Leakage
Power

Dynamic
Power Area Performance

BTI Accelerated
& Active Recovery

Circuits

Neg. Voltage
Generator1 68.85nW 64.47µW 4300µm2 > 66.7MHz

On-chip
Heater2 16.8nW 75µW 16µm2 -

EM Accelerated
& Active Recovery

Circuits

Multi-mode
Assist
Circuit3

- - 58.24µm2 Wake-up
time∼ 170ns

BTI Sensors

RO-Based
P/NBTI
Sensors

19nW - 92µm2 -

Metastable
Element
-Based
Sensors4

40.64nW - 54.1µm2 Acq. Time
12ns

EM Sensors
Metal-line

Based
Sensors5

- - 100−500µm2 -

1 Corresponds to a negative voltage generator designed for generating −0.3V for BTI recovery.
2 Corresponds to one on-chip heater (41-stage RO) that can generate temperature of more than
80°C, in the real use case, multiple copies of this heater will be distributed.
3 PPA metrics of this circuit depends on the load size and application, here we list the examples
for 8 ring oscillators running in parallel.
4 The numbers presented in this table shows metrics for a 2-path version of the sensor.
5 Data is reported by [76] with 180nm technology node.

need to be checked frequently as well to avoid the potential EM issues by reverse current

(as shown in Figure 3.8 in Chapter 3). This has been illustrated in Figure 4.41. In summary,

metal-line-based EM sensors can serve as a check engine and indicator for EM wearout and

recovery, they can be integrated as a circuit element IP for an accelerated self-healing system.
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Fig. 4.42 Chapter 4 Highlights.

4.6 Conclusions

In this chapter, we presented a set of circuit structures for enabling and assisting the

accelerated and active BTI/EM recovery. The key components are highlighted in Figure 4.42.

On-chip negative voltage is designed for generating the negative voltage for activating the

BTI recovery; on-chip tunable heater is a modified version of configurable ring oscillator

which can be deployed for providing high temperature when necessary. A multi-mode

EM/BTI recovery assist circuit is able to support both BTI and EM recovery simultaneously,

and it can be designed based on the existing power-gating infrastructure on chip, thus less

design effort and overhead are required. As even with the recovery solutions, there need to

be wearout sensors which directly or indirectly indicate the levels of wearout so that these

recovery solutions can be asserted or daseserted. This chapter detailed 3 different sensor

designs - 2 for BTI and 1 for EM. These sensors are small and flexible, and can be adapted to

multiple use sceneries. In the case of proactive recovery, sensors are for sanity check so that

some wearout effects (e.g. EM) are not “overly-recovered”; in the reactive recovery cases,

all the actuations rely on these sensor outputs. As BTI and EM wearout effects become

increasingly critical, novel techniques that are able to mitigate them with lower overhead
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are highly desirable. Table 4.2 summarizes the power, performance and area metrics for the

circuit components discussed in this chapter. It shows that most of these components are

small in terms of area and fast in terms of response time. In summary, this chapter provides

a set of circuit IP blocks and infrastructures for designing future accelerated self-healing

systems. With these components at the circuit level, smart design decisions at higher levels of

a system stack can be made to leverage the potential overhead and enable to reliable system.

In the next chapter, we will discuss some of these higher level solutions.

Part of the work presented in this chapter has been published in [J2], [C7], [C10], [C11],

[C13].
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Chapter 5

Accelerated Self-Healing as a Key Design

Knob for Cross-Layer Resilience

5.1 Overview

In the last chapter, circuit level solutions for accelerating and activating BTI/EM recovery

were discussed. As many of these single-layer solutions are not free and they need to

be triggered in a smarter way, dealing with wearout issues and applying the accelerated

and active recovery need to cross layers, where various techniques are necessary to be

implemented - from device level up to the application level - to work together to achieve

the optimal lifetime and acceptable wearout levels with a low cost. The notion of “Cross-

layer Resilience” was firstly introduced to the computing community around 2009 [156],

the key idea of it is to divide error and variation tolerance into a set of tasks, which can be

implemented at different levels of a system stack as listed in Figure 5.1. These resilience tasks

can be treated as steps that the system follows to handle a particular reliability effect even

they may not occur sequentially [38, 144]. Examples of such techniques could be cross-layer

error predictions or detections for soft errors [44, 144], run-time sensing and actuation [180]

and so on. Orthogonal to what has existed, the periodic accelerated self-healing techniques
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Fig. 5.1 Illustration of Concept of Cross-Layer Techniques.

demonstrated in previous chapters are able to “repair” the wearout completely and efficiently

by fully taking advantage of the unique recovery and frequency dependence behaviors, thus

it can be a promising candidate cross-layer solution for optimizing the system resilience

furthermore. In this chapter, we will present a set of solutions at different levels of system

hierarchy, the circuit building blocks discussed in Chapter 4 serve as key infrastructures for

the cross-layer accelerated self-healing (CLASH) system which instruments the recovery

from the circuit level to the system level. The system benefits from the CLASH by operating

for a longer time with higher performance in a refreshed mode, thus it will eventually lead

to the significant reduction of the guardbands, and better cumulative metrics (e.g. average

performance) as well. Since the notion of accelerated self-healing is orthogonal to the

existing adaptive solution, so there are also good opportunities to combine them together

to achieve the optimal cross-layer resilience in a more effective way with much lower cost.
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We will show that these CLASH techniques can contribute to provide an effective solution

against wearout for both system designers and circuit designers in the design process.

5.2 Accelerated and Active Recovery Space Exploration

In Chapter 2 and 3, we have demonstrated experimentally that both BTI and EM wearout

can be almost fully recovered by tuning metrics such as stress voltage/current, temperature

or both. While when it comes to the actual on-chip implementations, the tunability of these

metrics such as voltage range and temperature range are very limited, thus we perform a

design space exploration of accelerated and active recovery for different scenarios, also we

discuss solutions for finding the optimal operating schedule for both BTI and EM wearout.

Details will be reported in the following sections.

5.2.1 High Temperature or Negative Voltage? or Both?

As shown in Section 2.4 and Section 2.9, high temperature of 110°C and negative

voltage of −0.3V are picked and combined as effective accelerated self-healing for BTI to

achieve significant metric improvements (recovery percentage, design margin reductions and

average frequency improvement). While this combination shouldn’t be fixed since different

applications and physical locations on chip will have different available high temperatures or

negative voltage resources, so it is necessary to explore other possible combinations so that

they will offer the flexibility for cross-layer on chip implementations (will be discussed in the

following section). Figure 5.2 shows the explored accelerated self-healing space based on the

proposed model in Section 2.4.2. The same model parameters used in Section 2.7 are used

here. We define “High Temperature” as the temperature above 20°C and “Negative Voltage”

as any voltage values below 0V . Assume that the chip is stressed under high temperature

of 110°C for 24 hours, the recovery percentage of 72.3% demonstrated in Section 2.4 is
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Fig. 5.2 Accelerated self-healing space exploration for a case when a 6-hour recovery follows
a 24-hour accelerated stress. Accelerated Recovery - high temperature, Active Recovery -
Negative voltage.

defined as the upper limit for the reversible wearout in this study. The surface plot presents

the recovery percentage (recovered delay/net delay increase due to wearout) under different

accelerated & active recovery conditions for a 6-hour recovery period (long enough for

reversible wearout to be fully recovered as shown in Figure 2.23). It turns out that the same

recovery percentage can be achieved with multiple combinations of high temperature and

negative voltage. For example, to achieve a recovery percentage of ∼30%, the combinations

could be (50°C, −0.3V ), (60°C, −0.25V ), (70°C, −0.2V ), (80°C, −0.15V ), (90°C, −0.1V ),

(100°C, −0.05V ) or (110°C, 0V ). One observation is that the resulted recovery percentage

by every 10°C of temperature increase is almost comparable to what is achieved by reduction

of −0.05V of the voltage. This offers the flexibility and possibilities of even “controlling” the

recovery levels via voltages and temperatures. It also indicates the potentials of implementing

the techniques under different part of the chips (with different available high temperatures
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Fig. 5.3 Illustration of the “training” process for finding the optimal stress vs. recovery
balance to fully recover from the BTI wearout effects.

and/or negative voltages) while achieving the same recovery percentage even when the

on-chip heat is not uniformly distributed or have fluctuations. Implementation details at

different layers will be discussed in the following sections.

5.2.2 Right Balance of Wearout and Recovery for BTI

Another key factor for full recovery of BTI and EM is to employ a right balance of

wearout and accelerated and active recovery so that the circuit could keep being active as

long as possible but can be rejuvenated back to the fresh state within a very short sleep

duration. Based on experiment results shown in Chapter 2 and 3, wearout is a relatively slow

process under normal operating condition (without being accelerated by high temperature

and/or voltage/current), even the reversible part of the wearout usually takes days, so the

sleep period could be scheduled roughly in a daily (or several days) base - the accelerated

rejuvenation follows a 1-day (or several days) period of being active.

The optimal scheduling strategy can be determined based on modeling and simulations,

or it can be explored during run time for better accuracy. To actually detect the optimal
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balance of active vs. sleep for certain system, small embedded circuit-level wearout sensors

discussed in Chapter 4 need be spread over the on-chip test structures , these sensors can

feed the degradation information back to the system scheduler which enables the accelerated

rejuvenation techniques. Shown in Figure 5.3 is a training-like process for BTI wearout,

during which the accelerated self-healing techniques can be applied incrementally (e.g. 1

day, and then 2 days) during the initial lifetime. At the time when irreversible wearout

starts to show up, the optimal active and accelerated rejuvenation duration could be finally

determined. This process will be able to find exactly the optimal operating schedule for

the reliable-critical systems, and this schedule can be integrated as part of a system-level

scheduler for recovering from wearout during the rest of lifetime.

5.2.3 Right Balance of Wearout and Recovery for EM

As EM-induced resistance increase starts after a long time, finding the optimal scheduling

strategy during run time for EM is slightly different from BTI. Illustrated in Figure 5.4 is one

suggested solution, in the early lifetime during the stress accumulation period, the sensors

can be triggered on a monthly base to check the resistance change until it starts increasing.

Then stress and recovery can be scheduled on a daily base, two day base and so on. The
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optimal stress and recovery schedule is decided once the irreversible component of EM starts

to be captured by the EM sensors. Compared to BTI, the overhead of finding the optimal

schedule for EM is much less since during the active recovery period, the circuit blocks can

still function if the circuitry discussed in Chapter 4.3 is implemented. The long period of

“constant resistance” also alleviates the sensor tracking overhead.

In summary, this section and last section provide several run-time solutions to find the

exact operating schedule for full recovery. On one hand, this schedule is useful for balancing

the overhead of implementing recovery. On another hand, the process of detecting this

schedule increases the complexities of operating a system, thus we will present another

scheduling solution called “proactive recovery” given that the exact optimal stress and

recovery schedule is usually unknown. Details will be covered in Section 5.4.1.

5.3 Architecture-level Accelerated Self-Healing

In Chapter 4, circuit implementations for accelerated self-healing were presented, while

circuit-only solutions require very fine-grained control and can introduce huge overhead in

many cases, dividing the recovery tasks across the system stack is more efficient. In this

section, we will present several potential architecture level accelerated healing techniques

which can be employed to leverage the tradeoffs and reduce the overhead.

5.3.1 Architectural-level Model for Wearout and Lifetime Analysis

Architecture research relies on many abstracted models that are used for capturing the

lower level (circuit and device level) behaviors, these models need to be “light” in terms of

simulation complexity but “heavy” in terms of accuracy. In this section, we use an open-
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source tool for architecture reliability called “OldSpot” 1 that is able to analyze wearout and

estimate the lifetime of a system at the unit level with arbitrary distribution of workloads,

and therefore variation of temperature, voltage, frequency, and so on, across time and space

and arbitrary tolerance for failure. This model differs from previous work by relaxing

assumptions about the behavior and failure tolerance of the system and enabling fast lifetime

and reliability modeling. OldSpot is compatible with other architecture level framework,

it works by receiving performance data from gem5 [24], power data from McPAT [125],

temperature data from HotSpot [83], and a floorplan created with ArchFP [56], and the

tool computes per-unit aging rates and runs Monte Carlo simulation to output reliability

distributions for each unit and the system overall. This will enable an architect to predict the

impact of expected workloads on a design in the early design phase and see which regions of

the system are experiencing aging “hot spots” and should be targeted for aging mitigation

techniques such as accelerated self-healing techniques discussed in this thesis.

5.3.2 Unit-level Accelerated Self-Healing

Since both BTI and EM wearout depend on temperature, voltages and switching activities,

this will lead to that different units experience very different wearout behaviors during run

time. There are two alternatives of instrumenting the accelerated self-healing solutions

discussed in Chapter 4, the first one is coarse-grained solution where wearout sensors and

recovery circuitry are distributed evenly at the core level so that the whole core experiences

similar recovery behaviors, the benefit of this solution is that it is easy to control and

instrument, but the downsides are that this can lead to that some units which experienced

more wearout don’t get the full recovery and other way around. Thus the overall benefits

of recovery are still very limited considering the whole system. An more effective and

1The development effort of this tool was led by Mr. Alec Roelke, who is a PhD student at the University
of Virginia. We worked together on this project, my main contributions were: 1) Providing the device-level
wearout models and parameters; 2) Helping with the idea development of structure replication; 3) Helping
evaluate the accuracy of the tool.
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Table 5.1 Simulated System Parameters

Parameter Value

Instruction set x86
Microarchitecture Nehalem
Technology size 65 nm
Supply voltage 1.1 V
Core count 4
CPU clock frequency 2.66 GHz
Instruction cache 32 kB
Data cache 32 kB
Private L2 cache 256 kB
Shared L3 cache 8 MB

(a) Heat Map (b) Wearout Map

Fig. 5.5 Heat (a) and Wearout (b) maps representing the average temperature and relative
wearout rate, respectively, when running cholesky [23]. In (a), red indicates hotter tempera-
tures and blue indicates cooler ones. In (b), red indicates faster wearout while blue indicates
slower wearout.

economic solution would be unite-level accelerated self-healing, in which “wearout hotspots”

or wearout-critical units are predicted, and the accelerated self-healing is only instrumented
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and applied to these units. This is also called fine-grained accelerated self-healing. With the

pre-RTL reliability simulator such as OldSpot, we are able to conduct such analysis. Figure

5.5 shows an example where we run a benchmark cholesky from the PARSEC suite [23] on

Intel’s Nehalem architecture with parameters shown in Table 5.1. Figure 5.5a shows the heat

map and b shows the corresponding wearout map. Here wearout is mainly dominated by

BTI and EM effects. This study demonstrates that wearout is not uniform across the whole

system, some functional units experience more wearout due to higher activity that leads to

higher power consumption and higher temperatures. As a result, recovery solutions should

be instrumented differently across the chip. For instance, based on the results from Figure

5.5b, reorder buffers (rob) experience more wearout, thus recovery circuitry such as power

gating and on-chip heaters should be firstly instrumented on these rob units, and for units

such as L2 cache, as wearout has a relatively small impacts on them, it is less economic to

accelerate the recovery for them. In summary, unit-level accelerated self-healing provides

fine-grained control at the functional block level, and it is potentially more effective because

the most wearout-critical units are always implemented with more recovery resource and are

also recovered first. This method is also less costly in terms of hardware overhead compared

to the coarse-grained solution.

5.3.3 Dark Silicon and Core Redundancy

In multicore or Network-on-Chip (NoC) systems which consist of hundreds or even

thousands of identical cores, due to the TDP limitations, a significant amount of cores cannot

be operated at the same time, and this leads to the so-called dark silicon problem [55].

Recent research [79] has pointed out that even with the latest FinFET technology and novel

processor architectures, dark silicon issue still exists and stays as a big challenge. The dark

silicon usually leads to some “redundant” core resources, and these resources can be a single

core or a subset of the core. Existing works tried to leverage the redundancy by developing
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Fig. 5.6 A potential self-healing solution in a multi-core system. Dark silicon and core
redundancy can be utilized to improve the lifetime of the whole system. t1 and t2 are two
time points during the lifetime.

frameworks considering the amount of work and temperature variations and analyzing the

the different redundancy arrangements [82], on top of these techniques, if these resources are

scheduled and allocated in such a way that they can be healed by the generated heat from the

active elements, the average lifetime of the whole system will be significantly improved.

It has been shown in Figure 5.5a that the temperature difference between the active regions

and the inactive regions can be as large as 30°C, similar observations were also made in alpha

processor and other modern many-core designs [241]. Thus the huge amount of generated

heat by the active elements can be fully took advantages of. Figure 5.6 illustrates a potential

implementation in a simplified multicore system, where the sleeping cores (or resources)

are always surrounded by the active cores (or resources), by switching the workload among

different cores, these sleeping cores can be deeply rejuvenated by the heat generated by the
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active cores. This method is application dependent and also needs the support of the system

scheduler. There will also be switching overhead, but this solution doesn’t need to stall the

system completely during recovery, and it also overcomes the power overhead introduced by

circuit level on chip heaters (presented in Chapter 4). Thus this method could be potentially

used together with the circuit level solutions and system scheduling solutions to leverage the

tradeoffs. Details of scheduling will be discussed in Section 5.4, and a potential cross-layer

implementation will be covered in Section 5.6.

5.4 Scheduling at the System Level

Right balance of wearout and recovery can lead to almost full recovery for both BTI

and EM recovery, and this has inspired the idea of active recovery at the system level, at

which task scheduler can implement scheduling based on the desired “circadian rhythms”,

this section will briefly discuss several ways of doing scheduling and how to apply these in

different applications.

5.4.1 Reactive Recovery vs. Proactive Recovery vs. AC Stress

Since recovery can be used as an effective to deeply rejuvenate the system from wearout,

it will be worthwhile to schedule the recovery periods proactively and during these recovery

periods several accelerated and active recovery techniques can be applied. But it is important

to decide when to insert these recovery due to the irreversible component of wearout. Philo-

sophically, there are two alternatives for scheduling recovery: reactive, when a system or

part of system has aged by a particular threshold amount, and proactive, in anticipation of

future wearout. Figure 5.7 illustrates the differences. In the reactive recovery case, a wearout

threshold a% is preset as the upper limit and starting point for the recovery periods. This

threshold can be pre-calculated based on the wearout models or simply can be the design
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Fig. 5.7 Illustration of Reactive Recovery vs. Proactive Recovery vs. AC Stress.

margin. During operation, wearout sensors need to be able to track and feed the wearout

information back to the scheduler frequently, as it should be noticed that the time length to

reach the threshold is unpredictable due to the different switching behaviors during different

periods of lifetime. In this case, wearout sensors are very important and critical for deciding

when to start recovery. As for the proactive recovery case, the recovery schedule is preset,

and this schedule needs to be set such that the irreversible components haven’t started to

accumulate. Thus it is determined based on pre-design space exploration (e.g. with OldSpot)

and wearout models which are usually provided by the foundry. Once this schedule is set, the

scheduler inserts the recovery periods proactively so that recovery can always compensate

the accumulated wearout effects. In this case, wearout sensors are still necessary, but just for

sanity check purposes. Proactive recovery acts similar to a “slow AC stress” with a skewed
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duty cycle, in which recovery and stress appear as pairs. Note that it is not exactly identical

to normal AC stress (defined in Chapter 2.6.1) which is also shown in the figure, AC stress is

when there are switching activities and transistors/metal wires are under periodic stress and

passive recovery only, wearout still accumulates in these cases as passive recovery has been

demonstrated being slow.

Reactive accelerated recovery seems more “economic” since it is only scheduled when

needed. But it needs to track changing wearout levels (such as threshold voltage increase or

resistance increase), has the disadvantage of being unpredictable, thus potentially introducing

performance and/or energy overheads at inopportune times and likely leading to a smaller

improvement in lifetime, and accumulates upfront more irreversible aging thus leading to a

lower expected performance and energy – circuit operates more time in wearout mode. In

addition, the preset wearout threshold is hard to determine. While for proactive recovery,

the recovery periods are scheduled ahead of any sign of wearout, is easier to implement and

results in the system operating for longer time in a “refreshed” mode, thus leading to better

expected performance and other metrics, and has better cumulative metrics as well. Most

importantly, the preset schedule can even follow the users’ schedules and be fully compatible

with human “circadian rhythm”. Details will be discussed in the following section.

5.4.2 Application-dependent Proactive Recovery with Scheduling

Based on experimental results and analysis in Chapter 2.9.2 and 3.6, wearout is a rela-

tively slow process under regular operating conditions (without being accelerated), even the

reversible part of the wearout usually takes at least one day under the constant stress (e.g.

31hours), so the sleep period could be scheduled roughly in a daily (or several days) base –

the accelerated and active recovery follows a 1-day (or several days) period of being active.

Here we define two use cases and discuss the possible scheduled patterns correspondingly.
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Fig. 5.8 Recovery time under different accelerated & active recovery conditions after 12-hour
constant stress under regular operation condition (room temperature, nominal Vdd).

• Use case 1: For applications like mobile devices and consumer electronics, the sched-

uled active vs. sleep pattern could even follow human beings’ circadian rhythms, for

example, the devices are active during daytime for 12 hours, then during sleep, although

certain blocks need to be still active for data retention, some critical performance-

hungry components could be deeply rejuvenated for next day’s “full speed”. The length

of the recovery time depends on the conditions (temperature and voltage). Assume that

the system or is active for 12 hours under regular conditions (room temperature and

nominal voltage). In the worst case, it is always under constant (DC) stress, but still in

irreversible wearout region (within 31 hours). Based on the model in Chapter 2.4.2
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and analysis in Chapter 2.9.2, the required time for full recovery under different sleep

condition is plotted in Figure 5.8. It shows that recovery is very fast and needs about

23.2 minutes under the best combinations of 110°C and −0.3V . For a slight higher

temperature or negative voltage, the recovery can be much faster than the regular

operating condition. For example, under 50°C and −0.3V , it only needs about 57

minutes to fully recover to the fresh state. These devices could benefit from such short

sleep intervals through periodic rejuvenation.

• Use case 2: For data center or server applications, although the system runs most of the

time, and it might not be feasible to fully turn off the system as frequently as in mobile

devices or embedded systems mainly because of the high setup times and full usage

of the system. While recent research [27, 64, 160] have proposed energy-efficient

solutions that implement novel load balancing and/or scheduling algorithms so that

the idle and lightly-loaded cores are able to be switched to sleep states. For example,

in [64], authors introduced a dynamic power management policy called SoftReactive,

which is able to put servers to sleep in a conservative way by setting a wait time when

load drops, and when the load increases, it turns servers back. This work demonstrated

that as the scale of data center increases, the effectiveness of sleep states is even more

pronounced because the setup time has less and less effect on performance. During

these intrinsic sleep state, circuit level and architecture level accelerated self-healing

techniques (discussed in the last section) can work together to push for the full recovery

capabilities. Larger data centers can exploit more benefits of sleep states for recovery

even by employing a simple dynamic power management policy.
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Fig. 5.9 An illustration of recovery-driven design methodology in an IC design cycle.

5.5 Recovery-Driven Design Methodology for Resilient Sys-

tem Design

It has been discussed in previous sections that accelerated self-healing can be achieved at

different system hierarchy during run time, but the hardware blocks and all the scheduling

decisions need to be instrumented during design phase. For example, where to place the



154 Accelerated Self-Healing as a Key Design Knob for Cross-Layer Resilience

sensors, and how many of the recovery circuitry are required, and what will be the tradeoffs.

In this section, we will discuss a potential design methodology that is driven by recovery.

Figure 5.9 illustrates the recovery-driven design flow. It starts from the design specifica-

tions (SPEC) and applications which define the expected lifetime, clock frequency, power and

area budget and so on. This flow assumes that high level architecture level decisions based

on the SPEC have been made, these decisions can be type of ISA, number of cores and so on.

These information can be used as the inputs for pre-RTL and architecture level simulation

tools to estimate the power, thermal and performance behaviors. Reliability tools such as

OldSpot discussed in Section 5.3.1 that are built based on the wearout models can take the

reported behaviors from other tools and estimate the wearout behaviors at a higher level, such

as which units could be potentially wearout-critical and what would be the possible operating

schedules for the proactive recovery. These decisions can guide the RTL design phase when

designing the microarchitectures, for example, more wearout sensors can be instrumented

for those wearout-critical units, multiple copies of these units can be integrated in the design,

and so on. The control logic for closing the wearout and recovery loop is also implemented

in this stage of the design process. By instrumenting the recovery during logic design, it will

build the infrastructures for the run-time recovery solutions as discussed in previous sections.

During the physical design stage, core/resource allocation solutions that are beneficial to

accelerated recovery (discussed in Section 5.3.3) and PDN design against wearout (discussed

in Chapter 4.3) can be part of the flooplan decisions. Similarly, the recovery circuitry such as

on-chip heating elements or sensors can be placed close to the wearout-critical units. During

the rest of the physical design steps, circuit knobs that affect the recovery levels will also be

considered during the physical design, examples of such knobs are logic depth (discussed in

Chapter 4.2.2) or power gating styles (discussed in Chapter 4.2.3). As reliability is usually

not addressed in every design stage in most of the current design flows, this section gives an
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Fig. 5.10 An illustration of Cross-Layer Accelerated Self-Healing (CLASH) System.

example of considering reliability during the whole design process, and it contributes to the

efforts on developing future design methodologies for ensuring reliability.

5.6 Putting It All Together – CLASH: Cross-layer Acceler-

ated Self-Healing System

In previous sections, circuit, architecture and system-level accelerated self-healing so-

lutions were discussed. The recent shift of architecture to heterogeneous and many-core

systems significantly increases the number of integrated cores. Specialized computing re-

sources serve for different load tasks, which also leads to different EM and BTI behaviors,

thus requiring different recovery strategies. This requires the designers to integrate single

layer solutions all together in a cross-layer way to minimize the cost for ensuring reliability.
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Fig. 5.11 Illustration of periodic proactively scheduled EM/BTI recovery.

Figure 5.10 presents one potential cross-layer accelerated self-healing (CLASH) system with

the localized active recovery techniques. As discussed in Section 5.3.2, at the architecture

level, localized active recovery at the core level or unit level will be able to leverage the cost

while rejuvenating the “aged” system. Each red/yellow square represents a core or logic

block with local PDN and can have different recovery strategies. Blue squares refer to the

recovery circuitry and wearout sensors that are distributed across the unit. In the meanwhile,

“Dark Silicon” still appears at a big challenge in these systems. The “dark” parts of the chip

usually lead to some “redundant” resources which have intrinsic OFF periods, and these

resources can be a single core or a subset of the cores. Since we have demonstrated that high

temperature is able to accelerated the recovery of both wearout mechanisms, and if these

redundant resources (e.g. the core located in the center of the system shown in the figure) can

be scheduled and allocated in such a way that they can be healed by the generated heat from

the neighboring active elements, the recovery can be further sped up (discussed in Section

5.3.3). Figure 5.11 presents an example of run-time proactive scheduling for BTI and EM

active recovery. In the early lifetime, since EM-induced stress hasn’t reached the nucleation

threshold, the performance degradation will be caused mainly by BTI; novel BTI and EM

sensors can be employed to track wearout and check the degradation information. Short
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intervals of BTI active recovery periods are inserted proactively to bring the chip back to

the fresh status in time; during these intervals, certain states need to be in retention mode,

alternatively, workload can be shifted to other redundant resources. EM active recovery

period can be scheduled either from when the void nucleation happens or even earlier. Based

on the measurement results presented in Chapter 3, early EM recovery is more economic

and efficient, and the system is still in operation during EM recovery interval, so EM active

period can be scheduled alternately during normal operation with a small switching over-

head. Overall, such a scheduling strategy can potentially fully recover both the BTI and EM

wearout, such that the system always runs in a “refreshing” mode; the necessary wearout

guardbands can then be significantly reduced as well.

5.7 Tradeoff Analysis

Accelerated self-healing techniques are not free in terms of hardware cost, but we believe

that through the cross-layer implementations, the tradeoff among power, performance and

reliability can be balanced. Some of these tradeoffs can be leveraged during design time as

described in Section 5.5, and some need to be integrated into the run-time solutions. Shown

in Figure 5.12 is a suggested implementation flow. For example, generating heat only with

on-chip heating elements or providing the negative voltages by the circuit-level voltage

generator together will cause additional power overhead during the sleep intervals, and this

can be expensive especially for those energy-constrained applications. To avoid this cost, at

the architecture level, the core allocator or load balancer can first work together to assist the

process by shifting the applications among different cores and making the right allocations

(e.g. as shown in Figure 5.6) so that the circuit level solution can “rest”. While due to the

existing of the cooling system, the generated heat might be released soon, thus the circuit

level heating and negative voltage generator could restart again. At the upper hierarchy, the

system scheduler leverages the tradeoffs and schedules the necessary accelerated self-healing
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Fig. 5.12 Cross-layer implementation of accelerated self-healing for leveraging the tradeoffs.
At the circuit level, recovery circuit and wearout sensors are distributed on the wearout-
critical units, and they are triggered when needed. Architecture level accelerated self-healing
solutions can utilize some intrinsic sleep behaviors and heat to recover inactive parts. It
can also compensate some of the power overhead introduced by the circuit level recovery
solutions. System level scheduling is able to divide the recovery tasks and make the high-level
recovery decisions.

periods proactively (e.g. following a pattern as discussed in Section 5.4.1). Key elements

that enable the transparency between each layer are wearout sensors. Such sensors can

be physical sensors (BTI sensors in Chapter 4.4 and EM sensors in Chapter 4.5) at the

circuit level, program counters at the architecture level, or virtual sensors at the system

or application levels. This implementation flow requires hardware and software to work

together in a similar way to other cross-layer resilience solution, but the collaborative efforts

from all layers working together can potentially ensure that the whole system will always be

rejuvenated and run reliably over the entire lifetime with a relatively low cost.
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5.8 Conclusions

As implementing accelerated self-healing at a single layer can potentially lead to huge

power and area overhead, we discussed the cross-layer implementations of the accelerated

self-healing in this chapter. As highlighted in Figure 5.13, we discussed both architecture and

system-level recovery solutions that can benefit from the accelerated self-healing. Distributing

the recovery tasks across the system stack can improve performance, power and area costs

by taking advantages of the strengths of each layer. We also commented at a high level

how recovery can be integrated as part of the design decisions in a conventional design

cycle. Overall, accelerated self-healing, as a promising technique for wearout behaviors, can

be potentially introduced as a key design knob for cross-layer resilience during the design

process to achieve the optimal resilience level effectively.

The work discussed in this chapter has been published and presented in [J2], [C2], [T4]

and [P4].
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Chapter 6

Exploring Circuit Aging in

FinFET-enabled Internet of Things (IoT)

Applications

6.1 Overview

Over the past few decades, there have been continuous speculations for demise of Moore’s

law [145] due to the physical limit of transistors and manufacturing complexity. FinFET

technology has appeared as a result of the relentless increase in the levels of integration, and

they allowed scaling below 20nm, thus helping to extend Moore’s law by a precious decade

with another decade likely in the future when scaling to 5nm and below. Due to superior

electrical parameters and unique structure, these 3-D FinFET transistors offer significant

performance improvements and power reduction compared to planar CMOS devices. As we

are entering into the sub-10nm era, FinFETs have become dominant in most of the high-end

products, and it has been also an ideal candidate for low power and energy-constrained

applications, of which Internet of Things (IoT) kept gaining attentions in the last decade. IoT

brings a paradigm where humans and “things” are connected and has been a powerful enabler
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to make technology more human centric and real time. Although the IoT industry has not

fully migrated to deeply scaled technologies because of cost and leakage issues but recent

advances in technology such as FinFET provide a compelling combination of performance,

power, highest integration and ease of design for low-power IoT products. This has pushed

the IoT industry to start adapting to these advanced technology nodes [133].

As the transition from planar to FinFET technologies is still ongoing, it is important for

digital circuit designers to understand the challenges and opportunities brought in by the

new technology characteristics. As the first part of this chapter, we will study these aspects

from the device to the circuit level, and we make detailed comparisons across multiple

technology nodes ranging from conventional bulk to advanced planar technology nodes such

as Fully Depleted Silicon-on-Insulator (FDSOI), to FinFETs. In the simulations we used both

state-of-art industry-standard models for current nodes, and also predictive models for future

nodes. Our study shows that besides the performance and power benefits, FinFET devices

show significant reduction of short-channel effects and extremely low leakage, and many

of the electrical characteristics are close to ideal as in old long-channel technology nodes;

FinFETs seem to have put scaling back on track. However, the combination of the new device

structures, double/multi-patterning, many more complex rules, and unique thermal/reliability

behaviors are creating new technical challenges. Adapting to the new challenges and fully

benefiting from FinFETs will require the growing knowledge and design experiences and

this part of the work contributes to add to that knowledge base.

From application perspectives, reliability of the IoT devices becomes extremely critical.

Circuit aging 1 discussed in this thesis has a direct impact on lifetime of these devices and

their performances. As IoT becomes a general-purpose technology which starts to adapt to

the advanced process nodes, it is necessary to understand how and on what level aging affects

different categories of future IoT applications. In previous chapters, we mainly investigated

1This chapter focuses on circuit aging (especially BTI and HCI) only. Battery aging and socket (and holder
solder) aging in IoT devices are also important, but they are out of the scope of discussion.
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the mechanisms of circuit aging issues and how they can be recovered. In the second part

of this chapter, we will look into impact of the circuit aging in the context of applications,

especially in IoT domain. We will answer these questions by conducting extensive circuit-

level simulations with foundry-calibrated transistor aging models in advanced FinFET node.

Since aging is highly dependent on application behaviors that define the operating voltage,

temperature and active time, we perform a survey of existing IoT applications and classify

them based on aging-related metrics. By studying aging behaviors in each category, we

show that aging can impose immense degradations in performance and design margin for

some IoT applications. Our results prove that to meet IoT lifetime requirement, both battery

lifetime (energy-efficiency perspective) and chip lifetime (circuit aging perspective) need to

be considered together in the full design cycle. As flat guard-band approach could introduce

unacceptable energy overheads for IoT systems, several dynamic solutions that are able to

take advantage the recovery behaviors (covered in previous chapters) are also presented in

this chapter.

6.2 Back to the Future: Digital Circuit Design in the Fin-

FET Era

6.2.1 Motivation for Studying FinFET Technology

The continuous scaling of planar CMOS devices has delivered increasing performance

and transistor densities. However, it also reached a point where increased leakage current,

fluctuation of device characteristics and short channel effects became serious obstacles to

further scaling. This was mainly because deeply-scaled planar devices became increasingly

influenced by the drain potential as the gate lost the ability to fully control the channel; this

led to transistors that were never fully off and leaked continuously. To solve this problem,

gate oxides were aggressively thinned and high-k dielectric gate materials were adopted to
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increase the gate-channel capacitance, but the gate-related issues, such as gate leakage and

gate-induced drain leakage (GIDL) increased [21, 33]. FinFET devices became attractive for

sub-30nm nodes [226, 7] because of their unique channel structure with good gate control

that enables a much improved short channel control, thus requiring little or no doping in

the channel. The threshold voltage Vth can be scaled down in FinFETs for both improved

device performance and a much lower operation voltage. Lower channel doping also reduces

dopant ion scattering, thus leading to better drive currents and decreases random dopant

fluctuations (RDF) [117, 236, 101]. FinFETs back-end-of-line (BEOL) fabrication is fully

compatible with planar devices in both bulk and SOI varieties, which reduces the need for

new, FinFET-specific developments in that area. However, the introduction of FinFETs

has brought a few changes and challenges in digital circuit design due to their unique gate

structure and electrical properties. This has also impacted the circuit design decisions and

some of the available design tradeoffs. For example, FinFET devices have a significant

amount of parasitics that need to be modeled precisely and be carefully considered in the

layout of all circuits, especially in SRAM and analog circuits. From a circuit design aspect,

in addition to the extra effort needed to address the impact of parasitics at the layout level,

new circuit techniques are needed in the area of body-biasing and memory read/write assist

in SRAMs to replace techniques that worked well in planar but are inefficient for FinFET.

The double/multipatterning also requires tool vendors and designers to work together to

make sure the layout coloring is correct (colors refer to different exposures of the same layer

while performing multipatterning). New constraints have been added to FinFET design,

such as width quantization and self-heating effects, for which designers need to make early

decisions in the design cycle. In this chapter, we analyze these aspects at both the device

and circuit levels. To study these challenges, we simulate across multiple technology nodes

which cover a wide range of gate lengths and also substrates including both FD-SOI and
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Fig. 6.1 Illustration of Structural Differences (No substrate): (a) Planar Device; (b) FinFET
Device.

Bulk. For FinFET, we simulate with both 1xnm industry-standard node2 and a 7nm predictive

node [48]. We restrict our focus to digital circuits, but several of the findings can be applied

to analog design as well.

6.2.2 FinFET Scaling and Sizing

Compared to conventional planar devices (bulk or SOI), FinFET devices have unique

3-D gate structures that enable some special properties for FinFET circuit design which will

be detailed in the following sections. Illustrated in Figure 6.1 is a planar device and a FinFET

device (the substrate is not included in the figure). While the channel of the planar device is

horizontal, the FinFET channel is a thin vertical fin with the gate fully “wrapped” around

the channel formed between the source and the drain. The current flows parallel to the die

plane whereas the conducting channel is formed around the fin edges. With this structure,

2In advanced technology nodes the “numbering" scheme is somewhat arbitrary, while in older technologies
the node “number" used to denote the smallest feature size, usually the transistor gate length, in modern
technologies the node number does not refer to any one feature in the process, and foundries use slightly
different conventions; In this chapter, we use 1x to denote the 14nm-16nm FinFET nodes offered by several
foundries.
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the gate is able to fully deplete the channel thus having much better electrostatic control over

the channel.

Silicon Substrate
Silicon Substrate

Buried Oxide

G G

(a) (b)
Fig. 6.2 Cross section view of structural differences between (a) Bulk FinFET and (b) SOI
FinFET.

FinFETs can be classified by gate structure or type of substrate. Different gate structures

lead to two versions of FinFET - Shorted-gate (SG) FinFETs and Independent-gate (IG)

FinFETs. In SG devices, the left and right sides are connected together in a wrap-around

structure as in Figure 6.1; this can serve as a direct replacement for the planar devices which

also have one gate, a source and a drain (three terminal- devices). In IG FinFETs, the top

part of the wraparound gate structure is etched out and this results two separate left and

right sides that can act as independent gates and can be controlled separately [142, 148].

Although IG FinFETs offer more design options, the fabrication costs are also higher in

general. Depending on the substrate, the FinFETs can be either SOI or bulk FinFETs as

illustrated in Figure 6.2. SOI FinFETs are built on SOI wafers and have a lower parasitic

capacitance and slightly less leakage. Bulk FinFETs are more familiar to designers, the

fabrication costs are relatively lower, and they also have better heat transfer rate to the

substrate compared to SOI FinFETs [142], thus bulk FinFETs are usually preferred for most

digital applications. The fabrication of both types of FinFET devices is compatible with

those of the conventional planar devices fabricated on either bulk or SOI wafers.
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Unlike planar technologies for which the transistor width is a continuous value fully

under the control of the circuit designer, in FinFET technologies device widths are quantized

into units of whole fins. The effective gate width of a FinFET device is roughly n(2H f in + t),

where n is the number of fins, t is the fin width and H f in is the fin height as illustrated in Figure

6.1b. Since the gate of a FinFET device is designed to achieve good electrostatic control

over the channel, and because of the etching uniformity requirements, the fin dimensions

(e.g. height H f in) are not under designer control, and thus the device width cannot have

an arbitrary value as in planar technologies. Wider transistors with higher on-currents are

obtained by using multiple fins, but the range of choices is limited to integer values. This

is known as the width quantization issue [190, 71, 235]. This quantization issue doesn’t

allow flexibility in terms of device sizing which becomes problematic especially in analog

design and SRAMs. The designers need to adapt to this new constraint during the design

phase [206]. An alternative solution would be for the foundry to provide the designers with

multiple versions of FinFET with different fin heights [120]. For example, [127] did an early

attempt by exploring the design space of FinFETs with double fin heights and showed that

the lack of continuous sizing can be somewhat compensated; this method though has many

uncertainties from both fabrication costs and manufacturing difficulties, so it is unlikely to

become widely available. In summary, for digital circuits, width quantization might not be a

big issue since most of the cell designs can be adapted to use the limited choice of device

widths available.

As fin height H f in determines the overall width of a device. This is a very important

parameter for circuit designers but they don’t actually have control over it. Smaller fin heights

offer more flexibility in terms of sizing, but this would lead to more fins, which means more

silicon area. In contrast, FinFET devices with taller fins offer less flexibility with sizing but

have a smaller silicon footprint and the increasing fin heights for successive FinFET nodes

combines with the lateral scaling to actually accelerate “Moore’s Law”-style scaling; but this
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Table 6.1 Summary of device parameters across multiple technology nodes (extracted from
I-V curves)

Technology
Physical
Length
Lg (nm)

Nominal
Vdd
(V)

In/Ip

(Saturation)

Subthreshold
Slope

(mV/dec)

DIBL
Parameter

GIDL
Slope

(mV/dec)

Channel
Length

Modulation
λ (/V)

130nm Bulk 120 1.2 4.24 92.07 0.53 3346 0.246
45nm

Bulk [63]1 45 1.0 1.45 98.3 1.61 286 0.387

28nm FDSOI 30 1.0 3.21 84.2 0.993 198.42 0.260
1xnm Bulk

FinFET
14 0.8 0.99 71.1 0.485 429.79 0.256

7nm Bulk
FinFET [48]1 20 0.7 0.90 67.6 0.745 2220.6 0.203

1 Predictive Nodes

might also result in larger short-channel effects and some structural instabilities [21, 142].

In addition, taller devices could also lead to an increase in unwanted capacitance. This

indicates that there are some opportunities for device-circuit codesign that are unlikely to

become available for fabless companies but could become important for vertically-integrated

companies that have their own fabs. An example of such involvement can be to analyze the

design space of current versus capacitance for different fin heights. As the technology node

approaches the sub-10nm scale, this type of analysis is more and more important since the

fabrication difficulties are increasing, and the design tradeoffs might drastically change [59].

6.2.3 A Comprehensive Study of Bulk vs. FDSOI vs. FinFET Devices

From a digital circuit designer’s perspective, whether the technology is planar or FinFET,

whether it is bulk or SOI, the parameters of interest are the same - how much current can

one transistor drive, leakage, DIBL, GIDL and so on. Summarized in Table 6.1 are device

parameters we extracted based on extensive simulation results across multiple technology

nodes. As for the 7nm node, we use a recently released predictive 7nm PDK [48] which

is based on current realistic assumptions for the 7nm technology node but is not tied to or
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Fig. 6.3 Capacitance components for a FinFET device: (a) Cross-section view and (b) Top
view.

verified by a specific foundry. We believe that this analysis will provide us with a good

insight on how FinFET devices are right now (with industry PDKs) and how good these

devices are likely to be in the future (with predictive PDKs) as we move forward compared

to the planar devices. In the follow sections, details of each parameter will be discussed.

Device Models

Device models are critical for circuit designers to run simulations and make design

decisions. They need to be accurate and efficient in terms of simulation time and complexity.

The fact that fins are 3D structures that rise above the substrate means that they are more

strongly affected by their immediate environment than planar devices. This results in a

number of challenges during the modeling process. For example, the interaction between

the device and its surroundings needs to be accurately modeled. Besides, the unique gate

structure leads to increased gate capacitance and also to more components when modeling

the parasitic capacitance and resistance compared to the planar devices [175, 131]. These

capacitance and resistance values are crucial since the inaccuracy caused during extracting R

and C parasitic will lead to mis-characterization and under/over-estimated design margins.
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Figure 6.3 shows an example of how FinFET parasitic capacitance is accounted for a 2-finger

device. It is clear that more components contribute to both intrinsic capacitance (in the

SPICE models) and extraction capacitance (accounted during extraction). For example, the

gate capacitance includes gate to top of fin diffusion, gate to substrate between fins, gate to

diffusion inside channel, gate to diffusion between fins, gate to contact, and so on. Similarly,

the Fin-to-Fin capacitance is also newly introduced for FinFET devices. The complexity of

modeling has been increasing as the device dimensions shrink. Coupling and Miller effects

are more pronounced in these devices as well.

The FinFET structure brings new modeling challenges. In a planar device, the source and

drain are self-aligned with the gate and often intrude slightly under it. In FinFET devices

there is a spacer between the gate and the source and drain, which are usually raised and have

a strain caused by a SiGe layer that creates a lattice mismatch. This means there are much

more complex parasitic capacitance and resistance structures and more model calibrations

are required to achieve good accuracy. As for the designer, the simulation efficiency also

matters and it depends on the levels of model complexity, but thanks to the fast solvers and

accurate extraction tools recently developed, the simulation time has remained tractable.

Leakage

One of the driving forces that leads the industry to move from bulk planar to FD-SOI

or FinFET technologies is the difference in leakage. With every new process generation

the doubling of gate density is also associated with a doubling of the amount of leakage

current [81]. This is also clear from the simulation results in Figure 6.4 where the subthreshold

current (OFF current) per unit width is plotted for different technology nodes. It can be

seen from the plot that, when scaling from 130nm to 45nm, the leakage current increases

significantly, due to the fact that the channel depth underneath the gate becomes larger and a

significant volume of the channel is too far away from the gate and there is a subsequent loss
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Fig. 6.4 Leakage current evolution with technology scaling.

of electrostatic control. FDSOI and FinFET on the other hand achieve much better leakage

results because the gate has much better control over the channel in these technologies. Our

simulations show that 28nm FDSOI and 7nm FinFETs have comparable leakage numbers.

However, 1xnm bulk FinFET shows a reduction of leakage of at least 50%. This can be due

to the fact that FDSOI and FinFET use different mechanisms to reduce leakage. In FDSOI,

leakage reduction is achieved by making the channel thinner, by limiting its depth with the

help of an insulating layer, while in FinFET it is achieved by making the gate wrap around

the channel.

Another way of explaining the leakage reduction in FinFET devices is to look into

the subthreshold slope. The sub-threshold slope also measures how fast the device can

switch from OFF to ON, and the lower bound is 60mV/dec at room temperature. Table 6.1

shows that, together with the move to FDSOI and FinFET, the subthreshold slope value has

actually improved with scaling and this has resulted in a significant benefit for continuously
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Fig. 6.5 Ion/Ioff ratio with technology scaling.

improving frequency, active power, leakage power or a combination of the three over the past

few years [178].

Ion/Ioff Ratio

The Ion/Ioff ratio is an important figure of merit for having high performance (higher Ion)

and low leakage power (lower Ioff) for the devices. Since the leakage current (Ioff) has been

significantly reduced in FinFET devices, their Ion/Ioff ratio is superior to bulk, as shown in

Figure 6.5. This has also enabled a continuous performance improvement.

Drain-Induced-Barrier Lowering (DIBL)

Drain-Induced-Barrier Lowering (DIBL) is a short-channel effect that appears as the dis-

tance between the source and drain decreases to the extent that they become electrostatically

coupled. The drain bias affects the potential barrier to carrier flow at the source junction,
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resulting in subthreshold current increase. To characterize it, we use the DIBL parameter,

which is defined in Equation 6.1 and corresponds to the change of leakage current due to

Vds. The smaller this parameter, the better the DIBL behavior is. It is shown in Table 6.1 that

FinFETs achieve very good DIBL behaviors compared to bulk devices. In particular, the

1xnm FinFET device has the lowest DIBL effect among all five technology nodes considered.

∆log(Ioff) = (DIBL Parameter)×Vds (6.1)

Channel Length Modulation (CLM)

Channel length modulation (CLM) is another short-channel effect that is caused by large

drain biases. It is characterized by the CLM parameter λ which is generally proportional

to the inverse of the channel length. Smaller λ means less CLM effect. Table 6.1 shows

that CLM has been getting worse as the channel length shrinks in planar devices even

by increasing the doping density. When technology switched from planar to FDSOI and

FinFET, CLM has been improved due to the better control over the channel. Especially,

in 7nm technology node, the CLM effect is the smallest and is as good as a relatively old

long-channel technology (130nm).

GIDL

The introduction of high-k/metal-gate stacks in planar devices has led to substantial

reduction in the gate leakage and has exposed other leakage mechanisms such as gate-

induced drain leakage (GIDL) as primary gate-related leakage mechanisms [104]. GIDL

occurs due to the high reverse bias between the silicon body and the drain junction (a PN-

junction) near the gate edge at a nearzero or a negative gate bias [47]. GIDL usually increases

as the gate length (Lg) decreases due to the floating body effect and is usually pronounced

in short-channel devices. In this work, we pick the GIDL slope to quantify this effect; the
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Fig. 6.6 VTC curves under different supply voltages for a 1xnm FinFET inverter (PMOS and
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larger this slope the lesser GIDL effect the device has. Interestingly, the results in Table

6.1 indicate that as the technology switched to FinFET, GIDL has actually improved. The

suppression of GIDL can be explained by the light doping of the channel and better junction

placement gradient as suggested in [104]. In conclusion, FinFETs are superior to planar

devices in terms of Ion/Ioff, DIBL, CLM, GIDL, and thus appear to be a true “back to the

future” reset of most of the metrics that were getting worse with every new technology node

for bulk planar technologies.

Wp/Wn Ratio

Another interesting aspect for FinFET technologies is that the pull up network (PUN)

and the pull down network (PDN3) can become very symmetric. PMOS and NMOS devices

with the same number of fins have very comparable driving strength, and the conventional

3Here PDN refers to pull down network, in the rest of thesis, PDN means power delivery network.
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2:1 or 3:1 sizing strategy is not be applicable (or necessary) in the FinFET case. This can

be seen from the In/Ip ratio in Table 6.1, which is very close to 1 for the FinFET nodes.

Figure 6.6 further demonstrates this. It plots the voltage transfer curve (VTC) under different

supply voltages for a FinFET inverter with Wp/Wn = 1. It shows that the small-signal gain

(which is the slope of the transfer curve when the input is equal to the mid-point voltage) is

close to ideal (very high gain), and the curves are very balanced in all cases which further

demonstrates that the ratio of 1:1 is optimal for FinFET logic.

The reason behind this fact is due to the unique fabrication process for FinFET. As

opposed to planar structures which can only be fabricated in a single plane due to process

variation and interfaces traps, FinFETs can be fabricated with their channel along different

directions in a single die. This results in enhanced hole mobility. The N type FinFETs

implemented along plane ⟨100⟩ and the P type FinFETs fabricated along plane ⟨110⟩ lead

to faster logic gates since it combats the inherent mobility difference between electrons

and holes [21, 45, 137]. Moreover, since the gate has very good control over the channel,

doping concentrations can be much lower than in planar devices, thus allowing to reduce the

random dopant fluctuations (RDF) [101], mitigating the impact of mobility on current. The

symmetric PUN and PDN introduce ease in terms of physical design and sizing but it also

brings slight changes in design decisions and standard cell design.

Alpha-power Law

The long-channel MOSFET model (Shockley model), assumes that carrier mobility is

independent of the applied fields, since the lateral or vertical electric fields were low [229].

However, for short-channel MOSFETs, the velocity of carriers reaches a maximum saturation

speed due to carriers scattering off the silicon lattice. This also leads to a degradation in

mobility that depends on the gate to source voltage Vgs.
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Fig. 6.7 Velocity saturation index (α) for different technologies.

The drain current Id is quadratically dependent on the drain to source voltage (V 2
ds) in

the long-channel regime and linearly dependent on Vds when fully velocity saturated due

to an electric field higher than a critical electric field Ec = Vc/Lg [179], where Vc is the

corresponding critical voltage and Lg is the gate length. A moderate supply voltage is

when the transistor operates between the long-channel regime and velocity saturation. The

complete model, called the α−power law model, is presented in Equation 6.2:

Ids =


0, Vgs <Vt (Cutoff)

Idsat
Vds

Vdsat
, Vds <Vdsat (Linear)

Idsat , Vds >Vdsat (Saturation)

(6.2)

where Idsat = Pc
β

2 (Vgs −Vt)
α and Vdsat = Pv(Vgs −Vt)

α/2. The exponent α is called the

velocity saturation index, and ranges from 1 for fully velocity saturated transistors to 2 for

transistors with long channel or low supply voltage. We performed Ids −Vgs simulations for

the base NMOS transistors of four different technologies and determined their respective
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velocity saturation index α . The results obtained, summarized in Figure 6.7, suggest that,

as we switch to FinFETs, devices behave increasingly more according to the long-channel

model, again, in a “back to the future” way.

6.2.4 FinFET Fabrication

The process technology of FinFET is relatively straightforward and compatible with

conventional planar device fabrication process [240]. But there are still challenges, for

example, fin shape control and recess of shallow trench isolation (STI) oxide are still critical

in the integration of FinFETs. This section lists several of such fabrication advances and

challenges in the FinFET era.

Fig. 6.8 Layout decomposition: A single layer is decomposed in two or more masks to
enhance the resolution.

Double/Multi-patterning

Although technologies keep scaling to the order of a few nanometers, lithography still uses

193nm wavelength light, which makes printability and manufacturability more challenging

due to increased distortion. Beyond 20nm the use of multi-patterning is required for device

fabrication. Using multi-patterning technology, a single layout is decomposed into two or

more masks and manufactured through two or more exposure steps. These masks are then

combined to get the original intended layout. By decomposing the layout into two or more

masks as shown in Figure 6.8, the pitch size is effectively doubled thereby enhancing the
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resolution [58]. To achieve this, on the design side, color (mask) assignments are used.

Several techniques of multi-patterning include Litho-Etch-Litho-Etch Double Patterning

(LELE DP), Spacer-is-Metal Self-Aligned Double Patterning (SIM SADP), Litho-Etch-

Litho-Etch-Litho-Etch Triple Patterning (LELELE TP) and Spacer-is-Dielectric Double

Patterning (SID SADP). To use these techniques the designer can include the colored masks

per layer that must be multi-patterned or use a colourless flow where the foundry performs

the decomposition [211].

Fin Formation

Although multipatterning brings new fabrication challenges, some of the known fabri-

cation steps from the planar technology can be repurposed to achieve new required shapes

like the 3D fins. Sidewall spacer deposition steps from planar processes are utilized to

perform self-aligned double patterning (SADP). Similarly, the steps used to form Shallow

trench isolation (STI) can be extended to fabricate fins by additional etching of STI areas and

thereby exposing Si fins. Fins are fabricated in a regular fashion over a large area. Thereafter

unwanted fins are excised and the remaining fins become a part of active areas of the devices.

Hence FinFET fabrication becomes compatible with old planar CMOS processes using

repurposing of existing steps, plus a few extra steps.

Shape of the Fins

Several studies have shown that FinFET performance is affected by the cross-sectional

area of the fin, therefore the fin shape. Intel’s 22nm node microprocessor was built with

FinFET sidewalls sloping at about 8 degrees from vertical which makes more sturdy devices

among other advantages [137]. Figure 6.9 shows the main types of fins analyzed in the

literature. Experimental data shows that a FinFET with a rectangular cross-sectional area

has better short channel effect metrics, in particular sub-threshold slope, GIDL and DIBL if
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compared with a triangular or trapezoidal cross-sectional area [129]. On the other hand a

triangular fin can reduce leakage current by 70% if compared with a rectangular fin [65].

Fig. 6.9 Left side: a fin with a vertical slope which presents better short channel metrics [129].
Middle: a standard fin with some degree of inclination as the one used in the 22nm Intel’s
node [137]. Right side: a fin with a triangular cross-sectional area that can help to reduce the
leakage [65].

Middle-end-of-line (MEOL)

Middle-end-of-line (MEOL) is a new term introduced in the FinFET era. It refers to

the intermediate process steps that complete the transistor formation (Front-end-of-line:

FEOL) before contacts and interconnect formation (Back-end-of-line: BEOL) [22]. MEOL

is necessary to provide better cell level connections with restricted patterning capabilities and

multipatterning [170]. The introduction of MEOL increases the complexity of fabrication

and modeling as well. For circuit designers, the added new parasitic effects from MEOL need

to be considered during the design process since these parasitics have been demonstrated

to be one of the dominant sources [116]. MEOL parasitics have been usually accounted

at the logic gate-level parasitic extraction step using the standard EDA tools. For physical
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Fig. 6.10 Different FinFET logic styles: 2-input NAND gate designs with SG and IG devices.

design engineers, the added MEOL means more complex design rules and longer debugging

process, also, the layout tools must automate conformance to rules as much as possible.

6.2.5 FinFET Circuits

Since FinFET devices have much better electrostatic properties and other metrics than

planar devices, new logic and wider design space exploration opportunities become available.

In this section, we discuss these new changes that FinFETs have introduced at the circuit

level.

Logic Styles

As discussed in Section 6.2.2, FinFETs come in two flavors – short-gated (SG) and

independent-gated (IG). For IG FinFETs, the top part of the gate is etched out, resulting

in two independent gates. Because the two independent gates can be controlled separately,

IG-mode FinFETs offer more design styles [148, 142]. Although the gates are electrically

isolated, their electrostatics are highly coupled. The threshold voltage of either of the gates

can be easily influenced by applying an appropriate voltage to the other gate. Shown in

Figure 6.10 is one example of different flavors of 2-input NAND gate implemented using
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SG/IG gate or a hybrid of both (modified from [142]). In SG mode, FinFET gates are tied

together, so they work the same as the planar devices; In IG mode, one device (with two

gates) is driven by two independent signals, and some logic functions can be realized by one

device; in IG-Low Power mode, one gate is disabled and acts as the reverse-biased back-gate.

The designers can even mix the two types of devices and balance the tradeoff if it is allowed

by the foundry. But IG gate requires one more step of etching in the fabrication step.
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Fig. 6.11 ON current vs. Body bias for a 2-finger 1xnm and 7nm NMOS transistor.

Body Effect

Adaptive Body Biasing (ABB) has been used by circuit designers as an effective design

technique to reduce the impact of die-to-die and within-die variations by changing the

NMOS and PMOS threshold voltages independently in order to maximize performance [213].

FinFETs fabricated in bulk or SOI processes receive little benefit from controlled body effect

because the channel in the FinFET is mostly in the top of the fin, away from the body. Thus



182 Exploring Circuit Aging in FinFET-enabled Internet of Things (IoT) Applications

16

4x

4x

4x

4x

4x

2x

2x

2x

2x

2x

2x

2x

2x

2x

2x

2x

2x

2x

Fig. 6.12 16-input AND gate implemented with different stack height (1, 4 and 16).

the body bias techniques is not applicable to FinFET circuit design anymore [41]. To validate

the above argument, we apply both reverse and forward body bias to a 2-finger transistor and

simulate the ON current for both 1xnm and 7nm nodes, with the results are shown in Figure

6.11. The ON current doesn’t change with the body voltage, as expected, and it indicates

that FinFET devices are largely insensitive to the body effect. On one hand, this reduces

the available design knobs, on another hand, this can actually mitigate the stack effect and

enable higher stack height.

In some logic cells, NAND gate for example, several transistors are connected in series

and stacked. In planar CMOS circuit, stack height is limited by the body effect; due to the

body effect, the voltage between source and body of the top stacked transistor will increase

the threshold voltage and will lead to performance degradation; if the stack height keeps

increasing, the pull down current will become smaller and the circuit will become slower

or might not even function correctly. For FinFET logic due to the insensitivity to the body

effect as discussed above, the stack effect will be minimal and this can lead to higher stack

logic cells with potential of increasing the fan-in and reducing the logic depth, thus further
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reducing delay and leakage paths. Our first attempt of simulating a 16-input AND gate

confirms the above assumption. Shown in Figure 6.12 is a 16-input AND gate implemented

with different stack heights and logic depths. Figure 6.13 shows the simulated delay in 1xnm

FinFET technology corresponding to different stack height. The results suggest that a stack

height of 16 and a corresponding logic depth of 2 stages achieves the best performance.

Another benefit of increasing the stack height is the reduction of leakage. If we assume that

the leakage with stack height of 16 design is 16I, where I is the leakage of the unit-sized

transistor, then the leakage for a stack height of 2 is (16+8+4+2)I, which is much larger.

In summary, due to the fact that the stack effect is weak in FinFET logic, designers can

increase the stack height with a relative relaxed margin to balance the tradeoffs of area, delay

and leakage.
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Table 6.2 Normalized logical effort g and parasitic delay p values

7nm FinFET 1xnm FinFET 28nm FDSOI 130nm Bulk textbook
inv nand nor inv nand nor inv nand nor inv nand nor inv nand nor

g 1.00 1.35 1.59 1.00 1.06 1.34 1.00 1.11 1.52 1.00 1.14 1.54 1 1.33 1.67
p 1.68 2.59 3.38 0.62 1.30 0.95 2.90 4.21 4.52 0.49 0.96 0.80 1 2 2
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Fig. 6.14 Simulated FO4 delays for Inverter, 2-input NAND and 2-input NOR gates in
different technology nodes (all values are normalized to the 7nm FO4 INV delay)

Logical Effort

The logical effort method is an approximate, simplified model to analyze the delay of a

gate. The normalized delay is expressed as:

d = f + p = g ·h+ p (6.3)

where p is the parasitic delay, i.e. the delay of the gate driving no external load, and f is the

effort delay, expressed as the product of logical effort g and fanout h. The logical effort g is
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proportional to the complexity of a gate as a more complex gate leads to higher gate delay.

The fanout h is the ratio of the output load capacitance to the input capacitance of a gate.

We extimated the g and p for an inverter, a 2-input NAND and a 2-input NOR for different

technologies using simulation. For this, we use a simple simulation setup consisting of fanout

of 1 and fanout of 4 gate delay chains. The results obtained are summarized in Table 6.2. The

values of g and p have been normalized to the respective inverter values for each technology.

The table shows that the g and p values vary slightly across technologies depending on

transistor sizing for different technologies. Measured normalized delays for different gates

are presented in Figure 6.14 which shows that gates maintain a similar trend for increase in

complexity across different technologies. NOR gates with stacked PMOS are slower than

NANDs (stacked NMOS) even in FinFETs where the ratio of ON current in NMOS to PMOS

is close to 1 as listed in Table 6.1.

Standard Cell Libraries

There are many tradeoffs that need to be considered when developing standard cell

libraries. For example, logic offerings such as the maximum number of logical inputs on

complex gates, flip-flop and latch offerings, clk buffers, drive strength for each cell and so

on. As discussed in the previous sections, FinFET devices have several unique intrinsic

device characteristics, and these bring several changes to the standard cell library designers.

First, with planar transistors, designers can arbitrarily change transistor width in order to

manage drive current. With FinFETs, due to the width quantization fact as discussed in

Section 6.2.2, they can only add or subtract fins to size it and change the current. Second,

since body biasing is generally ineffective, as discussed in the last section, this might lead to

more logical inputs on complex gates in FinFET libraries. Coming to the physical design, the

FinFET devices have periodic structures, and the optimal W p/Wn ratio is almost 1:1, thus

the FinFETs layout looks more regular, and the PMOS and NMOS regions are symmetric.



186 Exploring Circuit Aging in FinFET-enabled Internet of Things (IoT) Applications

The standard cell template height (in the number of M1 wiring tracks) usually comes in

several flavors. For example, a high density library might be 9 tracks tall, a high performance

library might be 13 tracks tall, and a power optimized library might be 10.5 tracks tall. But

in FinFET, the additional constraint of fitting a fixed number of fins within a cell complicates

this [7]. Especially in most FinFET technologies, fin and metal pitches are different and have

not tended to line up. Power rail connections at the top and bottom of the cell typically force

the removal of 1 fin each, and typically 2 additional fin tracks must be removed in the center

of the cell to accommodate gate input connections, all of these make compact FinFET cell

design very complex. In addition, [7] also pointed out that to meet the multiple patterning

requirement, the coloring process need to be conducted during the design of the standard

cells, coloring also needs to meet density solutions (each color mask must have reasonably

consistent density across the chip).

FinFET SRAM Design

SRAMs are one of the most area and power hungry components on a chip. The never-

ending demand for packing more functionality per area and the requirement of higher

performance from processing units leads to continuous scaling of devices [30]. This scaling

trickles down to smaller bitcells and enables an increase in memory array density in terms

of number of bits stored per area. Hence from the density point of view, minimum sized

transistors are desired in bitcells. This translates to a 1 : 1 : 1 (PU:PG:PD) fin bitcell for

FinFETs (where PU is the size of the Pull-up PMOS, PD is the size of the Pull-down NMOS,

and PG is the size of the pass-gate NMOS in a 6T SRAM cell). The 1:1:1 bitcell provides

highest array density but it suffers from flaws in terms of lower read stability and writability

[138, 30]. The constant need for voltage scaling to lower power further exacerbates SRAM

readability and writability issues. This calls for alternate bitcells like the Low Voltage (LV)

1 : 1 : 2 cell and High Performance (HP) 1 : 2 : 2 cell [30] along with read and write assist
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techniques to improve SRAM metrics. Several assist techniques [242, 197] have been

proposed and studied to improve SRAM performance and lower operational Vmin. These

techniques focus on improving PD:PG strength ratio for read assists and PG:PU strength

ratio for write assists. These techniques become increasingly necessary in the era of FinFET

SRAM design because transistor width quantization in terms of number of fins decreases

device level sizing options to improve SRAM bitcell functionality.

Thermal Effect Inversion (TEI)

Thermal behavior is one of the important device characteristics that affect the design

decisions like margins, floorplan and cooling costs. It has been shown in the literature

that temperature characteristics of FinFET-based circuits are fundamentally different from

those of conventional bulk CMOS circuits [121, 230]. In a bulk technology, if the transistor

operates in the super-threshold region, the delay increases with the temperature, and in the

near/sub-threshold region, the delay decreases with the increasing temperature. While in

FinFET, it has been reported that the circuits run faster at higher temperatures in all supply

voltage regimes (including the super-threshold one), and this is called the Temperature

Effect Inversion (TEI) phenomenon [121]. In both planar devices and FinFET devices, the

threshold voltage decreases at the higher temperature, and the mobility of charge carriers in

the channel decreases due to the ionized impurity and phonon scattering [198]. TEI happens

due to the fact that FinFET channels are usually undoped or lightly doped, so they exhibit

only a small change in mobility with temperature. It has been shown in [243] that TEI’s

inflection voltage approaches nominal supply and the impact of this effect can no longer be

safely discounted when scaling into future FinFET and FDSOI devices with smaller feature

sizes. To validate this, we simulate the delay vs. temperature for a 9-stage ring oscillator

in multiple technology nodes. The simulation results are shown in Figure 6.15; the results

show that for all technologies, the increased temperature slow down the devices if they work
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Fig. 6.15 Simulated thermal characteristics (Delay vs. Temperature) in multiple technology
nodes for a 9-stage ring oscillator. Blue - Super-threshold; Orange - Near-threshold; Red -
Sub-threshold.



6.2 Back to the Future: Digital Circuit Design in the FinFET Era 189

under near and sub-threshold region. Interestingly, for the 28nm FDSOI node, TEI appears

across all voltages, and for 1xnm bulk FinFET node, the TEI effect has already approached

0.7V, which is only 0.1V below the nominal voltage (0.8V ). Similarly, for 7nm bulk FinFET,

the inversion starts from around 0.6V (0.1V below the nominal voltage of 0.7V ). We can

conclude that the TEI effect is indeed becoming increasingly important in current and future

technologies as it will cover all of the operating voltage ranges.

The TEI effect introduces new tradeoffs and also challenges in circuit design. On one

hand, a higher temperature increases the leakage and cooling budget, but, on the another

hand, it helps with the performance. The benefits of TEI can be maximized with the assist

of novel power management techniques that can dynamically tune the voltage or frequency

based on the real-time temperature [243, 150] or novel algorithms that can determine the

maximum performance under power constraints [31]. Since thermal issues also emerge as

important reliability concerns throughout the system lifetime, the TEI effect can compensate

some of the performance degradation introduced by reliability threats such as BTI and EM

[32, 198]. The optimal operating temperature can be exploited to reduce design cost and

runtime operating power for overall cooling with the proper utilization of the TEI effect.

Variability and Reliability

Reduced feature size causes statistical fluctuations in nanoscale device parameters which

are known as process variations. They lead to mismatched device behaviors and degrade

the yield of the entire die. In planar devices, a number of dopants must be inserted in the

channel which lead to Random Doping Fluctuations (RDF) causing significant variations in

threshold voltage. In FinFETs, since the channel is undoped or lightly doped, this reduces the

statistical impact of RDF on Vth. The variability associated with line-edge roughness (LER),

the random deviation of gate line edges from the intended ideal shape, which results in non-

uniform channel lengths, is also lower in FinFETs. But other process variations do appear in
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FinFETs. Since they have small dimensions and lithographic limitations, these devices suffer

physical fluctuations on gate length, fin thickness or oxide thickness [21, 17, 225]. Overall,

FinFETs emerge superior to planar devices by overcoming RDF and LER, which are two

major sources of process variation.

Besides process variations, which represent the time-zero process variability, time-

dependent variations (wearout ) such as Bias Temperature Instability (BTI), Hot Carrier

Injection (HCI) and Electromigration (EM) detailed in this thesis also appear to be critical for

reliability considerations in FinFET era. As the technology scaling is reaching the nanoscale

FinFET regime, the transistors become more susceptible to voltage stress due to the increased

effective field associated with the scaling of the thin oxide. Similarly, the shrinking geome-

tries of metal layers render higher current densities, and the tremendous number of transistors

within a compact area results in higher power densities. Together, these lead to increased

on-chip temperatures which potentially accelerate the wearout effects [207]. Besides, the

thermal resistance (Rth) of the multi-gate topology and the reduced gate pitch in FinFET

devices exacerbate self-heating which will accelerate aging [92]. For interconnect reliability,

EM no longer can be signed off using aggressive margins, a comprehensive thermal-aware

EM signoff methodology needs to be adopted for FinFET designs. New types of EM rules

that are dependent on the direction of current flow, metal topology, via types, co-vertical

metal overlaps etc. are required to address the potential reliability issues [1]. For FinFET

wearout such as BTI and HCI, a detailed analysis will be presented in Section 6.3.

Interconnect

As the devices become smaller and smaller, the interconnect becomes more and more

dominant in determining circuit performance. This is because of the yield and EM require-

ments, the interconnect can’t scale at the same rate as the transistors. As interconnect is

becoming more compact at each node below 20nm [115, 130], the interconnect RC parasitic
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delay will affect the performance in a more significant way and become one of the bottlenecks

on the scaling roadmap. To address this, interconnect materials such as Aluminum, Cobalt

(Co) or Ruthenium (Ru) could be better alternatives due to the better sheet resistance, but

there are also cost and reliability considerations in the interconnect scheme design [214].

The pitch size of the metal lines also doesn’t scale down that much as the technology moves

into the sub-20nm regime due to the RC parasitic and coupling consideration as well. For

designers, since they don’t have control over the materials and design rules, the only knob

they have is the dimension of the wire. This requires to consider interconnect capacitance in

the early design phase even before the physical design. The FinFET PDKs usually provide

relatively accurate wire models to account this.

6.2.6 FinFET Technology for Energy-constrained IoT Applications

FinFETs provide improvements in power and energy consumption since they overcome

the leakage problems of planar devices and deliver better performance. To further investigate

this aspect, we simulate a NAND-based ring oscillator [220] across multiple technologies.

The duty cycle of the ring oscillator can be tuned and in our case, it is set as 10%. Shown in

Figure 6.16a is the simulated delay vs. Vdd , in which the values of each node are normalized

to the delay at their own nominal voltages. It shows that FinFETs provide a significant

performance advantage at any operating voltages, and the reduced performance due to

lowering the voltage is much lower in FinFETs compared to other technology nodes as well.

Figure 6.16b presents the energy vs. Vdd plot, similar normalization is applied. As it shows,

although the minimum energy optimal points are similar for all the technologies (around

0.2 - 0.3V range), the energy of FinFET scales the best with voltage; in other words, as the

voltage is scaled down, FinFETs offer more energy savings than planar devices. In Figure

6.16c, the energy delay product vs. Vdd is plotted. FinFETs offers the best energy efficiency

for circuit operating under a wide range of voltages since, as the voltage scales down, the
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Fig. 6.16 (a) Delay vs. Vdd; (b) Energy/cycle vs. Vdd; (c) Energy Delay Product (EDP) vs.
Vdd and (d) Minimum EDP values across multiple technology nodes (simulated with the
same NAND-based ring oscillator structure)

energy delay product doesn’t change significantly for FinFETs compared to planar devices.

Figure 6.16d presents the minimum energy delay product (EDP) across the four technology

nodes. As technology scales, the EDP improves as expected.

The above study shows that FinFETs provide more options for performance vs. other

metrics tradeoffs. For example, since FinFETs offer very good energy efficiency over a wide

range of voltages, voltage scaling techniques can be very effective as IoT circuit designers
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strive to maximize performance per mW without hurting energy. FinFET-based design will

be able to support wider use of dynamic voltage frequency scaling (DVFS) and enable a

wider range of applications from high-end performance critical systems to energy-constraint

devices such as in IoT applications.

6.2.7 Summary - Digital Circuit Design with FinFETs

We have shown so far that FinFET devices offer significant performance improvements

and power reduction compared to planar devices. Digital circuit design with FinFET broadens

the design window once again. Operating voltage continues to scale down, short channel

effects are reduced significantly, the process variation have been improved, the FinFET

devices have lower leakage power in standby mode, etc.

Although FinFET devices offer advantages in many dimensions, they also bring chal-

lenges in the design process. FinFET devices have non-standard shapes and require complex

modeling of the parasitics in the TCAD tools. Moreover, the physical layout-dependent

effects have a significant impact on the metrics. Therefore, the design tools and design flows

need to be able to assist the designers to build circuits that accurately correlate to the models.

During the design process, extraction plays a big role to obtain accurate timing analysis and

power estimation for FinFETs, so enhancement to the foundational EDA tools, in particular

SPICE simulations, extraction and physical verification that operate on part of the design

below the first metal layer are required [101]. Interconnect resistance is becoming more

important, so IR drop and power-grid design becomes more critical. Besides, to meet the

double/multipatterning requirements, the standard cell, floorplanning, placement and route

(P&R) need to be colored correctly. For example, during power planning, all power rails

need to be free of double patterning violations. Similarly, all the placement of standard cells

and hard macros need to be double patterning-compliant. Physical verification (e.g. DRC)

engines need to be able to check and guide the designers to meet the double patterning rules.
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More verifications are required, and more checkpoints need to be inserted during the design

phase to make sure the design specification is met.

For custom designers and standard cell designers, all of the blocks require a redesign

due to the following reasons. First, the options of sizing are less granular due to the width

quantization fact in FinFET, getting more drive strength will require more fins in parallel.

Second, the thermal behavior and options available to circuit designers are different than

what they may be used to with planar devices. For example, body biasing will be impractical,

thermal effect inversion (TEI) fact introduces new tradeoffs, higher fan-in and complex logic

are possible due to the insensitivity to the stack effect. As dozens of new and complicated

design rules arise for FinFET devices, physical design efforts are increasing, but the bright

side for FinFET devices is the more regular layout and equal P and N regions, and because

of this, the foundry usually provides a template layout on which fingers and gates are already

placed, physical designers don’t need to start from scratch, but the layout tools still need to

automate conformance to rules as much as possible.

FinFETs also offer more design options for trading performance with other metrics.

As discussed in Section 6.2.6, one major design optimization benefit of FinFETs is much

higher performance with the same energy budget. Similarly, they consume much lower

power and energy to achieve equal performance to planar devices. This essentially gives

designers the ability to extract the highest performance for the lowest power, which is a

critical optimization for battery-powered devices. Since FinFETs have lower leakage and can

operate faster, the circuit can afford to have more and fine-grained power gating structures

to further save power in standby mode. Runtime techniques like DVFS can be used with a

lower cost to maximize energy efficiency. On top of all these benefits, the circuit can operate

in near-threshold to save energy with lower performance penalties [161].

As more transistors fit on one chip in the FinFET era, the design flow needs to be able to

handle big designs which have billions of transistor at a fullchip level, thus optimizing the
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runtime and reducing peak memory are necessary, and more parallelism is required. Because

of the increased complexity and number of instances on chip, an increasing number of signoff

corners are required to cover process and environmental variations. Addressing these new

challenges together with the new, more complex design-for-manufacturing rules, including

double/multi-patterning, along with the increasing design scale, require close collaboration

between the foundry, tool vendors and designers to fully take advantages of what FinFETs

have to offer.

6.3 When “things” get older – Exploring Transistor Aging

in IoT Applications

6.3.1 Motivation

In previous sections, we looked into opportunities and challenges FinFET technology has

introduced. Due to the great energy efficiency and highest level of integration, FinFET is

going to play an important role in many emerging applications such as Internet of Things

(IoT) [227, 187]. As the number of connected devices and connections between human

and “things” increases rapidly, Internet of Everything (IoE) emerges as a wider concept of

connectivity platform from the perspective of modern connectivity technology use cases,

where “things” are key components and lay the foundations for the massive interactions with

the world [91, 95]. IoT is a general-purpose technology by nature ranging from health care,

transportation to agriculture and almost all aspects of life [9]. These applications impose

common requirements for IoT devices like they should have small form factors in terms

of physical dimensions and weights. Since most of these devices are battery-powered or

batteryless, they require high energy efficiency and extreme low power consumptions. In

addition to these characteristics, IoT devices need to withstand hostile environments such

as increased and highly variable temperatures and voltage noise [9]. More importantly, IoT
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nodes are required to operate reliably for a long lifetime (e.g. decades), which translates

to reliability challenges, especially device degradation-induced circuit aging4. As has been

discussed in details in previous chapters, on-chip elements such as transistors and metal

wires age gradually when under use, and this can lead to potential permanent failures. Many

of the IoT applications (such as automotive or implantable medical devices) require almost

zero error during the whole lifetime. Harsh environment such as high temperature accelerate

aging. As number of on-chip elements scales up, more transistors are susceptible to aging and

this leads to the increase of the system failure rate. These advanced technology nodes impose

more aging issues than previous generations due to self-heating, reduced oxide thickness,

narrower metal and increased current density [202].

Since IoT is a wide concept and circuit aging is a threat to IoT lifetime, it is necessary to

understand how current and future IoT systems are impacted by aging and how to deal with

it in this context. In this section, we will look into these aspects by conducting extensive

circuit-level simulations with foundry-calibrated aging models in advanced FinFET node.

As aging is highly dependent on application behaviors that define the operating voltage,

temperature and active time, we perform a survey of existing IoT applications and classify

them based on aging-related metrics. The aging behaviors in each category will be discussed

in the following sections.

6.3.2 Previous Work on Aging in IoT Domain

As has been detailed in Chapter 2 and 3, the primary cause of aging is the electrical stress

across the on chip components such as transistor, dielectrics and interconnects. In general,

there are mainly three dominant causes of aging in semiconductor devices. Bias temperature

instability (BTI) and Hot carrier injection (HCI) lead to transistor degradations [183] and

Electromigration (EM) leads to metal wire resistance increase. The main mechanism of BTI

4This thesis focuses on circuit aging. Battery aging and socket (and holder solder) aging are out of the scope
of discussion.
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Fig. 6.17 Transistor Aging: HCI occurs mainly during switching; PBTI happens when NMOS
is under stress; NBTI happens when PMOS is under stress. BTI aging partially recovers
during OFF states.

and EM have been discussed in previous chapters. HCI shares many similarities to BTI, both

of them impact transistor parameters (e.g. threshold voltage Vth and carrier mobility µ) at

a level that depends on the operating environment and usage of the circuit. As illustrated

in Figure 6.17, BTI is mainly caused by constant electric fields degrading the dielectric.

HCI is also caused by electrical field, but it happens mainly on drain side and primarily

occurs during switching. While BTI is partially reversible HCI is an irreversible effect. The

parameter shift is also highly temperature dependent since temperature affects the interface

trap generation. In this chapter, we mainly focus on transistor aging (BTI and HCI) because

the current density in IoT chips is relatively low, thus EM is less impacted compared to other

aging mechanisms.

Transistor aging has been explored for a long time in aerospace and safety applications

but it didn’t gain interests in consumer devices until very recently. For example, in automotive

or industrial IoT applications aging happens even when the system is inactive most of the

lifetime due to the continuous constant stress across transistors. These devices need to
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function under all possible scenarios during their expected lifetime [147]. For example, some

medical implants will require a reliable operation for more than 50 years [61]. While a car

today may sit idle 90% to 95% of the time, an autonomous vehicle might only be idle 5%

to 10% of the time [54]. Previously a lot of attention has been paid on battery or package

aging for IoT applications [181] while a few studies looked into circuit aging in this domain.

[122] introduced a method to obtain multi-threaded switching activity signatures for aging

analysis in IoT applications but the focus was on the architectural level framework. Similarly,

[196] proposed a solution that leverages the workload dependent reliability analysis for early

product failure rate calculations for automotive applications. [61] provided a device level

experimental study of BTI aging in ultra-low power applications. [215] proposed a unified

model which captures the joint impact of RTN, BTI and PV within a probabilistic reliability

estimation for NTV circuits. Most of the previous studies focused on circuit aging in a very

specific application or framework. Also previous works used analytical aging model which

can lead to inaccurate predictions. The contributions of this part of work are:

• We study aging impact with foundry-calibrated model instead of predictive models.

• We investigate transistor aging on a wide spectrum of IoT applications and provide a

deep and realistic understanding of how aging affects each IoT category.

• Several solutions for addressing aging in IoT including active recovery are also dis-

cussed.

6.3.3 IoT Application Domains

The hardware requirements of the IoT devices are determined by how and where they

are deployed [9]. To develop quantitative understanding of these requirements for IoT

nodes, we surveyed published SoCs and commercially available IoT products, ranging from

agriculture/environmental sensors, automotive, industrial processes to medical implantables,
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smart cities and consumer electronics. The results are summarized in Table 6.3 and are

discussed below.

We classify the existing IoT applications into ten groups mainly based on the usage and

scale of users [9, 72]. We mainly study aging-related metrics, i.e. voltage, temperature,

lifetime requirements and active time which is how long transistors are stressed. IoT chip

in all categories are found to operate at super-threshold voltages during active phases of

computation for speed purposes even in battery-operated systems. Most of commercial

low-power IoT architectures achieve energy efficiency through heavily optimized deep sleep

modes or minimization of the unnecessary on-chip components [9]. There is a lot of ongoing

research on operating IoT systems completely in near/sub-threshold region to achieve major

energy efficiency improvements, especially in applications such as medical devices, sensors

and wearables where energy harvesters can be adapted (application 1, 2, 7 in the table). But

this comes at the expense of performance and increased sensitivity with respect to variations.

In this work, we focus on IoT chips that operate at nominal voltage only. Application 1

and 2 represent personal IoT where implantable devices usually operate continuously at

human body temperature while consumer electronics such as wearables are exposed to

environment. Implantables are always active and require a long lifetime (almost human

being lifetime) while wearables have a relatively shorter life cycles (around 3 years) and are

inactive most of the lifetime. Applications 3 and 4 are industrial IoT in which automotive

sensors monitor the state of the vehicle and mostly reside inside engines. They operate at

very high temperature and require a reliable operation throughout car’s lifespan of more

than 10 years. Similar monitoring strategies are used in industrial environment such as

storage warehouse or product lines. IoT devices also enable ubiquitous sensing in city

and home infrastructures (applications 5 - 8) and are installed both indoors and outdoors.

Thus they experience room or environmental temperatures and have relatively strict lifetime

requirement since frequent checking and repairs are not practical. Applications 9 and 10
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represent environmental IoT applications. They have similar temperature requirement as

city/home-scale IoT. The agriculture sensors usually last for one cycle of crops but other

environmental IoTs need to last longer because they are distributed at a very large scale and

many of them are not quite accessible physically once they are installed.

6.3.4 Simulation Results

In general, process, voltage and temperature (PVT) variations impose additional timing

margins that stretch the clock cycle. Aging impacts circuit in a similar way. Aging-induced

performance loss requires guardband for margining. In this section, we study impact of aging

with the foundry-calibrated models in FinFET technology using Cadence reliability simulator

RelXpert (integrated in Virtuoso ADE). Both BTI (including recovery) and HCI mechanisms

are captured in this model.
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Fig. 6.18 Single transistor ON current degradation due to aging under DC nominal voltage
stress.
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Fig. 6.19 Single transistor ON current degradation due to aging under AC nominal voltage
stress with 50% duty cycle. Degradation is about half of the DC stress case due to recovery.

Single Transistor Aging under Different Conditions

Transistor aging causes parameter shift, such as increased threshold voltage Vth and

reduced mobility µ and this leads to reduced current. Two sets of simulations (DC and AC

stress) are run at different temperature and lifetime conditions for single transistor under

nominal voltage. The ON current degradation (%) is plotted. Figure 6.18 shows the DC

stress case, in which the PMOS transistor ages continuously during the lifetime without

any recovery giving the worst case estimation of NBTI aging. While Figure 6.19 shows the

results where the transistor is under AC stress with 50% duty cycle allowing BTI recovery

period following stress. This includes both BTI and HCI degradations and provides an

average aging estimation. As a reference, Monte Carlo simulations show that σ/µ for ON

current is around 7%, which indicates the design margin with respect to process variation.

The aging-induced degradations are comparable to this, and in high temperature cases, it

can be more than 10%. An observation from Figure 6.18 and 6.19 is that AC stress-induced
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degradation is almost half of the DC case and indicates that the degradation under the same

temperature and lifetime condition is almost linearly proportional to the stress time. This

assumption will be used in the following sections for estimating how the active time of each

application affects aging.

Capture

D QD Q

Launch

clk

Datapath

Setup Margin = tclk - tdatapath- tskew - tsetup

tskew =  tlaunch - tcapture 

Fig. 6.20 Simulation setup (an example of datapath): Aging can lead to timing failures such
as setup violation by slowing down the datapath. Designers should take extra margins based
on aging impact.

Aging-induced Timing Failures in IoT Scenarios

Single transistor aging causes the degradation of ON current which will further impose

timing error at the circuit level and failures at the system level. Shown in Figure 6.20 is a

typical data path from the output (Q) of the launch flop to the data input (D) of the capture

flop. Aging slows down each unit (tdatapath and tsetup increase) and this could cause setup

time violations. This effect becomes more significant in data paths which have large logic

depth. Extra timing margins need to be added to meet the setup timing requirement. To

quantitatively study this margin under different operating conditions, we simulate a similar

data path consisting of a combination of inverters and buffers. The margin is found by

increasing the clock period until the launched data is correctly captured. Figure 6.21 plotted

the necessary margin vs. temperature and active time (how long the transistor is stressed)



204 Exploring Circuit Aging in FinFET-enabled Internet of Things (IoT) Applications

0 2 4 6 8 10 12 14 16 18 20

0

5

10

15

20

25

30

35

40

45

50

55

40
60

80
100

120
140

N
o

rm
a

liz
e

d
 T

im
in

g
 M

a
rg

in

Te
m

pe
ra

tu
re

(�
C

)

Active Time (years)

0
6
12
18
24
31
37
43
49
55
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Y-axis is normalized to the required aging margin for datapath (shown in Figure 6.20) for 2
years at room temp (27°C).

at nominal voltage. The result has been normalized to the necessary aging-induced timing

margin at 27°C with an active time of 2 years. This baseline margin is also equal to margin

for temperature variations from 27°C to 110°C at time zero.

Based on the simulated results in Figure 6.21, we map the operating conditions of different

IoT application listed in Table 6.3 and list the estimated aging margin for each category in

Figure 6.22. As shown in the table, even in the same application category, the IoT devices
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show design margin range within each category.

operate at different temperatures and active time. The error bar in the figure provides an

estimated range of the necessary margin which also indicates the estimated aging levels for

each application. The top two aging-critical applications are 4 and 6 which correspond to

industrial processes IoT and energy management IoT where high temperature and long active

time are expected. These applications impose a more than 10× design margin compared to
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the baseline margin. In the second tier, automotive IoTs (application 3) suffer huge aging due

to high operating temperature. Most of the city scale and environmental IoTs (applications

5 - 10) operate under environment temperature but have a relatively long active time and

hence they lie in the third tier (3× to 5×). Similarly, implantable devices operating at body

temperature need to operate reliably for a long life span, so they are also on the third most

critical aging level. As consumer electronics or wearables (Application 2) are usually updated

within timescale of 2 years, so they are the least aging-critical, but even so, they need to be

margined properly for aging to guarantee the reliable operations spanning their lifetime.
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Aging Impact on IoT SRAMs

SRAMs act as an external cache for many of today’s IoT applications. They usually

occupy the largest chunk of SoC and may interact with multiple cores. Hence it becomes

imperative to study the impact of aging on SRAMs because the access-time and drive

strength degradation may lead to timing failures across the chip. The access-time is directly

proportional to the SRAM read current, Iread . Figure 6.23 shows the Iread degradation of a

6T SRAM across different temperatures for different active time. The Iread values have been

normalized to time-zero Iread at 27°C. It shows that many applications will incur more than

5% degradation during their lifetime while some critical applications such as Industrial IoT

facing more than 20% degradation in read current. Such a huge loss in SRAM performance

due to aging will potentially lead to fatal timing errors and hence should be taken care of

during design process. The design process should also aim to appropriately assign timing

margin for aging based on target applications.

6.3.5 IoT Lifetime: Battery vs. Chip Lifetime

As battery replacement is not an option both due to the large numbers and inaccessibility

of nodes in many IoT applications, the foremost requirement is that they can’t rely on constant

battery change. Thus the most common ways of defining lifetime of a battery-powered IoT

system is by battery lifetime which is the time a node will operate in its normal mode without

replacing the battery [9]. It is given by

Tli f etime|battery ∼ Ebattery/Paverage (6.4)

As transistor aging could potentially lead to chip failure that might not be recoverable as

discussed in the last section, the aging-induced chip lifetime should also be considered to
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Fig. 6.24 IoT lifetime: Chip lifetime and Battery lifetime depend on different factors, but
they can affect each other indirectly. Two lifetimes together determine the lifetime target of
an IoT application.

determine the final IoT system lifetime, which is given by

Tli f etime|Final = min{Tli f etime|battery,Tli f etime|chip} (6.5)

Tli f etime|chip ∼ F(voltage, temperature,active time) (6.6)

Although battery lifetime and chip lifetime depend on different factors, they also impact

each other indirectly. Illustrated in Figure 6.24 is a suggested flow for closing the IoT lifetime

loop as part of the design cycle. The system lifetime target is defined by the applications and

specifications, which also constrain the battery size, weight and type. On the right branch, the

battery lifetime is determined based on Equation 6.4. Design knobs such as voltage, power

modes and active time can be tuned to achieve lower power consumption while fulfilling

the performance requirement. Some of these design knobs are also limited by application
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itself e.g. implantable devices (Application 1) need to be active continuously and require fast

response. On the left branch of the IoT lifetime loop, chip lifetime affected by aging is also

highly dependent on knobs such as voltage, temperature and active time. To guarantee that

chip lifetime is longer than or equal to the battery lifetime and the overall lifetime target; the

design margin needs to be reserved. But as shown in the previous section, this margin can be

very large and can translate into wasted energy in the early lifetime, which in turn shortens

the battery lifetime. Alternatively, aging can be addressed in run time by adaptive solutions

to reduce the design margin, while the additional sensors and circuitry will add to the power

budget. To leverage these tradeoffs and meet the expected lifetime, careful design decisions

considering both chip and battery lifetime are required. More details are discussed in the

following section.

6.3.6 Potential Solutions for IoT Circuit Aging

Adding design margin is currently the most common way of addressing aging in the

design flow. This is a static solution where all transistors are margin-degraded to a certain

amount based on the operating conditions. The difference in performance of aged cell versus

the original cell is computed and the ratio (aged/fresh) is used to derate cells in the design.

But the large margin in some applications (shown in Section 6.3.4) can be very conservative

and introduce performance penalty in the early lifetime. An alternative solution would be to

either recover aging using the on-chip solutions this thesis has proposed in Chapter 4 and 5

or adapt to it dynamically so that the design margin requirement can be potentially relaxed.

This section will briefly discuss several such solutions for IoT applications.

Lowering the Operating Voltage

Scaling the system operating voltage down into near/sub-threshold regime has been

known to be a very effective way of reducing the energy per computation and extending the
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battery lifetime especially in health care and body sensor IoT applications [9]. Meanwhile,

aging has an almost power law dependence on stress voltage [183]. Operation at lower

voltages suppresses aging significantly. But the challenges are performance loss and increased

sensitivity with respect to variations. The easy solution for performance degradations is to

raise the operating voltage back again when necessary to meet the speed requirement, but

this in turn will accelerate aging on the entire chip. One potential approach could be to have

fine-grain voltage domains which can ensure that voltage boosting is kept small enough

so that aging does not introduce large degradations and the impact is only constrained to

certain sub-block. Fine-grain voltage domain can also maximize the opportunities to correct

variations in paths that are critical due to variations. But this approach certainly leads to

significant area overhead and design effort. These tradeoffs need to be leveraged based on

the budgets that are defined by IoT applications.

IoT Circadian Rhythms: Active Recovery during Standby

Another strategy for energy savings in IoT circuit design is to put the device in “standby”

state as long as possible. This is feasible since the devices don’t need to be active all the

time in many applications shown in Table 6.3. As we have shown in this thesis that aging

mechanism such as BTI is recoverable when the transistor is OFF [183]. Hence these standby

periods can be utilized for recovery. Figure 6.25 illustrates the power and aging profile

of a typical IoT node, where the sensing activity is periodic and triggered by some form

of real-time events. One solution to save power and reduce aging is to operate the whole

processing unit at the lowest voltage level while maintaining its state in retention mode.

Although there is some recovery when switching from high voltage to lower voltage but aging

will still accumulate since transistors are still under stress (at a lower level). An alternative

solution would be to turn off certain blocks completely such as fixed function units by power

gating and save the state in retention registers. This will result in partial recovery because
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BTI has a component which cannot be recovered just by switching off the transistors [68].

The third option would be to use the wearout-aware power gating structure described in

Chapter 4.2.3 to reverse gate bias the transistor and heal it faster. This approach also helps to

recover BTI aging components which are not recoverable at zero bias. This approach enables

maximum recovery during standby mode. Although the last two approaches come with

additional power and area overheads for the power switches, logic retention, signal isolation

and additional floorplanning constraints [9]. The third solution also introduces one more
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Fig. 6.26 Conceptual illustration of dynamic margins to enable one chip across multiple IoT
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voltage source and domain (overhead is listed in Table 4.2). But for extremely aging-critical

applications such as application 3, 4 and 6 shown in Figure 6.22, these overheads are justified

to prevent system failures.

Dynamic Margins across Multiple IoT Applications

To minimize design costs, circuit designers and chip vendors usually try to use one

SoC design across multiple IoT applications. Even within one IoT application category,

the operating conditions may change. These variations necessitate run-time compensation

of aging such as techniques proposed in [46], where aging events (e.g. delay change) are

tracked over operating periods. Once the failure flag (e.g. timing failure) is triggered, adaptive
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solutions such as dynamic voltage and frequency scaling (DVFS) or error correction are

employed to compensate the degradations. But pure dynamic solution can be very limited

and costly due to the limited tunability of metrics. A combination of static and dynamic

margin methods is a more optimal approach. Figure 6.26 illustrates a potential solution

where targeted IoT applications are binned based on estimated aging levels. The static margin

can be added based on the lowest level in the group, dynamic solutions are also applied for

adapting to the worst-case operating conditions. Compared to the purely flat guard-band

based approach, the combined static and dynamic margining solution is able to leverage the

power-aging tradeoffs while adapting to a wide range of IoT applications.

6.4 Conclusions

It has been almost a decade since FinFET devices were introduced to full production,

FinFETs present a new frontier for the electronics industry and have enabled high perfor-

mance applications such as supercomputers. While energy-constrained applications such as

IoT industry is in the process of updating the technology node to FinFETs. As highlighted
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in Figure 6.27, in this chapter, we first studied the changes since the advent of the FinFET

devices and addressed the challenges we face with these devices. FinFETs offer benefits in

many dimensions such as the significantly improved power and performance metrics and

lesser short-channel effect. FinFETs endeavour to offer advantages of future scaled devices

while offsetting the problems introduced by many generations of planar CMOS scaling. But

new challenges also appear due to many unique properties which FinFETs have shown. This

part of work attempts to add to the growing FinFET design knowledge base.

The diversity of IoT applications and markets leads to a plethora of requirements for IoT

reliability. The second part of this chapter showed that FinFET transistor aging introduces

new challenges for IoT domain. Our study demonstrated that transistor aging should be

carefully addressed earlier in a system design cycle. We also presented a set of static and

dynamic solutions (e.g. active recovery) to compensate and fix aging in IoT systems.

The FinFET study work presented in this chapter has been published in [J1], and the IoT

aging work has been published in [C3] and [P2].
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Chapter 7

Conclusions and Future Directions

7.1 Summary of Contributions

The primary goal of this thesis has been to explore an effective recovery solution to

completely repair both BTI and EM wearout effects. In this respect, this thesis provided

experimental demonstrations, on-chip implementations and design methodologies for the ac-

celerated self-healing techniques, which bring a new dimension for mitigating wearout issues

in an effective way (as shown in Figure 7.1). Since accelerated self-healing is orthogonal to

other wearout mitigation techniques and is feasible to implement with a relatively low cost,

it can potentially be integrated with other techniques to further lower the cost and leverage

the tradeoffs. This thesis aims to build the infrastructures for these directions by providing

experimental evidences, circuit IP blocks and tradeoff analysis. We also looked into wearout

effects in advanced FinFET nodes in emerging applications such as IoT. In summary, this

thesis contributes to the reliable system design with the following accomplishments:

• Performed intensive hardware measurements on FPGAs and on-chip metal lines to

understand recovery behaviors for BTI and EM wearout. The measurement results and



216 Conclusions and Future Directions

Adaption Accelerated
Self-Healing

Fig. 7.1 Illustration of Accelerated Self-Healing as a new dimension for mitigating wearout
effects.

conclusions can be used by modeling community to develop accurate recovery models

for both wearout effects (Chapter 2 and 3).

• Developed the BTI gate level analytic models that can be used to predict recovery

rates, and can be used together with higher level models to project system resilience

(Chapter 2).

• Demonstrated that both BTI and EM recovery can be made active, and the irreversible

components can be completely avoided. These properties can translate into huge

benefits such as reduced design margin, less tracking power overhead and less area.

Recovery can potentially lead to the wearout-aware and accelerated self-healing system

(Chapter 2 and 3).

• Implemented and instrumented accelerated self-healing on chip by designing a full set

of circuit blocks that are able to activate and accelerate both BTI and EM recovery.

A compact circuit scheme for assisting both BTI and EM recovery and supporting

multiple recovery modes is also designed (Chapter 4).
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• Several novel types of wearout sensors are designed. Two of them are for tracking BTI

wearout, in which one is designed for separating PBTI and NBTI, another is designed

to monitor BTI wearout and recovery. The designs can be incorporated into standard

synthesis flow (Chapter 4).

• Provided a series of potential cross-layer implementations especially at the architecture

and system level. These solutions are ale to utilize some of the intrinsic sleep behaviors

for self-healing. Recovery-driven design methodology is explored to enable such

implementations that lead to a full accelerated self-healing system. Potential overheads

are also commented (Chapter 5).

• Performed a comprehensive study across multiple technology nodes and identified

the design challenges for FinFET digital circuit. Key findings included thermal effect

inversion, short-channel effects, logic efforts, variations and reliability, body effect and

more. This study can serve as an educational material and contribute to the growing

knowledge base and design experiences for designers who are adapting to the new

technologies (Chapter 6).

• Performed a first-ever complete study on impact of circuit wearout in IoT applications.

The results indicated that wearout issues are very critical in several IoT domains. It

is an important factor for determine the overall IoT system lifetime. This study can

potentially guide IoT circuit and system designers on making high-level decisions on

whether wearout effect need to be addressed for the targeting applications (Chapter 6).

7.2 Future Directions

In the next decade, CMOS technology is still predicted to be the most robust and

cost effective solution for designing chips. Technology scaling, although being slow, still

continues in some extent. Thus wearout issues will become more and more pronounced



218 Conclusions and Future Directions

together with the increasing demands for robust operations within an extended lifetime by

many emerging applications such as autonomous driving, medical health and robots. Moving

forward, there are many directions can benefit or be inspired from the research results of this

thesis to ensure a reliable system. In this section, we will list a few of such candidates.

7.2.1 Accelerated Self-Healing in Emerging Technologies

This thesis mainly looked into recovery behaviors in CMOS circuits and interconnects.

There have been increasing interests on other non-CMOS emerging technologies, specifically

for non-volatile memories (NVM). Examples of such technologies can be STT-MRAM (Spin-

transfer torque), resistive RAM (RRAM) and phase-change RAM (PCRAM) that promise

high performance, low power consumption, and unlimited endurance. These devices might

exhibit their own versions of wearout, but it is likely that the fundamental similarities with

CMOS wearout mechanisms still hold. For example, for STT-MRAM, wearout is due to the

repeated tunneling through the magnetic tunnel junction (MTJ) with the large current during

write. This is very similar to BTI where current leads to the charge trapping. The notion of

“accelerated self-healing” is highly possible to be applicable to emerging technologies, this

is certainly a direction that can be further explored. As it is still debating which memory

hierarchy these technologies are the best for, there is good opportunity to consider wearout

and recovery in the loop and make the optimal decision to ensure reliability of the systems.

7.2.2 Exploring Other Sources for Accelerating Recovery

The fundamentals of accelerated and active recovery are that the external techniques (such

as high temperature and reverse bias demonstrated in this thesis) somehow affect the energy

levels of the atoms or charge carriers. Ultraviolet (UV) light has long been used for erasing

EPROM (Erasable Programmable Read-only Memory) which can be electrically programmed

but can’t be electrically erased. The charge mechanism here is the photoelectric effect where
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the photons directly hit and scatter the electrons from the floating gate. Therefore UV

recovery has a very high potential of removing most of the trapped charges and completely

rejuvenating the flash memory or CMOS circuits. Moreover, typical EPROM erasure takes

only about 30 minutes to completely remove. Therefore we expect the time to remove the

recoverable trapped charges to be of the same order of magnitude. UV recovery can be

comparable to thermal recovery.

7.2.3 Integrating Wearout and Recovery in EDA Design Flow

Most of the current EDA tools and flows focus on optimizing timing, power and area.

There are very few work on optimizing the design for robustness. Most of the time, wearout is

addressed still by guardbanding, which can lead to overestimation. As we have demonstrated

that recovery is very effective in this thesis, it is promising to utilize some of these behaviors

and design for resilience. The very first step is to develop the device level models that capture

all the recovery behaviors observed in this thesis, and these models can be used for circuit

simulation, or can be instrumented in cell libraries so that they carry the wearout and recovery

information through the whole flow. This thesis can also serve as the experimental evidence

for validating the models or design flows.

7.2.4 Dynamic Wearout Management by Self-learning

As we expect that wearout and thermal sensors will be distributed across the whole

chip, an interesting direction is to develop learning algorithms that are able to predict

the circadian rhythms based on the history data collected from the sensors. Instead of

instrumenting proactive recovery with fixed periods, these learning algorithms can guide the

scheduler during run time. Another direction is to explore how to adjust the dynamic thermal

management policies to enable thermal recovery without hurting other metrics. In the past,

most of these policies focused on reducing temperature to alleviate wearout, there hasn’t
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been efforts on recovery aspects yet. So there are good opportunities to combine dynamic

thermal and wearout management techniques for enabling recovery in a smarter way.

7.2.5 Teaching Wearout and Recovery as Part of the VLSI Classes

There are very few materials on CMOS wearout and recovery in a conventional VLSI

textbook. Part of the reason was because this topic is very new and is still under active

research. But as reliability becomes as important as power, performance and area metrics, it

is important to teach some aspects of wearout (e.g. tradeoffs, design techniques, recovery

aspects) for students to understand the basic tradeoffs. Since this thesis has produced lots

of new experimental results based on modern computing platforms such as FPGAs and

processors, and we also looked into wearout issues in emerging applications like IoT with

the advanced nodes such as FinFET, so some additional efforts can be added to make part of

this thesis educational materials to transfer the knowledge.
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Appendix B

Flow for Placing

Metastable-element-based BTI Sensors

In Chapter 4.4.3, we proposed a metastable-element-based BTI sensor for tracking both

wearout and recovery. The sensor is small and digital-based, thus it can be embedded as an

IP to be included in a standard synthesis flow. In this appendix, we will demonstrate the flow

by instrumenting these sensors in a Johnson counter. This flow assumes the new scan cell

which includes the sensors have been created by following the flow described in Chapter

4.4.3. Also this flow is exercised with a Synopsys flow, but similar methodology can be

applied in Cadence environment.

B.1 New Top-down Design Flow with BTI Sensor Insertion

As shown in Figure B.1, the added steps for inserting BTI sensor IPs are during logic

synthesis step. After the basic synthesis with Design Compiler, the DFT flow runs to replace

the flip flops with scan cell. Following this, we need to update the netlist and replace these

scan cell with the new scan cell which includes the sensor IP. During the physical design,
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Architectural choices, RTL compilation and simulation
(VCS)

Logic synthesis (Design Compiler)

Formal verification (Formality)

Generation of test patterns (TetraMAX)

Physical design (IC Compiler)

Physical Verification (Hercules)

Layout Parasitics Extraction (StarRC)

SPICE-level simulation of completed design (HSPICE)

Basic DC Synthesis(Design
Compiler)

Basic Scan Synthesis Flow

(Design For Test Compiler)

Update the netlist

Add to Reference Library

(New scan cell library)

Existing Flow Modified Steps

Fig. B.1 Updated Top-down Design Flow with BTI Sensor Insertion.

the new scancell IP needs to be added to the reference library so that the PnR tool is able to

instantiate the design. The following section will demonstrate the flow step by step.

B.2 Demonstration in a Counter Design

As a proof-of-concept demonstration, we pick an 8-bit Johnson Counter as our target

design for sensor insertion. The detailed steps are given in Figure B.2. After the regular DFT

step, the placement strategy needs to be decided, it includes where to place the sensors, how

many sensors are to be placed and what control signals need to be added. The updated netlist

with the new scan cells is shown on the bottom half of the figure, where in this case, 3 out of

8 scan cells are replaced, the sensor inputs and control signals are also added in the signal

list and are defined as inputs. After modifying the netlist from DFT, we continue P&R in IC

Compiler (ICC) and the final layout with the sensor embedded is shown in Figure B.3.
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Fig. B.2 Demonstration of the Sensor Insertion Flow in a Johnson Counter Design.
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New Scan Cells with Sensor Embedded

Other Logics

Fig. B.3 The layout of the counter design after sensor insertion.
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A Brief Overview of My Side Projects

The following projects are led by other individuals, but I contribute to some parts of them.

They are briefly summarized here.

C.1 Post-silicon Hold Time Closure – Tunable Buffer In-

sertion

Hold-time is usually addressed in the design flow by inserting buffers in the datapath, and

hold-induced failures are usually hard to fix after silicon is back. In this project, we propose

a post-silicon hold time closure technique that uses tunable-buffers in the data-path instead

of traditional-buffers. This enables post-silicon correction of hold violations and therefore,

reduces the design effort in estimating design-time hold margins. We design a tunable buffer,

demonstrate the tunable-buffer insertion strategy, and present a physical design flow using

standard EDA tools. We verify this technique with measurements of a 130 nm test chip. A

design-dependent hold slack improvement in the range of 103%-195% is achieved compared

to the traditional buffering technique, with minimal power and area overhead. This technique

also has the potential to reduce the number of buffers inserted for hold closure.
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This work was in collaboration with Dr. Divya Akella Kamakshi (ECE department,

University of Virginia), who also led this project. My contributions were: 1) Conducting the

power analysis; 2) Helping with the timing closure; 3) System-level implementations. The

work has been published in [C4] and [P1].

C.2 A 14nm Low-Vdd Heterogeneous RISC-V-based SoC

In this project, we design and implement in 14nm FinFET technology a heterogeneous

RISC-V-based system, VELVET-bonus, capable of operating at very low voltage. VELVET-

bonus encompasses an open-source RISC-V microprocessor (Rocket) with a tightly coupled

machine learning accelerator (DANA), a power/resiliency management unit (PRIME), low

voltage SRAMs, and instrumentation using new tools and languages via critical path monitors

(CPMs) and power proxy sensors. The system is entirely RTL without the traditionally

necessary architectural abstractions.

This project was in collaboration with my colleague from UVa and researchers from

IBM T. J. Watson Research Center. My contributions in this tapeout are: 1) Backend

implementation flow (RTL to GDS) evaluation and enhancement; 2) Top-level Integration; 3)

Timing closure and signoff. The preliminary work has been presented in [C5] and [C9].

C.3 Programmable Processing Element for IoT Crypto Sys-

tems

This project introduced a novel programmable processing element (PPE) for various

cryptographic systems that can be used in IoT applications. The design enables the pro-

grammability, thus supporting a wide range of bit-widths (such as 16, 32, and 64). It

employs a very long instruction word (VLIW) architecture with an instruction set and mem-
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ory hierarchy specialized for crypto-processing. Both FPGA and ASIC implementations

demonstrate that the design utilizes a very tiny area and consumes very low power. For

example, it takes only 227 slices for FPGA implementations to include 512-byte instruction

and coefficient memory along with the computational unit by achieving a maximum clock

frequency of 250MHz. For ASIC implementation (in 28/32nm technology), the design takes

only 0.15mm2 of silicon area and consumes only 34.5W of total power while achieving a

maximum frequency of 952MHz. To evaluate the effectiveness of the design in a larger

system, we implement Blue Midnight Wish (BMW) hash function with the PPE. Compared

to the previous BMW-512 implementation which stores the intermediate coefficients of the

BMW-512 in 2048 bytes, the proposed design just uses 512 bytes. Meanwhile, we reduce

the instruction memory size from 4864 bytes to 1792 bytes.

This project was led by Dr. Mohamed El-Hadedy (Cybersecurity Assistant Professor,

ECE Department, California State Polytechnic University, Pomona). My contributions

include: 1) ASIC implementation and evaluation of the design; 2) Area and power analysis.

The work has been published in [C8].

C.4 Dual-Data Rate Transpose Memory

In this project, we propose a novel type of high-speed and area-efficient register-based

transpose memory architecture enabled by reporting on both edges of the clock. The proposed

new architecture, by using the double-edge triggered registers, doubles the throughput and

increases the maximum frequency by avoiding some of the combinational circuit used in

prior work. The proposed design is evaluated with both FPGA and ASIC flow in 28/32nm

technology. The experimental results show that the proposed memory achieves almost 4×

improvement in throughput while consuming 46% less area with the FPGA implementations

compared to prior work. For ASIC implementations, it achieves more than 60% area

reduction and at least 2× performance improvement while burning 60% less power compared
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to other register-based designs implemented with the same flow. As an example, a proposed

8X8 transpose memory with 12-bit input/output resolution is able to achieve a throughput of

107.83Gbps at 647MHz by taking only 140 slices on a Virtex-7 Xilinx FPGA platform, and

achieve a throughput of 88.2Gbps at 529MHz by taking 0.024mm2 silicon area for ASIC.

The proposed transpose memory is integrated in both 2D-DCT and 2D-IDCT blocks for

signal processing applications on the same FPGA platform. The new architecture allows a

3.5× speedup in performance for the 2D-DCT algorithm, compared to the previous work,

while consuming 28% less area, and 2D-IDCT achieves a 3X speed-up while consuming

20% less area.

This project was led by Dr. Mohamed El-Hadedy (Cybersecurity Assistant Professor,

ECE Department, California State Polytechnic University, Pomona). My contributions

include: 1) ASIC evaluations of the design; 2) Scalability analysis; 3) Area and power

analysis. The work has been published in [J3].

C.5 On-chip Power Regulation with Voltage Stacking

In this project, we present key experimental results of voltage stacking (VS) from a test

setup using stacked loads (commercial-off-the-shelf FPGA chips as CMOS loads and passive

resistors as resistive loads) and stacked Switched-Capacitor (SC) converters (dual-output

push-pull SC converter, designed and fabricated in a 130nm bulk CMOS technology) to eval-

uate the performance benefits of this series-connected architectures. An architectural/circuit-

level simulation framework has been created to run different benchmarks/applications in

the SC converter assisted stacked loads architecture to demonstrate its ability to work with

diverse nature of loads.

This project is led by Dr. Kaushik Mazumdar (ECE department, University of Virginia).

My contributions are: 1) Helping with the testchip tapeout (DRC, LVS, ect.); 2) Setting up
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the FPGA test; 3) Helping with designing a multi-output on-chip switched-capacitor DC-DC

Converter. The work has been published in [J5] and [C15].





Glossary

Subscripts

acce Accelerated recovery

der Derating

gs Gate and source

life Lifetime

nuc Void Nucleation

osc Oscillation

out Output

ox Oxide

rec Recovery

ref Reference

sat Saturation

st Stress

th Threshold
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Acronyms / Abbreviations

ABB Adaptive Body Biasing

ADE Analog Design Environment

AR Accelerated Recovery

AS Accelerated Stress

ASIC Application Specific Integrated Circuit

BEOL Back-end-of-line

BOL Beginning of Lifetime

BRAM Block Random-access Memory

BTI Bias Temperature Instability

CLASH Cross-Layer Accelerated Self-Healing

CLM Channel Length Modulation

CMOS Complementary Metal–oxide–semiconductor

CUT Circuit Under Test

Decap Decoupling Capacitor

DFT Design for Test

DIBL Drain-Induced-Barrier Lowering

DRC Design Rule Check

DVFS Dynamic Voltage Frequency Scaling
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EDA Electronic Design Automation

EDP Energy Delay Product

EM Electromigration

EOL End of Lifetime

EOT Equivalent Oxide Thickness

EPROM Erasable Programmable Read-only Memory

FBB Forward Body Bias

FD-SOI Fully Depleted Silicon On Insulator

FEOL Front-end-of-line

FinFET Fin Field Effect Transistor

FO4 Fanout of 4

FPGA Field-programmable Gate Array

GIDL Gate-induced Drain Leakage

HCI Hot Carrier Injection

HPLP High-performance Low-power research group at the University of Virginia

I/O Input and Output

IC Integrated Circuit

IG Independent Gate

IMP Average Performance Improvement
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IoE Internet of Everything

IoT Internet of Things

IP Intellectual Properties

IR-Drop Electrical potential difference between the two ends of a conducting phase during

a current flow. This voltage drop across any resistance is the product of current (I)

passing through resistance and resistance value (R).

IR Irreversible Wearout

ISA Instruction Set Architecture

LELE DP Litho-Etch-Litho-Etch Double Patterning

LER line-edge Roughness

LUT Look-up-table

LV Low Voltage

MCU Micro-controller Unit

MEOL Middle-end-of-line

MRAM Magnetic Random Access Memory

MTJ Magnetic Tunnel Junction

MTTF Mean Time To Failure

MUX Multiplexer

NBTI Negative-bias Temperature Instability

NMOS N-channel Metal–Oxide–Semiconductor Field-effect Transistor
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NVM Non-volatile Memories

PBTI Positive-bias Temperature Instability

PC Personal Computer

PCRAM Phase-change Random Access Memory

PDC Pulsed DC

PDK Process Design Kit

PDN Power Delivery Network

PLB Programmable Logic Block

PMOS P-channel Metal–Oxide–Semiconductor Field-effect Transistor

PMU Power Management Unit

PnR Place and Route

POI Path of Interest

PPA Power Performance Area

PUN Pull Up Network

RDF Random Dopant Fluctuations

RD Reaction-Diffusion

rob Reorder Buffer

RO Ring Oscillator

RRAM Resistive Random Access Memory
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RTL Register-transfer Level

SADP Self-aligned Double Patterning

SC Switched-Capacitor

SEM Scanning Electron Microscope

SG Shorted Gate

SID SADP Spacer-is-Dielectric Double Patterning

SIM SADP Spacer-is-Metal Self-Aligned Double Patterning

SoC System-on-Chip

SOI Silicon On Insulator

SPEC Specifications

SPICE Simulation Program with Integrated Circuit Emphasis

SPI Serial Peripheral Interface

SRAM Static Random-access Memory

STI Shallow Trench Isolation

ST Sleep Transistor

STT Spin-transfer Torque

TCAD Technology Computer-Aided Design

TD Trapping-Detrapping

TEI Thermal Effect Inversion
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TSV Through Silicon Vias

TTF Time To Failure

TT Typical-Typical

ULP Ultra-low Power

UV Ultraviolet

VLSI Very-large-scale Integration

VS Voltage Stacking

VTC Voltage Transfer Curve
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