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ABSTRACT3

Many stars launch magnetically- and accretion-powered outflows during their formation. Such out-4

flows may play crucial roles in regulating the growth of the protostar, and through the injection of5

energy and momentum into the surroundings, also the birth of any surrounding star cluster. In the6

case of massive stars, these intense outflows can also provide important diagnostic information on the7

protostellar accretion mechanism. Here we calculate the shock heating and resulting radio emission8

in numerical models of outflows along the evolutionary sequence of massive star formation within the9

framework of the “Turbulent Core Model”. We post-process 3D magneto-hydrodynamic simulation10

snapshots of a magneto-centrifugally launched disk wind from a massive protostar up to 24M� that11

interacts with the protostellar envelope, and calculate shock temperatures, ionization fractions and12

radio free-free emission in the outflow. We find heating up to ∼10 million degrees K in the shocks at13

the interface between outflow cavity and the infalling envelope, which we find results in near complete14

ionization. However, line-of-sight averaged ionization fractions peak around ∼10%, in agreement with15

values recently reported from observations of the massive protostar G35.20-0.74N. By calculating radio16

continuum intensity maps and spectra, we further compare our results with observations of massive17

protostars, finding good agreement in the radio versus bolometric luminosity diagram up to values18

of about 10,000 solar luminosities. At higher luminosities, contributions from photoionization may19

become dominant. Finally, our model exhibits 10-year radio flux variability of ∼10% for the inner20

1000 au region, comparable to observed levels in some hyper-compact HII regions.21

Keywords: stars: formation - stars: massive - ISM: jets and outflows - radio continuum22

1. INTRODUCTION23

Massive stars fundamentally influence galaxy evolution by ionizing their surrounding gas and enriching the interstellar24

medium with heavy elements. Yet, no consensus has been reached on their formation process because massive stars25

are difficult to observe. They are rare in comparison with low mass stars, their formation sites are distant, and they26

form embedded in dense gas and dust. More visible, however, are the accretion-powered bipolar jets, parallel to those27

typical to the low-mass case. Several observations have been made of similar outflows being observed from massive28

star forming regions, such as G35.2/0.74 N. In low-mass stars collimated jets are a result of magneto-centrifugal forces29

launching material from the star and inner circumstellar disk along magnetic field surfaces, thereby extracting angular30

momentum from the system (Bacciotti 2004). We investigate whether the outflows from massive stars follow the same31

disk-wind driven model, and thus whether their formation follows the same model.32

Several formation scenarios have been proposed, with leading theories falling into the classes of Core Accretion and33

Competitive Accretion. Core Accretion offers a scaled-up version of the standard low-mass formation process, in which34

self-gravity drives the formation of a concentrated core onto which matter accretes (Shu et al. 1987). The Turbulent35

Core Model resolves discrepancies between the low and high mass cases as turbulence within the cores drives an increase36

in accretion rate over time (McKee & Tan 2003). Alternatively, Competitive Accretion argues that several protostars37

form within a clump, with the innermost becoming the largest and the oldest becoming the most gravitationally38

attractive. In this model, simulated by Bonnell et al. (1997), the protostar is ’clump-fed’ as it moves throughout the39

clump, as opposed to feeding from the single coherent core of Core Accretion. Competitive Accretion-based models40

like that of Wang et al. (2010) have demonstrated poor accretion rates, too low by an order of magnitude even for41

the most massive (46 M�) star of the clump. A third model is that of coalescence, in which multiple lower-mass stars42

merge to form a massive star. However, this model depends upon atypically high stellar densities.43

The mechanism behind the molecular outflows observed in massive star-forming regions is still under debate. Un-44

derstanding this mechanism is crucial not only to testing accretion models, but also to understanding how massive45

protostars impact their environment, such as through outflow-envelope interactions, outflow-core interactions, outflow-46
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cloud interactions far from the source, and shock chemistry (Arce et al. 2007). Proposed models fall into the four47

classes (Cabrit et al. 1997): Wind-driven shells (Shu et al., 1991; Li and Shu, 1996; Matzner and McKee, 1999),48

jet-driven bow shocks t (Raga and Cabrit, 1993; Masson and Chernin, 1993), jet-driven turbulent flows (Canto and49

Raga, 1991; Raga et al., 1993; Stahler, 1994; Lizano and Giovanardi, 1995; Canto´et al., 2003, and references therein).,50

and circulation flows (Fiege and Henriksen, 1996a,b).51

Simulations offer a practical means to test the accretion models that might produce observed outflows. We simulate52

the disk-wind model developed by Blandford & Payne (1982) as the outflow mechanism fitting with the turbulent53

core model of core accretion. Disk-wind driven models have been tested numerically (Staff et al. 2019), but to test54

these simulations against observations, we require observable quantities, primarily radio emissions because they can55

penetrate the gas and dust that obscures massive star-forming regions. Sources of outflow emissions include shock56

ionization, photoionization (Tanaka et al. 2016), and dust heating. We focus on shock ionization, because the extreme57

velocity gradient between the outflow’s jet and it’s surrounding envelope yields highly ionized regions that can produce58

strong radio emissions.59

In this paper, we post-process snapshot data of a protostellar outflow simulation to model shocks in the jet; predict60

observables including ionization fraction, intensity of radio emission, spectra, and flux variability; and compare these61

predicted observables to observations and theory. The structure of the paper is as follows. In §2 we describe the62

simulation structure, calculations of shock parameters, and methods for predicting emissions. In §3 we present the63

simulation and shock-modeling results, in §4 we discuss these results in comparison to observations and caveats of the64

simulation, and in §5 we summarize the key takeaways.65

2. METHODS66

2.1. MHD Simulation Details67

The post-processing analysis that we present in this paper uses snapshots from a 3D, ideal magneto-hydrodynamic68

(MHD) simulation of a protostellar outflow interacting with a surrounding natal envelope. The simulation domain69

includes one hemisphere of the protostar + outflow system, from 100 au above the accretion disk mid-plane, up to a70

height of 25, 000 au (see Staff et al. 2019, , Staff et al. 2021 in preparation for details and justification). The outflow71

is injected using a nozzle-like prescription into the simulation box at the lower z boundary. Mass can accrete from72

the envelope by flowing out of the lower z boundary, and this accreted mass results in the star and accompanying73

accretion disk growing (see Staff et al. 2021, in preparation). The rate at which mass flows through the z boundary is74

constrained so that the growth rate of the star with time matches the results of Zhang et al. (2014). Outflow boundary75

conditions allowing mass to flow out are used at all the other boundaries.76

As the star grows, the mass flow and momentum rates of the outflow also changes with time, following Zhang et al.77

(2014). Initially, the envelope mass is set to 60 M� and a radius of ∼ 12, 000 au. The envelope is initialized with a78

power-law dependence on according to ρ ∝ r−3/2 (McKee & Tan 2003). The simulation starts with a 1 M� protostar79

at the center of the envelope, it begins to collapse under the force of gravity, and the accretion of envelope material80

and the propagation of the outflow is simulated for 100,000 years, at which point the star has grown to more than81

25 M� (Staff et al. 2021, in preparation).82

The simulation was run using ZEUS-MP Norman (2000), using an isothermal equation of state with a fixed sound83

speed of 0.9 km s−1. The simulations use a logarithmically stretched grid in all three dimensions, consisting of84

168× 280× 280 grid cells. Cells are smallest near the outflow axis and near the lower x1 boundary. In the simulation85

snapshots we employed, the minimum cell size is ∼12 au. The initial core is threaded by a “Blandford-Payne” like86

poloidal magnetic field (Blandford & Payne 1982) plus a constant field added to it to ensure a core flux of ∼ 1 mG.87

2.2. Calculating Shock Temperatures and Ionization Fractions88

We performed a post processing analysis of the MHD simulation snapshots to model shock-ionization and the89

resulting emissions. First we calculated the shock velocities, used those to calculate post-shock temperatures, and90

used the temperatures to calculate ionization fractions. Given the temperatures and ionization fractions, we calculated91

emission coefficients, absorption coefficients, and optical depth. These solved the 1-D radiative transfer equation to92

find intensity of radio emissions, which was then integrated to determine radio flux. We refer to coordinates (z, x, y)93

indexed by (i, j, k) with z being the outflow direction. The methods are given generally for emissions in any axial94

direction and the results are shown specifically for y being the line of sight direction, to map x-z plane projections. The95

gas density and velocity provided by the simulation output were used to calculate all necessary quantities as follows.96
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Shock velocities were found by taking, at each face of a cell, the velocity difference between each cell and its neighbors,97

modulo only using converging velocity components. This yielded the inward velocity to the current cell, in the reference98

frame of that cell. If this value was net positive in the inward direction (i.e. converging), it was set as the shock velocity99

at that face, otherwise we did not consider a shock at that face. While these velocity differences are only true shock100

velocities if larger than the sound speed, applying the shock calculation to lower values gives a negligible contribution101

to the temperature. This process was replicated for every cell.102

Given the shock velocities, a post-shock temperature was calculated for the shock at each face, according to the103

standard Rankine-Hugoniot shock jump conditions for the case that the Mach number, M , is � 1, as104

T =
2(γ − 1)

(γ + 1)2

µv2
s

kB
=

3

16

µv2
s

k
= (1.38× 107)

( µ/mH

1.4/2.3

)( vs
1000km/s

)2

K. (1)105

in which in which γ = 5
3 represents the is the ratio of specific heat at constant pressure to specific heat at constant106

volume, µ = mH is the mass per particle, vs is the shock velocity, and kB is the Boltzmann constant.107

The ionization fractions were also calculated face by face, with a mass flux-weighted average determining the overall108

cell ionization fraction. Face contributions were calculated according to109

n(A)

n(A+)
=
〈σv〉rr
〈σv〉ci

=
24

33/2
(
e2

~c
)3 B

kBT
eB/kBT (2)110

111

χH+ =
n(H+)

n(H) + n(H+)
=
(

1 +
n(H)

n(H+)

)−1

(3)112

where we’ve taken the ionization energy B = (157, 800K)kB for Hydrogen, n(A) = n(H) to be the number density of113

hydrogen, n(A+) = n(H+) the be the number density of hydrogen ions, 〈σv〉rr and 〈σv〉ci as the radiative recombination114

and collisional ionization rates, respectively, e to be the electron charge, and h to be planck’s constant,. A temperature115

floor of 300 K for ionization was set, such that for cell temperatures below this value the ionization fraction was taken116

to be zero.117

With temperatures and ionization fractions calculated for each face of each cell, a single average value was determined118

for each cell by weighting each face f contribution by the flux from the corresponding neighboring cell n,119

T =

∑
f Tfvnρn∑
f vnρn

(4)120

χH+ =

∑
f χH+,fvnρn∑

f vnρn
(5)121

That is, for cell (z, x, y) = (i, j, k), the value at the lower z face was weighted by the density and velocity at cell i− 1,122

the value at the upper z face was weighted by the density and velocity at cell i + 1, the left x value was weighted123

by the j − 1 density and velocity, the x face by cell j + 1, back y face by cell k − 1, and front y face by cell k + 1124

temperature and ionization fraction contributions.125

The shocks in our simulation were modeled adiabatically, and their resulting temperature and ionization fraction126

was assumed to fill the entire cell. These approximations are reasonable as long as the shocked gas fills the cell before127

significant cooling takes place. The cooling time can be found using the cooling function approximation for T > 105K,128

Λ(T ) ≈ C
( T

106K

)−0.7

nHne C = 1.1× 10−22erg cm3 s−1 (6)129

to get cooling time130

tcool =
(3/2)(nHV )(kB ×K)(T/K)

Λ(T )V
≈ (3/2)(kB ×K)

CχH+nH

(T/K)1.7

104.2
(7)131

and the approximation for T < 105K,132

Λ ≈ D(T/K)1.6nHne D = 3.98× 10−30erg cm3 s−1 (8)133

to get cooling time134

tcool =
(3/2)(nHV )(kB ×K)(T/K)

Λ(T )V
≈ (3/2)(kB ×K)(T/K)−.6

DχH+nH
(9)135
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Figure 1. Ratio of timescales tcool/tflow for the 39,000 yrs, 8M� snapshot for the region −2000 < x < 2000, 0 < z < 4000 on
the left and for −12500 < x < 12500, 0 < z < 25000 on the right. Diverging color scales show most of the region to have larger
cooling times, with the exception of several highly-emitting regions.

These are compared to the flow time for the shocked gas to fill the cell, given as a mass-flux-weighted average of the136

converging shock’s timescale from each face f ,137

tflow =

∑
vs>0 tflow,fvnρn

vnρn
=

∑
vs>0 |(

1
2∆s)/(vs/4)|vnρn

vnρn
= 2

∑
vs>0 |∆s/vs|vnρn

vnρn
(10)138

where vs/4 is the post-shock velocity and 1
2∆s is the distance from the edge to the center of the cell.139

A map of the ratio tcool/tflow is plotted for an example 8M� snapshot in Fig. 1. This figure shows that there are140

significant regions with cooling times down to .01 times shorter than flow times. Thus, adjustments to the current141

intensity calculation methods will be made in future research to account for these cooling times. This will be done by142

scaling the depth of each cell integrated over in the 1D radiative transfer equation by the ratio of tcool/tflow when this143

value is less than 1. The results in this paper are preliminary, and do not account for the cooling effects.144145

2.3. Calculating Free-Free Radio Emission146

With the aforementioned flux-weighted temperature T and flux-weighted ionization fraction χH+, we calculate the147

variables dictating free-free radio emissions due to shocks in the simulated outflow. We find the emission coefficients148

jν , absorption coefficients κν , and optical depths in each axial direction τν,z, τν,x, τν,y as follows:149

jν = 3.86gff
e6

m2
ec

3

( me

kBT

)1/2

nenpe
−hν/(kBT ) [erg cm−3 sr−1 Hz−1 s−1] (11)150

151

κν =
4

3

(2π

3

)1/2 nenpe
6gff

m
3/2
e c(kT )3/2

1

ν2
[cm−1] (12)152

]153

τν,z = κν∆z, τν,x = κν∆x, τν,y = κν∆y, (13)154



Shock-Ionized Jets 5

using ion densities ne = np = nH+ = (χH+ρ)/mH , hydrogen mass mH = (1.4)(1.67 × 10−24) g, and gaunt factor155

gff = 5.96(T/104K)0.15(ν/GHz)−0.1. This was replicated for frequencies, ν of .01, .05, .1, .5, 1, 5.3, 23, 43, 100, and156

230 GHz.157

Specific intensity, Iν was calculated along lines of sight for the x-z plane, y-z plane, and x-y plane by the 1D radiative158

transfer equation,159

Iν(s) = Iν(0)e−τν +

∫ s

0

ds′jffe
−[τν(s)−τν(s′)] = Iν(0)e−τν +

∫ τν

0

[
jff,ν
κff,ν

]
e−(τ−τ ′)dτ ′ (14)160

and discretized this equation for uniform temperature within each cell. Beginning with the emission intensity from the161

farthest cell, the absorption and emission were calculated for each cell, propagating forwards, to yield the intensity of162

the foremost frame of cells. The farthest cell emission, Iν,0, was given by163

Iν,0 = jν ∗∆s (15)164

in which ∆s is the length of the cell in the line of sight direction, (the y-direction for the x-z plane).165

Then, to calculate the emission of the next cell, this value was used in166

Iν = Iν,0e
−τν,s +

[
jff,ν
κff,ν

]
(1− e−τν,s) (16)167

which served as Iν,0 for the cell in front of it, and so on. Intensity maps of Iν [mJy/as2] = Iν
[erg cm−2s−1Hz−1sr−1]

1026

4.2545×1010168

were produced by conducting this calculation for every line-of-sight column.169

Fluxes Sν were predicted for x-z frame regions of −r/2 < x < r/2 and 0 < z < r, for scales of r = 1000, 2000, 4000,170

8000, 16000, and 32000 au. 32000 au represents the entirety of the simulation, which in reality only extends to ±15000171

au in the x and y directions, and 25000 au in the z direction. These fluxes were calculated as a surface integral of the172

intensity over the solid angle region Ω = A/d2,173

Sν ≡
∫
IνdΩ =

∑
i,j

Iν,i,j [mJy/as2]
∆x1∆x2

r2
(4.2545× 1010as2) (17)174

at a distance of d = 1 kpc, then doubled to account for the opposite bipolar jet. In doing so for each frequency and175

snapshot, we obtained predicted spectra and fluxes for a given frequency over time.176

Finally, we characterize the flux variability by considering higher frequency snapshots of 10 year intervals for each177

protostellar mass of interest, beginning with the earliest well-defined snapshots of 1.5M� at 4,000 years up to 24 M�178

at 93,000 years. The average 10 year variation over a period of 100 years is179

〈∆Sν/Sν〉 =
1

N − 1

N−1∑
n=1

| log(Sν,n − log(Sν,n+1|
Sν,n

(18)180

given by Eq. (x), in which snapshots n and n+ 1 are each 10 years apart and the number of snapshots (over this 100181

year period) is N = 11.182

183

2.4. Single Cell Examples184

For an example of how the calculations were made, we consider a half-ionized example cell from the 39,000 year (8M�)185

snapshot. The partially ionized cell is marked by indices (i, j, k) = (156, 141, 139) defined such that z array[i] = z,186

x array[j] = x, and y array[k] = y, and shown in fuchsia in Fig. ??. The relevant simulation data for cell (156, 141, 139)187

and each of it’s neighboring cells are given in columns 1 through 9 of the top section of Table ??, with extraneous188

neighboring cell data excluded. The velocity difference, shock velocity, shock temperature, and ionization fraction189

for each face f are then given in columns 10-13 of Table 1, calculated according to Eq.s (1)-(3). Averaging the face190

temperatures Tf and face ionization fractions χH+,f by the mass-fluxes ρvf according to Eq. (4) and Eq.(5), yielded191

flux-weighted average values of T = 17, 700K and χH+ = .49 for the cell.192

Since this temperature is less than 105K, we insert T = 17, 700K, χH+ = .49, and nH = ρ/mH = (1.68 ×193

10−23g/cm3)/(2.34g) = 7.17cm−3 into Eq. (9), to find the cooling time, tcool = 1326yrs. For the flow time, we average194
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the timescales from all sides with non-zero shock velocity, those being m1, p1, and m2. For this cell, ∆z = 7.24× 1010
195

km and ∆x = 1.84 × 109 km. Dividing ∆s
2 by vs

4 for each of these shocks gives time scales of 210 yrs, 137 yrs,196

and 614 yrs, respectively. The flux-weighted average of these values yields tflow = 176yrs. Thus, we find a ratio197

tcool/tflow = 1326/176 ∼ 7.5, indicating that the cooling time is ∼ 7.5 times the flow time, so it is reasonable in this198

case to assume the shock variables flood the cell before significant cooling occurs.199

Cell (i, j, k) = (7, 122, 139) serves as a counter example, where flow times exceed cooling times. The cell is marked in200

green in Fig. ?? and the relevant simulation data, velocity difference, shock velocity, shock temperature, and ionization201

fraction for each face are found in the middle section of Table 1. Averaging the Tf and χH+,f values by the ρvf values202

according to Eq. (4) and Eq.(5), yielded T = 12, 100K and χH+ = .41 for the cell. Since this temperature is less than203

105K, we insert T = 12, 100K, χH+ = .41, and nH = ρ/mH = (3.38 × 10−19g/cm3)/(2.34g) = 145, 000cm−3 into Eq.204

(9) to find tcool = 0.098yrs. To calculate flow time, we consider the sides with non-zero shock velocity which are now205

only m2, and p2, with cell width ∆s = ∆x = 2.77× 109 km. Dividing ∆s
2 by vs

4 for these two shocks gives time scales206

of 4.88 yrs and 4.87 yrs, respectively, with a flux-weighted average of tflow ∼ 4.9yrs. The cooling to flow times ratio of207

tcool/tflow = .02 indicates that cooling occurs before the shock variables have flooded the cell.208

Finally, We consider an especially hot, mostly (95%) ionized test cell with indices (i, j, k) = (165, 191, 139). The cell is209

marked in yellow in Fig. ?? and the relevant simulation data, velocity difference, shock velocity, shock temperature, and210

ionization fraction for each face are found in the bottom section of Table 1. Averaging the Tf and χH+,f values by the211

ρvf values according to Eq. (4) and Eq.(5), yielded T = 3, 924, 000K and χH+ = .95 for the cell. Since this temperature212

is greater than 105K, we insert T = 3, 924, 000K, χH+ = .95, and nH = ρ/mH = (3.94 × 10−22g/cm3)/(2.34g) =213

168.6cm−3 into Eq. (7), to find the cooling time, tcool = 3807yrs. The sides with non-zero shock velocity are now only214

m1, and p1, with cell height ∆s = ∆z = 7.24× 1010 km. Dividing ∆s
2 by vs

4 for these two shocks gives time scales of215

15.39 yrs and 12.35 yrs, respectively. A flux-weighted average then yields tflow = 13.52 years. Thus, we find a ratio216

tcool/tflow = 3807/13.52 ∼ 282, indicating that the cooling time is ∼ 282 times the flow time, so it is again reasonable217

in this case to assume the shock variables flood the cell before significant cooling occurs.218

3. RESULTS219

3.1. Shock Modeling220

Snapshots from the simulation at masses of 1.5, 2, 4, 8, 12, 16, and 24 M� were selected for post-processing, after the221

simulation reached 5,000, 9,000, 21,000, 39,000, 54,000, 68,000, and 93,000 years, respectively (see Jan et al. 2021, in222

preparation, for details). The post-shock state of each snapshot is displayed in slices in Fig. 1 for the entire snapshot223

object, and Fig. 2 zoomed in to the innermost 4000 au. The density and z-velocity magnitude produced by the224

Zeus-MP simulation are displayed in the first and second columns respectively. The density slices in the first column225

display a low-density cavity in the central jet region, ?(np.min)? g/cm3, while the surrounding regions reach densities226

of approximately ?(np.max)? g/cm3. This cavity increases in opening angle as it evolves from 8, to 12, to 16, to 24227

M�. The z-velocities exceed 1000 km/s in the jet cavity, whereas they remain low in the surrounding regions. At 12,228

16, and 24 M�, a region of 1-10 km/s surrounds the high-velocity jet region.229

The third column shows the flux-weighted post-shock temperature, calculated as described in section 2.2. Tem-230

peratures are highest, reaching 10 million K on the boundary between the low-density, high-velocity jet and the231

surrounding higher density-low velocity envelope. One can deduce that this indicates shocks resulting from the high232

velocity gradient at this interface. The fourth column shows these high temperature regions to be nearly entirely233

ionized due to shocks. Finally in the fifth column the 5.3GHz emissivities are shown, peaking in at the jet-envelope234

interface around ?? 10E-4 - check code?? mJy/cm. The ionization fraction and emissivity slices demonstrate a gap in235

shocks near ∼1000-5000 au in the snapshots up to 39,000 years.236

3.2. Ionization Fractions237

Averaged Jet Ionization Fractions —Predicted ionization fractions of the jet are one parameter by which the results of our238

simulation are comparable to observations. Thus, several processes to calculate an observable ionization fraction, that239

being a projected line-of-sight average, were considered. The jet was defined as including any cell with vz > vmin, for240

vmin = 10, 100, and 1000 km s−1. To create a 2D projection, we averaged the ionization fractions over the line-of-sight241

y-column in three ways: (1) mass-weighted, (2) volume-weighted, (3) emissivity-weighted, as follows:.242
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Table 1. Test Cell Simulation Data

f (i, j, k) z x y ρ vz vx vy vf − vcur vs Tf χH+,f ρvf

(face) [au] [au] [au] [g/cm3] [km/s] [km/s] [km/s] [km/s] [km/s] [K] [g/cm3 km/s]

cur (156,141,139) 20008 18 -6 1.68E-23 1316.82 2.86 -0.45

m1 (155,141,139) 19530 18 -6 1.69E-23 1338.65 21.83 21.83 10804 0.025 3.68E-22

p1 (157,141,139) 20498 18 -6 1.62E-23 1283.43 -33.39 33.39 25276 0.996 5.42E-22

m2 (156,140,139) 20008 6 -6 1.20E-23 1.05 -1.81 0 0 0 0.00

p2 (156,142,139) 20008 30 -6 2.18E-23 2.67 -0.19 0.19 1 0 4.14E-24

m3 (156,141,138) 20008 18 -18 1.87E-23 -1.25 -0.8 0 0 0 0

p3 (156,141,140) 20008 18 6 1.99E-23 0.32 0.77 0 0 0 0

cur (165,191,139) 24860 1261 -6 3.94E-22 821.22 66.03 -0.03

m1 (164,191,139) 24268 1261 -6 3.62E-22 1190.02 368.80 368.8 3083619 1.000 1.34E-19

p1 (166,191,139) 25465 1261 -6 1.90E-21 361.52 -459.70 459.7 4791019 1.000 8.75E-19

m2 (165,190,139) 24860 1217 -6 3.11E-22 64.51 -1.52 0 0 0 0

p2 (165,192,139) 24860 1305 -6 5.85E-22 67.01 0.98 0 0 0 0

m3 (165,191,138) 24860 1261 -18 3.89E-22 -0.93 -0.90 0 0 0 0

p3 (165,191,140) 24860 1261 6 4.16E-22 0.53 0.56 0 0 0 0

cur (7,122,139) 195 -261 -6 3.39E-19 130.98 -96.36 -5.93 0

m1 (6,122,139) 181 -261 -6 4.31E-19 101.4 -29.58 0 0 0 0

p1 (8,122,139) 210 -261 -6 2.79E-19 161.48 30.50 0 0 0 0

m2 (7,121,139) 195 -280 -6 4.77E-19 -60.44 35.92 35.92 29252 0.999 1.71E-17

p2 (7,123,139) 195 -243 -6 2.75E-19 -132.35 -35.99 35.99 29366 0.999 9.90E-18

m3 (7,122,138) 195 -261 -18 3.22E-19 -11.79 -5.86 0 0 0 0

p3 (7,122,140) 195 -261 6 3.75E-19 0.51 6.44 0 0 0 0

〈χH+〉mass =

∑
k χi,j,kρν,i,j,k∆yk∑

k ρν,i,j,k∆yk
(19)243

〈χH+〉vol =

∑
k χi,j,k∆yk∑

k ∆yk
(20)244

〈χH+〉emis =

∑
k χi,j,kjν,i,j,k∆yk∑

k jν,i,j,k∆yk
(21)245

This was done across every y-column to produce the 2D ionization fraction maps shown in Figures 3 and 4. In both,246

mass, volume, and emission-weighting produce the results in the first three columns, middle three columns, and last247

three columns, respectively, Velocity cutoffs of 1, 10, and 100 km/s were applied in columns 1,4,7; columns 2,5,8; and248

columns 3,6,9, respectively. Time and mass increase from top to bottom, following the simulation as it grown from 2 to249

24 M� at 9,000 to 93,000 years. Contour lines display these velocity cutoffs of the outflow, which evidently restrict the250

region of non-zero ionization fraction. Higher velocity cutoffs provided generally higher ionization fractions because251

they excluded slower-moving, less ionized gas, particularly on the outskirts of the jet. Emission-weighting provided252

the highest and most binary ionization fractions because, with ionization fraction and emissivity both dependent on253

shock temperatures, high emissivity correlated to high ionization fraction and vice versa.254

Average ionization fractions of the jet were calculated by mass, volume, and emission weighting. The jet was defined255

to include all cells with vz ≥ vcutoff for vcutoff =1, 10, and 100 km/s. The quantitative results of Fig.s 3 and 4 are256

summed up quantitatively by their corresponding 3-dimensional averages in Table 2.257
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Figure 2. Time evolution of shock modeling variables in slices through the center of the simulation in the x-z plane, over the
ranges (left panel) −2000au < x < 2000au, 0au < z < 4000au and (right panel) −12500au < x < 12500au, 0au < z < 25000au.
From left to right, the columns display density, velocity in the z-direction, temperature, ionization fraction, and emissivity.
From top to bottom, the simulation grows in mass, reaching 2, 4, 8, 12, 16, 24 M� at 9,000, 21,000, 39,000, 54,000, 68,000, and
94,000 years, respectively.

Table 2. Averages Ionization Fractions of 2D Maps

Scale Time Mass-Weighted Volume-Weighted Emission-Weighted

[au] [yrs] ≥1 km/s ≥10 km/s ≥100 km/s ≥1 km/s ≥10 km/s ≥100 km/s ≥1 km/s ≥10 km/s ≥100 km/s

9,000 yrs 0.0085 0.0347 0.1228 0.0002 0.0003 0.0004 0.2179 0.2179 0.1630

21,000 yrs 0.0109 0.0441 0.1030 0.0001 0.0001 0.0001 0.2317 0.2317 0.1608

4000 39,000 yrs 0.0203 0.0466 0.1173 0.0002 0.0002 0.0003 0.2783 0.2783 0.2028

54,000 yrs 0.0064 0.0331 0.1368 0.0036 0.0052 0.0070 0.2872 0.2919 0.2838

68,000 yrs 0.0119 0.0516 0.2001 0.0138 0.0173 0.0201 0.2761 0.2784 0.2856

93,000 yrs 0.0149 0.0482 0.2470 0.0095 0.0153 0.0269 0.5353 0.5364 0.6666

9,000 yrs 0.0996 0.1661 0.5137 0.0068 0.0084 0.0126 0.7003 0.7003 0.8509

21,000 yrs 0.0202 0.1172 0.4097 0.0038 0.0070 0.0102 0.7996 0.7996 0.8396

25000 39,000 yrs 0.0198 0.1185 0.4742 0.0056 0.0117 0.0201 0.6983 0.6983 0.8345

54,000 yrs 0.0134 0.0899 0.3538 0.0126 0.0200 0.0264 0.5645 0.5647 0.7733

68,000 yrs 0.0132 0.1129 0.2740 0.0267 0.0387 0.0480 0.5222 0.5224 0.3991

93,000 yrs 0.0059 0.0373 0.1762 0.0127 0.0233 0.0349 0.5374 0.5391 0.6510
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Figure 3. Average ionization fractions weighted by mass (first three columns), volume (middle three columns), and emission (last
three columns). The average was calculated over all cells in the y-column that exceed cutoff velocities of vz ≥ 1 km/s (columns
1, 4, 7 ), 10 km/s (columns 2, 5, 8 ), and 100 km/s (columns 3, 6, 9 ), plotted over −2000au < x < 2000au, 0au < z < 4000au.
From top to bottom, the simulation grows in mass, reaching 2, 4, 8, 12, 16, 24 M� at 9,000, 21,000, 39,000, 54,000, 68,000,
and 94,000 years, respectively. Contours are overlaid displaying where the maximum z-velocity along the projection meets the
cutoffs of 1 km/s (orange), 10 km/s (red), and 100 km/s (pink).

To track the ionization fraction as a function of height above the midplane, the same averaging techniques were258

applied to slices of 1000 au along the z direction. Eqn.s (19)-(21) were modified to integrate over the 3-dimensional259

region as follows:260

〈χH+,i,j〉mass =

∑
i,j,k χi,j,kρν,i,j,k∆zi∆xj∆yk∑

i,j,k ρν,i,j,k∆zi∆xj∆yk
(22)261

〈χH+,i,j〉vol =

∑
i,j,k χi,j,k∆zi∆xj∆yk∑

i,j,k ∆zi∆xj∆yk
(23)262

〈χH+,i,j〉emis =

∑
i,j,k χi,j,kjν,i,j,k∆zi∆xj∆yk∑

i,j,k jν,i,j,k∆zi∆xj∆yk
(24)263

These resulted in the plots for each snapshot in Fig. 5. Again, emission-weighting provided the highest ionization264

fractions showing emitting regions to be almost entirely ionized, with dips near 2000-4000 au corresponding to the265

lack of shock-emissions in this region evident in the emissivity column of Fig. 2. Higher velocity cutoffs corresponded266

to higher ionization fractions, most noticeably in the mass-weighted case, attributable to the fact that the regions of267

slower moving gas (1-10 km/s) on the outskirts of the outflow were denser than the fast-moving jet cavity. Ionization268

fractions of four knots in the outflow of massive protostar G35.2-0.74N (Fedriani et al. 2019), are plotted alongside269
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Figure 4. Same as Fig. 3, but for −12500au < x < 12500au, 0au < z < 25000au.

the simulation-predicted values. Fedriani et. al’s observed ionization fractions of 5-12% Fedriani et al. (2019) fall are270

within the range of predicted values.271

3.3. Radio Emissions272

3.3.1. Intensity Mapping273

The intensities at radio frequencies of 0.05, 0.1, 0.5, 1, 5.3, 23, 43, 100, and 230 GHz were predicted and mapped,274

as shown for the 54,000 yrs 12M� example in Fig. 3. The morphology appears similar at each frequency. However,275

it is dimmest at .01 GHz, brightens significantly up to 0.5 GHz, then maintains similar brightness up to 230 GHz. A276

quantitative analysis of flux vs. frequency is provided in section 3.3.4. We consider also the time evolution of these277

intensity maps at several scales. Fig. 7 illustrates this time evolution of the 5.3GHz and 230GHz intensity for the278

inner 1000 au region and entire 25000 au, along with mass-weighted, vcutoff = 100km/s ionization fraction projections279

and ionized mass-weighted temperature projections. The most shock-ionized regions show average temperatures of 10280

million K. In agreement with the low-shock region of ∼1000-5000 au indicated in the slice plots of Fig. 2 for snapshots281

up to 39,000 years, Fig. 7 shows this region to have average ionization fractions below .001%, average ionized-gas282

temperatures below #, and a gap in radio emissions.283

A profile of the 5.3 and 230 GHz radio emissions as a function of height is given by integrating the flux over slices284

of 1000 au in the z-direction, as shown in Fig. 8. These profiles shows a drop in radio emissions below 10E-5 mJy285

for slices between 2000-8000 au, 1000-4000 au, and 1000-2000 au, for snapshots at 9,000, 21,000, and 39,000 years,286

respectively. For all snapshots except that of 54,000 years, the emissions are near constant from 10,000-25000 au.287

3.3.2. Integrated Flux288
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(a) (b) (c)

(d) (e) (f)

Figure 5. Average ionization fractions vs. height for 2, 4, 8, 12, 16, and 24 M� snapshots at 9,000, 21,000, 39,000, 54,000,
68,000, and 94,000 years are shown in (a), (b), (c), (d), (e), and (f), respectively. The ionization fractions were averaged by
mass (solid pinks), volume (dashed greens), and emission (dash-dotted blues) over all cells in 1000au slices along the z-direction
that exceed the cutoff velocities of vz ≥ 100 km/s (thick), 10 km/s (medium), and 1 km/s (thin). Overlaid are the ionization
fractions calculated at 4 knots in massive star formation region G35.2-0.74N ((Fedriani et al. 2019).

Figure 6. Intensity maps of 8M�, 39,000 years snapshot at .01, .05, .1, .5, 1, 5.3, 23, 43, 100, and 230 GHz, over the range
−12500au < x < 12500au, 0au < z < 25000au.
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Figure 7. Time evolution of shock modeling variables projected along the y-direction. Left: ranges of over (−2000au < x <
2000au, 0au < z < 4000au), and (−12500au < x < 12500au. Right: ranges over 0au < z < 25000au), respectively. From left
to right, the columns in each panel show mass-weighted average ionization fraction of the jet with a velocity cutoff of 100km/s,
ionized-mass-weighted temperature, 5.3 GHz intensity, and 230 GHz intensityy each on a log scales.

A single integrated flux value at 5.3 GHz and 230GHz was calculated for every snapshot at scales of r = 500, 1000,289

2000, 4000, 8000, 16000, and 32000 au, with the 100-year averages and standard deviations given in Table 3. The time290

evolution of these fluxes is plotted in Fig. 9, for scales of 1000, 2000, 4000, 8000, 16000, and 32000 au. Note, r=32000291

au actually represents −15000au < x < 15000au, 0au < z < 25000au, the entire range simulation range. The inner292

1000 au region demonstrate an increase in flux over time, consistent with qualitative analysis of the intensity maps in293

Fig. 7, whereas the 4000-32000 au scales all dip at 21000 years (4M�) and peak at 54000 years (12 M�).294

3.3.3. Flux Variability295

The variability between snapshots every 10 years was also calculated for each snapshot mass. The aver-

age percent variation between consecutive snapshots, at each mass, is given as a function of time in Fig.

10. This average 10-year variability ranged from ∼ 2 − 20%fortheinner1000auregion, andrangedfrom ∼ 2 −
80%fortheentiresnapshot, bothvaryingsignificantlybetweendifferentmasses.296

The 12 M� set of snapshots, from 54,000-54,100 years is given as a case study of this flux variability, with the 5.3297

and 230 GHz flux of each snapshot vs. time given in Fig. 11. This plot shows little change in either frequency’s flux298

on the 4000-32000 au scales. However there is more variation evident in the inner 1000 and 2000 au regions between299

54,050 to 54,090 years, with the corresponding 230GHz intensity maps shown in Fig. 12. The 2000 au scale flux300
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Figure 8. Flux at 5.3 GHz (left) and 230 GHz (right) vs. height, with fluxes calculated by integrating y-directed intensity Iν
over 1000au strips covering −25000au < x < 25000au, h− 500au < z < h+ 500au for each height h.

Table 3. Flux Data

Mass Time Lst Log(Flux/[mJy])

[M�] [yrs] [L�] 500au 1000au 2000au 4000au 8000au 16000au 32000au a

5.3GHz

1.5 5,000 896.89 -0.751 ± 0.006 -0.750 ± 0.006 -0.750 ± 0.006 0.793 ± 0.065 1.199 ± 0.060 2.185 ± 0.052 2.420 ± 0.021

2 9,000 1317.53 -0.652 ± 0.004 -0.649 ± 0.004 -0.649 ± 0.004 -0.474 ± 0.100 0.170 ± 0.087 1.904 ± 0.043 2.386 ± 0.019

4 21,000 1317.53 -0.666 ± 0.003 -0.665 ± 0.003 -0.665 ± 0.003 -0.614 ± 0.005 -0.012 ± 0.019 1.115 ± 0.080 1.367 ± 0.045

8 39,000 12499.00 -0.613 ± 0.002 -0.613 ± 0.002 -0.613 ± 0.002 -0.592 ± 0.011 0.442 ± 0.144 1.695 ± 0.049 2.147 ± 0.023

12 54,000 44323.60 0.332 ± 0.077 0.492 ± 0.098 1.037 ± 0.240 1.828 ± 0.061 2.382 ± 0.029 3.023 ± 0.023 3.158 ± 0.018

16 68,000 65461.50 0.439 ± 0.077 0.541 ± 0.077 0.561 ± 0.073 0.578 ± 0.075 0.641 ± 0.060 2.348 ± 0.010 2.579 ± 0.011

24 93000 84459.80 0.508 ± 0.072 1.009 ± 0.255 1.457 ± 0.034 1.549 ± 0.038 1.565 ± 0.043 1.567 ± 0.043 1.571 ± 0.042

230 GHz

1.5 5000 896.89 -0.909 ± 0.006 -0.909 ± 0.006 -0.909 ± 0.006 0.699 ± 0.097 1.103 ± 0.076 2.131 ± 0.068 2.328 ± 0.033

2 9000 1317.53 -0.811 ± 0.004 -0.808 ± 0.004 -0.808 ± 0.004 -0.631 ± 0.104 0.021 ± 0.087 1.809 ± 0.059 2.263 ± 0.021

4 21000 1317.53 -0.820 ± 0.003 -0.820 ± 0.003 -0.819 ± 0.003 -0.770 ± 0.005 -0.173 ± 0.019 0.958 ± 0.082 1.207 ± 0.046

8 39000 12499.00 -0.770 ± 0.002 -0.770 ± 0.002 -0.770 ± 0.002 -0.748 ± 0.011 0.291 ± 0.151 1.541 ± 0.053 1.990 ± 0.025

12 54000 44323.60 0.526 ± 0.282 0.660 ± 0.223 1.107 ± 0.193 1.793 ± 0.061 2.353 ± 0.034 3.151 ± 0.044 3.238 ± 0.029

16 68000 65461.50 0.788 ± 0.237 0.828 ± 0.218 0.837 ± 0.213 0.843 ± 0.211 0.872 ± 0.194 2.242 ± 0.018 2.457 ± 0.016

24 93000 84459.80 0.650 ± 0.145 1.262 ± 0.408 1.670 ± 0.076 1.713 ± 0.072 1.720 ± 0.072 1.721 ± 0.072 1.723 ± 0.072

Note—5.3GHz Fluxes in the +y direction integrated over −r/2 < x < r, 0 < z < r for each scale r = 500, 1000, 2000, 4000, 8000, 16000, and 32000
au.

a32000 au spans the entire simulation, which actually only extends to −15000au < x < 1500au, 0au < z < au.

decreases during the last 50 years, most notably for the 230GHz flux from 16.70 mJy at 54,050 years to 4.61 mJy301

at 54,090 years. This can be attributed the movement of the bright feature displayed in the 2000au plots in Fig. 12302

out of the scale’s range. At 230GHz, there was also a significant brightening in the 1000 au flux, peaking at 12.08303

mJy at 54,070 years, as a dense knot from the outer injection sight was exposed to the low-density outflow channel.304

This produce increased shock-heating in a handful of cells and brightening in the projected location x = 18.15au,305

z = 141.83au, visible in the 500 au scale of Fig. 12.306

3.3.4. Spectra307
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Figure 9. Average 5.3 GHz (left) and 230 GHz (right) flux over time for each snapshot (5,000, 9,000, 21,000, 39,000, 54,000,
68,000, and 94,000 years), integrated over regions of −r/2 < x < r/2, 0 < z < r for r = 1000, 2000, 4000, 8000, 16000, and
32000 au in purple, blue, turquoise, green, orange, and red, respectively. The fluxes were plotted as geometric means of the
fluxes every 10 years for the 100 years following each snapshot, with error bars given by the standard deviation of the log-space
flux averages. These values are given in Table 2.

Figure 10. Average 10-Year percent variation in 5.3 GHz (left) and 230 GHz (right) flux 〈∆Sν/Sν〉 over 100 years vs snapshot
times of 5,000, 9,000, 21,000, 39,000, 54,000, 68,000, and 94,000 years, calculated by Eq. 18.

To observe the time evolution of the spectra, the fluxes of each snapshot were plotted vs. their frequencies. The308

spectra from the inner 1000 au region and the entire snapshot are plotted in Fig. ??. Their power-law shape is fairly309

consistent over time for the inner 1000 au region, demonstrating a slope approaching 2 at low frequencies and -.1310

at high frequencies, whereas the spectral evolution of the entire snapshot region demonstrates more variability. As311

identified in the 5.3 and 230 GHz flux over time predictions of Fig. 9 the 54000 years (12M�) snapshot was brighter312

than the rest at high frequencies, exceeding by ∼1 order of magnitude.313

314
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Figure 11. 5.3 GHz (solid lines) and 230 GHz (dotted lines) flux over time for the 12M�, 54,000 years snapshot, in 10-year
intervals. The 5.3GHz remains fairly constant for every scale over the 100 years, and the 230GHz flux remains fairly constant
for scales of 4000-32000 au over the 100 years. The 2000 au 230GHz flux decreases from 16.70 mJy at 54,050 years to 4.61 mJy
at 54,090 years. The 500au and 1000au 230GHz fluxes both peak at 54,070 years, at 11.47 mJy and 12.08 mJy, respectively.

Figure 12. 230 GHz Intensity for 12M� snapshots between 54,050-54,090 years, over the range −250 < x < 250, 0 < z < 500
au (top) and −1000 < x < 1000, 0 < z < 2000 au (bottom). The intensity reaches peak value 29,299 mJy/as at 54,070 years,
x =18.15 au, z =141.83, when a dense knot from the outer injection sight got exposed to the low-density outflow channel. The
bright feature near x ∼500au, z ∼1750au moves upwards such that much of it exceeds z = 2000au, causing the intensity in the
2000 au region to decrease over this 40 year span.

For a quantitative comparison of spectral indices to optically thin and thick limit expectations, Table 4 gives the315

slope between points for each pair of consecutive frequency points in the plots. The low frequencies represent the316

optically thick case, where the spectral index is expected to approach 2, whereas the high frequencies represent the317

optically thin limit, where the spectral index is expected to approach -.1. Comparing the slope between .01-.05 GHz318

points to the optically thick expectation, the inner 1000 au region offered a near match with slopes increasingly slightly319

over time, but ranging between 1.9-2.2. The entire snapshot showed a decrease in low-frequency slope over time, from320

1.9, 1.1, notably lower than the optically thick expectation of 2. Comparing the slope between 100-230 Ghz points to321

the optically thin expectation, both scales provided a near match to the expected -.1 for their first 54,000 years, but322
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Table 4. Spectral Indices

Scale [au] Snapshot [yrs] .01-.05GHz .05-.1GHz .1-.5GHz .5-1GHz 1-5.3GHz 5.3-23GHz 23-43GHz 43-1000GHz 100-230GHz

5,000 1.9372 1.8895 1.5758 0.8523 0.119 -0.0904 -0.0995 -0.1005 -0.1015

9,000 1.9444 1.8325 1.5094 0.7824 0.1028 -0.0911 -0.0995 -0.1004 -0.1014

21,000 1.9227 1.7938 1.557 1.0276 0.2253 -0.0839 -0.0989 -0.1003 -0.1013

1,000 39,000 1.8395 1.8117 1.6399 1.0086 0.1764 -0.0878 -0.0992 -0.1002 -0.101

54,000 2.1925 2.0825 1.5315 1.0262 0.7056 0.14 -0.0365 -0.0811 -0.0973

68,000 2.1943 2.0181 1.3844 0.7616 0.3207 0.0543 0.0335 -0.0131 -0.0718

93,000 2.2045 2.232 1.5155 1.1026 0.8281 0.3356 0.1622 0.0078 -0.0777

5,000 1.9333 1.6676 1.2438 0.8238 0.3664 -0.0252 -0.0925 -0.0985 -0.1002

9,000 1.7376 1.5476 1.2991 0.8612 0.3924 -0.0186 -0.0913 -0.0982 -0.1001

21,000 1.8479 1.2586 0.6295 0.3466 0.0914 -0.0883 -0.0991 -0.1 -0.1004

32,000 39,000 1.8111 1.4779 0.9654 0.4603 0.0926 -0.0876 -0.099 -0.0999 -0.1004

54,000 1.6903 1.5358 1.3301 1.1026 0.8388 0.3434 -0.0062 -0.0771 -0.0964

68,000 1.6238 1.3773 1.1553 0.8537 0.3443 -0.0504 -0.0944 -0.0983 -0.1

93,000 1.1052 0.9423 0.8638 0.6712 0.4958 0.2004 0.0802 -0.0246 -0.0843

Figure 13. Time evolution of the spectral energy distribution in the 1000 au region (left) and the entire snapshot (right).
The flux at each frequency from each snapshot (evolving in time from red to purple) is plotted vs. the frequency, both on a log
scale. The spectral indices at each frequency, given as the slope between consecutive points in the plot, are given in 4 In the low
frequency optically thick limit, the slope is expected to approach 2, while in the high frequency optically thin limit, the slope
is expected to approach -.1.

then decrease, with the inner 1000 au region dropping to -.07 at 68,000 years, and the entire snapshot region dropping323

to -.08 at 93,000 years.324

4. DISCUSSION325

4.1. Ionization Fraction326

Comparison of predicted observables to observations can shed light upon the validity of the simulated model for327

massive protostar formation, the Turbulent Core Model of formation by core accretion. The first comparison is between328

the average ionization fractions calculated by Fedriani et al. (2019) in the outflow of G35.2, shown in Figure 5. Since329

G35.2 consists of binary 11 and 6 M� stars, the comparison to the 8 and 12 M� snapshots in Fig. 5(c) and 5(d) are330

most relevant. In both, the emissivity weighted averages are above Fedriani et al.’s, which land among the volume and331

mass-weighted averages, depending on cutoff velocity. However, this is not a perfect comparison because the ionization332

fractions measured by Fedriani et al. were not characteristic values for the outflow, but rather from particularly bright333

knots. Thus, we expect them to be similar to the higher end of measured ionization fractions, and find our results to334

be consistent with this expectation. Further consideration as to what averaging method is most relevant to comparing335
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Figure 14. Radio luminosity vs. bolometric luminosity for the 5.3GHz shock emissions of our snapshots reaching 2, 4, 8, 12, 16,
24 M� at 9,000, 21,000, 39,000, 54,000, 68,000, and 94,000 years, respectively for the −500au < x < 500au, 0au < z < 1000au
region in solid red, the −2000au < x < 2000au, 0au < z < 4000au region in dashed green and the entire snapshot in dash-dotted
fuchsia. The radio luminosity Sνd

2 is calculated at a distance of d = 1kpc, for the fluxes given in 3 with error bars corresponding
to their standard deviations. The large circles with horizontal error bars represent SOFIA Massive Star Formation Survey
observations of massive protostars at 5 GHz (Rosero et al. 2019). The chartreuse smaller circles represent low-mass protostars
observations ((Anglada 1995)) with their power law fit 8 × 103(Lbol)

.6 (Anglada et al. 2015). The ×’s portray observations of
ultracompact HII regions from Kurtz et al. (1994). The solid dark green line portrays the Lyman continuum emission for a
zero-age main sequence star predicted by Thompson (1984) and the solid teal line portrays the same for a massive protostar by
Tanaka et al. (2016).

to ionization fraction is necessary for future comparisons to observations. This will depend on the methods by which336

observed ionization fractions are derived.337

4.2. Radio Emission338

The next result to be compared to observation is the predicted emissions, specifically radio luminosity vs. bolometric339

luminosity, as shown in Fig. 14. The inner 1000 au predictions from our simulation (in red) matched the SOMA340

observations of emissions from the inner 1000 au-radius region of eight massive protostars (Rosero et al. 2019), all341

of which landed near the low-mass protostar power-law fit by Anglada (1995). Thus, we can conclude that our342

simulation results are consistent with massive protostar observations, offering strong support for our model. Further,343

the correlation of both our shock simulation results and the SOMA massive star observations with the low-mass344

observations supports our proposition that massive stars form, like low-mass stars, through core accretion. Also, the345

shock-ionization simulation fills the gap in emissions predicted only by photo-ionization by Tanaka et al. (2016) in346

teal, in line with our assumption that shock-ionization from protostellar jets would be a predominant source of massive347

protostar emissions.348

4.3. Variability349
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The average 10 year variability depicted in Fig. 10 can be compared to consecutive observations of massive star350

forming region W49A/G2 taken 20 years apart from De Pree et al. (2018). They found W49A/G2 to decrease in351

integrated flux by 40% between these two observations. This value was reached by the 230GHz percent variation352

calculated for the inner 1000, 2000, 4000, and 8000 au regions around 39,000 years, and exceeded the rest of the353

predicted variations. However, the time span was twice that of our variations, and W49A/G2’s decrease was not354

necessarily characteristic of most massive protostars. Thus, it is reasonable that the 20 year W49A/G2 variation355

correspond to the peak values of 10 year variations predicted by our model. This does not provide convincing evidence356

for or against our model. Instead, we offer this variability data as a useful comparable for the near future, as new357

observations of massive protostars are made that we can compare with their counterparts from a decade ago.358

4.4. Caveats359

There are several caveats to our model to consider. For example, we used MHD snapshots to calculate an ionization360

fraction, but a time-dependent ionization fraction calculated continuously within the simulation would be more realistic.361

We also assumed adiabatic shocks, excluded self-absorption, and assumed that the shocked gas would flood the cell362

before cooling takes effect. It turns out that in some of the brightest regions, the cooling times are actually shorter363

than the shocked gas flow times, as shown in Fig. 1. To address this, the next step will be for us to account for364

cooling in our methods by scaling the depth over which we integrate for intensity by the ratio of tcool/tflow within each365

cell. This would represent emissions only from the portion of gas flooded by the calculated shock temperature before366

cooling. Our data is also limited by resolution, and a comparison of our simulation to lower and higher resolution runs367

will be conducted in the future, to determine how resolution impacts our results.368

5. SUMMARY & CONCLUSIONS369

In summary, we present a model of shock-ionization for massive star formation. We modeled outputs relevant to370

observations including ionization fractions, radio fluxes and spectra, and variability properties. Initial comparison to371

observations of ionization fraction in the outflow of G35.2N (Fedriani et al. 2019); radio luminosity vs. bolometric372

luminosity of SOMA observations (Rosero et al. 2019), low-mass protostar observations (Anglada et al. 2015), and373

massive protostar photoionization models (Tanaka et al. 2016); and 20 year variation of W49A/G2 radio emissions374

(De Pree et al. 2018) offers support for the simulation, i.e., scaled up disk wind outflows in massive star formation.375

This research will be followed up by an investigation of how cooling effects and resolution impact our results.376
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