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Intro: 

How should we think about cybersecurity? This is a question that society is going to be 

forced to answer. Over the last 80 years, America has had to wrestle with the implications of 

being the world’s most powerful military. There is currently a battle being fought over who will 

become the most dominant power in cyberspace. We know that the US spends billions of dollars 

on cybersecurity and their spending is likely matched by other countries(Sanger et al., 2020, 

paras. 1-2). China, North Korea, and Russia have all been linked to major domestic cyber-attacks 

in the last 5 years(Eichensehr, 2017, p. 530). It is unclear what the U.S.’s long-term tactics for 

dealing with these threats will be but currently, there is no system for regulating the cyber assets 

currently used. These assets, which can take the form of vulnerabilities in software available to 

the public, do not have to be disclosed to the companies who created the software. In my STS 

thesis, I will investigate the ethical responsibility government agencies have to disclose the 

threats they discover. In addition to discussing cyber threats on a macro-scale, it is important to 

look at the technologies that play a role in identifying and protecting against them. Machine 

learning (ML) is a technological framework that has been successfully applied to many 

challenging computing problems. In my technical thesis, I will explore how this technology can 

be applied to protect networks. 

  

 

Technical: 

Machine learning is not a new field. In fact, since the dawn of computing, researchers 

have attempted to simulate the critical thinking of human beings. In his 1950 paper Computing 

Machinery and Intelligence, Allan Turing outlined the framework that all successive computers 



would use. He described his Turing machines as being able to “carry out any operation which 

could be done by a human computer”(Turing, 1950, p. 435). However, in the last couple of 

years, due to increased access to computational resources and new frameworks, machine learning 

has been applied to more areas than ever before. While some of these areas, such as computer 

vision and autonomous driving have proved to be fertile ground for ML, cybersecurity has not 

seen the technology take hold as readily. Endpoint protection is the process of identifying 

potential risks on network entry points such as desktops and mobile devices(What Is Endpoint 

Security?, n.d., para. 2). I think that this area of cybersecurity has the potential to be a good 

application for ML as it involves analyzing large datasets. For my technical thesis, I will perform 

a literature study on endpoint protection using machine learning. Through this process, I will 

identify the work that is currently being done in this space, identify areas for future research, and 

try to determine what challenges face researchers attempting to apply machine learning in this 

area.  

Currently, endpoint security is done primarily using Antivirus software. The problem 

with this approach, as identified by Raff (2017), is that antivirus relies on identifying patterns it 

has seen before but is not able to flag new malware even if it uses the same functionality (p. 1). 

This means that current antivirus software can be a brittle defense. Machine learning techniques 

have been applied by researchers to malware identification with great success. These techniques 

break down into two categories: those that can be extracted from bytecode and those that run in a 

“sandbox” to identify malware(Le et al., 2018, p. 2). I will perform an analysis of the efficacy of 

these two categories and explain how they are currently being implemented. 

The biggest challenge to applying ML to cybersecurity comes from its black-box nature. 

The autonomous capabilities, while offering increased scalability, may also be a threat. The 



absence of human supervision may facilitate attackers to use techniques that are custom designed 

to take advantage of blind spots in the ML system(Apruzzese et al., 2018). This is the major 

drawback to using ML in cybersecurity. Another challenge facing ML researchers is gathering 

data to train their models on. Using a data sample that overemphasizes one risk type can result in 

models that do the same. This is a major issue and there are researchers working to create 

comprehensive data sets and testing systems for new malware classification systems(Pendlebury 

et al., 2018, p. 12).  

 The purpose of this technical thesis is to create an easy introduction to the current 

research in machine learning applied to endpoint protection. Hopefully, this will prompt those 

with ML experience to apply their knowledge to the field of cybersecurity. Additionally, I would 

hope people with cybersecurity backgrounds will feel empowered to use the tools of ML in their 

own work.  

 

STS: 

Cyber assets have become weapons of mass destruction. In May of 2017, the WannaCry 

ransomware attack was launched by a group of hackers backed by the North Korean government. 

It was one of the most high-profile and damaging cyberattacks in history, affecting more than 

200,000 computers and resulting in millions of dollars in damages. The system, which targeted 

older versions of Microsoft operating systems, had been developed by the United States National 

Security Agency several years prior but had not been disclosed to the vendor. It had been stolen 

and leaked by a group of international hackers. Through the efforts of security researchers 

around the world, Microsoft was able to ship emergency patches to their systems, but substantial 

harm had already been done. In the aftermath of the attack, Microsoft released a statement saying 



“ we need governments to consider the damage to civilians that comes from hoarding these 

vulnerabilities and the use of these exploits”(The Need for Urgent Collective Action to Keep 

People Safe Online, 2017, para. 3).  

Clearly, to the leadership at Microsoft, the WannaCry attack was an example of 

governmental overreach. They, and many others, called for reform in the wake of the attack 

(Kesan & Hayes, 2016, p. 755). It became clear that there was a lack of faith in government 

agencies to discern when to disclose exploits they had discovered. However, the fact remains that 

these assets were stockpiled for a reason. If the NSA were to alert software vendors of every 

security vulnerability they find, they would be limiting their own ability to perform offensive 

cyber-attacks. Wicker describes the choices presented to security agencies through the familiar 

lens of the trolly problem. By not disclosing software vulnerabilities, the agencies can use the 

unpatched attack vector to invade the infrastructure of our nation’s enemies, keeping us safe. 

However, with this option, it is possible for other actors to discover the same vulnerability and 

use it to further their own agendas. By disclosing vulnerabilities to software vendors, the security 

agencies ensure it will be harder for other actors to use this vulnerability in the future. This 

option does not give the agencies the strategic advantage they might have had if the vulnerability 

had not been disclosed. This is the core of the issue that I hope to discuss in my STS prospectus. 

In my research on this topic, I have come across many interesting framings of the 

problem. Most of the viewpoints I have read on the issue of vulnerability disclosure can be 

divided into two ethical camps. The two views I have come across can be described as 

consequentialist and non-consequentialist.  

The consequentialists argue that the optimal decision is the one that results in the most 

overall happiness. Thus, there is not an answer to the question of to stockpile or not to stockpile. 



The voices in this camp tend to believe that the way to determine whether a vulnerability should 

be disclosed is to weigh its potential benefit against its potential danger. This normally involves 

the creation of a scoring system, such as the one proposed by Pell & Finocchiaro (2017, p. 1565). 

The non-consequentialists believe that all vulnerabilities should be disclosed. In this way, 

they avoid any of the calculated risks taken by the utilitarian consequentialists. This argument is 

articulated by Wicker (2017) when he writes that the non-consequentialist approach “offers more 

traction, capturing our ethical intuition regarding the public risk that many think is inherent in 

zero-day exploits in particular and cyber warfare in general”(pg. 103).  

In my analysis of these topics, I think that it will be important to contrast these two 

ethical frameworks. Another facet of this topic that I would like to explore is the way policy is 

currently being implemented and how this implementation could improve. Currently, when 

government agencies discover or purchase zero-day vulnerabilities they do not have a protocol 

for deciding when to disclose these vulnerabilities. During the Obama administration, the 

government created a system to try to analyze vulnerabilities called the Vulnerability Equities 

Process (VEP) but in its current form “there are no hard and fast rules governing the 

VEP”(Schwartz & Knake, 2016, p. 2).  

 

 

 Conclusion: 

 It is important for people to feel secure in cyberspace. It seems as though the trend 

toward digitizing all sensitive information will only continue. This poses important cybersecurity 

issues. It will be important to create robust systems that can detect dangerous files. Currently, the 

onus is on individuals to have good cybersecurity practice but hopefully, with the help of ML-



powered endpoint security, we can protect those most vulnerable to cyber-attacks. By explaining 

the current state of the technology, it may inspire individuals to consider working on problems 

they had not considered before. Going forward, it will also be important to consider the ethical 

implications of our national cybersecurity policies. This is an area that many people are not 

aware of. By drawing attention to the ethical issues facing security organizations, I hope to spark 

debate about the types of disclosure policies that should be implemented.  
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