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Abstract

Supported by rapid innovations in machine learning, signal processing, and internet of things technologies, the concept of passive sensing is redesigning almost every aspect of our lives. Innovating novel, low cost and noninvasive sensing techniques to model/identify human events (i.e., emotions, mental disorder, etc.) has become one of the core research interests. Advancement in passive sensing has made the development and operation of complex human health monitoring systems technically feasible. Automated and passive human event sensing can improve assessment and treatment of mental disorders, monitoring and care of patients suffering from agitation, dementia or stroke rehabilitation, extensively reduce the work-load of caregivers, and provide more timely and accurate responses to crisis.

Sound is ubiquitous in the expression of human events and its surrounding environment. According to multiple studies, sound as a modality conveys bio markers of our mental and behavioral states or events. The major scopes of research on human audio event detection are: detection of speech emotion, assessment of mental disorders, behavioral and ambient human event detection. Despite the rapid growth of interest in audio sensing for health applications in recent years, yet, accuracy of detection or modeling human verbal events is far from desirable to have any practical implication. This is due to some open challenges, such as, distortion of acoustic features with variation of speaker to microphone distances, unavailability of strongly labeled audio data, expression of verbal events through consolidation of prosody and context of speech, ambiguity in lexical speech content, limitation of available training data, etc.

In this dissertation, I will present my recent and ongoing research to demonstrate that development and application of novel and adaptive feature engineering approaches, such as, adaptive feature selection, synthetic data generation, and effective feature representation generation, can address the open challenges of human vocal event detection in the scope of health monitoring. With this goal in mind, we have built four automated vocal event detection frameworks that addresses the open challenges in the four major scopes of interest.

Our Distant Emotion Recognition (DER) approach addresses the challenge of acoustic feature distortion due to distance, by a novel distant feature selection approach and a novel, feature modeling/engineering approach, named Emo2vec. A comprehensive evaluation, conducted on two acted
datasets (with artificially generated distance effect) as well as on a new emotional dataset of spontaneous family discussions (38 participants) with audio recorded from multiple microphones placed in different distances, showed presented DER approach achieves a 16% increase on average in accuracy compared to the best baseline method.

This thesis presents a novel weakly supervised learning framework for detecting individuals high in symptoms of mental disorders by addressing the challenge of having weakly (i.e., not well annotated) labeled audio data. Our solution presents a novel feature modeling/engineering technique named NN2Vec to generate low-dimensional, continuous, and meaningful representation of speech from such audio samples, and achieves F-1 scores of 90.1% and 85.44% in detecting speakers high in social anxiety and depression symptoms.

Later, we present DAVE, a comprehensive set of verbal behavioral event detection techniques that includes combining acoustic signal processing with three different text mining paradigms to detect verbal events which need both lexical content and acoustic variations to produce accurate results. Additionally, it adapts a novel word sense disambiguation approach to detect verbal context with multiple ambiguous meanings. Following, the thesis presents a novel framework for ambient human event detection (AHED), which generates robust models for audio monitoring applications with limited available data. The solution presents Audio2Vec, a novel computationally effective feature modeling/engineering technique, and a synthetic training data generation approach from limited audio samples.

Finally, I will discuss the limitations of the presented solutions and lay out my future plans for future improvements.
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Chapter 1

Introduction

According to the U.S. Census Bureau’s 2017 National Population Projections [22] by 2030, all baby boomers will be older than age 65. This will expand the size of the older population so that 1 in every 5 residents will be in retirement age. As life expectancy increases, the number of people living with different chronic conditions and functional impairments, for instance, dementia, diabetes and the inability to manage household chores are further increasing.

The Bureau of Labor Statistics Employment Projections [24] for 2016-2026 projected that each year an additional 203,700 new registered nurses will be required. Like the populations they serve, the nursing workforce is also aging. There are currently approximately one million registered nurses older than 50 years, meaning one-third of the nursing workforce could be at retirement age in the next 10 to 15 years [62].

Other than providing healthcare services for the elderly, healthcare and health monitoring at home is also useful for patients who need constant medical care and treatment once they get back to their homes from a medical facility or hospital (i.e., mental disorder, post stroke patients, diabetes, etc.) [161, 144]. There is also a looming shortage of caregivers for continuously monitoring and checking in with large patient populations. And this has brought the adoption of automated human event sensing to the spotlight. A report by the Institute for Health Technology Transformation [70] says, Automation makes population health management feasible, scalable and sustainable. Although, automated human health event sensing and health-assessment cannot replace doctors and nurses, automated sensing and assessment can be blended into their workflows to make a wide swath of care delivery processes much more efficient and to improve productivity. It will extensively reduce the labor time, as a nurse supported by automation tools can handle a larger population of patients at one time.

Passive monitoring via human event sensing takes the notion of resident care, safety, and caregiver monitoring to a whole new level. In passive health monitoring, an automated monitoring system is employed to gather and analyze information on a range of health indicators. Residents do not need
to activate or interact with the sensors in any way. Staff can be entirely hands-off until an alert
or detection result is registered. Just as information is collected automatically, automated event
monitoring (or detection) system uses it to continuously create a dynamic picture of a residents
vital information, analyzing data over time in order to learn the patterns indicative of wellness and
those that may signify potential danger.

From the residents point of view, there is a heightened sense of independence and dignity, without
sacrificing their health and safety. Residents will experience fewer intrusions into their personal space
for check-ins and other wellbeing assessments as the staff can rely on the technical solution for routine
monitoring. For the staff, continuous monitoring relieves some of the pressure on any given shift,
ensuring an alert will sound if needed, even without constant oversight thus freeing caregivers to
allocate their time more effectively.

Moreover, families can obtain peace of mind, as well as the certainty of more open and constant
communications. Passive systems can be set to automatically notify loved ones should an event
occur, so that families can relax knowing any news that needs to reach them will do so.

However, the biggest win may very well be better clinical outcomes. Remote and passive health
monitoring is a system of interlocking technologies, including sensor technology and machine learn-
ing. It allows people to continue to stay at home rather than in expensive healthcare facilities such
as hospitals or assisted living homes. The system provides more timely responses to crises. It thus
provides an efficient and cost-effective alternative to on-site clinical monitoring.

Many of the existing health monitoring systems work based on video information. Video monitor-
ing systems are not robust against conditions, such as, low visible conditions, or obstacles. Moreover,
due to their invasiveness they are often not appropriate in private settings. While thermal infrared
sensors can be a less invasive alternative, this technology is highly dependent on temperature, and
the separation between background and foreground objects can be problematic. In contrast, audio
as a monitoring or event detection modality has the following advantages: (1) needs fewer memory
storage and computational requirements compared to video streams, hence it is more appropriate for
executing on resource constrained devices; (2) unlike cameras, microphones are omnidirectional with
no angular limitations; (3) audio event detection is robust against many environmental obstacles; (4)
audio as a modality is robust against illumination and temperature; (5) many events have distinctive
audio signatures, but little or no video counterpart; and (6) audio-based monitoring systems that
perform all the computations locally are potentially more privacy friendly than video.

Speech is the most natural and fundamental means of communication that we (humans) use
every day to exchange information. Research shows the human ability to perceive nuances in voices
is extremely sophisticated [174]. It may have offered a strong evolutionary advantage, helping our
ancestors distinguish familiar from unfamiliar voices, and perceive expressions of need and distress
that helped ensure survival. One interesting example can be the visceral reaction we have towards
a baby crying: Mothers are even more attuned to their own babys cry, especially if they have given
natural birth [184].

In fact, vocal emotion recognition even has a separate brain region from facial recognition of emotion [168]. When two people talk and truly understand each other, something quite spectacular happens: their brains literally synchronize [180]. It is as if they are dancing in parallel, the listeners brain activity mirroring that of the speaker with a short delay. This is an indicator that our vocal speech and sounds convey bio markers of our mental and behavioral states or events.

In recent years smart technologies such as smart homes, smart cars, home health monitoring and surveillance systems, etc., have become popular among consumers [145, 123]. The mass adoption of artificial intelligence in users everyday lives is also fueling the shift towards voice monitoring. The number of IoT devices such as smart thermostats and speakers are giving voice assistants more utility in a connected users life. Smart speakers, such as, alexa, google home, come with built in microphones. In most modern cars a microphone already exists in the cabin; however, it only starts there. Many industry experts even predict that nearly every application will integrate voice technology in some way in the next 5 years [13]. Hence, effective vocal event detection and assessment has a significant importance in passive home health monitoring.

1.1 Motivation

Interest in research on human audio event detection can be divided into four scopes: emotion recognition, mental disorder detection, behavioral vocal event detection, and ambient human event detection.

**Emotion Recognition** Emotion is defined, in everyday speech, as a relatively brief conscious experience characterized by a high degree of pleasure or displeasure and an intense mental activity [23]. In human interactions, information is exchanged in many ways such as body language, speech and facial expressions. Much information is implicitly interpreted from speech when people exchange information. The emotional state of a speaker is closely related to this implicit information. It may be expressed or perceived in the volume, speed and intonation of the voice. Both positive and negative emotions in our daily life directly affect our mental or emotional health [108]. Hence, emotion is a fundamental component of health. It is used when investigating people with depression, dementia, cancer, diabetes, obesity, alcoholism, and a myriad of other medical conditions.

Human emotion detection from acoustic speech signals hve significant potential due to its non-intrusive nature (compared to wearables) and pervasive reachability to sensors (compared to video based emotion recognition). Hence, in recent years speech emotion detection is receiving attention with progress of advanced human-computer interaction systems [136, 139]. Also, emotion detection has paramount importance in the entertainment industry, either for the development of emotionally responsive games or toys [76] or for the development of serious games for aiding people with problems to understand social signs [18, 58]. Additionally some potential use of speech emotion detection can
be in smart homes, e-learning [34], smart vehicles [99], etc.

In almost all existing solutions, it is assumed that the individual is next to a microphone in an environment with limited ambient noise. However, this severely restricts the monitoring time. As smart space technologies are developed there is a potential to monitor the individual at all times that they are within rooms that have microphones. This increased knowledge of an individuals' emotional state will significantly improve healthcare for these individuals. For this to work, the speech processing solutions must be able to handle the differences that occur in speech due to various distances to a microphone, with ambient noise, with overlapped conversations, with different reverberations of sound caused by room construction and furnishings, and with other realism found in the wild.

**Mental Disorder Detection** Approximately 1 in 5 adults in the U.S. (46.6 million) experience mental disorders in a given year [8]. Over one-third (37%) of students with a mental health condition age 14 – 21 and older who are served by special education drop out — the highest dropout rate of any disability group [126]. And only 41% of these people who had a mental disorder in the past year received professional health care or other services [109].

Current assessments for mental disorders such as social anxiety or depression are based on client self-report and clinical judgment and, therefore, are subject to subjective biases, burdensome to administer, and inaccessible to clients who are not motivated to visit a clinician. Clinician rating scales (e.g., Hamilton Rating Scale for Depression [64]) require training, practice, and certification for inter-rater reliability [118], and client self-reports (e.g., Social Interaction Anxiety Scale, SIAS [105]) rely on clients’ ability and willingness to communicate their thoughts, feelings, and behaviors when distressed or impaired, which can alter their ability and motivation to self-report [14]. Further, distress from these disorders is often difficult for others to detect. For example, socially anxious people rate their own social performance more critically than non-anxious people, even though their actual performance is not necessarily poorer [9, 149, 182]. This suggests that mental disorders can be salient to the person, but not evident to others. Socially anxious people’s social avoidance and safety behavior to reduce or hide their anxiety [203] also can limit others’ knowledge of their distress. Thus, relying only on subjective approaches for assessment is inadequate for reliable diagnosis, which is problematic given the high prevalence of social anxiety and depression and the vast numbers who receive no help [37]. In the United States, 50% of people with social anxiety and 22% of people with depression never talk with a provider about their symptoms [196]. Moreover, general practitioners correctly identify social anxiety and depression in only 24% and 50% of true cases [115, 202].

Health-care providers would benefit from objective indicators of mental disorders (i.e., automated assessment system), such as, social anxiety and depression symptoms that require no extensive equipment and are readily accessible and not intrusive or burdensome to complement their self-report, interview, and other assessment modalities. Indicators of social anxiety and depression symptoms could improve diagnostic clarity and treatment planning, thereby helping ensure that
people receive the most appropriate interventions. Moreover, automated symptom indicator systems that providers can assess remotely could help close the treatment gap [81] by identifying individuals who may be in need of prevention, assessment, or treatment resources, which could be delivered in person or via eHealth modalities [188]. People with social anxiety may otherwise not seek treatment because, for example, they do not know where to find it, or fear discussing their symptoms with providers [127], and people with depression may not seek treatment in part because they think they can handle or treat their symptoms on their own or do not view their symptoms as pathological [45]. Furthermore, the ability to remotely detect affective states would help providers monitor instances of high affect both between sessions and after the end of treatment. The latter is especially important given the high relapse rates for formerly depressed individuals. Such passive outcome monitoring (e.g., [72]), requiring minimal effort from the client, could help providers identify when the client is distressed and might benefit from a just-in-time intervention or prompt providers and clients to consider scheduling a booster session.

**Behavioral and Ambient Vocal Event Detection** Understanding and detection of human behavioral events are central to many domains of human endeavor. They offer a window into decoding how one is thinking and feeling. Speech and spoken language communication cues offer an important means for measuring and modeling human behavior. Observational research and practice across a variety of domains from commerce to healthcare rely on speech and language based information for crucial assessment and diagnostic information and for planning and tracking response to an intervention.

For example, studies have shown that approximately 30% -50% of patients with cognitive disorder (dementia) suffer from various forms of agitation [36, 133]. Most of the assisted living facilities rely on the nursing staff and caregivers to monitor and record actions of their patients, and one of the most important events to monitor is agitation. The medical community has defined the Cohen-Mansfield Agitation Inventory [35] which specifies a number of behavioral events for identifying whether a person is suffering from agitation. Five of the most important behavioral vocal events included in Cohen-Mansfield Agitation Inventory [35] are: cursing, constant unwarranted request for help, making verbal sexual advances, asking constant questions and talking with repetitive sentences. Additionally, Cohen-Mansfield Agitation Inventory [35] includes ambient human events, such as, crying, screaming, glass-breaking, etc. Automated detection of these events would help automated assessment and monitoring of patients suffering from agitation.

Human behavioral vocal events, such as, asking for help, cursing, etc, are conveyed through their speech signal, especially through two components: context of speech and tone of speech. Hence, acoustic analysis is significant, since studies [213] have shown that, human behaviors are consistent with specific conscious and unconscious emotion concepts. But, relying only on acoustic signal processing might result in inaccuracy since events such as, asking for help, verbal sexual advances, etc rely heavily on semantics of speech data. Hence, effective extraction and use of both semantic
and acoustic information is important to detect behavioral vocal events. Human ambient events such as baby crying, screaming, etc. can be useful in variety of applications such as automated health and home monitoring. Though there are some available datasets [137, 52, 119, 120] for ambient vocal events, the amount of labelled event data is significantly low. Limited dataset in training leads to lack of robustness of detection approach in various different environments, which is fundamental requirement for automated audio event monitoring systems.

1.2 Challenges

This thesis addresses a number of key technical challenges towards solving human vocal event detection, specifically in the scope of passive health monitoring.

**Distant Emotion Recognition** It is difficult to define emotion objectively, as it is an individual mental state that arises spontaneously rather than through conscious effort. Therefore, there is no common objective definition and agreement on the term emotion. This is a fundamental hurdle to overcome in this research area [169]. Additionally, diversity in the way different people speak and express emotions, accents, and age [155] make the task more difficult.

In a realistic indoor speech emotion recognition system, the acoustic sensors, i.e., microphones, capture speech signals originating from sources (humans) situated at various distances. Increasing source-to-microphone distance reduces signal-to-noise ratio and induces noise and reverberation effects in the captured speech signal, thus degrading the quality of captured speech, and hence the performance of the emotion recognizer. Hence, the system has to be robust against de-amplification of the signal due to variable distances, noise and reverberation. We formally call this problem a Distant Emotion Recognition (DER) problem.

**Mental Disorders: Difficult to Strong Label Audio Data** Studies have shown that prosodic, articulatory, and acoustic features of speech can be indicative of disorders such as depression and social anxiety [97, 176, 38, 51, 98, 167, 195, 175], and research on the objective detection and monitoring of mental disorders based on measurable behavioral signals such as speech audio is proliferating [55, 40, 39, 57, 181]. State-of-the-art works on detecting mental disorders or emotional states (e.g., anxious vs. calm) from audio data use supervised learning approaches, which must be “trained” from examples of the sound to be detected. In general, learning such classifiers requires annotated data, where the segments of audio containing the desired vocal event and the segments not containing that event are clearly indicated. We refer to such data as “strongly labeled.” However, diagnosing mental disorders is a complicated and time consuming procedure that requires an annotator with a high degree of clinical training. In addition, strong labeling of mental disorders in speech audio clips is impractical because it is impossible to identify with high confidence which regions of a conversation or long speech are indicative of disorder. Supervised learning, hence, is a difficult task.
CHAPTER 1. INTRODUCTION

Human events dependant on both prosody and semantic of speech In detection of behavioral vocal events from speech two factors are important: the choice of words and acoustic variation. When a speaker expresses a vocal event while adhering to an inconspicuous intonation pattern, listeners can nevertheless perceive the information through the lexical content (i.e. words). On the other hand, some verbal event conveying sentence structures share the same lexical representation with other general statements. If we try to detect a behavioral vocal event, such as, asking for help using only textual features (e.g., using similarity based text analysis and content matching), we can mistakenly identify a story about helping a kid or a discussion about helping others as asking for help. On the other hand, relying only on acoustic signal processing (e.g., temporal pattern mining in the acoustic signal) cannot recognize the situation where people do not depict any specific verbal tone while asking for help, i.e., one might ask for help in a submissive tone or in a dominant tone based on his/her mood.

Hence detection of behavioral vocal events (e.g., asking for help or verbal sexual advances) using only textual inference or only acoustic features results in high false positives and false negatives.

Ambiguity in semantic understanding of human vocal words Some vocal events are perceived from the information through the lexical content of speech. For instance, human vocal event: cursing can be detected from the transcribed text of the speech. But, some words have multiple meanings and only a subset of those meanings may indicate our targeted vocal event. Such as word: ‘dog’ can be used to describe a pet, also, it can be used as a curse word.

Limitation of Human Audio Event Data Robust human vocal event detection models have to perform well in various environments not introduced in the training phase. Also, input audio signal to noise ratio (SNR) can be very low due to variable source to microphone distances and presence of other ambient noise sources. Training a supervised model robust against unknown environments and low SNR requires sufficiently large dataset with variation of ambient sounds and signal to noise ratios.

Diagnosing mental disorders is a complicated and time-consuming procedure that that requires an annotator with a high degree of clinical training. Moreover due to the presence of personal and sensitive information in spontaneous speech data, oftentimes it is difficult to recruit real patients in such studies. Therefore, available training data for mental disorder detection is very limited.

Similarly, collecting ambient human events, such as, gunshot or baby cry in many different environments or situations is not feasible. There is no existing ambient human event dataset with large variations of background environmental sounds.

Additionally, semantic understanding or extracting textual features for behavioral vocal events, such as, cursing, asking for help requires contextual (text) labeled datasets. There are no existing such datasets.

Hence we need human audio event detection approaches that generate robust models with limited available data.
1.3 Feature Engineering or Modeling

Feature engineering, also known as feature modeling, is the process of constructing new feature representation from existing data to train a machine learning model. Feature engineering is about creating new input feature representation from the existing ones. Feature engineering isolates and highlights key information, which helps the classification algorithms ‘focus’ on what’s important. This step can be more important than the actual model used because a machine learning algorithm only learns from the data we give it, and creating features that are relevant to a task is absolutely crucial [42]. The feature engineering efforts mainly have three goals:

- Preparing the proper input dataset, compatible with the machine learning algorithm requirements.
- Generating effective feature representations highlighting and emphasizing key information that makes classification task easier.
- Improving the performance of machine learning models.

1.4 Thesis Statement

This dissertation investigates the following hypothesis:

By applying novel and application adaptive feature engineering approaches, such as, adaptive feature selection, synthetic data generation, and effective feature representation generation, we can address the open challenges of human vocal event detection and significantly improve system accuracy in realistic health-care and health monitoring applications.

1.5 Contributions

The main contributions of this dissertation are the following:

- The majority of the speech features typically used in vocal event classifiers significantly distort with increase of speaker to microphone distances. Hence, using these features complicate and deteriorate the ability to detect the verbal audio event across variable distances. To address this challenge of feature distortion due to variable speaker distance, noise and reverberation, we develop a distant feature selection approach to identify features not significantly affected by distance. Since these features are robust across distance, their distortion with distance is minimal, hence the reduction of accuracy due to distance is reduced (section 3.1). Our evaluation in section 3.4.1 shows, the elimination of distorted features improves 12.1% accuracy and 14% recall for distant emotion recognition compared to the best baseline state-of-the-art solution.
• The modeling/engineering stage of an speech analysis system develops a representation of the speech that reflects the speech information for that specific task. Each small segment of speech represents a state, and audio event is represented by the progression of speech through various states. This dissertation presents a novel Emo2vec feature modeling/engineering approach (section 3.2) that assigns a similar vector to the small frames (speech states), which appear in a similar context for a specific emotion. The vectors from the small frames represent the states of speech from the small segments. This representation of states makes differentiation between the states indicative to a specific emotion from the other emotions easier. According to the evaluation in section 3.4.1, Emo2vec approach achieves 10.55% higher accuracy and 11.07% higher recall for distant emotion recognition, compared to the baseline feature modeling approach: word2vec model.

• A novel weakly supervised learning framework is created for detecting individuals high in symptoms of mental disorders (i.e., social anxiety and depression) from weakly labeled audio data, adding a practical complement to health-care providers’ assessment modalities. To our knowledge, no previous research has identified individuals high in symptoms of a mental disorder from weakly labeled audio data.

• A novel feature modeling/engineering technique named NN2Vec (section 4.1.3) to generate low-dimensional, continuous, and meaningful representation of speech from long weakly labeled audio data. NN2Vec identifies and exploits the inherent relationship between audio states and targeted vocal events. Identifying individuals high in mental disorder symptoms using NN2Vec achieved on average F-1 scores 15% higher, than those of the other baseline feature modeling techniques (sections 4.4.1 and 4.5).

• A novel multiple instance learning (MIL) adaptation of bidirectional long short term memory classifier, named BLSTM-MIL (section 4.2.1) is developed. It is a sequential deep neural network solution that comprehends the temporal properties in speech while also being adaptive to noise in weakly labeled long audio data. Identifying individuals high in mental disorder symptoms using BLSTM-MIL (with NN2Vec features) achieved on average F-1 scores 6.8% higher, than those of the other baseline classifiers (using NN2Vec features). (section 4.4 & 4.5)

• There is no existing dataset that contains spontaneous speech labeled with speakers high in social anxiety. To evaluate our weakly supervised learning framework, we built a dataset consisting of 3-minute samples of weakly labeled spontaneous speech from 101 participants. The study was conducted under the supervision of a licensed clinical psychologist and researcher with expertise in anxiety disorders. A total of 101 participants ranging from 17 to 18 years of age (M = 19.24, SD = 1.84) completed the study in exchange for course credit or payment. Our approach (i.e., BLSTM-MIL classifier with NN2Vec features) achieves an F-1 score of
90.1% in detecting speakers high in social anxiety symptoms, that is 20% higher compared to the best baseline solution. (section 4.4)

- DAVE, an automatic and comprehensive set of techniques (section 5.1) was developed for detecting 5 behavioral vocal events based on both extending various algorithms and combining acoustic signal processing with three different text mining paradigms. We have evaluated DAVE on 34 real agitated elderly (age varies from 63 to 98 years) dementia patients across 16 different nursing homes. We also solve the challenge that dementia patients mumble, speak in low volume and don’t articulate words well. (Section 5.3).

- None of the previous state of the art studies has addressed the verbal events: asking for help and verbal sexual advances. We are the first to show that detection of these two vocal events depends both on the acoustic signal and the semantics of the speech. We present a new approach to detect these behavioral vocal events dependant on both prosody and semantic of speech using combination of the acoustic signal processing features and statistical text data mining techniques. Using such a combined feature set we achieve a detection accuracy of 93.45% for asking for help and a detection accuracy of 91.69% for verbal sexual advances.

- Design and implement a modified version of the adapted Lesk algorithm (section 5.1.2) which considers a word’s sense, to detect curse words with multiple ambiguous meanings. Using this approach, we have detected cursing with 31% higher accuracy compared to the baseline solution. (section 5.2.3)

- To address the challenge of having small available audio event datasets, we develop an audio mixture synthesizer, that generates a large synthetic mixture of labeled isolated audio event clips and various environmental audio clips. Using this automated generalized approach, it is possible to generate any number of well labeled positive and negative synthetic data samples (this can be applied to any audio event with a small available dataset). (section 6.1)

- A novel computationally effective feature modeling/engineering technique, named Audio2Vec (section 6.2.1 & 6.2.2) was invented. The generated representations by Audio2Vec are robust against environmental noise, reverberation, and de-amplification of sound due to distance. Moreover, it identifies and exploits the inherent relation between audio states and targeted audio events. As a result, Audio2Vec features can be used with much shallower (less layers & network parameters) neural network classifiers, and achieves significantly higher accuracy compared to the baseline feature representations typically used with much deeper neural networks. Also, shallow networks (for classification) have less execution time which makes them more suitable for real-time audio event detection systems on resource constrained devices. Using the Audio2Vec feature representation we achieve on average 10.3% higher $F_1$ score compared to the best baseline approach for automated ambient human events detection (section 6.3.2).
1.6 Organization of the Dissertation

The rest of the dissertation is organized as follows:

- Chapter 2 presents the state-of-the-art in technologies related to human vocal event detection.

- Chapter 3 presents a novel solution for Distant Emotion Recognition, addressing the key challenges by identification and deletion of features from consideration which are significantly distorted by distance, creating a novel, called Emo2vec, feature modeling/engineering and overlapping speech filtering technique, and the use of an sequential classifier to capture the temporal dynamics of speech states found in emotions.

- Chapter 4 presents a novel weakly supervised learning framework for detecting individuals high in symptoms of mental disorders. Moreover, it presents a novel feature modeling/engineering technique named NN2Vec (section 4.1.3) to generate low-dimensional, continuous, and meaningful representation of speech from long weakly labeled audio data.

- Chapter 5 presents DAVE, a comprehensive set of verbal behavioral event detection techniques that extracts textual features from transcribed speech as well as extracts acoustic signal features from respective speech portion. Both of the textual and acoustic signal features are used to discriminate the verbal behavioral events from others.

- Chapter 6 presents a novel framework for ambient human event detection (AHED), which generates robust models for audio monitoring applications with limited available data. It presents Audio2Vec, a novel computationally effective feature modeling/engineering technique. Moreover, the generated AHED systems are real-time executable on resource constrained devices.

- Chapter 7 concludes the thesis by summarizing the contributions and describing the future work.
Chapter 2

Related Work

This chapter presents the state-of-the-art in technologies related to human vocal event detection.

2.1 Raw Acoustic Features

Human event detection systems from speech can be split into three parts: feature extraction, modeling/engineering, and classification. Several combinations of features have been investigated for vocal event detection. These features can be divided into two groups according to their time span: low-level descriptors (LLDs) are extracted for each small time frame (16-45 ms is typical), such as Mel-frequency cepstral coefficients, energy, zero crossing rate, pitch, spectral centroid, reduced speech, and reduce vowel space [166, 63, 163, 48, 179, 38, 144, 27]. By contrast, high-level descriptors (HLDs), such as the mean, standard deviation, quartile, flatness, or skewness, are computed using the LLDs extracted for the whole audio signal or for an audio segment covering several frames [148, 165, 163, 194, 44, 26].

2.2 Feature Modeling or Engineering

The feature modeling/engineering stage of an emotion recognition system must obtain a representation of the speech that reflects the emotional information. Depending on the features used, different feature modeling/engineering approaches can be found in the literature. When dealing with LLD, different techniques have been borrowed from other speech recognition tasks, such as supervised and unsupervised subspace learning techniques. Many of these modeling techniques apply windowing to the speech. Recent studies on speech signal processing, achieved improvement on accuracy using the i-vector representation of speech [79, 56]. The i-vector extraction, which was originally developed for speaker recognition, consists of two separate stages: UBM state alignment and i-vector computation. The role of UBM state alignment is to identify and cluster the similar
acoustic content, e.g., frames belonging to a phoneme. The purpose of such alignment is to allow the following i-vector computation to be less affected by the phonetic variations between features. However, the existence of noise and channel variation could substantially affect the alignment quality and, therefore, the purity of extracted i-vectors. The i-vector technique estimates the difference between the real data and the average data and with variance of noise, speaker to microphone distance and reverberation, this difference becomes inconsistent. Additionally, majority portions of positive samples in weakly labeled audio data are actually average or noisy data, that I-vector can not differentiate. Hence, I-vector computation performs poorly on weakly labeled data.

Recently the audio-codebook model [129, 150] has been used to represent the audio signal in windows with “audio words” for vocal event detection. Several studies on text (e.g., word2vec) and language model representations [59, 153, 19, 111] have used various structures of shallow neural networks (one or two hidden layers) to model features. This study considers audio-codebook approach and word2vec approach as baseline feature modeling techniques.

2.3 Emotion Recognition

Various types of classifiers have been used for speech emotion detection, including hidden Markov models [92], Gaussian mixture models [216], support vector machines (SVM) [10], k-nearest neighbor [152] and many others [146].

Recently, deep learning has revolutionized the field of speech recognition. A deep learning approach called, ‘Deep Speech’ [65] has significantly outperformed the state-of-the-art commercial speech recognition systems, such as Google Speech API and Apple Dictation. With the Deep Learning breakthrough in speech recognition a number of studies have emerged where Deep Learning is used for speech emotion recognition. Linlin Chao [25] et al. use Autoencoders, which is the simplest form of DNN. Another form of Deep Neural Networks is the Deep Belief Networks, which use stacked Restricted Boltzmann Machines (RBMs) to form a deep architecture. [25] tested DBNs for feature learning and classification and also in combination with other classifiers (while using DBNs for learning features only) like k-Nearest Neighbour (kNN), Support Vector Machine (SVM) and others, which are widely used for classification.

With success in speaker ID and speech transcription using i-vector and deep learning, a study [215] used a combination of prosodic acoustic features and the i-vector features and used Recurrent Neural Network to detect speech emotion. We use this solution as one of the baselines. A recent study [191] proposed a solution to the problem of context-aware emotional relevant feature extraction, by combining Convolutional Neural Networks (CNNs) with LSTM networks, in order to automatically learn the best representation of the speech signal directly from the raw time representation. CNNs are mostly used in image recognition. This is because, when dealing with high-dimensional inputs such as images, it is impractical to connect neurons to all neurons in the previous volume because
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such network architecture does not take the spatial structure of the data into account. Convolutional networks exploit spatially local correlation by enforcing a local connectivity pattern between neurons of adjacent layers: each neuron is connected to only a small region of the input volume. Hence, CNNs are mostly applicable to high-dimensional data. Furthermore, these papers do not consider speaker distance, reverberation or noisy speech. We used this solution as one of our baselines.

Though there is no existing work which addresses the Distant Emotion Recognition (DER) problem, however there are a few works on emotion detection from noisy speech [147, 212, 187]. [147] claims that a work is in progress for emotion detection from noisy speech without any details of their approach. [187] used CFSSubsetEval with bestfirst search strategy feature selection technique to identify features with high correlation with the class, but low correlation among themselves. We use the solution of [187] as one of our baselines.

OpenSMILE is the most extensively used open source feature extraction toolkit. We extract 6552 features, as 39 functionals of 56 acoustic low-level descriptors (LLD) related to energy, pitch, spectral, cepstral, mel-frequency and voice quality, and corresponding first and second order delta regression coefficients according to the most recent INTERSPEECH Computational Paralinguistic Challenge baseline set [170] with the openSMILE toolkit [49]. We train SVM classifiers taking these features as input for emotion recognition (according to [170]). These SVM classifiers with the INTERSPEECH 13 feature set is one of our baselines.

2.4 Mental Disorder Detection

With the recent success of deep learning approaches in speech recognition [65], research on audio event detection studies is shifting from conventional methods to modern deep learning techniques [25, 90]. Several studies [73, 156, 80] have used the convolutional neural network (CNN) to identify the presence of vocal events. The CNN learns filters that are shifted in both time and frequency. Using these filters, the CNN exploits spatially local correlation by enforcing a local connectivity pattern between neurons of adjacent layers: Each neuron is connected to only a small region of the input volume. However, conventional CNNs fail to capture long temporal context information. We consider the CNN as another baseline.

Several studies on detecting emotion and mental disorder from speech [158, 215, 91, 100] have shown that temporal properties in a speech signal provide important information about emotion and mental disorder and have used sequential classifiers such as the recurrent neural network (RNN) and the long short term memory classifier (LSTM). Both the RNN and the LSTM have feedback loops that let them maintain information in “memory” over time. But the LSTM outperforms the RNN [30], as it does better at avoiding the vanishing gradient problem and captures longer temporal context information. Given that LSTM performs better for long audio data, we consider the bidirectional LSTM as a baseline.
CHAPTER 2. RELATED WORK

Some recent studies [100, 95] have combined a CNN feature extraction architecture with sequential LSTM, an approach named CNN-LSTM that can learn to recognize and synthesize sequential dynamics in speech. In the CNN-LSTM, the CNN acts as the trainable feature detector for the spatial signal. It learns features that operate on a static spatial input (windows) while the LSTM receives a sequence of high-level representations to generate a description of the content. We consider the CNN-LSTM as a baseline.

Due to the presence of label noise (discussed in section 4.2.1), conventional neural networks fall short of generating an optimal solution when trained on weakly labeled data. To generate a deep neural network solution that captures the temporal properties in speech while also being adaptive to noise, we developed a MIL adaptation of BLSTM (BLSTM-MIL). Although no study has used weakly supervised learning to identify vocal events in weakly labeled speech data, several recent studies [86, 75, 183, 87] have detected rare environmental sound events (e.g., car horn, gun shot, glass break) from weakly labeled audio clips (where the event is a small fraction of a long environmental audio clip). Two of these studies [86, 87] used MIL approaches, the mi-SVM and the deep neural network-based MIL (DNN-MIL), for environmental audio event detection. We consider the mi-SVM and the DNN-MIL as baselines (section 4.4.1 and table ??).

Some recent studies on social anxiety and depression monitoring systems [21, 29, 189] have used smartphone sensors, text information, call information, and GPS data to understand how depression or social anxiety levels are associated with an individual’s mobility and communication patterns. To our knowledge, no study has identified whether a speaker belongs to a high versus low social anxiety group or is experiencing an anxious versus calm vocal state from audio data. Although two prior studies [201, 200] have found a strong correlation between vocal pitch (F0) and social anxiety and one study [89] has shown that pitch (F0) and energy are indicative of state anxiety, we used pitch and energy as two of our LLDs.

No study on the detection of depression from speech audio signals [55, 40, 39, 57, 181] has applied weakly supervised learning approaches to weakly labeled audio data. These studies have used LLDs [57, 181] such as pitch, RMS, MFCC, and HNR as features and SVMs [122, 181], hidden Markov models [40], and linear support-vector regression models [57] as supervised learning classifiers. A depression detection approach evaluated on the DAIC-WOZ database [193] used I-vector features with an SVM classifier. Recently, another depression detection study [100] named DepAudioNet evaluated on this database applied a CNN-LSTM classifier using LLD. We consider the two most recent depression detection approaches evaluated on the DAIC-WOZ dataset [122, 100] as baselines.

This study considers the I-vector, audio-codebook, and Emo2vec feature modeling techniques as baselines for comparison (sections 4.4.1 and 4.5).
2.5 Behavioral Vocal Events

Previous works on questions detection considered both textual features and acoustic features. Since, verbal questions detection is a language specific problem several studies from different languages have explored different acoustic features. Pitch, energy, duration and the fundamental frequency have been explored to detect French questions [143, 128], where energy and fundamental frequency were used as features to detect Arabic questions from speech. A recent study [186] has detected English questions with 87.1% precision using pitch, energy and the fundamental frequency.

To utilize the linguistic content of speech some recent studies used textual features in addition to acoustic features for questions detection. [78] combined acoustic features with key words. Unigram, bigram and trigrams, start and end utterance tags, parse tree representation of syntax, etc. have been used as textual features in addition to acoustic features in questions detection from English, French and Vietnamese utterances [142, 20, 103]. A recent study [128] on French questions detection has combined language model features extracted from speech text with acoustic features (duration, energy and pitch) with 75% accuracy.

Bag-of-word features (tf-idf and language model) has not been evaluated for questions detection from English speech utterances. According to our knowledge we are the first to combine acoustic features with unigram and bigram bag-of-word features from speech content to detect questions from English utterances.

According to our knowledge we are the first to detect verbal events: asking for help and verbal sexual advances. There has been a work on English curse detection from twitter data [197], which detects cursing using predefined key (curse) word matching. Hence, this work can not address the challenge of ambiguous curse word detection with multiple meanings. According to our knowledge we are the first to detect curse words with multiple ambiguous meanings from English speech utterances.

There are noninvasive systems used by physicians, that monitor agitated behaviors in dementia patients [116]. There is research that attempts to detect complex agitated behaviors using video data [54]. Also, research has been done for the diagnosis of mild cognitive impairment (MCI) or early dementia using audio-recorded cognitive screening (ARCS) [171]. There is research to detect agitated physical behavior using the skeleton data collected from the Kinect sensor. The focus of that research was to identify agitated activities such as kicking, punching, and pushing [124]. We are the first to detect 5 agitated verbal behaviors from speech and evaluated on real agitated elderly suffering from dementia.

2.6 Environmental Human Events

Several combinations of features and classifiers have been investigated for AHED tasks. From low level audio features, such as Zero Crossing Rate (ZCR) [15], to middle level features, such as Mel-Frequency Cepstral Coefficients (MFCC) and Perceptual Linear Predictive (PLP) [125, 163], and to
high level feature descriptors, such as MPEG-7 [125], these different features and their combination have been used to represent acoustic events.

Clavel et al. [31] propose a Gaussian Mixture Model (GMM) and Maximum A Posteriori (MAP) decision rule-based gunshot detection approach using short-time energy, Mel-Frequency Cepstral Coefficients (MFCC) and spectral statistical moments as features. Vacher et al. [192] also adopt a GMM classifier, with wavelet-based cepstral coefficients as features, for the detection of screams and broken glass. Rouas et al. [154] use MFCC features and a combination of the GMM and Support Vector Machine (SVM) classifiers for detecting screams in outdoor environments. Their method uses an adaptive thresholding on sound intensity for limiting the number of false detections. Sharan et al. [172] evaluates the audio event detection performance of classification techniques for multi-class support vector machines in various noise conditions.

Peter et al. [190] present a car AHED approach using MFCC features that was evaluated on 100 audio clips for each of the events with different signal to noise ratios. Hussein et al. [74] introduce an AHED for smart homes exploring energy, pitch, ZCR, spectral features, MFCC features and K-nearest neighbor (KNN) and SVM classifiers. Nandwana et al. [121], utilized GMM, GMM mean super-vectors and the I-vector framework for an in car AHED. This work was evaluated on 100 audio clips for each of the audio events. Our evaluation considers this I-vector representation as one of the baseline feature representation approaches to which we compare. All these works evaluate on limited acted datasets. Morfi et al. [117] used weakly supervised learning [159] to detect audio events from weakly labeled training data. In contrast, the focus of this study is to use available strong labeled audio data to generate a robust real-time AHED solution.

Recently, research on audio event detection studies are shifting from conventional methods to modern deep neural network approaches [107, 90]. Several studies [185, 88, 130] have used Convolutional Neural Networks (CNN) with a large input field to identify the presence of an audio event in a large audio clip. CNN learns filters that are shifted in both time and frequency, hence can cover a large input field. Our evaluation considers CNN as one of the baseline classifier approaches.

In recurrent neural networks (RNNs), information from previous time steps can in principle circulate indefinitely inside the network through the directed cycles, where the hidden layers also act as memory. Hence, an RNN can capture comparatively long temporal context information. Parascandolo et al. [131] propose an audio tagging approach based on bi-directional long short term memory (BLSTM) and evaluate 60 different sound events detection in 103 real life recording clips. Marchi et al. [102] and Wang et al. [199] also apply an LSTM classifier on limited audio data for AHED. Our evaluation considers a bi-directional LSTM as one of the baseline classifier approaches.
Chapter 3

Distant Emotion Recognition

It is difficult to define emotion objectively, as it is an individual mental state that arises spontaneously rather than through conscious effort. Therefore, there is no common objective definition and agreement on the term emotion. This is a fundamental hurdle to overcome in this research area [169]. Additionally, diversity in the way different people speak and express emotions, accents, and age [155] make the task more difficult. However, when speaker to microphone distance increases (as opposed to when the microphone is right next to the speaker), it adds further complexity to the emotion detection problem due to room reverberation, noise, and de-amplification of speech. A realistic emotion detection system which is deployed in open environments such as homes, captures sound waves from distant sources (human subjects). We formally call this a Distant Emotion Recognition (DER) problem. This chapter addresses the DER problem by presenting new solutions for LLD feature selection and feature work/engineering, as well as using a LSTM classification technique to exploit the temporal information across low-level speech states represented by minimally distorted features.

The contributions of this DER work are:

- The majority of the speech features typically used in vocal event classifiers significantly distort with increase of speaker to microphone distances. Hence, using these features complicate and deteriorate the ability to detect the emotional state across variable distances. In our solution we have identified 48 low-level descriptor features which do not significantly distort across variable speaker to microphones distances. We use these features as core elements of the overall solution.

- As shown in figure 3.1, we segment an audio clip into overlapping small frames and extract these 48 robust low-level descriptor features (LLD) from them. Each small segment of speech represents a state and an emotion is represented by the progression of speech through various states. We develop a novel *Emo2vec* feature modeling/engineering approach (section 3.2) that
assigns a similar vector to the small frames (speech states), which appear in a similar context for a specific emotion. The vectors from the small frames represent the states of speech from the small segments. In addition, we exploit temporal dynamics of these states which provides rich information for speech emotion. The temporal information in our emotion detection approach is used through a long short term memory classifier (LSTM), where the sequence of vectors (from small frames using Emo2vec feature modeling) are used as input.

Figure 3.1: Overview of our approach

- Most of the existing approaches to automatic human emotional state analysis are aimed at recognition of emotions on acted speech. A common characteristic of all the existing acted emotional speech datasets is that all of them are made of clean speech recorded by closely situated microphones, often in a noise-proof anechoic sound studios. All the existing speech emotion recognition results are based on these clean speech recordings and, hence, these results are inaccurate in a real world environment where acoustic sensors are likely to be situated far from the speakers. To evaluate our approach on speech with various levels of reverberation and de-amplification (generally due to distance and the environment), we used two acted emotion datasets (section 3.4.1). We trained our model on clean training data and evaluated on disjoint modified test data (by introducing various reverberation and de-amplification effects). Through this evaluation we achieved 90.64%, 89.41% and 90.88% accuracy and 92.7%, 90.66% and 90.86% recall for emotions happy, angry and sad, respectively, which is 10.5%, 9.7% and 10.3% improvement in accuracy (and 10.2%, 12.2% and 15.85% improvement in recall) compared to the best baseline solution. (section 3.4.1)

- The fact that acted behavior differs in audio profile and timing from spontaneous behavior has led research to shift towards the analysis of spontaneous human behavior in natural settings
There is no existing spontaneous human emotion speech dataset with audio recorded from multiple microphones placed at different distances. Hence, we have built a new emotional dataset of spontaneous family discussions (Collected from 12 families, a total of 38 people) where the audio was collected from 3 different distances: 2.25, 3 and 5.3 meters (section 3.4.2). Evaluation of our solution on this dataset shows an average 91.42%, 89.1% and 88.04% accuracy and 91.9%, 89.26% and 86.35% recall for emotions happy, angry and sad, respectively, across various distances (Table 3.6 in section 3.4.2).

One of the major challenges in the realistic conversations is overlapping of speech, which none of the previous works on speech emotion detection has addressed. This study introduces a novel overlapping speech filtering approach for the DER problem without needing expensive microphone arrays (section 3.4.2) which increases accuracy for happy and angry emotions up to 92.71% and 90.86% (92.43% and 91.21% recall), respectively, across various distances (table 3.7).

We have implemented 4 baseline solutions from the literature and compared those solutions with our solution on both acted datasets (section 3.4.1) and our newly created spontaneous family discussion dataset (section 3.4.2). According to our evaluation our novel overall DER solution achieves approximately 16% increase in accuracy compared to the best baseline method.

3.1 Challenges and Solution: Feature distortion

With the increase of speaker to microphone distance, recorded signals start to distort compared to the original signal due to de-amplification of the signal, reverberation and ambient noise of the room. The amount of distortion depends on the speaker to microphone distance, the acoustic properties of the room and the amount of noise. To address this challenge our solution is to identify features not significantly affected by distance. Since these features are robust across distance, their distortion with distance is minimal, hence the reduction of accuracy due to distance is reduced. To measure the distortion of a feature across distance $d$ we use the equation 3.1 where $f_0$ and $f_d$ are the feature values for a clean signal and signal from distance $d$, respectively.

$$\text{distortion}_d = \left| \frac{f_0 - f_d}{f_0} \right| \times 100\%$$

(3.1)

The following subsections discuss the data collection strategy for our experiment, the extracted features and the identification of robust features from low-level descriptor frames.
3.1.1 Controlled Lab Experiment

We recruited 12 people to read scripts in a controlled lab experiment. We used a VocoPro UHF-8800 Wireless Microphone System and a transmitter, M-Audio Fast Track Ultra 8R USB 2.0, to record and transmit sound. The microphone setting is shown in Figure 3.2. It was a rectangular room and 7 microphones were placed facing the speaker. One was 0.5 meters away, three were about 1.5 meters away, two were about 3 meters away and the last one was about 6 meters away. Multiple microphones were placed at the same distances to record sound from different angles. Each microphone recorded speaker’s voice separately, but simultaneously, into 44.1kHz, 32-bit wav format files. Each speaker read 64 scripts (duration ranging from 5 to 20 seconds). All the microphones could record the speech. The purpose of this dataset is to identify robust features across distance not emotion detection.

![Figure 3.2: Microphone setting in Lab](image)

3.1.2 Select Robust Features

Based on the previous studies on acoustic features associated with emotion (section 2.1) we considered 77 low-level descriptor (LLD) features shown in Table 3.1, as well as their delta and delta-delta coefficients (total 231 features). Collected emotional speech audio clips from our controlled experiment are segmented into 25ms small frames (with 10ms overlapping). 231 LLD features typically used in emotion detection are extracted for each of these 25ms small frames. We calculated distortion considering the 0.5 meter distance microphone audio as clean speech in equation 3.1. Figure 3.3 shows the number of LLD features for various average distortion ranges. According to our evaluation all delta and delta-delta features distort more than 100%. Also, a majority of the rest of the features distort between 40% to 50% when speaker to microphone distance is 6 meters. Hence, through our evaluation we considered 48 LLD features, with less than 50% distortion through various distances to use as attributes in our DER approach. These features are 5 Mel-Frequency
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<table>
<thead>
<tr>
<th>Feature</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mel-Frequency cepstral coefficients (MFCC) 1-25</td>
<td>25</td>
</tr>
<tr>
<td>Root-mean-square signal frame energy</td>
<td>1</td>
</tr>
<tr>
<td>The voicing probability computed from the ACF</td>
<td>1</td>
</tr>
<tr>
<td>The fundamental frequency computed from the Cepstrum</td>
<td>1</td>
</tr>
<tr>
<td>Pitch</td>
<td>1</td>
</tr>
<tr>
<td>Harmonics to noise ratio (HNR)</td>
<td>1</td>
</tr>
<tr>
<td>Zero-crossing rate of time signal</td>
<td>1</td>
</tr>
<tr>
<td>PLP cepstral coefficients computed from 26 Mel-frequency bands</td>
<td>6</td>
</tr>
<tr>
<td>The 8 line spectral pair frequencies computed from 8 LPC coefficients</td>
<td>8</td>
</tr>
<tr>
<td>Logarithmic power of Mel-frequency bands 0 - 7</td>
<td>32</td>
</tr>
</tbody>
</table>

Table 3.1: Considered acoustic features associated with emotion

cepstral coefficients, voice probability, fundamental frequency, zero crossing rate, 8 line spectral pair frequencies and 32 Logarithmic power of Mel-frequency bands.

### 3.2 Feature Modeling/Engineering

The modeling/engineering stage of an speech analysis system develops a representation of the speech that reflects the speech information for that specific task. Each small segment of speech represents a state, and emotion is represented by the progression of speech through various states. In the DER problem we consider a speech signal from small frames (25ms) to represent a state of speech. The following sections introduce a representation of the speech state from a small frame that handles the small distortion of LLD features due to reverberation or speaker to microphone distance variance, as well as takes into account the relationship of a particular state with its neighbor states for each particular emotion.

#### 3.2.1 Audio to word

We use the Audio-Codebook model [129, 150] to represent the audio signal from small frames with ‘words’. These ‘words’ represent the state of speech in the small frames and are not words in the normal meaning attributed to words. In our context the Audio-Codebook words are fragments of
speech represented by features. We use the k-means clustering method to generate the audio codebook from the LLD feature representations mentioned in section 3.1.2. K-means is an unsupervised clustering algorithm that tries to minimize the variance between the k clusters and the training data. In the codebook generation step, we first randomly sample points from the audio in the training set and then run k-means clustering. The centroids of the resulting clusters form our codebook words. Once the codebook has been generated, acoustic LLD features within a certain small range of the speech signal are assigned to the closest (Euclidean distance) word in the codebook. As it might be the case that one input frame has a low distance to multiple audio words and, hence, the assignment is ambiguous, we take multiple assignments into account. As shown in the figure 3.4, the $N_c$ nearest words from codebook are assigned to a small frame.

The LLD features selected from section 3.1.2 distort up to a certain threshold with variance of speaker to microphone distance and reverberation. Our trained audio codebook places similar points in the feature space into the same words, which reduces the effect of feature distortion to a certain level.

The discriminating power of an audio codebook model is governed by the codebook size. The
codebook size is determined by the number of clusters $K$ generated by the k-means clustering. In general, larger codebooks are thought to be more discriminative, whereas smaller codebooks should generalize better, especially when LLD features extracted from small frames can distort with distance, noise and reverberation, as smaller codebooks are more robust against incorrect assignments. We have evaluated with different size of codebooks as described in our evaluation section.

### 3.2.2 Basic Word2vec Model

In this section, we present a brief description of the skip-gram model [59, 153] and in the following section discuss the novel enhancement of this model for our DER solution. The objective of the skip-gram model is to infer word embeddings (vectors) that are relevant for predicting the surrounding words in a sentence or a document, which means if two different words have very similar ‘contexts’ (i.e., words which appear around them frequently in training), their vectors are similar.

More formally, given a sequence of training words $w_1, w_2, \ldots, w_T$, the objective of the skip-gram model is to maximize the average log probability, shown in equation 3.2

$$\frac{1}{T} \sum_{t=1}^{T} \sum_{-c \leq j \leq c, j \neq 0} \log p(w_{t+j}|w_t)$$

(3.2)

where $c$ is the size of the training context (which can be a function of the center word $w_t$). The basic Skip-gram formulation defines $p(w_{t+j}|w_t)$ using the softmax function:

$$p(w_O|w_I) = \frac{\exp(v'_w T v_{w,I})}{\sum_{w=1}^{W} \exp(v'_w T v_{w,I})}$$

(3.3)

where $v_w$ and $v'_w$ are the ‘input’ and ‘output’ vector representations of $w$, and $W$ is the number of words in the vocabulary.

For example, if we take two $N_v$ dimensional vectors for two words, that are randomly initialized with some values (shown in figure 3.5a), and if we add a tiny bit of one vector to the other, the vectors get closer to each other, simply by virtue of vector addition. Figure 3.5b shows this for 2 dimensional vectors $OA$ and $OB$. If we subtract a tiny bit of one vector from the other the vectors move apart by a tiny bit (shown in figure 3.5c). During word2vec training, in each step, every word (vector) is either pulled closer to words (vectors) that it co-occurs with, within a specified window or pushed away from all the other words (vectors) that it does not appear with. Word2vec training only brings together words (vectors) that are within the specified window context.
3.2.3 Novel Emo2vec model

This section introduces a new Speech Emo2vec solution, an acoustic emotion specific word2vec model, which performs more effectively than word2vec (shown in section 3.4.1) for emotion detection. The objective is to generate vectors from the LLD features extracted from small frames. These vectors are the inputs to the classifier. These new vectors for each frame are generated in a manner which indicates that if two frames appear in a similar context (i.e., similar surrounding frames) and for a specific emotion that the vectors will be similar. This representation of states makes differentiation between the states indicative to a specific emotion from the other emotions easier.

According to this model for every \( N_c \) words (from codebook) extracted from a small frame \( f_i \), in the vector identification (word2vec) training, the number of neighbor words is \( 2 \times (N_c \times c) \), extracted from the left and right \( c \) windows of the frame \( f_i \). As shown in figure 3.6, if \( N_c = 3 \) and \( c = 4 \), for each word \( w_{i,1}, w_{i,2} \) or \( w_{i,3} \), the neighbor word set in the word2vec training consists of all the words extracted from \( i - b \) and \( i + b \) small frames, where \( b = 1, 2, 3, 4 \).

To achieve similar vectors for the small frames \( f_i \), which occurs in similar context for a specific emotion \( E \), we train a Emo2vec model for each of the emotions with input corpus \( D_e \). \( D_e \) is a collection of \( (w, Neighbour_w) \) pairs, that occurs in the training speech signal samples for that specific emotion \( E \). Here, \( w \) is a word from a small frame \( f_i \), and \( Neighbour_w \) is a set consisting of \( 2 \times (N_c \times c) \) words extracted from the left and right \( c \) windows of the frame \( f_i \). Training Emo2vec,
generates similar vectors for the words $w \in w$ from corpus $D_e$, if the words have a similar neighbour set $\text{Neighbour}_w$ multiple times.

To illustrate further, figure 3.7 shows an example input training corpus for detection of emotion: happy. Here, $N_e = 2$ and $c = 2$, hence each word has 8 neighbours. In this figure the word-neighbor pairs in the left are from happy speech samples and the right are the ones from other speech samples. According to figure 3.7 words $A$, $B$ and, $C$ have similar neighbours. Word2vec training [94, 209] considers samples from the whole corpus (both $D_H$ and $D_N$). Hence, generated vectors for words: $A$, $B$, and, $C$ would be similar. Since, these words occurs with similar neighbour words and generated Word2vec vectors for them are also similar, differentiation task for happy emotion detection classifier is difficult. But, Emo2vec training only considers happy speech samples (corpus $D_H$), hence generated Emo2vec vectors for only words $A$ and $B$ are similar. Since, according to Emo2vec vector representation, $A$ and $B$ words are closer in feature space (similar vectors) and further from $C$, the differentiation task for the classifier is easier. Emo2vec put words which occur in similar context (similar neighbour set) for a specific emotion (in this example happy), closer in feature space. Words which occur with similar neighbours, but for different emotions are pushed further apart. Hence, the classification task for that specific emotion gets easier.

$$(\text{word}, \{\text{Neighbour set}\})$$

$$\begin{align*}
(A, \{P,Q,R,S,T,U,V,W,M\})
\quad & \quad (A, \{P,R,Q,S,T,U,V,W,N\})

\vdots

(C, \{P,Q,R,S,T,U,V,W,X\})
\quad & \quad (C, \{P,R,Q,S,T,U,V,W,N\})

\vdots

(B, \{O,P,Q,R,S,T,U,V,W\})
\quad & \quad (B, \{P,Q,R,S,T,N,U,V,W\})

\vdots

(C, \{P,Q,R,S,T,U,V,M,N\})
\quad & \quad (E, \{F,X,P,Y,Z,S,T,W\})

\vdots

(D, \{E,F,E,G,H,E,B,C\})
\quad & \quad (F, \{A,P,E,G,H,H,J,J\})

\vdots

(D, \{F,O,X,D,K,M,N,J\})
\quad & \quad (J, \{E,F,J,M,M,K,N,P\})

\vdots

\text{Input corpus of happy } D_H
\quad & \quad \text{Input corpus of Not happy } D_N
\end{align*}$$

Figure 3.7: Example training corpus for emotion: happy

Additionally, we perform the following steps before training our emotion specific Emo2vec model for each of the emotions:
Sub-sampling Frequent Words:

Sub-sampling is a method of diluting very frequent words. Very frequent words are equivalent to stop words in text documents (is, are, the, etc.). Analogously, there are some codebook words (section 3.2.1) which appear in nearly all speech samples of happy, angry and sad emotions. Hence they are not discriminative to any emotion. Our solution deletes these frequent words from consideration in our emotion classification.

Before training Emo2Vec models for each of the emotions $E_i$ using training corpus $D_i$, where $i$ = happy, angry or sad, we sub-sample the frequent words which appear more than a threshold $t_f$ times across all training corpuses $D_i$. The sub-sampling method randomly removes words that are more frequent than some threshold $t_f$ with a probability of $p$, where $f$ marks the word’s corpus frequency:

$$p = 1 - \sqrt{\frac{t_f}{f}}$$

A modified version of the word2vec [113] performs sub sampling frequent words from the corpus it trains on. Applying that approach would eliminate frequent words appearing for our targeted emotion (for example: happy). But, that frequent word can be rare for other emotions, hence highly indicative to our targeted emotion. Elimination of such highly discriminative words would make classification difficult. Hence, we perform sub sampling frequent words removal across all training corpuses (for all emotions), before performing training of Emo2vec.

Deletion of rare words across all emotions:

If a word $w_i$ appears less than a threshold $t_r$ times across all training corpuses (happy, angry and sad), we delete $w_i$ before creating the context windows. The intuition is, rare words are too specific and too small in number, hence they are indicative to some specific audio clips, rather than a generic class of audio clips, in our case audio from specific emotions.

After sub-sampling frequent words and deletion of rare words, through our emotion specific Emo2vec approach we generate vectors for each of those words occurring between $t_r$ to $t_f$ times in the training corpuses (for all emotions). We name this emotion specific word to vector mappings as the Emo2vec dictionary.

3.2.4 Speech Emo2vec extraction

As shown in figure 3.8 we extract LLD features from each of the small frames $frame_k$. According to section 3.2.1, $N_c$ (solution uses $N_c = 3$) words are extracted for that LLD feature set using the generated codebook. Using the Emo2vec dictionary generated in training phase we convert the words to their corresponding vectors of size $s$. Unseen words $w_j$, where Emo2vec dictionary does not contain word to vector mapping, are represented with zero vector of size $s$. Extracted word vectors are added to create final output vector $V = [v_1, v_2, \ldots, v_s]$ of size $s$. This output vector $V$ represents
the state of speech signal from small frame $frame_k$.

![Diagram](image)

Figure 3.8: Emo2vec vector extraction from speech

### 3.3 Classification: Recurrent Neural Network and LSTM

Recurrent Neural Networks [112] are a type of Neural Network where the hidden state of one time step is computed by combining the current input with the hidden state of the previous time steps. They can learn from current time step data as well as use knowledge from the past that are relevant to predict outcomes. RNNs are networks with loops in them, allowing information to persist. In the figure 3.9, a chunk of a neural network, $A$, looks at some input $x_t$ and outputs a value $h_t$. A loop allows information to be passed from one step of the network to the next. If we unroll the loop, a RNN can be thought of as multiple copies of the same network, each passing a message to a successor. This chain-like nature reveals that recurrent neural networks are intimately related to sequences and lists. They are the natural architecture to use for such data.

Formally, the output of an RNN is computed as:

$$\hat{y}_t = \sigma(W_oh_t) \quad (3.4)$$

Here, $W_o$ is a parameter matrix of the model, $h_t$ is the hidden state vector of the Neural Network, $\sigma$ is some differentiable function that is applied element-wise and $\hat{y}_t$ is a vector containing the predicted output. If the input is a sequence, $x = x_1, x_2, \ldots, x_t$, the hidden state of a step $t$ is
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Figure 3.9: Recurrent Neural Network

computed by:

\[ h_t = f(h_{t-1}, x_t) \]  \hspace{1cm} (3.5)

Since, the memory of RNNs is essentially unlimited, RNNs can in principle learn to remember any length of states. RNNs capture long-term temporal dynamics using time-delayed self-connections and are trained sequentially. In our approach, an audio signal is segmented into overlapping small frames, and an Emo2Vec V vector is extracted from each of these small frames. Emo2vec V represents the state of speech from a small frame (25ms in our solution). Intuitively, it is not possible to perceive speech emotion from a 25ms small frame, but emotions can be recognized by the the temporal dynamics across these states (represented by Emo2vec vector V). Consequently, we use the temporal information in our emotion detection through a recurrent neural network (RNN). The sequence of vectors (Emo2Vec vectors), each of which represents the state of speech from a small overlapping frame, are the input sequence \( x_i, i = 0, 1, \ldots, t \) to a RNN.

RNNs can detect the final output (in this case an emotion) using Emo2Vec V vectors as input from any length of small frame sequences. This means that our emotion detection using Emo2vec features is not limited to any fixed window size; it can detect emotion capturing the progression of speech states (represented by Emo2Vec) from any variable size windows.

3.3.1 Long Short-Term Memory Units

A study [132] showed that it is not possible for standard RNNs to capture long-term dependencies from very far in the past due to the vanishing gradient problem. The vanishing gradient problem means that, as we propagate the error through the network to earlier time steps, the gradient of such error with respect to the weights of the network will exponentially decay with the depth of the network. In order to alleviate the gradient vanishing problem, [69] developed a gating mechanism that dictates when and how the hidden state of an RNN has to be updated, which is named as long short-term memory units (LSTM).

The LSTM contains special units called memory blocks in the recurrent hidden layer. The memory blocks contain memory cells with self-connections storing the temporal state of the network.
in addition to special multiplicative units called gates to control the flow of information. Each
memory block in the original architecture contains an input gate and an output gate. The input
gate controls the flow of input activations into the memory cell. The output gate controls the output
flow of cell activations into the rest of the network.

Emotion is represented by the progression of speech through various states. Our solution rep-
resents a state of speech by a Emo2vec vector. Comprehension of temporal dynamics of states
throughout the entire speech segment (that we want to classify) requires long-term dependency.
Hence, to avoid vanishing gradient problem, our solution uses the LSTM defined by [60] as our
Recurrent Neural Network classifier. The implementation (equations 3.6,3.7,3.8,3.9, and 3.10) adds
the additional forget gate, which addressed a weakness of LSTM models preventing them from
processing continuous input streams that are not segmented into sub-sequences.

\[
i_t = \sigma(W_{xi}x_t + W_{hi}h_{t-1} + W_{ci}c_{t-1} + b_i) \tag{3.6}
\]

\[
r_t = \sigma(W_{xr}x_t + W_{hr}h_{t-1} + W_{cr}c_{t-1} + b_r) \tag{3.7}
\]

\[
c_t = r_t \odot c_{t-1} + i_t \odot \tanh(W_{xc}x_t + W_{hc}h_{t-1} + b_c) \tag{3.8}
\]

\[
o_t = \sigma(W_{xo}x_t + W_{ho}h_{t-1} + W_{co}c_{t-1} + b_o) \tag{3.9}
\]

\[
h_t = o_t \odot \tanh(c_t) \tag{3.10}
\]

Here, \( \odot \) is the element-wise product and \( i, r, o \) are the input, forget and output gates,
respectively. As it can be seen, the gating mechanism regulates how the current input and the
previous hidden state must be combined to generate the new hidden state.

### 3.3.2 Dropout Regularization

During the training phase of a neural network, neuron weights settle into their context within
the network. Weights of neurons are tuned for specific features providing some specialization. This
makes neighboring neurons dependant on this specialization, and with further training it can result
in a fragile model too specialized to the training data. This dependency on context for a neuron
during training is referred to as complex co-adaptations. If neurons are randomly dropped out of the
network during training, neighboring neurons would have to step in and handle the representation
required to make predictions or classification for the missing neurons. This is believed to result
in multiple independent internal representations being learned by the network. The effect is that
the network becomes less sensitive to the specific weights of neurons. This, in turn, results in a network that is capable of better generalization and is less likely to overfit the training data. This regularization is named as dropout regularization. [178].

Our solution uses a two layer LSTM model. The first layer is the LSTM layer with $N_{\text{neuron}}$ neurons. 20% dropout rate is set for this layer, which means two in 10 neurons were randomly excluded from each update cycle. Since this is a classification problem, we use a dense output layer with a single neuron and a sigmoid activation function to make 0 or 1 predictions for the two classes (Emotion $E$ or not emotion $E$). Log loss is used as the loss function and the efficient gradient descent optimization algorithm is used.

3.4 Evaluation

Our evaluation consists of two parts. First, in section 3.4.1, two existing acted emotion datasets from the literature are used and distance issues are emulated by incorporating artificial reverberation and de-amplification. We use these generated segments to evaluate our approach. This section addresses different questions as well as compares our solution with the state-of-the-art solutions. Second, since, there is no existing spontaneous human emotion speech dataset with audio recorded from multiple microphones placed at different distances, in section 3.4.2 we describe the creation of a new dataset. We recruited 12 families and let them exhibit different emotions in spontaneous unscripted discussions. Multiple microphones were used to record the discussion sessions. Several challenges and our solutions to address them, and comparison with state of the art baselines on this family discussion data are discussed in section 3.4.2.

3.4.1 Experiment on Acted Data

Emotional Datasets

We use two emotion speech datasets: EMA and SAVEE (with annotations for 3 emotions: happy, angry, sad and others) where the spoken language was English and speakers were close to the microphone. The Electromagnetic Articulography (EMA) dataset [93] includes articulatory motions recorded by an EMA system where talkers produced simulated (acted) emotional speech. There were 3 participants: a male and two females who are native speakers of American English. In total, the male participant produced 280 utterances (14 sentences with 5 repetitions for each of the 4 emotions), and each of the female participants produced 200 utterances (10 sentences with 5 repetitions for each of the 4 emotions). The SAVEE dataset [66] contains 15 sentences for each of the 4 emotion categories, from 4 male participants. In this dataset some sentences are natural while others are acted or elicited. In total there are 230 audio clips for each of the 4 categories: Happy, angry, sad, and others. These two datasets were merged for the evaluation.
Acoustic Pre-processing

This section describes the noise filtering, acoustic de-amplification, and reverberation of speech we used in the evaluation of these two datasets.

Filtering and Removing Noise: The first step of pre-processing is to remove unvoiced audio segments using zero crossing rate (ZCR) \[16\]. To capture the pause in spoken sentences, the detected voiced segments are lengthened by 1 second on both sides. If another consecutive voiced segment starts within the lengthened 1 second segment portion, both the voice segments are merged into one.

Noise which is out of human voice frequency range were removed using a bandpass filter with a low frequency of 80Hz and a high frequency of 3000Hz. Hiss, hum or other steady noises were reduced using a spectral noise gating algorithm \[7\].

Reverberation and de-amplification Reverberation refers to the way sound waves reflect off various surfaces before reaching the listener’s ear. In recent years a few dereverberation methods has been developed, though blind one-microphone dereverberation approaches are not so accurate yet \[211\]. However, there are different artificial reverberation effect parameters to model how sound waves reflect from various types of room size and characteristics. In this study, we use different combinations of reverberation parameters: wet / dry ratio, diffusion, and decay factor. Wet and dry ratio is the ratio of the reverberated signal to the original signal. The more reverberation the room has, the larger this ratio is. Diffusion is the density rate of the reverberation tail. A higher diffusion rate means the reflection is closer and the sound is thick. A lower diffusion rate has more discrete echoes. Decay factor is used to measure the time duration that reflection runs out of energy. A larger room has longer reverberation tails and lower decay factors. A smaller room has shorter tails and higher decay factors.

De-amplification decreases the loudness or volume levels of the audio clip and produces the effect of increase in speaker to microphone distance.

Training and Data Preparation

We perform filtering and noise removal (section 3.4.1) on the datasets (section 3.4.1) to remove noise and unvoiced audio segments. Our evaluation performs 5-fold cross validation using 90% of the dataset for training and other 10% for testing. In each of the 5 iterations, we train our model on clean, close-to-microphone training data (which is the original recordings in the dataset from section 3.4.1). We apply different combinations of de-amplification along with reverberation parameters: wet / dry ratio, diffusion, and decay factor on the audio clips of the test dataset (remaining 10% of dataset) to artificially introduce the effect of different speaker to microphone distances with different room characteristics. Finally, we evaluate our classifier on this artificially reverberated and de-amplified test data. This experiment measures the robustness of our approach in terms of
reverberation and de-amplification, i.e., if a model is trained using clean (no reverberation), close of microphone audio data, how it performs on data with reverberation with different distant speakers (artificially generated).

Following previous audio-codebook generation approaches \cite{129, 150} we randomly select 30\% of the training data from all emotions to generate the audio-codebook. We have trained an individual binary classifier for each of the emotions: happy, angry and sad. To generate emotion specific Emo2vec dictionary our approach randomly selects 50\% clips from the training set of that respective emotion.

**Results**

We next describe the efficiency and the applicability of our solution by investigating some of the pertinent questions related to the DER problem.

**What are beneficial parameter configurations?** There are a number of parameters in our emotion detection solution. They are sub-sampling parameter $t_f$ (section 3.2.3) which defines the threshold of frequent words, $t_r$ from section 3.2.3 which defines the threshold of rare words and number of neighbour window parameter $c$ (section 3.2.3). Through our evaluation we identify that the beneficial value of $t_f$ is 880, $t_r$ is 4 and $c$ is 4. Also, our two layer LSTM classifier has $N_{neuron}$ neurons in its’ first (hidden) layer. Through our evaluation we identify the beneficial value of $N_{neuron}$ is 100 neurons. Identification of the beneficial values were performed through iterating multiple values within a range. For example, we iterate the value of the sub-sampling parameter $t_f$ over a range from 400 to 1000, and identify that using $t_f$=880 as sub-sampling parameter facilitates higher accuracy for all of our targeted emotion recognitions.

As shown in section 3.2.1, the codebook size influences the discriminative characteristics of our feature modeling/engineering approach. If the codebook size is too large, it will be more discriminative, but lose the reduction capability of feature distortion. Also, a small codebook will be too generic, hence, will not be able to capture the change of emotional speech states in various small frames. Suppose we select codebook size $CB$ (e.g. 1000), if we represent the generated words by one-hot encoded vector of size of vocabulary $CB$, the number of features from each small frames for our LSTM classifier will be $CB$. Emo2vec condenses that dimensional vector. Smaller Emo2vec vectors are better for computation and performance on a dataset of limited size, but too small a vector size loses relational and discriminative information between the words.

As shown in table 3.2, we evaluated (according to section 3.4.1) our solution with various codebook and Emo2vec vector sizes. Table 3.2 shows our average 5-fold cross validation results where classifiers were trained on clean, close to microphone data and tested on artificially reverberated and de-amplified data. According to this table, accuracy for emotion happy and angry achieved up to 90.64\% and 89.41\% (92.7\% and 90.66\% recall) with codebook size 500 and Emo2vec vector size 50.
CHAPTER 3. DISTANT EMOTION RECOGNITION

Table 3.2: Accuracy of Emotion detection with various codebook and Emo2vec vector sizes

<table>
<thead>
<tr>
<th>Codebook size</th>
<th>Happy Emo2Vec size</th>
<th>Angry Emo2Vec size</th>
<th>Sad Emo2Vec size</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>89.4 90.64 90.176</td>
<td>88.8 89.41 89.19</td>
<td>79.64 80.1 81.84</td>
</tr>
<tr>
<td>1000</td>
<td>85.9 86.29 89.55</td>
<td>85.2 86.02 88.35</td>
<td>79.1 80.1 83.94</td>
</tr>
<tr>
<td>1500</td>
<td>85.9 86.29 88.12</td>
<td>82.9 85.92 87.2</td>
<td>85.33 87.72 90.88</td>
</tr>
<tr>
<td>2000</td>
<td>83.2 85.17 87.29</td>
<td>82.9 84.6 86.9</td>
<td>86.72 89.5 85.33</td>
</tr>
</tbody>
</table>

Table 3.3: Comparison between Emo2vec and generic word2vec approach

<table>
<thead>
<tr>
<th>Emotion</th>
<th>Angry</th>
<th>Happy</th>
<th>Sad</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emo2vec</td>
<td>89.41</td>
<td>90.66</td>
<td>90.64</td>
</tr>
<tr>
<td>Generic word2vec</td>
<td>81.19</td>
<td>81.80</td>
<td>81.09</td>
</tr>
</tbody>
</table>

For the emotion sad, the highest 90.88% accuracy and 90.86% recall is achieved with codebook size 1500 and Emo2vec vector size 100.

Is Emo2vec better than generic word2vec model? Emotion specific Emo2vec training generates similar vectors for the small frames $f_i$, which occur in similar contexts for a specific emotion $E$.

To evaluate the importance of such emotion specific vector generation, we compare the performance of Emo2vec against the baseline word2vec model described in section 3.2.2 under the best parameter configuration for each emotion. Our evaluation is shown in table 3.3. According to this evaluation, Emo2vec approach achieves 10.13%, 11.77% and 9.75% higher accuracy and 10.83%, 12.8% and 9.6% higher recall for emotions angry, happy and sad, respectively, compared to the baseline word2vec model.

Elimination of distorted features helpful? This section compares two cases: with and without (distorted) feature selection -i.e., considering all 231 LLD features and without the distorted ones.

In section 3.1.2 we identified 48 LLD features, with less than 50% distortion over various distances to use as attributes in our robust emotion detection approach. This evaluation showed that the majority of the other LLD features we considered distort more than 100%. Including those features in our codebook generation training phase would result in assignment of various states (small frame LLD feature vectors) to wrong codebook words during testing phase, due to feature distortion in realistic settings (with reverberation, variable speaker distance, and noise).

In evaluating this issue, Table 3.4 shows that if we consider all the 231 features from section 3.1.2 in our emotion detection approach under the best parameter configuration for each emotion, the accuracy achieved for angry, happy and sad is 80.32%, 79.19%, and 80.98%, respectively. The majority of these 231 features distort significantly with noise, de-amplification and reverberation.
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### Table 3.4: Evaluation with or without distorted feature removal in Emo2vec approach

<table>
<thead>
<tr>
<th>Emotion</th>
<th>Angry</th>
<th>Happy</th>
<th>Sad</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Recall</td>
<td>Accuracy</td>
</tr>
<tr>
<td>With distorted feature removal</td>
<td>89.41</td>
<td>90.66</td>
<td>90.04</td>
</tr>
<tr>
<td>With all features</td>
<td>80.32</td>
<td>81.1</td>
<td>79.19</td>
</tr>
</tbody>
</table>

This means a state that represents a small frame LLD feature vector can deviate significantly in 231 dimensional feature space with variable speaker to microphone distances. Significant deviation of a state in feature space may result in wrong ‘word’ assignment from audio codebook, which may lead to wrong classification. According to this evaluation, the elimination of distorted features improves 11.3%, 14.4% and 12.2% accuracy and 11.78%, 18.5% and 11.73% recall for emotions angry, happy and sad, respectively, compared to using all 231 features. Elimination of distorted features reduces the deviation of a state in feature space, which reduces the chance of wrong ‘word’ assignment, hence increases accuracy.

### Comparison with baselines

We implemented and compared our solution to four baseline works [187, 191, 215, 170] and on our acted dataset (from section 3.4.1). A generic correlation based feature selection approach [187] performs the feature selection method to identify features with high correlation with the specific emotion class and at the same time with low correlation among themselves. This technique is not robust under realistic settings (with reverberation, variable speaker distance and noise), since many of the highly correlated features distort extensively. Hence, as shown in table 3.5, the accuracy using this approach for DER emotion detection is very low. Another baseline [191] performs ‘context-aware’ emotional relevant feature extraction by combining Convolutional Neural Networks (CNNs) with LSTM networks. As shown in the table, this technique of feature generation using CNN over-fits on the training data very easily and cannot adapt with feature distortion in realistic settings, hence do not perform well. [215] uses a combination of prosodic acoustic and i-vector features and uses a Recurrent Neural Network to detect speech emotion. Using this \textit{i}vector + RNN approach we can achieve up to 81.43%, 82.01%, and 82.32% accuracy (and 80.8%, 84.1%, and 78.43% recall) for angry, happy and sad emotion detection. According to our evaluation of section 3.1.2, the majority of the LLD features extracted in [170] distort significantly with increase of speaker to microphone distance. 39 functionals applied on those distorted features are also not robust. Since, the majority of the 6552 features distort with variable speakers distance, using this INTERSPEECH Computational Paralinguistic Challenge 13 baseline approach, we achieve low accuracy of 70.2%, 70.4% and 72.83% (68.32%, 70.88% and 70.1% recall) for angry, happy and sad emotion detection. According to table 3.5, our DER solution achieves 9.7%, 10.5%, and 10.3% higher accuracy and 12.2%, 10.2% and 15.85% higher recall compared to the best baseline solution for emotions: angry, happy and sad.
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3.4.2 Evaluation: Spontaneous Family Discussions

There is no available existing mood dataset containing spontaneous speech from a realistic setting with audio recorded from multiple microphones placed at different distances. Hence, in order to evaluate our DER approach, we built our own dataset. Our in-lab protocol was developed by using examples from other in-lab family discussion protocols. Twelve families were invited to our lab and were instructed to discuss set topics related to family meals and family eating habits. Experimenters helped them initiate the discussion by providing some issues (with flexibility to discuss other related topics) that they might have wanted to change in their family and encouraged them to select a few of the topics to discuss with other members. Intuition was that, discussion about change in their existing condition would raise conflicting opinions, which in turn would encourage them to express various emotions. After initiating the discussion, experimenters left the room and let the family members have spontaneous discussions. For each of these families, we recorded 15 to 20 minutes of spontaneous discussion.

Figure 3.10 shows the lab setting, and indicates where members were seated at a round table and how far the 3 microphones were placed from the table’s center: 2.25, 3 and 5.3 meters. The radius of the table was 1.5 meters, so speaker to microphone distances for Microphone 1, 2 and 3 varied from 0.7 to 3.75, 1.5 to 4.5, and 3.8 to 6.8 meters. Speakers were free to move around the table. Hence, our collected data contains speeches of moving and steady speakers from distances varied between 0.75 to 6.8 meters. Since, this project aims to recognize distant speech emotion in indoor realistic setting, variable microphone to speaker distance in range of 0.75 to 6.8 were determined considering the size of average indoor rooms [6].

In total, we collected spontaneous speech from 38 people (9 male, 29 female), with age ranging from 10 to 56 years. All of the conversations were spoken in English.

The twelve videos were coded using the Noldus Observer XT event logging software [218]. The three emotions happy, anger, and sad were coded on a 3-point scale. The emotions were labeled as one of the following three degrees: borderline emotional tone, emotional tone, or very emotional tone (e.g., borderline happy, happy, or very happy). If a coder was unsure about one of the three emotions, then were instructed to classify it as a borderline emotional tone. All the emotions were

<table>
<thead>
<tr>
<th>Approaches</th>
<th>Angry</th>
<th></th>
<th></th>
<th>Sad</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Recall</td>
<td>Accuracy</td>
<td>Recall</td>
<td>Accuracy</td>
<td>Recall</td>
</tr>
<tr>
<td>Our solution</td>
<td>89.41</td>
<td>90.66</td>
<td>90.64</td>
<td>92.7</td>
<td>90.88</td>
<td>90.86</td>
</tr>
<tr>
<td>ivec+RNN</td>
<td>81.43</td>
<td>80.8</td>
<td>82.01</td>
<td>84.1</td>
<td>82.32</td>
<td>78.43</td>
</tr>
<tr>
<td>CNN+LSTM</td>
<td>74.1</td>
<td>76.68</td>
<td>73.9</td>
<td>73.78</td>
<td>76.7</td>
<td>73.55</td>
</tr>
<tr>
<td>Correlation based feature selection</td>
<td>66.1</td>
<td>59.8</td>
<td>68.9</td>
<td>64.6</td>
<td>72.99</td>
<td>67.54</td>
</tr>
<tr>
<td>INTERSPEECH 13</td>
<td>70.2</td>
<td>68.32</td>
<td>70.4</td>
<td>70.88</td>
<td>72.83</td>
<td>70.1</td>
</tr>
</tbody>
</table>

Table 3.5: Comparison with baseline
The two coders were research assistants with backgrounds in behavioral science. They trained on practice tapes until they achieved an inter-rater reliability rate (specifically, Cohen’s kappa statistic) of 73% (0.73). This is considered moderately high [106]. The Observer XT software calculates the inter-rater reliability value automatically. After achieving a kappa statistic greater than 0.70, the two coders ‘double-coded’ a video every three to four discussions to ensure their inter-rater reliability rate remained above 70%. If the kappa statistic was lower than 0.70, they re-coded and re-trained until they once again achieved at least 0.70.

Training and Data Preparation

Our collected family discussions from different distance microphones contain humming sound from home appliances such as air conditioners, knocking on the table, slamming doors, squeaky hinges, dragging of chairs, etc. Hence, speech signal to noise ratio was low, specially for microphone 3 (5.3 meters distance). We have performed noise removal and filtering as shown in section 3.4.1 to reduce the steady noises. Also to adopt to home settings, we collected home environmental sounds from UrbanSound dataset [157] and use a subset of these data clips as negative samples during the training phase of our classifiers.

Our evaluation performed $N$ fold cross validation where we trained an emotion specific classifier for each of the emotions $E$ considering audio clips from microphone 1 (2.25 meters distance) of $N-1$ families for training and tested our trained model on audio clips from microphone 1,2, and 3 of $N$ th family. In this evaluation we use softmax activation function in the output layer of the LSTM classifiers, which is basically the normalized exponential probability of class observations represented as neuron activations. Softmax classifiers give the probabilities for each class label. Hence, if two
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Table 3.6: Evaluation on family discussion data with various codebook and Emo2vec vector sizes

<table>
<thead>
<tr>
<th>Codebook size</th>
<th>2.25</th>
<th>3</th>
<th>5.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emotion</td>
<td>Vector size</td>
<td>Codebook size</td>
<td></td>
</tr>
<tr>
<td>Angry</td>
<td>50</td>
<td>87.3</td>
<td>50.1</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>92.48</td>
<td>90.1</td>
</tr>
<tr>
<td>Sad</td>
<td>50</td>
<td>81.4</td>
<td>83.32</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>86.36</td>
<td>88.72</td>
</tr>
<tr>
<td>Happy</td>
<td>50</td>
<td>83.31</td>
<td>86.83</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>88.7</td>
<td>90.1</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>88.7</td>
<td>90.1</td>
</tr>
</tbody>
</table>

classifiers (Example: classifiers for happy and sad) provide positive output for an audio segment, we consider the classifier with higher positive output probability as the detected emotion of our DER solution.

Results

We next discuss the evaluation of our solution using the spontaneous family discussions dataset.

Change of beneficial parameters due to large variety of data? In our evaluation with the spontaneous family discussions dataset, we identify the beneficial values of $t_r$ (threshold of rare words from section 3.2.3) and $c$ (number of neighbour window parameter from section 3.2.3) are the same as section 3.4.1 (4, 4). The beneficial value of sub-sampling parameter $t_f$ (from section 3.2.3) is 800. Also, our two layer LSTM classifier has 100 neurons in its first (hidden) layer.

Codebook size (section 3.2.1) influences the discriminative characteristics of our feature modeling approach. Also, our DER solution wants to identify an Emo2vec vectors size which is smaller (hence, better for computation and performance on a dataset of limited size), but not too small to lose relational and discriminative information between the words. Table 3.6 shows our evaluation with various codebook sizes and Emo2vec vector sizes on 3 different distances. According to this table beneficial codebook size for all addressed emotions and distances is 2000 and Emo2vec size is 100. Our family discussion dataset from different distance microphones contains speech from 31 individuals with variety of ages and accents. Hence, beneficial codebook and Emo2vec size is relatively larger compare to our result in section 3.4.1.

One of the significant observations from our spontaneous family discussions is, about 40% of the audio segments labeled as emotion ‘happy’ contains laughter. Acted emotional speech datasets (from section 3.4.1) do not contain laughter in ‘happy’ emotional speeches and majority of the ‘false positives’ for emotion: happy classifier in section 3.4.1 are ‘angry’ speech. Hence, presence of laughter makes classification easier for the happy emotion, which leads to higher accuracy of 94.5%, 92.5% and 87.28% (94.6%, 91.87% and 87.1% recall) for distance 2.25, 3 and 5.3 meters, respectively.

Since, our collected family discussion audio contains significant noise and reverberation, signal to
noise ratio is relatively low. Low signal to noise ratio makes it harder to distinguish between sad and other categories of speech. Hence, sad emotion detection achieved up to 90.12%, 88.9% and 85.11% accuracy (88.21%, 87.54% and 83.32% recall) for distance 2.25, 3 and 5.3 meters, respectively, which is low compared to the other two emotions (happy and angry).

**Challenge: overlapping speech** Approximately 15% of the voiced speech segments in our family discussion speech samples contain overlapping speech. Through our evaluation we identify that a majority of false positives from happy and angry emotion classifiers are overlapping speech. There are few studies that address the issue of identifying overlapping speech from audio, but none of them have achieved significant high accuracy. These studies [83, 173] have used spectral autocorrelation peak-valley ratio, harmonic to noise ratio, fundamental frequency, average spectral aperiodicity, MFCC, perceptual linear predictive coefficients (PLP), and spectral flatness measure as features. Using our distorted feature identification approach (section 3.1.2) we identify that MFCC, perceptual linear predictive coefficients (PLP), fundamental frequency, and spectral flatness measure distort less than 50% across various distances. Hence, we extract mel-frequency cepstral coefficients (MFCC) 1-6 in full accordance to htk-based computation, fundamental frequency computed from the cepstrum, 6 perceptual linear predictive coefficients (PLP) and spectral flatness measure from 25ms overlapping small frames. Next the 12 functionals: mean, standard deviation, kurtosis, skewness, minimum and maximum value, relative position, and range as well as two linear regression coefficients with their mean square error (MSE) are applied on a chunk of small frames (from 1 second audio segments).

Our solution trains a binary neural network classifier (with 1 hidden layer consisting of 100 neurons) with two output classes: overlapping speech and single speech, which uses the features discussed above from a 1 second audio segment as input. Softmax activation function is used in the output layer of the neural network classifiers, which gives the probabilities for each class label and the sum of probabilities of all the classes is 1. Our solution identifies a 1 second audio segment as overlapping speech and does not consider it for emotion detection only if the probability of class ‘overlapping speech’ for that audio segment is higher than 75%. Though our evaluation we identify that, considering this threshold enables us to detect overlapping speech with 98.1% precision and 74.8% recall. Between precision and recall trade-offs we choose to achieve the highest possible precision with a cost of lower recall. The intuition is we want to identify and exclude as much overlapping audio segments as possible, but do not (if possible) want to exclude any single speech segments from consideration for emotion classification. Table 3.7 shows the increase of DER accuracy due to our overlapping speech filtering approach. According to this table overlapping speech filtering improves about 2% accuracy for the emotion: angry across all distance. But, there is no significant improvement for emotion sad, since very few false positives for sad classifier were overlapping speech and our overlapping speech filtering approach excludes them from emotion detection consideration.
Comparison with baseline As discussed in section 3.4.1 we implemented the solutions of four baseline works [187, 191, 215, 170]. Table 3.8 shows the comparison of these baseline solutions with our DER solution on the family discussion dataset (section 3.4.2). Since, the generic correlation based feature selection approach [187] and ‘context-aware’ emotional relevant feature extraction, by combining Convolutional Neural Networks (CNNs) with LSTM networks [191] are not robust in realistic settings (discussed in section 3.4.1), their performance is very low in our evaluation on spontaneous family discussion data. Also, majority of the 6552 features extracted in the INTERSPEECH 13 baseline approach [170], distort significantly with variable speaker to microphone distances hence, this approach achieves low accuracy in our evaluation on spontaneous family discussion data. [215] uses a combination of prosodic acoustic and i-vector features and uses Recurrent Neural Network to detect speech emotion. This i-vector + RNN approach achieves significantly low accuracy for our considered emotions (happy, angry and sad) compared to our evaluation in section 3.4.1, specially on 5.3 meters distance (22.5%, 24.1%, 20.1% lower accuracy and 20.8%, 30%, 22.9% lower recall on 5.3 meters distance compared to our DER approach).

### 3.5 Discussion

Several researches on speech analysis have used The Electromagnetic Articulography (EMA) dataset [93] in their evaluation. [101] used i-vector method and GMM classifier for speech emotion recognition and applied on EMA dataset. They did not report accuracy for particular emotions, their highest reported emotion recognition accuracy achieved was 86.765% for male speakers. Also, [12] proposed a shape-based modeling of the fundamental frequency contour for emotion detection and evaluated on EMA dataset. This study achieved 91.3%, 77.7% and 63.3% accuracy and 96%, 78% and 69.3% recall for emotions happy, angry and sad, respectively. Our Emo2vec emotion recognition approach achieves 97.2%, 96.4% and 93.8% accuracy and 98.8%, 98.2% and 96.16% recall for emotions happy, angry and sad, respectively, when applied on EMA dataset (without introducing any reverberation and de-amplification effect).

Variable speaker to microphone distances introduce noise, de-amplification of speech and room
reverberation in the captured speech signal. Speech enhancement is the area of study, which aims to improve speech intelligibility and overall perceptual quality of degraded speech signal using audio signal processing techniques. Our study uses standard speech enhancement techniques such as, unvoiced audio segments removal using zero crossing rate (ZCR), noise removal using a band-pass filter and steady background noise removal using spectral noise gating algorithm to reduce noise. Hence, using these basic speech enhancement techniques we reduce background noise. However, to de-amplify speech due to increased speaker to microphone distance, it is necessary to know the distance. In general distance is not known. To the best of our knowledge there is no work which preforms blind, single channel (single microphone) speech amplification of a moving speaker across varying distances. Hence, the problem of speech de-amplification due to varying distance of a moving speaker cannot be done using speech enhancement. Further, although there are a wide variety of blind single channel (microphone) dereverberation techniques to handle room reverberation, only a few state of the art works addressed blind single channel dereverberation with moving subjects [46, 71]. Performance of these works significantly degrade with the increase of speaker to microphone distance [47]. Since, there is no good solution for either speech de-amplification or dereverberation using speech enhancement, we need a distance emotion detection (DER) solution, which is robust in emotion detection from speech with de-amplification and dereverberation.

Speech recognition is the process of capturing spoken words using a microphone and converting them into a digitally stored set of words. Speech recognition systems convert raw speech signal into a

<table>
<thead>
<tr>
<th>Mood</th>
<th>Distance (meters)</th>
<th>2.25</th>
<th>3</th>
<th>5.3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Accuracy</td>
<td>Recall</td>
<td>Accuracy</td>
</tr>
<tr>
<td>Angry</td>
<td>Our approach</td>
<td>94.14</td>
<td>95</td>
<td>90.9</td>
</tr>
<tr>
<td></td>
<td>ivector+RNN</td>
<td>79.1</td>
<td>78.21</td>
<td>77.78</td>
</tr>
<tr>
<td></td>
<td>CNN+LSTM</td>
<td>65.76</td>
<td>60.3</td>
<td>62.89</td>
</tr>
<tr>
<td></td>
<td>INTERSPEECH 13</td>
<td>66.9</td>
<td>67.17</td>
<td>63.9</td>
</tr>
<tr>
<td></td>
<td>Correlation based feature selection</td>
<td>57.21</td>
<td>58.2</td>
<td>54.45</td>
</tr>
<tr>
<td>Sad</td>
<td>Our approach</td>
<td>90.1</td>
<td>88.3</td>
<td>88.9</td>
</tr>
<tr>
<td></td>
<td>ivector+RNN</td>
<td>76.21</td>
<td>75.76</td>
<td>75.3</td>
</tr>
<tr>
<td></td>
<td>CNN+LSTM</td>
<td>67.2</td>
<td>61.27</td>
<td>68.7</td>
</tr>
<tr>
<td></td>
<td>INTERSPEECH 13</td>
<td>66.4</td>
<td>66</td>
<td>61.3</td>
</tr>
<tr>
<td></td>
<td>Correlation based feature selection</td>
<td>60</td>
<td>58.4</td>
<td>56.18</td>
</tr>
<tr>
<td>Happy</td>
<td>Our approach</td>
<td>95.26</td>
<td>95.77</td>
<td>94.11</td>
</tr>
<tr>
<td></td>
<td>ivector+RNN</td>
<td>80.6</td>
<td>80.61</td>
<td>77.78</td>
</tr>
<tr>
<td></td>
<td>CNN+LSTM</td>
<td>70</td>
<td>64.9</td>
<td>66.8</td>
</tr>
<tr>
<td></td>
<td>INTERSPEECH 13</td>
<td>68.47</td>
<td>68.4</td>
<td>66.91</td>
</tr>
<tr>
<td></td>
<td>Correlation based feature selection</td>
<td>58.39</td>
<td>56.9</td>
<td>55.9</td>
</tr>
</tbody>
</table>

Table 3.8: Comparison with baseline on family discussion data
sequence of vectors (which are a representation of the signal from small frames) which are measured throughout the duration of speech. Then, using feature modeling/engineering and a classifier these vectors are matched with phonemes. In recent years some studies have address the distant speech recognition problem [217, 151]. While speech recognition is the process of converting speech to digital data, emotion detection is aimed toward identifying the mental states of a person through speech. In this task, there is no specific definition or digital code for a vector (representation of a signal from small frames through features) to match with. Emotion detection works by analyzing the features of speech that differ between emotions. Hence, the challenges and approaches of speech recognition and emotion recognition are markedly different. Distant-emotion-recognition (DER) is an area not explored before to the best of our knowledge.

Linguistic content of the spoken utterance is also an important part of the conveyed emotion. Hence, in recent years, there has been a focus on hybrid features, i.e., the integration of acoustic and linguistic features [206, 141]. But, all of these works used clean data without addressing the challenges of variable speaker to microphone distance. Although linguistic content of the spoken utterance can help the acoustic emotion features improve the accuracy of emotion recognition, current speech recognition systems still cannot reliably recognize the entire verbal content of emotional speech. Thus, the most popular feature representation for speech recognition is acoustic features such as prosodic features (e.g., pitch-related feature, energy-related features and speech rate) and spectral features (e.g., Mel frequency cepstral coefficients (MFCC) and cepstral features).

To evaluate automated speech to text transcription accuracy on distance speech data, in this study we asked two volunteers to translate two different spontaneous family discussions (total four family discussions, 15-20minutes each) and label the words (of their translated text) from 1 to 3, where 1 was easy to understand and 3 is extremely difficult to understand from audio clips. We performed automated speech transcription using Google Cloud API [5] (uses the most advanced deep learning neural network algorithms) on these 4 family discussions. The accuracy of automated translation on words with different difficulty levels are shown in figure 3.11. According to the figure transcription accuracy on medium and difficult words (according to human labeling) is very low, whereas transcription accuracy on acted clean emotion dataset (section 3.4.1) is 96.4%.

Since, accurate transcription of distance speech signal was out of scope of this study, we focused only on distance emotion detection using acoustic signal features.

Human emotion detection from acoustic speech signal has significant potential due to its non-intrusive nature (compare to wearables) and pervasive reachability to sensors (compared to video based emotion recognitions). Hence, in recent years speech emotion detection is receiving attention with progress of advanced human-computer interaction systems [136, 139]. Also, emotion detection has paramount importance in the entertainment industry, either for the development of emotionally responsive games or toys [76] or for the development of serious games for aiding people with problems to understand social signs [18, 58]. Additionally some potential use of speech emotion detection can
be in smart homes, e-learning [34], smart vehicles [99], etc. All of these applications need distant emotion recognition and our solution has applicability for them.

3.6 Summary

Distant emotion recognition (DER) extends the application of speech emotion recognition to the very challenging situation that is determined by variable speaker to microphone distances. The performance of conventional emotion recognition systems degrades dramatically as soon as the microphone is moved away from the mouth of the speaker. This is due to a broad variety of effects such as background noise, feature distortion with distance, overlapping speech from other speakers, and reverberation.

This chapter presents a novel solution for DER, addressing the key challenges by identification and deletion of features from consideration which are significantly distorted by distance, creating a novel, called Emo2vec, feature modeling/engineering and overlapping speech filtering technique, and the use of an LSTM classifier to capture the temporal dynamics of speech states found in emotions.

The end result (Automated DER) [158] has usability in non-intrusive monitoring of people with a variety of physical and mental health problems, as well as for human computer interaction systems, smart homes, the entertainment industry, and many other domains.
Chapter 4

Mental Disorders: Weakly Labeled Audio Data

Conventional supervised learning audio event detection classifiers need annotated data, where the segments of audio containing the desired vocal event are clearly indicated. We refer to such data as strongly labeled data. But strong labeling of mental disorders (e.g., social anxiety disorder, depression, etc.) in speech audio clips is impractical, because, it is not possible to identify with high confidence which regions of a conversation or long speech indicate an individual’s mental disorder.

A solution is to collect long speech audio samples from individuals already diagnosed with or high in symptoms of specific mental disorders from situations that may heighten expression of the symptoms of respective disorders. This type of data is considered “weakly labeled,” meaning that although they provide information about the presence or absence of disorder symptoms, they do not provide additional details such as the precise times in the recording that indicate the disorder, or the duration of those identifying regions.

This chapter discusses the task of identifying speakers high in symptoms of two distinct mental disorders: social anxiety disorder and depression from weakly labeled audio data. We expected that recordings from individuals high in symptoms would have regions indicative of those symptoms (i.e., regions present for persons high, but not for persons low, in symptoms).

This approach falls under the general rubric of multiple instance learning (MIL). MIL is a weakly supervised learning approach in which labels for individual instances are unknown; instead, labels are available for a collection of instances, usually called “bag.” A positive bag has at least one positive instance (indicating high symptoms) and may contain negative instances (label noise), whereas a negative bag contains negative instances only. In this study, we break weakly labeled audio clips into several small, contiguous segments, where the segments are the instances and the audio clip is the bag.
To our knowledge, no previous research has identified individuals high in symptoms of a mental disorder from weakly labeled audio data. The contributions of this study are:

- We present a novel weakly supervised learning framework for detecting individuals high in symptoms of two mental disorders (social anxiety and depression) from weakly labeled audio data, adding a practical complement to health-care providers’ assessment modalities.

- We propose a novel feature modeling/engineering technique named NN2Vec (section 4.1.3) to generate low-dimensional, continuous, and meaningful representation of speech from long weakly labeled audio data. All existing techniques (e.g., I-vector, audio words, Emo2Vec) are designed for strongly labeled data; hence, they fail to meaningfully represent speech due to the significant label noise in weakly labeled audio. NN2Vec identifies and exploits the inherent relationship between audio states and targeted vocal events. Identifying individuals high in social anxiety and depression symptoms using NN2Vec achieved on average F-1 scores 17% and 13% higher, respectively, than those of the other techniques (sections 4.4.1 and 4.5).

- MIL adaptation performs significantly better than supervised learning classifiers (where the individual instance labels are ambiguous), which fall short of generating an optimal solution due to label noise in weakly labeled data [28]. Studies have shown that emotion or mental disorder can be perceived by the temporal dynamics across speech states [158, 215, 91, 100]. To generate a sequential deep neural network solution that comprehends the temporal properties in speech while also being adaptive to noise in weakly labeled long audio data, we developed a novel MIL adaptation of bidirectional long short term memory classifier, named BLSTM-MIL (section 4.2.1).

- Because no existing dataset contained spontaneous speech labeled with speakers high in social anxiety, we built a dataset consisting of 3-minute samples of weakly labeled spontaneous speech from 101 participants. Our approach achieves an F-1 score of 90.1% in detecting speakers high in social anxiety symptoms. Additionally, our approach achieves an F-1 score of 93.4% in detecting anxious versus calm states based on participants’ self-reported levels of peak emotion during the speech.

- We analyzed data from a publicly available Distress Analysis Interview Corpus (DAIC-WOZ) database [193] that contains weak labels of participants’ mental disorder (depressed vs. non-depressed) on 10-15 minute interviews. Our approach achieves an F-1 score of 85.44% in detecting speakers with depression, which is 33% higher than that of the best state-of-the-art work evaluated on this dataset (section 4.5).
4.1 Feature Modeling

In the following sections, we discuss extracted LLDs from raw audio signal (section 4.1.1) and use an audio-codebook approach to map the audio signal to audio words (section 4.1.2) and our new NN2Vec feature modeling approach (section 4.1.3) to reflect the audio information for MIL algorithms. Our novel MIL solution uses NN2Vec with a new BLSTM-MIL (section 4.2.1) classifier to detect vocal events from weakly labeled data.

4.1.1 Audio Features

Our approach segments the audio clips into overlapping windows and extracts a feature set from each window. Extracted feature sets represent the inherent state of audio from that window. Based on the previous studies on audio features associated with human vocal event detection (section ??), we considered the LLDs shown in the left column of table 4.1, as well as their delta and delta-delta coefficients. Each window is segmented into overlapping 25-ms frames with 10-ms overlap, from which LLDs are extracted. Next, the 8 functionals shown in the right column of table 4.1 are applied to extract the audio window representation. In total, 272 features are extracted from each of the overlapping windows. We evaluated window size from 500 ms to 10 seconds.

<table>
<thead>
<tr>
<th>Features</th>
<th>Functionals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero crossing rate &amp; ∆ (2-dim)</td>
<td>Min, Max, std, var, mean, median,</td>
</tr>
<tr>
<td>Energy &amp; ∆ (2-dim)</td>
<td>skew, and kurtosis</td>
</tr>
<tr>
<td>Spectral centroid &amp; ∆ (2-dim)</td>
<td></td>
</tr>
<tr>
<td>Pitch &amp; ∆ (2-dim)</td>
<td></td>
</tr>
<tr>
<td>MFCC &amp; ∆ (26-dim)</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: Low-level descriptive features and high-level functionals; std: standard deviation; var: variance; dim: dimension

4.1.2 From Audio to Words

We use the audio-codebook model [129, 150] to represent the audio signal in a window with audio words. The audio words are not words in the typical, semantic meaning of words, but rather fragments of the audio signal represented by features. We need robust features to represent the audio state in a window. Inspired by [85], we use a GMM-based clustering method to generate the audio codebook from the functional representations mentioned in section 4.1.1.

To generate the codebook, a GMM-based model is trained on randomly sampled data from the training set. The resulting clusters form the codebook audio words. Once the codebook is generated, acoustic HLDs within a certain range of the audio signal are assigned to the closest audio words (GMM cluster centers) in the codebook.
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Figure 4.1: Conversion of audio signal to sequence of audio words using audio-codebook method

The discriminating power of an audio-codebook model is governed by the codebook size. The codebook size is determined by the number of clusters \( C \) generated by the GMM. In general, larger codebooks are thought to be more discriminating, whereas smaller codebooks should generalize better, especially when HLDs extracted from frames can be distorted with distance, environmental noise, and reverberation, as smaller codebooks are more robust against incorrect assignments. However, a codebook that is too small is too generic, and, hence, unable to capture the change in speech states in various small frames. Hence, through the audio-codebook approach, audio clips are converted to a sequence of audio words.

4.1.3 NN2Vec Approach

Human emotion or mental states are represented by a sequence of audio states \([158, 100, 95]\), which are represented by audio words. Our assumption is that regions (subsequences of audio words) indicative of targeted vocal events (high symptom/disorder classification) are common (occur with high probability) across positive audio clips, and not present or rarely present (occur with low probability) in negative audio clips. MIL requires that the feature modeling learn the inherent relation between audio states and vocal events (positive class) and that the generated feature representations indicate the positive class. Conventional feature modeling (audio word, I-vector, etc.) techniques cannot learn this relation effectively from weakly labeled long audio clips (section 4.4.1).

To identify and exploit the inherent relationship between audio states and vocal events from weakly labeled data, we developed a neural network-to-vector conversion (NN2Vec) approach that generates an \( N \) dimensional dense vector representation for each of the audio words. The contributions of NN2Vec are:

- **Representational efficiency:** Audio word representation relies on the notion of one hot encoded vector, where an audio word is represented by a sparse vector with a dimension equal to the size of the vocabulary with a 1 at the index that stands for the word and 0s everywhere else. Hence, the feature representation dimension is significantly high, which is
difficult for a classifier to optimize using limited weakly labeled data. NN2vec is a shallow
neural network model that generates a fixed-length dense vector for each of the audio words.
This means that the model learns to map each discrete audio word representation (0 through
the number of words in the vocabulary) into a low-dimensional continuous vector space from
their distributional properties observed in training. This is done by a relatively straightforward
optimization that starts with a more or less random assignment and then progressively reduces
the overall error with a gradient descent method. We evaluated with codebook sizes $V$ from
500 to 5000 and found that the best NN2Vec dimension $N$ is between 20 and 50, based on $V$.
Hence, compared to high-dimensional sparse audio word features, NN2Vec features represent
audio states with significantly low-dimensional distributed representation.

- **Mapping efficiency:** An interesting property of NN2vec vectors is that they not only map
  the states of audio (audio words) in a smaller space, but also encode the syntactic relationships
  between audio states. NN2Vec vectors are similar for audio states with similar probability of
  occurring in positive audio clips. Neural networks typically respond in a similar manner to
  similar inputs. Generated distributed representations are designed to take advantage of this;
  audio states that should result in similar responses are represented by similar NN2Vec vectors,
  and audio states that should result in different responses are represented by quite different
  NN2Vec vectors. Hence, identification of sequences of states indicative of a mental disorder
  should be easier for a weakly supervised classifier.

- **Continuity:** Representing states in continuous vector space allows powerful gradient-
based learning techniques such as backpropagation to be applied effectively. Previous studies
[135, 140] have shown that distributed representation of input features improves classification
performance compared to discrete representation.

**NN2Vec Vector Generation**

This subsection describes our NN2Vec feature generation approach, where NN2Vec vector rep-
resentations of audio states are learned by a fully connected neural network. Later sections discuss
how our NN2Vec neural network model learns similar vector representations for audio words with
similar probability of occurring in positive audio clips. Our training set contains $(B_i, Y_i)$ audio
clip-label pairs, where the $i$th audio clip is denoted as $B_i$ and its corresponding label $Y_i \in \{1, 0\}$. We segment these clips into overlapping windows, $s_{ij}$ ($j$th window in audio clip $B_i$) and assign an
audio word-label pair $(w_{ij}, y_{ij})$ to each of them. Here, $w_{ij}$ is the audio word extracted through
the audio-codebook approach (section 4.1.2) from window $s_{ij}$ and $y_{ij} = Y_i$, label of the respective audio
clip. Considering that a codebook size (section 4.1.2) is $V$, these audio words $w_{ij}$ are converted
to a $V$ dimensional one-hot encoded vector $X_{ij}$. Suppose audio word $w_{ij}$ is the $l$th audio word in
the codebook. Then its one-hot vector representation would be: $X_{ij} = [x_{ik}]$, where $k = 1 \ldots V$
and $x_{ijk} = 1$, only if $k = l$ and $x_{ijk} = 0$ otherwise. These one-hot vector-segment level label pairs $(X_{ij}, y_{ij})$ are our training input set for the NN2Vec vector generation model.

Figure 4.2 shows our NN2Vec fully connected neural network. Here, the input layer is $V$ dimensional, corresponding to one-hot vectors, and the output layer is a 2-dimensional softmax layer. If the hidden layer has $N$ neurons, generated NN2Vec vectors would be $N$ dimensional. We train the network with $(X_{ij}, y_{ij})$ pairs from the training set. The weights between the input layer and the output layer of the NN2Vec network can be represented by a $V \times N$ matrix $W$. Each row of $W$ is the $N$-dimensional vector. After training each row $r$ of $W$ is our NN2Vec vector representation of the $r$th audio word in the codebook (section 4.1.2). Through this approach, if two audio words occur with similar frequency (hence, similar probability) in positive class examples, their corresponding rows in $W$, hence generated NN2Vec vectors would be similar.

### Learning Vector Representations Through NN2Vec Model

This subsection discusses the approach through which the NN2Vec model learns similar vector representations for the audio words that occur with similar probability in a targeted audio event (positive class examples). Figure 4.3 shows the simplified form of the NN2Vec network model. Suppose the codebook size (section 4.1.2) is $V$ and the hidden layer size is $N$, which means the generated NN2Vec vector size would be $N$. All the layers are fully connected layers. The input is a one-hot encoded vector, which means that for a given input audio word, only one out of $V$ units, $\{x_1, x_2, \ldots, x_V\}$, will be 1, and the rest will be 0.

The weights between the input layer and the hidden layer can be represented by a $V \times N$ matrix $W$. Each row of $W$ is the $N$-dimensional vector representation $v_w$ of the associated audio word of
the input layer. Given an audio word $w_k$, $x_k = 1$ and $x_{k'} = 0$ for $k' \neq k$, and:  

$$h = W^T x = W^T (x_{(k,)}) := v_{w_k}^T$$  

(4.1)

, which is the $k$ row of $W$ to $h$. $v_{w_k}$ is the vector representation of the input audio word $w_k$.

There is a different weight matrix $W' = \{w'_{ij}\}$ from the hidden layer to the output layer, which is a $N \times 2$ matrix. Using these weights, we calculate the score $u_j$ for each class.

$$u_j = v'_{c_j}^T h$$  

(4.2)

Here, $v'_{c_j}$ is the $j$th column of matrix $W'$. The NN2Vec architecture uses softmax, a log-linear classification model to calculate the posterior probability, which is a multinomial distribution.

$$p(c_j|w_k) = y_j = \frac{\exp(u_j)}{\sum_{j'=1}^{2} \exp(u_{j'})} = \frac{\exp(v'_{c_j}^T v_{w_k})}{\sum_{j'=1}^{2} \exp(v'_{c_{j'}}^T v_{w_k})}$$  

(4.3)

Here, $y_j$ is the output of the $j$ unit in the output layer (in total 2 classes), $v_{w_k}$ is the vector representation of the input audio word $w_k$ and $v'_{c_j}$ is the representation of class $c_j$.

Weight updates of this network are performed by backpropagation [67] where the training objective is to maximize the conditional probability of observing the actual output class $c_O$, given the input audio word $w_I$ (as shown in equation 4.3) with regard to the weights. Here, $O$ denotes output class and $I$ denotes the input audio word index. The loss function is $E = -\log p(c_O|w_I)$, which we want to minimize, and the network prediction error of $j$th-output unit $e_j = \frac{\partial E}{\partial u_j} = y_j - t_j$ is the derivative of $E$ with regard to the $j$th output layer unit’s network input $u_j$. Here $t_j$ will only be 1 when the $j$-th unit is the actual output class, otherwise $t_j = 0$.

Using stochastic gradient descent, the weight-updating equation for hidden layer to output
weights \((W')\) is:

\[
w_{ij}^{\text{new}} = w_{ij}^{\text{old}} - \eta \cdot e_j \cdot h_i \tag{4.4}
\]
or

\[
v_{c_j}^{\text{new}} = v_{c_j}^{\text{old}} - \eta \cdot e_j \cdot h \quad \text{for} \quad j = 1, 2 \tag{4.5}
\]

where \(\eta > 0\) is the learning rate, \(h = v_{w_I}^T\), and \(v_{c_j}'\) is the vector representation of class \(j\). Hence, if \(y_j > t_j\), then a portion of the hidden vector \(h\) (i.e., \(v_{w_I}\)) is subtracted from \(v_{c_j}'\), making \(v_{c_j}'\) further away from \(v_{w_I}\); if \(y_j < t_j\) (only when \(t_j = 1\); i.e., \(c_j = c_O\)), then a portion of the hidden vector \(h\) (i.e., \(v_{w_I}\)) is added to \(v_{c_O}'\) (here, \(j = O\)), making \(v_{c_O}'\) closer to \(v_{w_I}\).

Moreover, the weight-updating equation for input layer to the hidden layer weights \((W)\) is:

\[
v_{w_I}^{\text{new}} = v_{w_I}^{\text{old}} - \eta \cdot E H^T \tag{4.6}
\]

Here, \(v_{w_I}\) is a row of \(W\), the input vector representation of the audio word \(I\), and is the only row of \(W\) whose derivative on the loss function \(\frac{\partial E}{\partial W}\) is non-zero, given that inputs of the NN2Vec model are one hot encoded vectors. Hence, all the other rows of \(W\) will remain unchanged after this iteration, because their derivatives are zero. Also, \(E H_i = \sum_{j=1}^2 e_j w_{ij}'\), where \(w_{ij}'\) is the \(i\)-th hidden layer unit to \(j\)-th output layer unit weight. Hence, vector \(E H\) is the sum of output vectors of all classes (two in our case) weighted by their prediction error \(e_j\). Therefore, equation 4.6 essentially adds a portion of two output vectors to the input vector of the input audio word.

The movement of the input vector of \(w_I\) is determined by the prediction error; the larger the prediction error, the more significant effects an output vector of a class will exert on the movement on the input vector of audio word. If, in the output layer, the probability of a class \(c_j\) being the output class \(c_O\) is overestimated \((y_j > t_j)\), then the input vector of the audio word \(w_I\) will tend to move farther away from the output vector representation of class \(c_j\); conversely, if the probability of a class \(c_j\) being the output class \(c_O\) is underestimated \((y_j < t_j)\), then the input vector of the audio word \(w_I\) will tend to move closer to the output vector representation of class \(c_j\). If the probability of class \(c_j\) is fairly accurately predicted, there will be very small movement on the input vector \(w_I\).

As the model parameters update iteratively in each epoch by going through audio word to target class pairs generated from training data, the effects on the vectors accumulate. The output vector representation of a class \(c\) is moved back and forth by the input vectors of audio words \(w\) which occur in that class \((c)\) in the training data (equation 4.5), as if there were physical strings between the vector of \(c\) and the vectors of audio words. Similarly, an input vector of an audio word \(w\) can also be considered as being moved by two output vectors (equation 4.6). The equilibrium length of each imaginary string is related to the strength of co-occurrence between the associated audio word and class pair.

Given our proposed NN2Vec is a binary softmax classification model, for an audio word \(w_k\), the probability of class \(c_1\) is:

\[p(c_1|w_k) = 1 - p(c_0|w_k)\]

Here, \(c_1\) is the positive and \(c_0\) is the negative class. Hence, we can consider
that during training an input vector of an audio word \( w \) will be moved by an output vector of positive class \( c_1 \). After many iterations, the relative positions of the input (for audio words) and output (for class) vectors will eventually stabilize. As stated before, the relative position or similarity of these input-output vector pairs depends on the frequency of these pairs in training data, which means the probability of an audio word \( w_k \) occurs in class \( c_1 \) (positive event), \( p(c_1 | w_k) \).

Now, consider two audio words \( w_p \) and \( w_q \) that occur with similar probability in class \( c_1 \). Their relative vector representation will be similar compared to an output vector of class \( c_1 \). That means the vector representations of \( w_p \) and \( w_q \) will be similar. Hence, all the audio words that occur with similar probability to occur in positive class audio clips (in training set), would have similar NN2Vec vector representation through our proposed NN2Vec model approach.

### 4.2 Multiple Instance Learning Solution

Our tasks are binary classification tasks where labels are either \(-1\) or \(1\). MIL is a kind of weakly-supervised learning. Each sample is in the form of labeled bags, composed of a wide diversity of instances associated with input features. Labels are attached to the bags, rather than to the individual instances within them. A positive bag is one that has at least one positive instance (an instance from the target class to be classified). A negative bag contains negative instances only. A negative bag is thus pure, whereas a positive bag is impure. This assumption generates an asymmetry from a learning perspective as all instances in a negative bag can be uniquely assigned a negative label, which cannot be done for a positive bag (which may contain both positive and negative instances).

We represent the bag-label pairs as \((B_i, Y_i)\). Here, the \(i\)th bag is denoted as \(B_i\), of size \(l_i\), and the \(j\)th instance in the bag as \(x_{ij}\) where \(j \in 1 \ldots l_i\). The label for bag \(i\) is \(Y_i \in \{-1, 1\}\), and the label for instance \(x_{ij}\) is \(y_{ij}\). The label \(y_{ij}\) for instances in bag \(B_i\) can be stated as:

\[
Y_i = -1 \implies y_{ij} = -1 \forall x_{ij} \in B_i
\]

\[
Y_i = 1 \implies y_{ij} = 1 \text{ for at least one } x_{ij} \in B_i
\]

This relation between \(Y_i\) and \(y_{ij}\) is: \(Y_i = \max_j \{y_{ij}\}\)

Hence, the MIL problem is to learn a classification model so that given a new bag \(B_t\) it can predict the label \(Y_t\).

To classify (binary) our weakly labeled data, we break the audio clips into several small contiguous segments. Considering reasonably-sized segments, it is safe to assume that if an audio is labeled as a positive class (anxious mental state above 0 based on self-reported peak anxiety during the speech or high symptom/disorder classification based on screening measure), then at least one of the segments is a positive example, containing a region or pattern indicative of the positive class. On
the contrary, if an audio is labeled as a negative class, none of the segments will contain a region or pattern indicative of positive class (i.e., hence all segments are negative examples). Hence, according to the MIL definition, the audio clips can be treated as bags $B_i$ and the segments as instances $x_{ij}$ of the corresponding bag. From the arguments just stated, if the weak information identifies the presence of a positive class in an audio segment, then the label for the corresponding bag is +1. Otherwise, it is -1.

A variety of MIL algorithms have been proposed in the literature. This study considers two MIL algorithms as baselines and presents one novel BLSTM-MIL algorithm for MIL. The first baseline algorithm (miSVM) [11] is based on Support Vector Machine (SVM). The standard SVM algorithm is modified to work in the MIL domain. Although a few other formulations of SVM for MIL domain have been proposed [43], the miSVM is the first SVM formulations for MIL and performs well on a variety of MIL tasks. The second baseline algorithm (DNN-MIL) [207] is a deep neural network modified for MIL domain. These MIL classifiers [207, 11, 43] extract a feature vector from each of the segments that are considered to be a representation of an instance. Hence, these classifiers [207, 11, 43] fail to capture the temporal dynamics of speech states, which is indicative of vocal events [158, 100, 95]. In the following section, we discuss our novel MIL method (section 4.2.1) based on a long short-term memory classifier.

### 4.2.1 BLSTM-MIL

Comprehension of temporal dynamics of states throughout a speech segment (which contains the region or pattern indicative of high symptom/disorder classification) requires long-term dependency. The BLSTM classifier takes sequential inputs where the hidden state of one time step is computed by combining the current input with the hidden state of the previous time steps. They can learn from current time step data as well as use relevant knowledge from the past to predict outcomes. Hence, we present a BLSTM-MIL classifier that uses the temporal information of speech states within an audio segment (which represents an instance) to learn the instance label.

Our BLSTM-MIL classifier is shown in figure 4.4. An audio clip is segmented into overlapping windows, and feature sets (i.e., NN2Vec vectors) are extracted from each of these windows. In this approach, the feature sets extracted from the windows represent the state of audio from the respective windows. Feature sets from $m$ consecutive windows comprise an instance $x_{ij}$ of bag $B_i$. For example, the feature set of the $k$th window of $j$th instance $x_{ij}$, from bag $B_i$ is denoted by $f_{ijk}$, where $k = 1 \ldots m$. Hence, each instance (MIL representation of a segment) contains representations of audio states (feature sets) as well as their changes (sequence of feature sets) throughout time. In figure 4.4, $m = 4$ with overlapping size 2, which means 4 consecutive feature sets (representation of audio states of 4 consecutive windows) comprise an instance $x_{ij}$.

A sequence of feature sets $f_{ijk}$, with $k = 1 \ldots m$, for each instance $x_{ij}$ in a bag $B_i$ is first fed into the 2-layer BLSTM network with an activation function (in this study we use sigmoid activation function).
Through this architecture, we can efficiently make use of past features (via forward states) and future features (via backward states) for a specific time window. Hence, we can capture the forward and backward temporal progression of audio states within a time window (which represent the instance $x_{ij}$). The forward and backward passes over the unfolded network over time are carried out in a similar way to regular network forward and backward passes, except that we need to unfold the hidden states for all time steps. We do forward and backward propagation for entire audio clips, and we only need to reset the hidden states to 0 at the beginning of each audio clip.

The last layer of the network is a MIL Max Pooling Layer. The MIL Max Pooling layer takes the instance level probabilities $o_{ij}$ for instances $x_{ij}$ of a bag $B_i$ as input and predicts bag label denoted as $Y_i^o$, according to the following equation:

$$Y_i^o = 1 \text{ if } \max_j o_{ij} \geq \tau, \text{ or } Y_i^o = -1 \text{ otherwise}$$ \hspace{1cm} (4.9)

According to this equation, if at least one of the instance level probabilities is greater than the threshold $\tau$, the predicted bag level would be 1, and -1 otherwise.

The MIL adaptation of BLSTM is trained using backpropagation using the gradients of divergence shown in equation 4.10 & 4.11.

$$E_i = \frac{1}{2} (\max_{1 \leq j \leq n_i} (o_{ij}) - d_i)^2$$ \hspace{1cm} (4.10)

$$E = \sum_{i=1}^{N} E_i$$ \hspace{1cm} (4.11)

Here, $d_i$ is the desired output in response to the set of instances from bag $B_i$. $d_i$ is set to $Y_i$, the
label assigned to $B_i$.

In BLSTM-MIL training, all the instances $x_{ij}$ of one bag $B_i$ are considered as a batch (input), and single gradient update (updating network parameters) is performed over one batch of samples. During training, once all instances in a bag have been fed-forward through the network, the weight update for the bag is done with respect to the instance in the bag for which the output was maximum. The process is continued until the overall divergence $E$ falls below a desired tolerance. Because all the instances of one bag are inputted as a batch (during training and testing) and the number of instances in a batch size can vary, BLSTM-MIL is adaptable to variable size audio clips. Conventional neural networks (e.g., DNN, CNN) are constrained on fixed size input.

In weakly labeled data, all the instances of a negative bag (training sample) are negative. But in positive training samples, only a small portion of the instances are positive and the rest are negative (noisy instances). Training supervised learning neural network classifiers (e.g., DNN, CNN, BLSTM) considers labels of all the instances of a positive training bag as positive. Due to the significant amount of label noise in positive training samples, supervised learning neural network approaches fail to achieve an optimal solution.

By contrast, in BLSTM-MIL training (equation 4.10), if at least one instance of a positive training bag is perfectly predicted as positive, the error $E_i$ on the concerned bag is zero and the weights of the network will not be updated. Therefore, the BLSTM-MIL network training avoids weight updates due to noisy instances in positive training samples. Additionally, if all the instances of a negative bag are perfectly predicted as negative, then only the error $E_i$ (equation 4.10) on the concerned bag is zero and the weights of the network are not updated. Otherwise, the weights are updated according to the error on the instance whose corresponding actual output is maximal among all the instances in the bag.

The ideal output of the network in response to any negative instance is 0, whereas for a positive instance it is 1. For negative bags, equation 4.10 characterizes the worst-case divergence of all instances in the bag from this ideal output. Minimizing this ensures that the response of the network to all instances from the bag is forced towards 0. In the ideal case, the system will output 0 in response to all inputs in the bag, and the divergence $E_i$ will become 0.

For positive bags, equation 4.10 computes the best-case divergence of the instances of the bag from the ideal output of 1. Minimizing this ensures that the response of the network to at least one of the instances from the bag is forced towards 1. In the ideal case, one or more of the inputs in the bag will produce an output of 1, and the divergence $E_i$ becomes 0.

Hence, using equations 4.10 and 4.9 during training and testing, the MIL adaptation of BLSTM treats negative training samples as supervised learning approaches do, given that negative samples do not contain noisy labels, but effectively avoids weight updates due to noisy labels in positive samples.
4.3 Datasets

This section describes the weakly labeled audio datasets for our evaluation of high social anxiety and depression. We discuss the evaluations themselves in sections 4.4 and 4.5, respectively.

4.3.1 Social Anxiety

Because no previous dataset contained spontaneous speech labeled with speakers high in social anxiety, we built our own dataset from a laboratory-based study of a university student sample. The study was approved by the University of Virginia Institutional Review Board (IRB protocol 2013-0262-00) and conducted under the supervision of a licensed clinical psychologist and researcher with expertise in anxiety disorders. Because the collected audio data contains personal content and potentially identifying characteristics, this dataset cannot be shared with outside researchers given the need to protect confidentiality.

Participants

A total of 101 participants ranging from 17 to 18 years of age (M = 19.24, SD = 1.84) completed the study in exchange for course credit or payment. Participants reported their races as 73.8% White, 13.4% Asian, 6.4% Black, 3.7% multiple, and 2.1% other (0.5% declined to answer) and their ethnicities as 90.9% Non-Hispanic/Latino and 7.0% Hispanic/Latino (2.1% declined to answer).

Participants were selected based on a screening survey at the start of the semester that included the Social Interaction Anxiety Scale (SIAS) and an item from the Social Phobia Scale (SPS) assessing anxiety about public speaking (“I get tense when I speak in front of other people” [105]). We included both measures because the speech task required participants to have anxiety about public speaking (it is possible to have social anxiety symptoms from fearing other social situations, such as dating, without fearing public speaking). Participants with SIAS scores less than or equal to one-quarter of a standard deviation (17 or less) below the mean of a previous undergraduate sample (M = 19.0, SD = 10.1; [105]) and who rated the public-speaking item as 0 (not at all), 1 (slightly), or 2 (moderately) were invited to join the Low Social Anxiety (Low SA) group; 56 enrolled. Those scoring greater than or equal to one standard deviation (30 or greater) above the SIAS mean and who rated the public-speaking item as 3 (very) or 4 (extremely) were invited to join the High Social Anxiety (High SA) group; 45 enrolled. This screening method or directly analogous ones were used in previous studies [32, 33]. The mean SIAS score for the High SA group (45.9, SD = 10.6) was close to the mean reported for a socially phobic sample (49.0, SD = 15.6; [68]), suggesting a strong analog sample.

Speech Task

Participants were told researchers are interested in learning how people perceive and predict their own speaking abilities, utilizing a set of guidelines for effective speaking that the researchers
were developing. Social anxiety was not mentioned and participants did not know why they were invited to participate (until full debriefing after the study). As part of a larger study, participants were instructed to give an approximately 3-minute speech to the best of their ability on things they liked and disliked about college or their hometown in front of a large cassette video camera (to make the recording salient) with a web camera used for actual recording mounted on top. They were told the speech was being videotaped so that another researcher in an adjacent room would be able to watch and evaluate their performance. Videotaping was done to make the cover story as believable as possible and to heighten the participants' anxiety (following [41]). The present study evaluates classification approaches only on these speeches (M length \(= 3\) minutes). Participants were offered 1 minute to prepare their speech. If a participant paused for a significant period of time during the speech, the experimenter encouraged (but did not force) the person to continue talking for the full time.

4.3.2 Depression

Distress Analysis Interview Corpus - Wizard of Oz (DAIC-WOZ) is a public dataset made available as part of the 2016 Audio-Visual Emotion Challenge and Workshop (AVEC 2016) [193]. It contains audio (with transcription) and video recordings of interviews from 189 participants in English with an animated virtual interviewer operated via a Wizard-of-Oz paradigm [61]. Each participant was assigned a score on the Patient Health Questionnaire-8, a self-report of depressive symptoms [84]. As part of the AVEC challenge [193], 142 participants were assigned to one of two classes: depressed (42) or non-depressed (100); the mean scores were 15.9 and 2.75, respectively. The present study uses only the audio data (M length \(= 12\) minutes, range= 10-25 minutes).

4.4 Evaluation: Social anxiety

This section describes our evaluations of NN2Vec and BLSTM-MIL on social anxiety data (section 4.3.1) for detecting speakers high in social anxiety symptoms (section 4.4.1).

All our evaluations were performed using leave-one-speaker-out cross-validation. To avoid overfitting, we randomly selected 30% of the audio clips for training the audio word codebook (section 4.1.2) and 30% of the audio clips to train the NN2Vec model to generate vector representations (section 4.1.3) in each evaluation.

4.4.1 Social Anxiety Group

In this section we discuss the efficiency and applicability of our solution by investigating some key questions.
What are beneficial parameter configurations?

There are a number of parameters in our solution. Segment (which represents an instance in MIL) size is one important parameter. If the segment size is too small, it may contain only a fraction of the region indicating the positive class. If segment size is too large, the region indicating the positive class can be only a small fraction of the audio segment, and feature representation and the MIL classifier may fail to comprehend the indicative patterns.

A grid search over window size (section 4.1.1) from 500 ms to 10 seconds revealed that 1-second window size performs better on average.

![Figure 4.5: Evaluation for social anxiety with variable segment size](image)

Figure 4.5 shows our evaluation with various MIL instance segment sizes. As shown in figure 4.5, the F-1 score increases from 83.1% to 90.1% as instance segment size increases from 1 second to 13 seconds under the best parameter configuration. From 13 to 20 seconds the F-1 score is similar and then decreases as segment size increase further. Thus, the optimal segment instance size is 13 seconds.

Our BLSTM-MIL classifier has two layers with [100, 100] nodes, a 20% dropout rate, and two fully connected dense layers [20, 1] with sigmoid activation function. In the BLSTM-MIL approach, an instance segment is comprised of a sequence of NN2Vec vectors, which means that instance segments are sequences of audio states. BLSTM can learn from the current audio state as well as use relevant knowledge from the past to predict outcomes. If a region indicating the positive class (high symptom/disorder classification) is smaller than the segment window, BLSTM can still pass the knowledge through hidden states from one time step to another. Hence, for instance segment
sizes 10 seconds to 20 seconds, our F-1 score is similar (88.88% to 90.1%). But as the segment size increases, the regions indicating the positive class decrease more and more relative to the instance segment; hence, BLSTM-MIL performance starts to decrease.

<table>
<thead>
<tr>
<th>Audio codebook size</th>
<th>F-1 Score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>77.2</td>
<td>78.9</td>
</tr>
<tr>
<td>1000</td>
<td>82.8</td>
<td>84.1</td>
</tr>
<tr>
<td>2000</td>
<td>87.9</td>
<td>89.1</td>
</tr>
<tr>
<td>2500</td>
<td>88.17</td>
<td>89.1</td>
</tr>
<tr>
<td>3000</td>
<td>89.13</td>
<td>90.1</td>
</tr>
<tr>
<td>3500</td>
<td>90.1</td>
<td>91</td>
</tr>
<tr>
<td>4000</td>
<td>90.1</td>
<td>91</td>
</tr>
<tr>
<td>4500</td>
<td>89.1</td>
<td>90</td>
</tr>
<tr>
<td>5000</td>
<td>88.17</td>
<td>89.1</td>
</tr>
</tbody>
</table>

Table 4.2: Evaluation for social anxiety with variable audio codebook size

Next, we evaluated our solution with various codebook sizes (table 4.2), setting segment instance size to 13 seconds and window size to 1 second. When we evaluated NN2Vec vector (section 4.1.3) dimension from 10 to 100, we found that a vector dimension between 30 to 50 performs better on average for all codebook sizes. Thus, we extracted 30 dimensional NN2Vec vectors in our evaluation of codebook size. According to this evaluation, with an audio codebook size of 3500 we achieve the highest performance of an F-1 score of 90.1% and 91% accuracy.

Is NN2Vec Better?

We evaluate our BLSTM-MIL implementation (section 4.2.1) using NN2Vec feature representation against four baselines: audio words, I-vector, Emo2vec, and raw audio features (section 4.1.1). Table 4.3 shows the results.

<table>
<thead>
<tr>
<th>Feature</th>
<th>F-1 Score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN2Vec</td>
<td>90.1</td>
<td>90</td>
</tr>
<tr>
<td>Emo2vec</td>
<td>72.3</td>
<td>77.22</td>
</tr>
<tr>
<td>I-vector</td>
<td>74.7</td>
<td>79</td>
</tr>
<tr>
<td>Audio word</td>
<td>55.55</td>
<td>68</td>
</tr>
<tr>
<td>Raw features</td>
<td>56.82</td>
<td>62.4</td>
</tr>
</tbody>
</table>

Table 4.3: Evaluation for social anxiety with NN2Vec and various feature representations

The I-vector system is a technique [82] to map the high-dimensional GMM supervector space (generated from concatenating all the mean values of GMM ) to low-dimensional space called total variability space. The basic idea of using an I-vector in human event detection [96, 208] is to represent each instance (window) using concatenated I-vector feature vectors extracted based on event-specific (e.g., emotion) GMM super vectors, and then to use these in the classifiers. Hence, the first step is
event-specific GMM training. Since our audio clips are weakly labeled, in the positive class audio clips a major proportion of the data does not indicate positive class. Hence, we cannot generate accurate class or event-specific GMM models using weakly labeled data. As shown in table 4.3, the BLSTM-MIL classifier achieves an F-1 score of 74.7% and 79% accuracy using I-vector features.

Our BLSTM-MIL implementation achieves F-1 scores of 56.82% and 55.55% using raw audio features (272 total) and audio words, respectively. We represent the generated audio words by one hot encoded vector of the size of the codebook. Hence, the feature dimension from each window for our BLSTM classifier is the size of the codebook. BLSTM-MIL performance is low with these high-dimensional discrete feature representations, which do not convey the audio-state-to-class (syntactic) relationship.

Emo2vec is a feature modeling technique that uses audio words (section 4.1.2) to generate vectors with the characteristics that, if two windows appear in a similar context (i.e., similar surrounding windows) for a specific vocal event (class), then the vectors will be similar. Since our audio clips are weakly labeled, the majority of the co-occurred windows are common for both positive and negative classes. Hence, generated Emo2vec vectors cannot convey the audio-state-to-class relationship. Emo2vec feature modeling reduces the feature space significantly. Hence, Emo2vec performs better than raw audio features and audio words, achieving an F-1 score of 72.3%.

Our NN2Vec approach generates low-dimensional continuous feature representation. NN2Vec vectors generated from the windows represent the state of audio from the respective windows and convey the audio-state-to-class (syntactic) relationship in its representation. This representation makes the classification task from weakly labeled audio clips easier (section 4.1.3). According to table 4.3, NN2Vec achieves an F-1 score 17% higher and 12% higher accuracy than those of the I-vector, the best baseline.

### Comparison With MIL Baselines

This section discusses our evaluation of three MIL approaches using NN2Vec feature representation. Table 4.4 shows the results.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>F-1 Score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLSTM-MIL</td>
<td>90.1</td>
<td>90</td>
</tr>
<tr>
<td>DNN-MIL</td>
<td>85</td>
<td>88.11</td>
</tr>
<tr>
<td>mi-SVM</td>
<td>83.2</td>
<td>85</td>
</tr>
</tbody>
</table>

Table 4.4: Evaluation for social anxiety with MIL algorithms
Table 4.5: Evaluation for social anxiety with supervised learning algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>F-1 Score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLSTM-MIL</td>
<td>90.1</td>
<td>90</td>
</tr>
<tr>
<td>BLSTM</td>
<td>86.66</td>
<td>88.1</td>
</tr>
<tr>
<td>CNN-BLSTM</td>
<td>83.5</td>
<td>85.1</td>
</tr>
<tr>
<td>CNN</td>
<td>83.5</td>
<td>85.1</td>
</tr>
<tr>
<td>DNN</td>
<td>68.3</td>
<td>73</td>
</tr>
</tbody>
</table>

Previous studies [198] have shown that DNN-based MIL approaches perform better than SVM-based implementations. In our evaluation the DNN-MIL approach achieves an F-1 score of 85%, which is only 2% higher than that of the mi-SVM approach. Our BLSTM-MIL approach achieves an F-1 score 5.6% higher than that of the DNN-MIL approach, the best MIL baseline.

Comparison With Supervised Learning Algorithms

This section compares BLSTM-MIL with supervised learning approaches using NN2Vec features. We consider as baselines the four most-evaluated supervised learning algorithms from the recent literature for human vocal event detection: BLSTM, CNN, CNN-BLSTM, and DNN. Table 4.5 shows the results. Given that input audio clips have variable lengths and the baselines require fixed-length input, input sequences were transformed to fixed length by zero padding. The following network parameter configurations were optimized by performing a grid search of the parameter values.

The CNN implementation has three convolution layers, each with 200 convolution kernels (temporal extension of each filter is 4), and ReLU activation function. The CNN uses a 20% dropout rate and max pooling windows of size 4 and down-scaling factor 2. Two fully connected dense layers [20, 1] with sigmoid activation function are attached, which makes a binary classification decision. The network is trained with the mean squared error loss function and RMSprop optimization. The CNN implementation achieves an F-1 score of 83.5% and 85.1% accuracy.

The BLSTM classifier has three layers with [100, 100, 100] nodes, a 20% dropout rate, and two fully connected dense layers [20, 1] with sigmoid activation function. The network is trained with the mean squared error loss function and RMSprop optimization. Because BLSTM can learn from current audio state as well as use knowledge from relevant previous states, it performs better than other approaches for weakly labeled data. In our evaluation, BLSTM is the best baseline approach, achieving an F-1 score of 86.66% and 88.1% accuracy.

The CNN-BLSTM is a serial combination of CNN and BLSTM. Frequency variance in the input signal is reduced by passing the input through two convolution layers, each with 100 convolution kernels (temporal extension of each filter is 4), a 20% dropout rate, and ReLU activation function. The network uses max pooling windows of size 4 and down-scaling factor 2. After frequency modeling is performed, the CNN output (higher-order representation of input features) is passed to the BLSTM...
layers. Two BLSTM layers [100, 100] and two fully connected layers [20, 1] are stacked at the end of the network architecture for the purpose of encoding long-range variability along the time axis and making the prediction.

The DNN implementation has three fully connected layers with [300, 300, 100] nodes and ReLU activation function, a 20% dropout rate, and one fully connected dense layer [1] with sigmoid activation function to make binary decisions. The DNN implementation achieves an F-1 score of 68.3%.

As shown in table 4.5, our BLSTM-MIL implementation (similar to section 4.4.1) achieves an F-1 score 3.9% higher than that of the best baseline (BLSTM) when both algorithms use NN2Vec vectors as features.

Our evaluations in section 4.4.1 and 4.4.1 show that the best baseline feature representation and supervised learning algorithm used in the literature are I-vector and BLSTM. Combining I-vector with BLSTM achieves an F-1 score of 71.4% and 76.2% accuracy. Hence, combining NN2Vec vector features with our BLSTM-MIL approach achieves an F-1 score 20.7% higher than that of the best baseline approach.

### 4.5 Evaluation: Depression

This section describes our evaluation of the NN2Vec and BLSTM-MIL approach for detecting depressed speakers on the DAIC-WOZ dataset (section 4.3.2). We performed all evaluations using leave-one-speaker-out cross-validation. To avoid overfitting, we randomly selected 30% of the audio clips for training the audio word codebook (section 4.1.2) and 30% of the audio clips to train the NN2Vec model (section 4.1.3) in each evaluation.

We performed a grid search on the model parameters window size, instance segment size, NN2Vec vector dimension, and audio codebook size from 500 ms to 10 seconds, 1 second to 60 seconds, 10 to 100, and 500 to 10000, respectively. The best parameter configuration was window size 2 seconds, instance segment size 25 seconds, a 20-dimensional NN2Vec vector, and audio codebook size 5000. The BLSTM-MIL classifier has two layers with [100, 100] nodes, a 20% dropout rate, and two fully connected dense layers [30, 1] with sigmoid activation function.

<table>
<thead>
<tr>
<th>Feature</th>
<th>F-1 Score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN2Vec</td>
<td>85.44</td>
<td>96.7</td>
</tr>
<tr>
<td>I-vector</td>
<td>70.1</td>
<td>86.54</td>
</tr>
<tr>
<td>Emo2vec</td>
<td>74.3</td>
<td>88.1</td>
</tr>
<tr>
<td>Audio word</td>
<td>51.2</td>
<td>79.1</td>
</tr>
<tr>
<td>Raw features</td>
<td>52.76</td>
<td>79.66</td>
</tr>
</tbody>
</table>

Table 4.6: Evaluation for depression with various feature representations

We evaluated the performance of our BLSTM-MIL implementation (section 4.2.1) of NN2Vec
against that of four baseline feature representations. As shown in table 4.6, our BLSTM-MIL approach using NN2Vec features achieves an F-1 score of 85.44% and 96.2% accuracy, whereas I-vector and Emo2vec achieve F-1 scores of 70.1% and 74.3%, respectively. Hence, NN2Vec achieves an F-1 score about 13% higher and 8% higher accuracy than those of Emo2vec, the best baseline feature representation.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>F-1 Score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLSTM-MIL</td>
<td>85.44</td>
<td>96.7</td>
</tr>
<tr>
<td>DNN-MIL</td>
<td>76.4</td>
<td>90.64</td>
</tr>
<tr>
<td>mi-SVM</td>
<td>66</td>
<td>84.1</td>
</tr>
<tr>
<td>BLSTM</td>
<td>77.1</td>
<td>91.4</td>
</tr>
<tr>
<td>CNN-BLSTM</td>
<td>71</td>
<td>87.6</td>
</tr>
<tr>
<td>CNN</td>
<td>68.8</td>
<td>85.1</td>
</tr>
<tr>
<td>DNN</td>
<td>56</td>
<td>80.86</td>
</tr>
</tbody>
</table>

Table 4.7: Evaluation for depression with baseline algorithms

Table 4.7 shows the results of our evaluation with MIL baselines and supervised learning baselines using NN2Vec features. Given that our supervised learning baselines require fixed-length input, audio input sequences were transformed to fixed-length by zero padding. The following network parameter configurations were optimized by performing a grid search of the parameter values. Our BLSTM-MIL achieves an F-1 score 10.5% higher than that of DNN-MIL, the best MIL baseline, and an F-1 score 9.7% higher than that of BLSTM, the best supervised learning baseline. The DNN-MIL classifier has three layers with [300, 300, 200] nodes and ReLU activation function, a 20% dropout rate, and one fully connected output dense layer [1] with sigmoid activation function. The BLSTM classifier has two layers with [200, 200] nodes, a 20% dropout rate, and two fully connected dense layers [50, 1] with sigmoid activation function.

We considered two of the most recent depression detection approaches [122, 100] evaluated on the DAIC-WOZ dataset as baselines. First, using I-vector features and Gaussian Probabilistic Linear Discriminant Analysis (G-PLDA) as the classifier [122] achieved an F-1 score of 57%. Second, DepAudioNet [100] encodes the temporal clues in the vocal modality using convolutional layers and predicts the presence of depression using LSTM layers. This serial combination of the CNN and the LSTM achieved an F-1 score of 52%. Hence, our BLSTM-MIL classifier using NN2Vec features achieves an F-1 score 33% higher than that of these other approaches.

4.6 Discussion

Identifying individuals high in social anxiety and depression symptoms using our NN2Vec features achieves F-1 scores 17% and 13% higher, respectively, than those of the best baselines (I-vector, section 4.4.1; Emo2vec, table 4.6). Moreover, combining NN2Vec features with our BLSTM-MIL
classifier achieves F-1 scores 20% and 33% higher, respectively, than those of the baselines (section 4.4.1 & 4.5).

In supervised learning, audio recordings are segmented into small fixed-length windows to train the CNN or CNN-BLSTM model. The labels of these windows are taken to be the same as the long audio clip-level labels. Hence, it is assumed that all the small windows in a positive long audio clip indicate high mental disorder symptoms. This, however, is not an efficient approach as it can result in a significant amount of label noise. Mental disorder symptoms in a long audio clip (segmented into a long sequence of windows) may be indicated by only a few seconds (a small subsequence of windows) of the clip, a fact ignored in assuming the label is strong. Due to the high label noise and limited training samples, convolution layers fail to generate effective higher-order representation of input features. To further support our statement, the DepAudioNet [100] approach applying the CNN-LSTM network using LLDs on the DAIC-WOZ dataset [193] achieved an F-1 score 8% lower than that obtained from using I-vector features and G-PLDA as the classifier [122] on the same dataset (section 4.5). By contrast, NN2Vec vectors map the audio from segmented windows into low-dimensional continuous feature space encoding the syntactic relationship between audio states (of windows), which facilitates a sequential classifier like BLSTM to effectively model the temporal properties in the speech signal (section 4.1.3). Hence, BLSTM and BLSTM-MIL classifiers perform better.

BLSTM networks are capable of learning and remembering over long sequences of inputs. This means that if a region (a small subsequence of windows) indicative of the positive class occurs in a long audio clip (long sequence of windows), BLSTM can pass that knowledge through hidden states. Studies [77] have shown that, as the sequence of windows becomes much longer for a limited training set, classifier performance starts to decline. Moreover, in a long positive weakly labeled audio clip, the portion of noise may significantly increase, making network optimization difficult. Hence, an MIL adaptation of BLSTM (BLSTM-MIL) performs better. In detecting speakers high in social anxiety symptoms (section 4.4.1), the window size was 1 second with 500 ms overlapping. Hence, input sequence size for the baseline BLSTM classifier (section 4.4.1) was 359 for 3-minute audio clips. The BLSTM-MIL classifier with input sequence size 25 (segment instance size 13) achieved an F-1 score about 4% higher than that of the best baseline BLSTM.

By contrast, detecting a depressed speaker (section 4.5) used a 2-second window size with 1 second overlapping. Hence, the input sequence size for BLSTM was 720 for 12-minute audio clips and achieved an F-1 score of 77.1%. In this evaluation, the BLSTM-MIL classifier with input sequence size 24 (segment instance size 25) achieved a 10% higher F-1 score. Hence, these evaluations (section 4.4.1 and table 4.7) show that as the input sequence size (audio clip length) increases, BLSTM-MIL performs increasingly better than BLSTM.

The ability to identify symptomatic individuals from their audio data represents an objective
indicator of symptom severity that can complement health-care providers’ other assessment modalities and inform treatment. Moreover, because vocal analysis does not require extensive equipment and is readily accessible (speech is ubiquitous in natural settings), nonintrusive (it does not require a special wearable monitor), and not burdensome (it does not require additional assessment time or client responses), it is scalable, which is important given the vast number of people with social anxiety and depression who receive no help [37]. Additionally, the unique source of the data (animated virtual clinical interview) for the depression detection study further supports the possibility of using vocal analysis as a remote assessment tool and one that may eventually be possible to administer via artificial intelligence. This is especially exciting in light of the difficulty in identifying and disseminating care to people facing considerable barriers to seeking treatment for social anxiety [127] and depression [45].

Further, the ability to detect individuals high and low in social anxiety symptoms opens new possibilities for assessment, treatment, and prevention. Implementing vocal analysis with mobile technologies (e.g., smartphones) would give health-care providers an objective marker of clients’ anxiety as it unfolds outside of the treatment setting, and combining this with other data (e.g., location, actigraphy) could help clarify the antecedents and consequences of clients’ anxious states. Providers could even collect such idiographic time series data from clients before treatment to understand each client’s dynamic processes and personalize treatment from the start [50]. Moreover, pairing passive outcome monitoring with mobile interventions (e.g., skills training apps) would enable the timely delivery of just-in-time interventions that may offer relief and efficiently promote skills acquisition and generalization. Along these lines, detecting disorder symptoms from audio data may one day be used to identify changes in speech that suggest a person may be transitioning to a higher-risk state and could benefit from preventive services to avoid the worsening of symptoms.

The present study has several limitations related to sampling. First, we used an analog sample of people high versus low in social anxiety symptoms for whom no formal diagnoses of social anxiety disorder had been established. Second, we analyzed speech audio data from only one situation (a speech stressor task), so future work would benefit from sampling speech from a wider range of both social and nonsocial situations to determine the boundaries of the models’ predictive validity.

Finally, we wish to emphasize that implementation of our approach, even if designed to support health-care providers, must include the informed consent of clients, who should be allowed to discontinue the monitoring at any time, and robust privacy protections. It is important to note that our approach does not use the semantics (transcribed text) of the client’s speech and that the proposed feature extraction is irreversible (section 4.1.2), thereby ensuring clients’ privacy. Any feedback provided to the client about increases in symptoms would ultimately be paired with treatment resources or other services (e.g., interventions) that the client can use to seek relief. Further, future research is needed to evaluate the feasibility, acceptability, and safety of our approach before providers implement the approach on a large scale in the community.
4.7 Summary

Mental health problems, such as depression and social anxiety disorder, are often under-diagnosed and under-treated, in part due to difficulties identifying and accessing individuals in need of services. Current assessments for these disorders are typically based on client self-report and clinical judgment and therefore are subject to subjective biases, burdensome to administer, and inaccessible to clients who face barriers to seeking treatment. Objective indicators of depression and social anxiety would help advance approaches to identification, assessment, prevention, and treatment. This chapter presents a weakly supervised learning framework for detecting symptomatic individuals from long speech audio data. Specifically, we present a novel feature modeling technique named NN2Vec that identifies and exploits the inherent relationship between vocal states and symptoms/affective states. In addition, we present a new MIL adaptation of the BLSTM classifier, named BLSTM-MIL, to comprehend the temporal dynamics of vocal states in weakly labeled data. We evaluated our framework on 101 participants’ spontaneous audio speech data weakly labeled with speakers high in social anxiety. Our NN2Vec and BLSTM-MIL approach achieved an F-1 score of 90.1% and 90% accuracy in detecting speakers high versus low in social anxiety symptoms. This F-1 score is 20.7% higher, than those of the best baselines. To our knowledge, this study is the first to attempt such detection using weakly labeled audio data [159]. Using audio clips from virtual clinical interviews, our approach also achieved an F-1 score of 85.44% and 96.7% accuracy in detecting speakers high versus low in depressive symptoms. This F-1 score is 33% higher than those of the two most recent approaches from the literature.
Chapter 5

Behavioral Vocal Events

In detection of verbal behavioral events through speech, two factors are important: the lexical content (i.e., spoken words) and acoustic variation. When a speaker expresses a verbal event while adhering to an inconspicuous intonation pattern, listeners can nevertheless perceive the information through the lexical content (i.e., words). On the other hand, some verbal event conveying sentence structures share the same lexical representation with other general statements. Hence, verbal behavioral events are not detectable only from contextual data. Detection of these verbal events also depends on speaker’s tone or acoustic features. This chapter presents DAVE, a comprehensive set of verbal behavioral event detection techniques that extracts textual features from transcribed speech as well as extracts acoustic signal features from respective speech portion. Both of the textual and acoustic signal features are used to discriminate the verbal behavioral events from others.

The medical community has defined the Cohen-Mansfield Agitation Inventory [35] which specifies approximately 28 agitated behaviors for identifying whether a person is suffering from agitation. DAVE is a set of approaches that addresses the challenges of real time monitoring and recording the 5 most important of the vocal agitation metrics of the Cohen-Mansfield Inventory. This includes cursing, constant unwarranted request for help, making verbal sexual advances, asking constant questions and talking with repetitive sentences.

Another reason for choosing these 5 vocal events is that, the scope of applications that can use DAVE lies well beyond monitoring agitated elderly suffering from dementia. Detection of atypical vocal events are useful for online video sharing sites such as Youtube and movies, where providers and users are able to detect objectionable content such as cursing, sexual advances, etc to impose restrictions (e.g., for children). Detection of asking for help and questions can improve several human computer interaction (HCI) systems such as: automated customer service interaction systems, smart classrooms, etc. Also, some of the vocal events such as: asking for help, verbal sexual advances, and cursing are important for home safety and all of the 5 events are important for home health care. Hence, we have developed novel solutions based on various combinations of features.
The main contributions of this study are:

- An automatic and comprehensive set of techniques developed for detecting 5 verbal agitations based on both extending various algorithms and combining acoustic signal processing with three different text mining paradigms.

- None of the previous state of the art solutions has addressed: asking for help and verbal sexual advances. In this study we are the first to show that detection of these two vocal events depends both on the acoustic signal processing and the semantics of the speech. To understand the semantics of speech we employ statistical text data mining techniques. Using such a combined feature set we achieve a detection accuracy of 93.45% for asking for help and a detection accuracy of 91.69% for verbal sexual advances.

- Cursing is difficult to detect because many such words have multiple meanings. We have used a modified version of the adapted Lesk algorithm [17] which considers a word’s sense, to detect curse words with multiple ambiguous meanings. Using this approach we have detected cursing with 95.6% accuracy.

- We are the first to evaluate a large combination of acoustic, tf-idf and language model features to detect questions from English speech data, and achieved 89.68% accuracy.

- Repetitive sentences from an agitated patient are not precisely repetitive. We have addressed the issue of skipping or adding multiple words in sentences by using a modified version of the prefixSpan algorithm [134] and achieved 100% accuracy.

- We have evaluated DAVE on 34 real agitated elderly (age varies from 63 to 98 years) dementia patients across 16 different nursing homes and achieved 90%, 88.1%, 94% and 100% precision for verbal events: asking for help, questions, cursing and asking repetitive sentences, respectively. Here we solve the challenge that dementia patients mumble, speak in low volume and don’t articulate words well. (Section 5.3).

- To show it’s generalizability to different domains and for the healthy population, we have evaluated DAVE on movies, Youtube clips, the Tatoeba website speech clips [2] with acted and real vocal events, using audio clips from controlled experiments and from real homes. We show accuracy in the 90-100% range. (Section 5.2).

5.1 Design of DAVE

DAVE consists of two categories of solutions: detection of (asking for help, verbal sexual advances and questions) uses a combination of acoustic and bag-of-word textual features and detection of (cursing and using repetitive sentences) uses textual features only, shown in Figure 5.1.
5.1.1 Textual and Acoustic Features

Acoustic analysis is significant to detect asking for help, verbal sexual advances and questions, since studies [213] have shown that, human behaviors are consistent with specific conscious and unconscious emotion concepts. But, relying only on acoustic signal processing might result in inaccuracy since asking for help, verbal sexual advances and questions rely heavily on semantics of speech data. Hence, our solution combines acoustic signal processing with textual inference to detect these three verbal events. In the following subsections we discuss the textual and acoustic features evaluated to detect asking for help, verbal sexual advances and questions.

Text Features

The Bag-of-word representation is widely used in text data analysis. Two of the most widely used bag-of-word representation models are the tf-idf vector model and language models where terms are assumed to be unrelated, in the sense that each term is considered to be an atomic unit of information. DAVE considers converted speech text as a document and extracts bag-of-word features from that document which represent the textual concept of speech. In our solution, a combination of unigram and bigram words are used as terms.

Tf-idf Features  tf-idf stands for ‘Term Frequency, Inverse Document Frequency’ which is a way to score the importance of terms in a text document based on how frequently they appear in that text document and across multiple text documents, where each text document is represented as a
text vector and each dimension corresponds to an individual term. The value of a term in this vector shows how important that term is to represent that text document [164].

We represent text portions of our converted speech text using a text vector that captures the relative importance of the terms in the text. The value of a term in our text vector representation is calculated using $tf-idf$ weighting. Intuitively, if a term appears frequently in a text document, it is important. Since that relation is not linear, as shown by equation 5.1 we have used sublinear $tf$ scaling to calculate $tf$ where $C(t, d)$ is the frequency of occurrences of term $t$ in text document $d$. And idf measures how important a term is in an overall sense. While computing $tf$, all terms are considered equally important. However certain terms, such as “is”, “of”, and “that”, may appear many times, but have little importance. Thus idf is used to lower the emphasis of frequent terms while scaling up the rare ones, which is computed using equation 5.2 where $N$ is the total number of documents (sentences) in the training corpus and $DF(t)$ is the total number of documents containing term $t$. Hence, $tf-idf = tf \times idf$. We represent the text portion from which we want to detect these three verbal events using this text vector representation, and use the term weights from the text vector representation as textual features.

$$tf_i = \begin{cases} 1 + \log C(t, d) & \text{if } C(t, d) > 0 \\ 0 & \text{else} \end{cases} \quad (5.1)$$

$$idf_i = 1 + \log \left( \frac{N}{DF(t)} \right) \quad (5.2)$$

**Language Model Features** In utilizing language models, our solution uses the ratio between the log-likelihood of the sentence with respect to the ‘verbal event (asking for help, verbal sexual advances or questions) language model’ and the log-likelihood of the sentence with respect to the ‘non-verbal event language model’ as language model features. This log-likelihood ratio ($LLR$) is computed as:

$$LLR(S) = \log \left( \frac{P(S|verbaleventLanguageModel)}{P(S|nonverbaleventLanguageModel)} \right) \quad (5.3)$$

Here, $P(S|C)$ is the conditional probability of sentence $S$ given class $C$, where $C \in$ (‘verbal event Language Model’ or ‘non-verbal event language model’).

We have explored both the unigram and bigram language models. The language models are computed with maximum likelihood estimation. Equation 5.4 and 5.5 show the calculation of unigram model and bigram language model probability where $N(T)$ is the frequency of the term $T \in$ (unigram or bigram) in the training corpus.

$$P^{uni}(w_i) = \frac{N(w_i)}{\sum_{j \in \text{all}\text{words}} N(w_j)} \quad (5.4)$$
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\[ P^{Bi}(w_i|w_{i-1}) = \frac{N(w_{i-1}, w_i)}{N(w_{i-1})} \] (5.5)

In the case of the unigram language model, \( P(S|C) \) is calculated by equation 5.6 and the bigram language model is calculated by equation 5.7, where \( S = w_1, w_2...w_L \).

\[ P^{Un}(S|C) = \prod_{i=1}^{L} P(w_i|C) \] (5.6)

\[ P^{Bi}(S|C) = P(w_1|C) \prod_{i=2}^{L} P(w_i|w_{i-1}C) \] (5.7)

It is important for language models to attribute a non-zero probability to the words or n-grams that are not seen in a set of training documents (training corpus). To avoid zero probability in calculating the probabilities we used following smoothing methods. These smoothing methods subtract a very small constant from the probability of seen events and distribute it over all seen and unseen events.

**Additive Smoothing:** Equation 5.8 shows the computation of additive smoothing for the unigram language model of class \( C \) where \( \delta \) is the smoothing parameter. \( N(w_i|C) \) represents the frequency of word \( w_i \) in the training corpus. \(|C|\) is total word count and \(|V|\) is the vocabulary size of the training corpus.

\[ P^{AS}(w_i|C) = \frac{N(w_i|C) + \delta}{|C| + \delta |V|} \] (5.8)

**Linear Interpolation Smoothing:** This smoothing method use (N-1)gram probabilities to smooth N-gram probabilities. Equation 5.9 shows the computation of linear interpolation smoothing for the bigram language model of class \( C \) where \( \lambda \) is the smoothing parameter to be determined and \( P^{AS}(w_i|C), P^{Bi}(w_i|w_{i-1}C) \) are computed using equation 5.8,5.5 respectively.

\[ P^{LIS}(w_i|w_{i-1}C) = \lambda P^{Bi}(w_i|w_{i-1}C) + (1 - \lambda) P^{AS}(w_i|C) \] (5.9)

**Absolute Discounting Smoothing:** Equation 5.10 shows the computation of the absolute discounting smoothing for the bigram language model of class \( C \) where \( \delta \) is the smoothing parameter, \( N(w_i) \) is the frequency of word \( w_i \), \( S \) is the number of seen word types occur after \( w_{i-1} \) in the training corpus and \( P^{AS}(w_i|C) \) that is computed with equation 5.8.

\[ P^{ADS}(w_i|w_{i-1}C) = \frac{\max(N(w_{i-1}, w_i) - \delta \delta, 0)}{N(w_{i-1})} \] (5.10)

\[ + \frac{\delta S}{N(w_{i-1})} P^{AS}(w_i|C) \]

Hence, we have three language model features (log-likelihood ratios) for each verbal event; One each from the unigram language model with additive smoothing, the bigram language model with linear interpolation smoothing and the bigram language model with absolute discounting smoothing.
Acoustic Signal Features

Since, human behaviors remain consistent with specific emotion concepts [213], our goal is to extract acoustic features to represent those emotional concepts that are depicted through their tone of speech. The arousal state of the speaker affects the overall energy, energy distribution across the frequency spectrum, and the frequency and duration of pauses in a speech signal. Hence, the primary continuous acoustic features: energy and pitch are used as features in our analysis.

Another important continuous feature is the fundamental frequency \((F0)\), that is produced by the pitch signal, also known as the glottal waveform, which carries speaker tone information because of its dependency on the tension of the vocal folds and the subglottal air pressure.

The harmonics to noise ratio (HNR) in speech provides an indication of the overall aperiodicity of the speech signal. Breathing and roughness are used as parameters for speech analysis and they are estimated by HNR. There is significantly higher HNR in the sentences expressed with anger than the neutral expressions. Zero crossing rate is a measure of number of times in a given time interval/frame that the amplitude of the speech signals passes through a value of zero. There is a strong correlation between zero crossing rate and energy distribution with frequency and a reasonable generalization is that if the zero crossing rate is high, the speech signal is unvoiced. Also, the voicing probability computed from the ACF indicates an acoustic signal is from speech or non-speech. MFCC features are the means by which spectral information in the sound can be represented. Here the changes within each coefficient across the range of the sound are examined. These features take human perception sensitivity with respect to frequencies into consideration.

Hence, in our acoustic analysis the low-level descriptors extracted from small frames are: zero-crossing-rate (ZCR) from the time signal, root mean square (RMS) frame energy, pitch frequency (normalised to 500 Hz), harmonics-to-noise ratio (HNR) by the autocorrelation function, the fundamental frequency computed from the Cepstrum and mel-frequency cepstral coefficients (MFCC) 1-12 in full accordance to HTK-based computation. To each of these, the delta coefficients are additionally computed. Next the 12 functionals: mean, standard deviation, kurtosis, skewness, minimum and maximum value, relative position, and range as well as two linear regression coefficients with their mean square error (MSE) are applied on a chunk of small frames.

Combination of Features Used in Solution

Various combinations of features from sections 5.1.1 & 5.1.1 are evaluated for each of the verbal events: asking for help, verbal sexual advances and questions. Through our extensive evaluation we conclude to use a combination of acoustic and all 3 language model features as input to detect verbal events: verbal sexual advances and questions. Also, asking for help is detected using a combination of all the bag-of-word features with acoustic features. Our solution is shown in Figure 5.2.
Detection classifier

Features extracted from both acoustic signals and converted textual data are used as input for a detection classifier. We have used three separate binary classifiers to detect each of these 3 verbal events, where class labels are positives and negatives. We have explored the NaiveBayes, K-nearest neighbor and SVM classifiers as a detection classifier for each of these verbal events (see section 5.2 for the evaluation).

![Figure 5.2: Feature combinations to detect verbal events](image)

5.1.2 Using Text Only

Detecting Agitated Event: Cursing

To detect cursing, we have built a word dataset which contains 165 most used curse words. The words in the converted text are matched with the words of the curse word dataset. If a match is found, it is considered that the curse might have occurred, but we must check the sense in which the word was used. Within these curse words some of them have multiple meanings or word senses. Such as word: ‘dog’ can be used to describe a pet, also, it can be used as a curse word. Since, linguistic content of cursing does not contain compound concepts, to address this challenge we performed word sense identification analysis to detect the latent semantic meaning or word sense of these curse words (instead of text document representation features in section 5.1.1).

There are several word sense analysis approaches, such as knowledge based methods, supervised methods, and semi-supervised methods. Supervised and semi-supervised approaches need a large dataset and they identify semantic meanings of a word in a specific domain. Our goal is to identify if a word is used as a curse word or not in a generic context. Also, due to the lack of large curse
word datasets we have developed a knowledge based approach for our cursing detection. We have used a modified version of the Adapted Lesk Algorithm [17], which uses Wordnet [114] to detect a word sense using the context of neighbor words. WordNet [114] is a lexical database for the English language that groups English words into sets of synonyms called synsets. It provides short definitions and usage examples, and stores relations such as hypernyms, hyponyms, meronyms, troponyms etc. among these synonym sets.

To detect the latent word sense of each of the curse words with multiple meanings from the converted text, we define $K$ neighbor context words around the target curse word. For each word in the selected context, our algorithm looks up and lists all the possible senses of two parts of speech: noun and verb. For each word sense our algorithm takes into account its own gloss or definition and examples provided by WordNet [114], and the gloss and examples of the synsets that are connected to it through hypernym, hyponym, meronym or troponym relations to build an enlarged context for that word sense. All the enlarged contexts for each word sense of all these context words are compared with the enlarged context of each of the word senses of the targeted curse word. The enlarged word sense contexts that overlap most with the enlarge context of all the word senses of neighbor context words of the targeted curse word is the word sense of the targeted curse word.

As an example, suppose a curse word: ‘ass’ occurs in a converted speech text. Figure 5.3 (a) shows the 4 word senses of the curse word: ‘ass’ extracted from WordNet, where word sense 1 &
2 are categorized as ‘non curse senses’ and word sense 3 & 4 are categorized as ‘curse senses’. DAVE builds an enlarged context set for all the word senses considering the hypernyms, hyponyms, meronyms, troponyms relationship in synset. For example, Figure 5.3 (b) shows the relationships of ‘word sense 1’ of the curse word ‘ass’ in synset provided by WordNet. All the words in the definition and examples of word sense 1 and of related words shown in figure 5.3 (b) are included in the enlarged context set for word sense 1. Hence, the enlarged context set for ‘non curse category’ and ‘non curse category’ is the union of the enlarged context sets of all the word senses included in that respective category.

To detect cursing we have used WordNet instead of a dictionary since, while traditional dictionaries are arranged alphabetically, WordNet is arranged semantically where each word is connected with words in its synset based on various semantic relations.

Detecting Repetitive Sentences

To detect repetitive sentences or questions from text we performed indexing and give unique IDs to each of the words in the text data. Then we convert the words to their corresponding IDs in the text. We modified prefixSpan [134] to find the repetitive subsequences which occurred a minimum of $T$ times in the converted word ID sequence. Since, repetitive sentences from an agitated patient may not be exactly the same; we identify that the repetition of sequence of words has occurred if word sequences match with a maximum of $s_n$ number of words skipped. That means, if $s_n$ is 2, “I eat chocolate” matches with “I eat too many chocolate” but it is not matched with “I eat too too many chocolate”. Our prefixSpan [134] modification limits the expansion of search space into further branches using the knowledge of minimum number of repetitions required and maximum number of allowed word skips. Suppose a converted sequential word ID representation of a text is $<W_1W_2W_3W_4W_5>$ where each $W_i$ is the unique word ID of the $ith$ unique word of the text. If we consider $T$ as 2 and $s_n$ as 1, the search space of our algorithm is shown in figure 5.4. Here, the search space is divided into 5 branches, one for each of the unique word IDs. This growth-based approach of finding sequential words grows larger by dividing the search space and focusing only on the subspace potentially supporting further growth. Unlike traditional apriori based approaches which perform candidate generation and test, this approach does not generate any useless candidate sequences. Also, two word sequences extracted from the left-most branch in figure 5.4 are combined since, sequence $<W_1W_2>$ is a subset of sequence $<W_1W_2W_3>$. Hence, our resultant repetitive word sequences are: $<W_1W_2W_3>, <W_2W_3>$. Studies [134] have shown that, in the average case the growth based approaches for sequential pattern mining perform up to 40% faster and uses about 0.1 times the memory for computation, compared to other apriori based approaches. For DAVE we use $s_n = 3$. 


5.2 Evaluation on Healthy People

Section 5.2.1 describes the experimental setup and datasets used from movies, Youtube, Taboeba website and our own data collection. Using this data, the next three sections show the evaluation for vocal events that require both bag-of-word textual features and acoustic information (section 5.2.2), that require word sense disambiguation from text information (section 5.2.3), and that require repetitive sequential pattern mining from text information (section 5.2.4), respectively. Through these evaluations we find which combinations of features and approaches provide higher detection accuracy for respective verbal events in generic domains.

5.2.1 Experimental Setup - Preliminaries

Acoustic Pre-processing

For completeness, this section describes the noise filtering and the conversion of audio to text.

Filtering and Removing Noise: The first step for pre-processing is to remove unvoiced audio segments using zero crossing rate (ZCR) [16]. To capture the pause in spoken sentences, the detected voiced segments are lengthened by 1 second on both sides. If another consecutive voiced segment starts within the lengthened 1 second segment portion, both the voice segments are merged into one.

Noises which are out of human voice frequency range were removed using a bandpass filter with a low frequency of 80Hz and a high frequency of 3000Hz. Hiss, hum or other steady noises were reduced using a spectral noise gating algorithm [7].

Converting Audio to Text: Since all of our solutions require text, we require audio to text conversion of the sound clips. We have used Dragon NaturallySpeaking [1] which is a speech recognition and transcription system.

Textual Data for Training Lexical Models

We used separate training corpuses to compute ‘Document Frequency’ of unigram and bigram words and language models for each of the verbal events: asking for help, verbal sexual advances
and questions. We learned two language models corresponding to each of the verbal events (asking for help, verbal sexual advances and questions) while one detects the presence of that verbal event, other detects the absence. These language models have the purpose of representing the main word sequences that occur in an utterance from respective verbal events rather than other events.

The wiki talk pages [4] consist of threaded posts by different authors about a particular wikipedia entry. While the sentences from these posts lack certain properties of spontaneous speech, they are more conversational than articles. Tatoeba website [2] contains a large collection of human spoken sentences in text and audio. Also, the urbandictionary website [3] has a large collection of human spoken sentences performing verbal events: verbal sexual advances and cursing. We labeled sentences from wiki talk posts, tatoeba and urbandictionary websites to include them in our training corpuses.

To achieve lexical characteristics of spontaneous verbal event utterances we conducted a survey of 21 volunteers where participates were asked what they will say to perform our targeted verbal events in different random scenarios and included the responses in respective training corpuses. Table 5.1 shows the number of sentences in training corpuses for each of the verbal events: asking for help, verbal sexual advances and questions.

<table>
<thead>
<tr>
<th>Training corpus</th>
<th>Verbal events</th>
<th>non-verbal events</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asking for help</td>
<td>144</td>
<td>856</td>
</tr>
<tr>
<td>Verbal sexual advances</td>
<td>98</td>
<td>601</td>
</tr>
<tr>
<td>Questions</td>
<td>335</td>
<td>1165</td>
</tr>
</tbody>
</table>

Table 5.1: Number of sentences in training corpuses

**Data for Verbal Event Detection Evaluation**

Since there is no existing available dataset for asking for help, verbal sexual advances, questions, cursing and talking with repetitive sentences we had to create our own dataset for training and evaluation. We have collected verbal speech data from 6 individuals, whose ages varies from 21 to 30. There were 4 females and 2 males. We also, collected human spoken sentences audio clips from Tatoeba website [2]. To enrich our dataset we have included audio clips from movies and real Youtube videos where people are performing our targeted verbal events. Table 5.2 shows the number of audio clips for evaluation for each of the 5 verbal events. These clips have lengths varying from 2 to 20 seconds, containing 1 to 23 words. To evaluate curse detection from audio we have collected 260 clips from movies, among 137 of them people used ‘cursing’ in their conversation. Among these 137 ‘cursing’ events, 91 of them have curse words which have a single meaning, and 46 of them have multiple meanings. Also, 50 audio clips have multiple meaning ‘curse’ words with non-curse meanings.
Pre-processing of Textual Data

Stop words are usually the most frequent words including articles, auxiliary verbs, prepositions, conjunctions and they do not provide additional improvement for textual similarity analysis. We have created a customized stop-word list for verbal events: asking for help, verbal sexual advances and questions, and created our vocabulary set with corresponding \textit{idf} values from the training converted text set. We used Porter streaming to reduce inflected words to their base form and normalization to remove punctuation marks, and converted words to lower case in our process of vocabulary building. After this pre-processing the vocabulary size for asking for help, verbal sexual advances, and questions are 214, 178, 658, respectively.

5.2.2 Verbal Events: Combination of Acoustic and Text Data

For each of the verbal events: asking for help, verbal sexual advances and questions we have trained a binary class classifier. Since, binary classifiers do not work well when trained with imbalanced data sets: new instances are likely to be classified as the class that has more training samples. In order to avoid this over-fitting problem, we chose to resample the dataset by keeping all clips for respective verbal events and randomly extracting subsets of clips of the same size (sampled from other 5 categories of table 5.2). In the following section we evaluate how a verbal event detection classifier performs using only acoustic features (section 5.2.2), then we evaluate how the detection accuracy changes by adding textual features into the classifier (section 5.2.2). All the evaluations were done using 10-fold cross validation with 33.33% of the data as test data. We used accuracy, precision, and recall as our detection performance evaluation metrics.

Acoustic Features

We tested the NaiveBayes, K-nearest neighbor and SVM classifiers using the acoustic features discussed in section 5.1.1. Table 5.3 shows the evaluation of these three verbal events using only acoustic features. As we can see, the accuracy is ranging between 66% to 82.5%.
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<table>
<thead>
<tr>
<th>Event</th>
<th>Classifier</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asking for help</td>
<td>NaiveBayes</td>
<td>71.72</td>
<td>0.707</td>
<td>0.718</td>
</tr>
<tr>
<td></td>
<td>K-nearest neighbor</td>
<td>80.31</td>
<td>0.803</td>
<td>0.805</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>79.03</td>
<td>0.811</td>
<td>0.79</td>
</tr>
<tr>
<td>Verbal sexual advances</td>
<td>NaiveBayes</td>
<td>73.35</td>
<td>0.78</td>
<td>0.734</td>
</tr>
<tr>
<td></td>
<td>K-nearest neighbor</td>
<td>81.43</td>
<td>0.813</td>
<td>0.814</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>82.54</td>
<td>0.824</td>
<td>0.826</td>
</tr>
<tr>
<td>Questions</td>
<td>NaiveBayes</td>
<td>66.09</td>
<td>0.719</td>
<td>0.661</td>
</tr>
<tr>
<td></td>
<td>K-nearest neighbor</td>
<td>81.97</td>
<td>0.821</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>82.22</td>
<td>0.829</td>
<td>0.822</td>
</tr>
</tbody>
</table>

Table 5.3: Evaluation with acoustic features

Combination of Acoustic-Textual Features

According to Table 5.3 the best detection accuracy using acoustic features alone are 82.54%, 80.31% and 82.22% for verbal events: verbal sexual advances, asking for help and questions. To achieve higher accuracy, we introduce textual features which represent the semantic understanding of speech while expressing these verbal events.

The studies related to automatic speech recognition systems have to additionally take into account the speech recognition errors which get more frequent for poor sound qualities and on spontaneous speech, and can highly decrease the classification performance. Hence, the classifier evaluations are carried out using features stemming from:

- manual transcriptions - to study the classifier’s maximum performance, obtainable only in ideal conditions (i.e. with perfect transcripts)
- automatic transcriptions (obtained with Dragon speech recognizer) - to study the performance under real conditions

Sections 5.2.2, 5.2.2, and 5.2.2 are devoted to the evaluation of verbal event detection using a combination of acoustic and tf-idf features, using a combination of acoustic and language model features and a combination of acoustic and all bag-of-word features.

Combination: Acoustic and Tf-idf Features  In this work two types of tf-idf features: unigram and bigram were extracted from transcribed speech text. For all the evaluations shown in this section, the SVM classifier gave higher accuracy, hence only the results obtained with the SVM classifier are presented here. Figure 5.5 and 5.6 shows the evaluation combining acoustic with unigram and all (unigram and bigram) tf-idf features, respectively with both manual and automatic transcription. According to these evaluations detection accuracy increases up to 91.88%, 89.44% and 88.92% for verbal events: asking for help, verbal sexual advances and questions with both unigram and bigram textual features extracted from manual transcription. Accuracy decreases by 0.28%, 1.56% and 1.1%
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Figure 5.5: Evaluation with acoustic and unigram tf-idf features

when tf-idf features are extracted from automatic speech transcription. According to our evaluation most important tf-idf terms (higher tf-idf values) for questions and asking for help event detection are *wh-words* (why, who, which, what, where, when, and how) and ‘help’, ‘please’, ‘need’, ‘can you’, ‘will you’, etc. respectively. Transcription error rate for these simple words are low for Dragon NaturallySpeaking software, hence decrease of detection accuracy for: asking for help and questions detection is lower compared to verbal sexual advances detection.

Figure 5.6: Evaluation with acoustic, unigram and bigram tf-idf features

As shown in figure 5.5, with manual transcription questions detection accuracy (88.45%) is higher using combination of acoustic and unigram tf-idf features. Hence, we conclude that questions detection perform better using a combination of acoustic and unigram tf-idf features, where other two event detections perform better using acoustic features in addition to both unigram and bigram tf-idf features.
Combination: Acoustic and Language Model Features In our evaluation three language model features: ‘unigram log-likelihood ratio’, ‘log-likelihood ratio of bigram language models with linear interpolation smoothing’ and ‘log-likelihood ratio of bigram language models with absolute discount smoothing’ are extracted from speech text. For all the evaluations shown in this section, the SVM classifier gave higher accuracy, hence only the results obtained with the SVM classifier are presented here.

Table 5.4 shows the evaluation using various combinations of language model features in addition to acoustic features to detect verbal events: asking for help, verbal sexual advances and questions using manual transcription. According to this evaluation, all 3 language model features in addition to acoustic features used as input provide higher accuracy for all 3 verbal events. Hence, in the later sections of this chapter the term ‘using language model features’ will be referred to as using all 3 of the language model features.

![Figure 5.7: Evaluation with acoustic and language model features](image)

Figure 5.7 shows the evaluation metrics using acoustic and language model features extracted from manual and automatic transcription. Using manual transcription, the highest accuracy for asking for help is 91.36%, which is lower compared to detection using acoustic and tf-idf features as shown in Figure 5.6. On the contrary, accuracy for verbal sexual advances and questions detection increases to 91.69% and 89.68%, respectively using a combination of acoustic and language model features as input for the classifier. Detection accuracy decreases by 0.8%, 1.74% and 0.05% for verbal events: asking for help, verbal sexual advances and questions, respectively when textual features are extracted from automatic speech transcription, which complies with our evaluation in section 5.2.2.

Combination: Acoustic and Textual Features Tables 5.5 and 5.6 show the evaluation metrics of verbal events: asking for help, verbal sexual advances and questions detection using acoustic...
<table>
<thead>
<tr>
<th>Event</th>
<th>Language model features</th>
<th>Acoustic features</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asking for help</td>
<td>Additive smoothing</td>
<td>All</td>
<td>87.95</td>
<td>0.894</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>Linear interpolation smoothing</td>
<td>All</td>
<td>87.958</td>
<td>0.895</td>
<td>0.885</td>
</tr>
<tr>
<td></td>
<td>Absolute discounting smoothing</td>
<td>All</td>
<td>87.96</td>
<td>0.9</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>All 3 features</td>
<td>All</td>
<td>91.1</td>
<td>0.919</td>
<td>0.911</td>
</tr>
<tr>
<td>Verbal sexual advances</td>
<td>Additive smoothing</td>
<td>All</td>
<td>90.943</td>
<td>0.909</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>Linear interpolation smoothing</td>
<td>All</td>
<td>90.944</td>
<td>0.91</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>Absolute discounting smoothing</td>
<td>All</td>
<td>90.944</td>
<td>0.91</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>All 3 features</td>
<td>All</td>
<td>91.6981</td>
<td>0.916</td>
<td>0.917</td>
</tr>
<tr>
<td>Questions</td>
<td>Additive smoothing</td>
<td>All</td>
<td>88.206</td>
<td>0.885</td>
<td>0.882</td>
</tr>
<tr>
<td></td>
<td>Linear interpolation smoothing</td>
<td>All</td>
<td>88.24</td>
<td>0.886</td>
<td>0.884</td>
</tr>
<tr>
<td></td>
<td>Absolute discounting smoothing</td>
<td>All</td>
<td>87.96</td>
<td>0.882</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>All 3 features</td>
<td>All</td>
<td>89.68</td>
<td>0.901</td>
<td>0.897</td>
</tr>
</tbody>
</table>

Table 5.4: Evaluation of various combinations of language model features in addition to acoustic features with manual transcription

features in addition to both bag-of-word (tf-idf and language model) textual features extracted from manual and automatic transcriptions, respectively. As shown in Tables 5.5 and 5.6 combining all textual and acoustic features we achieve up to 93.45% and 91.36% accuracy for asking for help detection using manual and automatic transcription. According to Tables 5.5 & 5.6, and Figure 5.7 the highest achieved accuracy of verbal sexual advances and questions detection using a combination of all textual and acoustic features are similar to detection using acoustic and language model features only, for both manual and automatic transcription.

Hence we conclude that, among all the combinations of features we have evaluated, a combination of acoustic and language model features are sufficient to detect verbal events: verbal sexual advances and questions, where to achieve higher accuracy for asking for help we need a combination of all the
Table 5.5: Evaluation with combined features with manual transcription

<table>
<thead>
<tr>
<th>Event</th>
<th>Classifier</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asking for help</td>
<td>NaiveBayes</td>
<td>90.36</td>
<td>0.801</td>
<td>0.804</td>
</tr>
<tr>
<td></td>
<td>KNN</td>
<td>91.36</td>
<td>0.915</td>
<td>0.914</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>93.45</td>
<td>0.934</td>
<td>0.935</td>
</tr>
<tr>
<td>Verbal Sexual</td>
<td>NaiveBayes</td>
<td>81.13</td>
<td>0.846</td>
<td>0.811</td>
</tr>
<tr>
<td>Advances</td>
<td>KNN</td>
<td>87.15</td>
<td>0.874</td>
<td>0.872</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>91.69</td>
<td>0.916</td>
<td>0.917</td>
</tr>
<tr>
<td>Questions</td>
<td>NaiveBayes</td>
<td>71.74</td>
<td>0.755</td>
<td>0.717</td>
</tr>
<tr>
<td></td>
<td>KNN</td>
<td>87.96</td>
<td>0.88</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>89.697</td>
<td>0.9</td>
<td>0.897</td>
</tr>
</tbody>
</table>

Table 5.6: Evaluation with combined features with automatic transcription

<table>
<thead>
<tr>
<th>Event</th>
<th>Classifier</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asking for help</td>
<td>NaiveBayes</td>
<td>78.79</td>
<td>0.784</td>
<td>0.788</td>
</tr>
<tr>
<td></td>
<td>KNN</td>
<td>89.79</td>
<td>0.9</td>
<td>0.898</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>91.36</td>
<td>0.915</td>
<td>0.914</td>
</tr>
<tr>
<td>Verbal Sexual</td>
<td>NaiveBayes</td>
<td>80.32</td>
<td>0.843</td>
<td>0.801</td>
</tr>
<tr>
<td>Advances</td>
<td>KNN</td>
<td>84.15</td>
<td>0.854</td>
<td>0.842</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>90.154</td>
<td>0.902</td>
<td>0.91</td>
</tr>
<tr>
<td>Questions</td>
<td>NaiveBayes</td>
<td>72.48</td>
<td>0.758</td>
<td>0.725</td>
</tr>
<tr>
<td></td>
<td>KNN</td>
<td>89.6</td>
<td>0.897</td>
<td>0.893</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>88.68</td>
<td>0.89</td>
<td>0.88</td>
</tr>
</tbody>
</table>

5.2.3 Detecting Cursing

As shown in Table 5.7 we evaluate cursing detection using only acoustic features (from section 5.1.1), our cursing detection approach (shown in section 5.1.2) and a combination of both, where output of our cursing detection approach is used as a binary feature. We have used the SVM classifier as a detection classifier for this evaluation. As shown in Table 5.7, cursing detection using only acoustic features results in a low precision and recall rate of 75.1% and 77.4%, respectively. When manual transcription data is used for evaluation, our cursing detection approach detects all of the 91 single sense curse words and 41 of the multiple sense curse words. As shown in table 5.7 the precision rate for the multiple sense curse word detection is 87.23% and the recall rate is 89.13% and for overall curse detection the precision rate is 95.6% and the recall rate is 96.35%. The multiple sense curse words have word senses that varied from 2 to 9. If we try to detect the specific word sense for the curse words with multiples senses, the detection evaluation, precision rate goes down to 72.7% which shows that our binary word sense adaptation of Adapted Lesk algorithm [17] improves the curse word detection performance.

Since, many of the curse words are complex and uncommon in general English vocabularies,
the transcription error rate for software like Dragon is higher for them. After a short training of curse words transcription accuracy improves significantly. After short training, with automatic transcription by Dragon we achieved 93.9% precision and 91.2% recall for overall curse detection using our cursing detection approach (shown in section 5.1.2).

According to our evaluation as shown in Table 5.7, combining acoustic inference from speech with our cursing detection approach from transcribed speech does not improve accuracy. Hence, we conclude that our cursing detection approach (as shown in section 5.1.2) is sufficient to detect cursing from speech.

### 5.2.4 Detecting Repetitive Sentences

A study [204] on agitated demented elderly patients has shown that 50 – 80% of them suffer from palilalia, which is a speech disorder characterized by the involuntary repetition of syllables, words, or phrases. Hence, it is highly unlikely of them will repeat large sentences with many words skipped. We have evaluated our algorithm on 80 speech samples collected in controlled experiments. Each of the converted text of these speech samples contains sentence repetition with at most 3 words skipped. Using manual and automatic transcription detection, the accuracy was 100% and 98.7%, respectively.

### 5.3 Real Patient Evaluation

We have also evaluated verbal event detections approaches on real agitated dementia patients using audio clips collected in realistic settings from elderly suffering from dementia. The clips \((N=107)\) were collected for an NIH-funded randomized clinical trial (ClinicalTrials.gov Identifier: NCT01324219) that tested whether improved nursing home staff communication reduces challenging behaviors in persons with Alzheimer’s disease and other dementias [205]. The clips were collected during morning care activities in 16 midwestern nursing homes. Duration of the audio clips vary between one to 30 minutes. The clips contain examples of agitated verbal events as well as periods without agitated verbal events. In total, 34 residents were included in the clips ranging in age from...
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63 to 98 years old (Mean=88, Standard Deviation = 7.2) and were 70% female, 97% Caucasian non-Hispanics, and 67% were prescribed psychotropic medications. Table 5.8 shows the number of agitated verbal events that appeared in those audio clips. The distribution of verbal events shows that verbal event questions are more common in agitated elderly suffering from dementia. There were no examples of verbal sexual advances. This data is representative of the fact that these events are not common for agitated elderly in nursing homes suffering from dementia.

<table>
<thead>
<tr>
<th>Verbal events</th>
<th>Total (136 events in 107 clips)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asking for help</td>
<td>11</td>
</tr>
<tr>
<td>Verbal sexual advances</td>
<td>0</td>
</tr>
<tr>
<td>Questions</td>
<td>52</td>
</tr>
<tr>
<td>Cursing</td>
<td>10</td>
</tr>
<tr>
<td>Repetitive sentences</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 5.8: Verbal events from real patients.

Speech from agitated elderly suffering from dementia may vary from generic cases, but we have a relatively small dataset of 107 audio clips from 34 read agitated dementia patients. Hence, we apply the solutions from section 5.2 where we performed a leave one out cross validation on real patient data, additionally incorporating our collected data (as shown in section 5.2.1) from previous steps in the training set. Note that audio clips from real dementia patients contain extensive amount of hiss, hum, and other steady noises as well as music, coughing, door and window movements, beep sounds from air conditioners, etc. We used a spectral noise gating algorithm to reduce steady noises like hiss or hum sounds. To eliminate the effect of environmental noise, we have included environmental sounds (music, coughing, door and window movements, beep sounds, etc.) in the training set. For example, to evaluate the performance of asking for help detection using a binary classifier with one clip collected from the real patient data being tested, we included all the data from real patients and our other collected data (as shown in section 5.2.1) in the training set. Also, examples for environmental noise are included as negative examples for this binary classifier in the training set. The evaluation results of verbal event detection using real dementia patient data with manual transcription is shown in Figure 5.8 where performance metrics for verbal event detection remain approximately similar to our evaluation with our collected data (as shown in section 5.2.1). Figure 5.9 shows the evaluation of verbal events with automatic transcription on real patient data. Due to presence of noise, transcription error rate for real patient audio data was higher compare to our previous evaluations, which reduce the event detection accuracy. In this evaluation the SVM classifier is used as a detection classifier.
5.4 Discussion

A major challenge that we solved was detecting verbal agitation for dementia patients who mumble, speak in low volume, and don’t articulate words very well. The value of this detection is clear from the medical community which uses them in their Cohen-Mansfield metrics to help in treatment. Significantly, we also showed that our solutions generalizes to the healthy population.

The value for the healthy population is less obvious. However, applications of our solution include online video sharing sites such as Youtube and movies, where providers and users are able to detect objectionable content such as cursing, sexual advances, etc. to impose restrictions (e.g., for children). Detection of asking for help and questions can improve several human computer interaction (HCI) systems such as: automated customer service interaction systems, smart classrooms, etc. Also, some of the vocal events such as: asking for help, verbal sexual advances, and cursing are important for home safety.

While the focus of this chapter is to provide the details of the algorithmic solutions and their
evaluation, it is possible to incorporate the solutions into a working system. In fact, we have implemented the solutions on a Kinect system and deployed it in three homes with healthy people. Figure 5.10 shows the evaluation of the home deployments using automatic transcription. According to this evaluation, the performance of the classifiers (SVM classifiers) for all the verbal events are approximately similar to the evaluation using our collected data (as shown in section 5.2.1). Using this system with dementia patients will require a multi-year pilot study which is beyond the scope of this study.

Figure 5.10: Detection of verbal events in homes

DAVE also addresses one key aspect of privacy. It keeps the recorded acoustic data private and only presents the type and time of occurrences of agitated vocal events through its interface. For example, a graphical representation of the change of frequency of agitated behavior can be displayed and then used by the caregiver to help diagnose the state of the disease of a patient.

5.5 Summary

This chapter discussed DAVE, a comprehensive set of event detection techniques to monitor and detect 5 important verbal behavioral events: asking for help, verbal sexual advances, questions, cursing, and talking with repetitive sentences. The novelty of DAVE includes combining acoustic signal processing with three different text mining paradigms to detect verbal events (asking for help, verbal sexual advances, and questions) which need both lexical content and acoustic variations to produce accurate results. To detect cursing and talking with repetitive sentences we extend word sense disambiguation and sequential pattern mining algorithms.

The solutions [162, 163] have applicability to monitoring dementia patients, for online video sharing applications, human computer interaction (HCI) systems, home safety, and other health care applications.

We have provided an extensive evaluation that includes audio clips collected from real agitated
elderly patients suffering from dementia, *Youtube*, movies, online data repositories, controlled experiments, and home deployments.
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Ambient Human Events

The purpose of this chapter is to present an ambient human event detection (AHED) platform able to analyze, identify, and detect specific unusual or deviant human events. Such a system is especially useful for patients who have a reasonable degree of both physical and mental autonomy to carry on regular Activities of Daily Living (ADL), but, because of their age or disease, need to be continuously monitored. Ambient human event detection (AHED) platform has application in home hygiene and health monitoring (i.e., brushing teeth, snoring), child-care (i.e., baby cry detection), monitoring for public safety and security (i.e., gunshot, cry, scream), and on urban noise assessment of residential area.

In recent years smart technologies such as smart homes, smart cars, home health monitoring and surveillance systems, have become popular among consumers. Smart speakers, such as, alexa, google home, come with built in microphones. In most modern cars a microphone already exists in the cabin. Hence, a real-time AED system, capable of running locally on resource constrained devices, such as, Raspberry Pi, can be a great real-time monitoring solution, and can be added to already existing smart home and smart car devices.

Though there are some available datasets [137, 52, 138] which contain event level annotation for automated ambient human event monitoring systems, the amount of labeled event data is very small. Hence, the majority of AHED studies [190, 74] perform their evaluation on small datasets. A limited dataset in training leads to lack of robustness of the AHED approach as they are used in different environments (with noise and a large variety of extraneous sound events).

This chapter presents a novel framework for AHED, which generates robust models for audio monitoring applications with limited available data. Moreover, the generated AHED systems are real-time executable on resource constrained devices. The main characteristics and contributions of the framework and its evaluation are:
As shown in figure 6.1, for each of the ambient audio events with limited data, the framework generates a large synthetic dataset with a large variation of background environmental sounds, signal to noise ratios (SNRs), and reverberation effects. Theoretically, the presented automated audio mixture synthesizer (section 6.1) can generate an infinite number of variations.

To extract meaningful and effective feature representation from the raw audio data, this chapter presents a novel computationally effective feature modeling/engineering technique, named Audio2Vec (section 6.2.1 & 6.2.2). The generated representations by Audio2Vec are robust against environmental noise, reverberation, and de-amplification of sound due to distance. Moreover, it identifies and exploits the inherent relation between audio states and targeted audio events. As a result, Audio2Vec features can be used with much shallower (less layers & network parameters) neural network classifiers, and achieves significantly higher accuracy compared to the baseline feature representations typically used with much deeper neural networks. Also, shallow networks (for classification) have less execution time which makes them more suitable for real-time AHED systems on resource constrained devices.

To demonstrate the extensive applicability of the presented AHED framework, we applied the framework (figure 6.1) to develop and evaluate ambient audio detection models for ten ambient human audio events: crying, laughter, screaming, coughing, snoring, brushing teeth, sneezing, baby crying, glass breaking, and gunshots. One example of the value of detecting multiple audio events is that according to the Cohen-Mansfield Agitation Inventory [35], detection of crying, laughter, and screaming are important for monitoring agitation in dementia patients. Also automated detection of coughing, snoring, brushing teeth, sneezing have application in home healthcare and hygiene monitoring. Detection of baby crying is important for infant monitoring systems, and gunshots and glass breaking have application in automated surveillance and security systems. Our AHED approach using the Audio2Vec feature representation achieved on average 10.3% higher $F_1$ score compared to the best baseline approach for 10 targeted ambient human audio events (section 6.3.2).

To evaluate the applicability of our approach in realistic scenarios, running on resource constrained devices (on-device or local computations), we implemented an real-time AHED
system (that simultaneously detects the 10 targeted audio events) on a Raspberry Pi 3B with a MATRIX Creator development board (section 6.3.3). We evaluated the implemented system for two realistic applications: real homes and inside car monitoring. According to the evaluation we achieved average $F_1$ scores of 0.96 and 0.956 for AHED in real-home and in-car settings, respectively.

- An effective ambient human event monitoring system needs to be real-time executable. We experimentally evaluated the CPU run-time of each component of our AHED system and demonstrated its real-time capability for a constrained device: Raspberry Pi (section 6.3.4).

6.1 Synthetic Dataset

A robust ambient human audio event monitoring system needs models that perform well in various environments not introduced in the training phase. Also, in real event monitoring scenarios input audio signal to noise ratio (SNR) can be very low due to variable source to microphone distances and presence of other ambient noise sources. Additionally, in indoor settings, audio data suffers from reverberation effects. Training a supervised model robust against unknown environments, reverberation, and low SNR requires sufficiently large dataset with variation of environmental sounds, reverberation, and SNRs. One of the challenges this chapter addresses is having small available audio event datasets. But there are larger environmental scene datasets, where, background sound is collected from many different environments, such as, cafes, train stations, or parks. These sounds are easy to collect and do not need any labeling of the data. This chapter presents an audio mixture synthesizer, that generates a large synthetic mixture of labeled isolated audio event clips and various environmental audio clips. Using this automated generalized approach, it is possible to generate any number of well labeled positive and negative synthetic data samples (this can be applied to any audio event with a small available dataset).

**Solution: Audio mixture synthesizer:** We mix isolated audio clips (from available small datasets) with environmental background sounds to generate synthetic data samples. For the mixture synthesizer we used the pydub python toolkit. Synthetic audio samples are generated in the following manner.

We randomly select 10s audio from a randomly selected environmental background audio clip. Additionally, we randomly select one or more isolated (targeted and/or non-targeted) audio event clips. Both the environmental background audio and the isolated event audio clips are amplified or de-amplified to generate a random event-to-background ratios (EBR) between $-6$ to 6 dB. Then isolated audio event clips are overlaid on the 10s background audio clips at randomly selected positions. Random numbers are drawn from a uniform distribution, to achieve maximum variation in background sounds, EBR, and event positions.

In a 10s synthetic positive audio sample of a targeted audio event (e.g., screaming), at least one
(or more) isolated targeted audio clips are overlaid/placed, and zero or more non-targeted audio clips are overlaid/placed on the same 10s environmental sound. In a 10s synthetic negative sample of a targeted audio event, any other (except the targeted event) or none of the isolated audio clips are overlaid/placed in the 10s audio.

There are different artificial reverberation effect parameters to model how sound waves reflect from various types of room size and characteristics. Our synthesizer introduces different combinations of reverberation parameters: wet/dry ratio, diffusion, and decay factor in the generated audio samples. These parameters generate different reverberated signal to the original signal ratio, discrete echo effects, and reverberation tails (decay factor of reverberation).

The generated synthetic data is highly imbalanced (due to significantly larger number of non-targeted audio clips), that can make the binary AHED classifiers biased toward the majority (i.e., negative) class. To address the data imbalance issue, we perform cluster-based under-sampling [210] on the negative (non-targeted) 10s audio clips to generate an equal number of positive and negative synthetic data samples for each of the targeted audio events, as well as to accommodate the variations of the negative or non-targeted audio samples.

6.2 Audio Event Detection

Our presented approach performs the AHED task on 10s audio clips. We developed a novel feature modeling approach named Audio2Vec (section 6.2.2) to extract robust and effective feature representations of audio data. Binary classifiers for each of the targeted events (section 6.2.3) take the Audio2Vec features as input and perform the classification task.

6.2.1 Audio Features

Our approach segments the generated 10s audio clips into overlapping windows (200ms with 20% overlap in our evaluation), and extracts a feature set from each window. The extracted feature set, represents the inherent state of audio from that window. Based on the previous studies on acoustic features associated with targeted audio events (i.e., baby crying, gunshots, glass breaking, screaming) we considered low-level descriptor (LLD) features shown in left column of Table 6.2.1, as well as their delta and delta-delta coefficients. Each window is segmented into overlapping 25ms frames with 10 ms overlap, from which LLD features are extracted. Next the 8 functionals: minimum, maximum, mean, median, standard deviation, variance, skew and kurtosis, are applied to extract the audio window representation. In total 272 raw features are extracted from each of the 200ms windows, where 10s audio clips consist of 62 overlapping windows (200ms).
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**LLD Features**

<table>
<thead>
<tr>
<th>LLD Features</th>
<th>High level features (functionals)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero crossing rate &amp; ∆ (2-dim)</td>
<td>Min, Max</td>
</tr>
<tr>
<td>Energy &amp; ∆ (2-dim)</td>
<td>std, skew, var</td>
</tr>
<tr>
<td>Spectral centroid &amp; ∆ (2-dim)</td>
<td>kurtosis, mean</td>
</tr>
<tr>
<td>Pitch &amp; ∆ (2-dim)</td>
<td>median</td>
</tr>
<tr>
<td>MFCC &amp; ∆ (26-dim)</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Raw audio features

### 6.2.2 Feature Modeling

The modeling stage of an audio analysis system develops a representation that reflects the audio information for that specific task. Each segment of audio represents a state, and an ambient human audio event is represented by the progression of audio signals through various states. The following sections introduce a robust novel representation of the audio state from a 200ms window that takes into account the inherent notion of that state with a particular targeted audio event.

#### Audio to Word

We use the Audio-Codebook model [150] to represent the audio signal from windows with ‘audio words’. The ‘audio words’ represent the state of audio in each 200ms window. In our context the audio-codebook words are fragments of audio signal represented by features. We need a robust feature descriptors to represent the audio state in an audio window. Inspired by [85], we use a GMM based clustering method to generate the audio-codebook from the functional representations mentioned in section 6.2.1.

In the codebook generation step, a GMM based model is trained on randomly sampled data from the training set. The resulting clusters form our codebook audio words. Once the codebook has been generated, acoustic features within a certain range of the audio signal are assigned to the closest audio words (cluster centers) in the codebook. In the experiments, we have evaluated with different sizes of codebooks.

The raw audio features from section 6.2.1 distort up to a certain level with variance of environmental noise, audio de-amplification, and reverberation. Our trained audio-codebook places similar points in the feature space into the same code words, which make the feature representation robust against different environments, noise, and distance to the microphone.

#### Audio2Vec Approach

Audio words extracted from overlapping 200ms windows represent the states of the audio. Since, audio signals from a particular audio event are different from others, audio states representing that event would be different from others. Also, some states occur more frequently in a targeted audio event signal compared to other events. Typical audio-codebook word methods fails to convey this
state to an audio event representation.

To identify and exploit the inherent relation between audio states and audio events, we developed a novel audio word to vector conversion (Audio2vec) approach, that generates an \( N \) dimensional vector representation for each of the audio words (from the Audio-codebook). Position of a generated vector in the \( N \) dimensional vector space, depicts the relation between the state it represents and the targeted audio event.

Algorithm 1 shows our Audio2Vec conversion approach. In the initialization stage audio words unique for a targeted audio event are randomly assigned vectors near the \( \text{Positive}_\text{centre} \) vector in an \( N \) dimensional vector space and words which never occur in the targeted events are assigned random vectors near \( \text{Negative}_\text{centre} \). Other audio words are randomly assigned vectors between them (\( \text{Positive}_\text{centre} \) and \( \text{Negative}_\text{centre} \)). In the iteration stage, every time an audio word \( w_j \) occurs in the targeted event, the vector representation of that audio word \( v_j \) is modified according to equation 6.1, which makes \( v_j \) move closer to \( \text{Positive}_\text{centre} \) in the \( N \) dimensional vector space. Otherwise \( v_j \) is modified according to equation 6.2, which makes \( v_j \) move closer to \( \text{Negative}_\text{centre} \) (line 18-24, Algorithm 1).

\[
v_j \leftarrow v_j + (\text{Positive}_\text{centre} - v_j) \times \delta_p \tag{6.1}
\]

\[
v_j \leftarrow v_j + (\text{Negative}_\text{centre} - v_j) \times \delta_n \tag{6.2}
\]

Since, the targeted audio events are only few seconds in the 10s audio samples, the total number of audio words that appear in the targeted audio event segments are significantly lower compare to total number of audio words in other audio event segments. To mitigate this bias, we calculate the addition fraction parameter for negative samples \( \delta_n \) according to equation 6.3, where \( N_p \) and \( N_n \) are the total number of audio words in the targeted and other events, respectively.

\[
\delta_n \leftarrow \frac{N_p}{N_n} \times \delta_p \tag{6.3}
\]

Figure 6.2 shows an example of the Audio2Vec approach, where the vector dimension is \( N=2 \). In Figure 6.2 (a), black points are the vectors (audio words) unique for targeted events, white points are ones that never occur in the targeted events, and the grey ones are common between two classes. Later, in the iterative stage of Audio2vec, every time an audio word occurs in the targeted event in training set, the vector representation of that audio word is moved closer to the targeted event clusters in the vector space, as shown in Figure 6.2 (b). Similarly, if an audio word occurs for any other events, the vector representation of that audio word is moved further from the targeted event clusters (figure 6.2 (c)). As shown in Figure 6.2 (d), the Audio2vec approach brings frequently occurring words in the targeted events closer in the vector space compared to others. The advantages of the Audio2Vec approach:
Algorithm 1 Audio2Vec Algorithm

\( w \): audio word

\( v \): Audio2Vec vector

\( C \): audio-codebook

\( A \): audio clip represented as a sequence of \( n \) audio words; \( A = \{w_1, w_2, \ldots, w_n\} \)

\( T \): set of audio clips for training

\( \delta_p \): small constant used as parameter

\( \delta_n \): small constant used as parameter

\( m \): dimension of generated Audio2Vec vector

\( \text{iter} \): number of iterations

1: \textbf{procedure} \textsc{Audio2Vec Algorithm}(\( T, C, \delta_p, \delta_n, \text{iter} \))
2: \#Initialization:
3: \textit{Positive} \_centre \( \leftarrow [k_1 k_2 \ldots k_m] \) where \( k \in \{0.8, 1\} \)
4: \textit{Negative} \_centre \( \leftarrow [k_1 k_2 \ldots k_m] \) where \( k \in \{0, 0.2\} \)
5: \textbf{for} all audio word \( w_i \in C \) \textbf{do}
6: \hfill if \( w_i \) only appears in targeted audio event then
7: \hfill \quad \quad v_i \leftarrow [k_1 k_2 \ldots k_m] \) where \( k \in \{0.8, 1\} \)
8: \hfill \quad \textbf{end if}
9: \hfill if \( w_i \) never appears in targeted audio event then
10: \hfill \quad \quad v_i \leftarrow [k_1 k_2 \ldots k_m] \) where \( k \in \{0, 0.2\} \)
11: \hfill \quad \textbf{end if}
12: \hfill if \( w_i \) appears in targeted and other events then
13: \hfill \quad \quad v_i \leftarrow [k_1 k_2 \ldots k_m] \) where \( k \in \{0.4, 0.6\} \)
14: \hfill \quad \textbf{end if}
15: \textbf{end for}
16: \textbf{loop: iter times}
17: \hfill \textbf{for} all audio clip \( A_i \in T \) \textbf{do}
18: \hfill \quad \textbf{for} audio word \( w_j \in A_i \) \textbf{do}
19: \hfill \quad \quad \textbf{if} \( w_j \) \in targeted audio event \textbf{then}
20: \hfill \quad \quad \quad \text{difference} \leftarrow \textit{Positive} \_centre - v_j
21: \hfill \quad \quad \quad v_j \leftarrow v_j + \text{difference} \times \delta_p
22: \hfill \quad \quad \textbf{else}
23: \hfill \quad \quad \quad \text{difference} \leftarrow \textit{Negative} \_centre - v_j
24: \hfill \quad \quad \quad v_j \leftarrow v_j + \text{difference} \times \delta_n
25: \hfill \quad \textbf{end if}
26: \hfill \textbf{end for}
27: \hfill \textbf{end for}
28: \textbf{end loop}
29: \textbf{end procedure}
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**Representational efficiency:** Audio2Vec learns to map audio data from each 200ms windows into a fixed-length low-dimensional continuous vector space from their distributional properties observed in training. Our evaluation has found that the best Audio2Vec dimension is $N=30$. Hence, Audio2Vec approach represents the audio windows by a significantly low-dimensional distributed representation. Classifiers that take lower dimensional input data can optimize their parameters more effectively when training data is limited.

**Mapping Efficiency:** An interesting property of Audio2Vec vectors is that they encode the syntactic relationships between audio states and targeted audio events (classes). Audio2Vec vectors are similar for audio states with similar probability of occurring in targeted audio events. These characteristics are similar to the output of convolution layers in a CNN. Each convolution layer generates a successively higher level abstraction of the input data, which preserves essential yet unique information. Deep CNNs extract meaningful feature representations (also in the form of vectors) from input data by employing a deep hierarchy of layers. For example, the best baseline CNN classifier (section 6.3.2) has 4 convolution layers, with, in total, 140501 network parameters. Training such a high number of parameters needs a large training set. One of the challenges of this study is having a small amount of training data. The advantage of Audio2Vec approach is, its vector generation process involves vector addition and subtractions observing the training examples and is not constrained by number of training instances. Hence, the Audio2Vec approach can generate effective feature representations for our targeted application with limited training examples.

**Execution efficiency:** The Audio2Vec approach performs the clustering operation (to calculate Audio-Codebook) during training and stores the audio-words to Audio2Vec vectors conversion maps in a dictionary. Hence, during execution, converting raw audio from 200ms windows to Audio2Vec vectors involves finding the nearest cluster centroid and a dictionary lookup, which are linear in complexity and require significantly fewer computations compared to the baseline deep learning approaches.

![Figure 6.2: Example of Audio2vec approach in 2 dimensional space.](image)
6.2.3 Classifier

In this study we evaluated with Convolutional Neural Network (CNN), Bi-directional Long Short-Term Memory (BLSTM), and Deep Neural Network (DNN) (i.e., ‘vanilla’ Neural Network) as classifiers. For each of these classifiers we performed a grid search on the network parameter values. For each of the classifiers, our evaluation iterate on 1 to 10 layers, with 50 to 500 neurons/filters (for convolution layers) for each of the layers. Due to the limitation of space, each of the classifiers with only the best iterated parameter combinations on the training set is presented in the evaluation section.

6.3 Evaluation

Our evaluation consists of three parts. First, section 6.3.1 & 6.3.2 discuss our synthetic dataset generation for 10 targeted audio events, and the performance of our Audio2Vec AHED approach on the generated data. Later in section 6.3.3, we evaluate our AHED approach for two realistic applications: in-home and in-car audio monitoring systems. And, in section 6.3.4, we evaluate the CPU run-time of each component of our system to demonstrate it’s real-time capability.

6.3.1 Synthetic Data Generation

Our presented system detects ten audio events. We collected 160 isolated audio clips for each of these targeted events (100 for training, 30 for testing, and 30 for validation) from the freesound dataset [53], the ESC environmental sound Dataset [138], and the MIVIA audio event dataset [52].

To train a robust audio detection classifier, we need a training dataset that contains a large variation of non-targeted events that may occur in the real scenarios. Hence, we collected isolated audio clips of 80 environmental and human events (40 clips for each category) from the freesound dataset [53] and the ESC Dataset [138]. These events include environmental events such as, rain, sea waves, birds, water drops, wind, pouring water, car horn, helicopter, siren, engine, train, bells, fireworks, and human sounds such as, clapping, breathing, footsteps, drinking, sipping, dish washing, and animal sounds such as a dog, rooster, cow, cat, insects, crow, etc. Additionally, we collected 400 clips of human speech with different emotions (happy, angry, sad) from the EMA speech dataset [93]. We use this large variation of non-targeted isolated audio clips to generate negative training samples.

Collected isolated sound clips (targeted and non-targeted) have exact labels with sampling frequency 44.1 kHz or higher. The duration of the audio clips varied from 0.5 to 4.3 seconds.

To introduce a large variety of environmental background sounds we collected 1121 background audio clips from the TUT Acoustic Scenes development dataset [110]. This environmental scene dataset contains 15 acoustic scenes, including audio clips recorded from bus, train, cafe, car, city center, forest, store, home, beach, metro stations, office, park.
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Using our mixture synthesizer (section 6.1), we generate 2000, 10s audio clips (1000 for training, 500 for validation and 500 for testing), for each of the targeted audio events. Isolated audio event clips and environmental background audio data for training, validation, and testing datasets were disjoint. We perform 10-fold cross-validations on the training and testing sets to select the best models and model parameters that fit the data. We use the validation set to report the AHED performance on the synthetic dataset.

Due to the highly imbalanced data in the evaluation phase of the study, using accuracy as the evaluation metrics can introduce an accuracy paradox. Hence, we used class-wise $F_1$ score, the harmonic average of precision, and recall as the evaluation metrics.

6.3.2 Evaluation Results: synthetic data

In this section, we describe the binary audio event detection evaluation results on generated synthetic data (section 6.3.1). As mentioned in section 6.2.1, each 10s audio clips is segmented into 62, 200ms windows and 272-dimensional feature-set is extracted from each of these windows. Our Audio2Vec feature modeling approach converts these 272 dimensional raw feature-sets to $N$ dimensional vectors. As the first step of Audio2Vec approach, we generate 1000 GMM clusters from randomly selected audio samples for each of the targeted audio events. The resulting clusters form the generated audio words (section 6.2.2). The proposed Audio2Vec solution generates 30-dimensional vector representation for each of the extracted audio words as described in Algorithm 1. We performed a grid search over 500 to 3000 cluster sizes and 10 to 100 dimensions to find the best values of cluster size (1000) and Audio2Vec vector dimension ($N=30$) for our AHED task.

Figure 6.3 illustrates the change of generated Audio2Vec feature vector space, for the audio event: gunshot with the increase of iteration number of Algorithm 1. PCA based visualization approach is used here to visualize the 30-dimensional feature space in 2-dimensions. In this figure, the blue points represent the audio words unique for gunshot signals, red points represent the ones that never occur in gunshot signals, and green points represent the ones which are common. At the initial step of Algorithm 1, green points are clustered in the middle between red and blue points (Figure 6.3(a)). With the increase of iterations, these points spread out, and as points occur more frequently in gunshot signals they move toward blue points’ cluster and the points that occur frequently in other audio signals move towards the red points’ cluster. This visualization demonstrates how Audio2vec approach brings frequently occurring audio words in the targeted event (gunshot) closer in the vector space compared to others.

Figure 6.4 shows the evaluation (class-wise $F_1$ scores) on different deep learning classifiers for our AHED task. In this evaluation all three classifiers take extracted $62 \times 30$ dimensional Audio2Vec features (from 10s audio) as input. We performed a grid search on the network parameters to identify the best combination. The CNN implementation had 2 convolution layers [60,60], each with 60 convolution kernels (temporal extension of each filter 2), a ReLU activation function, 20% dropout
rate and max pooling (window size 2 and down-scaling factor 2). Two fully connected dense layers [20,1] with sigmoid activation function, were attached, which make binary event presence decision. The CNN classifier achieved an average $F_1$ score of 0.948 for the ten targeted events.

The BLSTM implementation had two layers with [100, 100] nodes, a 20% dropout rate, and two fully connected dense layers [20, 1] with sigmoid activation function. The BLSTM classifier achieved an average $F_1$ score of 0.862 for the ten targeted events. DNN implementation had four fully connected layers with [500, 500, 300, 100] nodes and a ReLU activation function, a 20% dropout rate, and one fully connected dense layer [1] with a sigmoid activation function to make binary decisions. The DNN classifier achieved an average $F_1$ score of 0.8039 for the ten targeted events.

Our targeted audio event duration varied between 0.5s to 4.3s. Hence, the BLSTMs ability to convey contextual information in long audio sequence was not very advantageous. In CNNs, the convolutional filters not only can generate meaningful feature representations, moreover, they are translation invariant. That means, during training the convolution filters are being applied in a sliding window fashion on the entire 10s audio. Hence, no matter where an audio event occurs in a 10s audio clip, CNNs can detect it with limited training examples.

The CNN classifier achieved 9.9% and 17.9%, higher $F_1$ scores compared to the BLSTM and DNN classifiers. According to this evaluation we achieved the highest $F_1$ scores of 0.971 and 0.972, for events screaming and brushing teeth. The detection of gunshots and sneezing were most difficult since, different environmental sounds (from TUT Acoustic Scenes) are very similar to them,
especially after the de-amplification and reverberation effects.

To evaluate the effectiveness of Audio2Vec representation, we analyze the performance of AHED with three different feature representations: 1) Audio2Vec, 2) I-vector, and 3) raw acoustic feature-set discussed in Section 6.2.1. We performed a grid search on the three classifiers (CNN, BLSTM, and DNN) parameters to identify the best classifiers. As shown in figure 6.5, raw feature-set with a CNN implementation achieved an average $F_1$ score of 0.8598. The CNN implementation had 4 convolution layers, each with 100 convolution kernels (temporal extension of each filter 4), a ReLU activation function, a 20% dropout rate and max pooling (window size 2 and down-scaling factor 2). Two fully connected dense layers $[100,1]$ with a sigmoid activation function, are attached, which makes the binary event presence decision.

The I-vector system is a technique to map the high-dimensional GMM super vector space to low-dimensional space called total variability space. The basic idea of using I-vector representation is to represent each 200ms windows using concatenated I-vector feature vectors extracted based on audio event-specific GMM super vectors, and then to use these in the classifier. However, the existence of noise and channel variation can substantially affect the performance of i-vector representations. Since, environmental background sounds for training and validation data in our generated synthetic dataset are disjoint and the EBR varied between -6 to 6 dB, the i-vector representation fails to achieve a better AHED performance. I-vector features with a CNN implementation achieved an average $F_1$ score of 0.839.

According to this evaluation the AHED with our Audio2Vec features achieves 10.3% higher $F_1$ score compared to the best baseline features.
Figure 6.5: Evaluation on features.

6.3.3 Evaluation on Realistic Applications

The MATRIX Creator [104] is an all-inclusive development board that connects to the GPIO pins on the Raspberry Pi. It has an 8-microphone MEMS array and an ARM Cortex M3 microcontroller and features built-in noise cancellation and beamforming. We used the MATRIX Creator with Raspberry Pi 3B, as our constrained AHED device (shown in figure 6.6-A).

We evaluate our AHED approach for two realistic applications: inside car and real home audio event monitoring. For home event monitoring evaluation, we collected audio data from a pseudo smart home (figure 6.6-B,C) setup in the Smart Home Lab at the University of Virginia, and from a real one-bedroom apartment. In both settings we placed the AHED device in center of the room. Since performing some events in real home or car settings were not feasible (such as for gunshots), we played sounds of targeted events through a Sony SRS-XB10 Bluetooth speaker. The speaker was placed in different places of the bedroom, bath, kitchen and living room. We collected data for a single day where a single occupant performed daily in-home activities, and different events were played at random times from random places. In total, we collected 50 audio examples for each of the 10 targeted audio events from each of the home settings.

Figure 6.7 shows our evaluation on real home data. In this evaluation the AHED approach achieved an average $F_1$ score of 0.96 for the ten targeted events, that is 1.2% higher compared to our evaluation on the synthetic dataset (section 6.3.2). This is due to the significantly less noise and variations of non-targeted audio events, compared to some challenging pseudo scenarios (section 6.3.1), such as, trains, cafes, city center. According to the evaluation gunshot detection was most difficult since, different in-home environmental sounds, such as, knocking on the door, jumping,
walking on a wooden floor, are very similar to de-amplified gunshot sounds.

For the inside car event monitoring evaluation, we collected audio data from a Toyota Corolla 2016 car for 3 different speed ranges (below 25, 25 to 45, and above 45 MPH) with 2 different conditions, AC on and AC off. The AHED device was placed in the center of the car, and different sound events were played from a Sony speaker placed in four passenger seat positions. For each of the 6 conditions we collected 20 audio examples for each of the 10 targeted audio events from each passenger seat positions. Additionally, we collected audio samples without the presence of any of the targeted events.

All the audio examples of targeted and non-targeted events used for this evaluation (in-home & in-car) were not included in the synthetic dataset (section 6.3.1).

Table 6.2 shows our evaluation on real car. These results are comparable to our evaluation in section 6.3.2. At low car speeds, the AHED approach achieved an average $F_1$ score of 0.9685. That is due to the significantly less noise and the absence of de-amplification on event sounds (All passenger
### Speed (MPH Condition)

<table>
<thead>
<tr>
<th>Event</th>
<th>0-25</th>
<th>25-45</th>
<th>45-65</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AC on</td>
<td>AC off</td>
<td>AC on</td>
</tr>
<tr>
<td>Cry</td>
<td>0.954</td>
<td>0.946</td>
<td>0.954</td>
</tr>
<tr>
<td>Laughter</td>
<td>0.967</td>
<td>0.951</td>
<td>0.974</td>
</tr>
<tr>
<td>Scream</td>
<td>0.966</td>
<td>0.968</td>
<td>0.964</td>
</tr>
<tr>
<td>Coughing</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
</tr>
<tr>
<td>Snoring</td>
<td>0.983</td>
<td>0.983</td>
<td>0.98</td>
</tr>
<tr>
<td>Brushing teeth</td>
<td>0.942</td>
<td>0.93</td>
<td>0.938</td>
</tr>
<tr>
<td>Sneezing</td>
<td>0.944</td>
<td>0.942</td>
<td>0.94</td>
</tr>
<tr>
<td>Baby cry</td>
<td>0.989</td>
<td>0.982</td>
<td>0.971</td>
</tr>
<tr>
<td>Glass break</td>
<td>0.957</td>
<td>0.957</td>
<td>0.942</td>
</tr>
</tbody>
</table>

Table 6.2: AHED evaluation in real car scenario.

seat positions are close to the AHED device). Though at high speeds, the AHED performance drops to 0.946 and 0.937 average $F_1$ scores on AC-on and AC-off conditions. The humming sound of AC, reduce the effect of noises in the car, hence, AC-on condition performed better for most of the cases.

#### 6.3.4 CPU Time Benchmarking for Real Time execution

We did all our realistic application experiments on a Raspberry Pi 3B having a Quad Core 1.2GHz Broadcom BCM2837 64bit CPU and 1GB LPDDR2 (900 MHz) memory. Our program reads a 10s audio file at a time, and extracts 272-raw features. For each of the (10) targeted events a process reads the raw feature-set, converts it to an Audio2Vec representation, and performs classification through the CNN implementation described in section 6.3.2. We performed the multiprocessing tasks through Python multiprocessing package.

We benchmark the computation time for (1) extracting 272-dimensional raw feature-set from 10s audio, (2) combined time for 10 processes to convert raw features to respective Audio2Vec representations, and (3) combined time for 10 processes to perform classification, as shown in table 6.3.

Moreover, we implemented the best baseline approach from section 6.3.2: Raw audio features with a 4-convolutional layer CNN implementation in the Raspberry Pi 3B, with the similar multiprocessing approach. As shown in table 6.3, for the baseline approach we benchmark the computation time for (1) extracting 272-dimensional raw feature-set, (2) combined time for 10 processes to perform classification taking raw features. Computation time is the time spent running the particular task plus running OS code on behalf of the task.

According to table 6.3, reading audio files and extracting raw feature-set takes high CPU execution times, since they involve I/O operations. Audio2Vec vector conversion takes only 0.022s.
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<table>
<thead>
<tr>
<th>Audio2Vec AHED approach</th>
<th></th>
<th></th>
<th>Total time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
<td>Reading audio and</td>
<td>Audio2Vec conversion</td>
<td>Classification</td>
</tr>
<tr>
<td></td>
<td>extracting raw</td>
<td>(cumulative)</td>
<td>(cumulative)</td>
</tr>
<tr>
<td></td>
<td>features</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time (sec)</td>
<td>5.32</td>
<td>0.012</td>
<td>0.215</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Baseline: Raw features+CNN</th>
<th></th>
<th></th>
<th>Total time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
<td>Reading audio and</td>
<td>Classification</td>
<td>Total time</td>
</tr>
<tr>
<td></td>
<td>extracting raw</td>
<td>(cumulative)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>features</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time (sec)</td>
<td>5.32</td>
<td>0.338</td>
<td>5.658</td>
</tr>
</tbody>
</table>

Table 6.3: Computation time for various system tasks

The 2-convolutional layer CNN implementation used in our AHED approach has 38,561 parameters, and cumulative classification time takes 0.215s. Hence, the cumulative time taken by the 10 processes is 0.237s. And end-to-end total AHED system time for one 10s audio is 4.557s. Given the AHED window is 10s, the real-time system is extendable to including many more audio events. The baseline CNN implementation has 150,601 parameters, and cumulative classification time takes 0.338s. Hence, the cumulative time taken by the 10 processes (one for each events) in the baseline implementation is 42.6% higher compared to the Audio2Vec AHED approach.

According to this evaluation, our presented AHED approach is capable of real time execution on a resource constrained device. Note that CPU times reported in table 6.3 are when only the audio event detection program is running. Running additional programs will effect/change these times.

6.4 Summary

This chapter presents a novel framework [160] for robust ambient human event detection (AHED) models generation using limited available data. The framework uses a novel audio mixture synthesizer to generate a large synthetic dataset, that contains a large variation of background environmental sounds, noise, SNR, and reverberation effects; a novel robust and computationally effective feature representation technique, named, Audio2Vec. Due to the meaningful syntactic characteristics of the extracted feature representations, AED with Audio2Vec, performs significantly better with shallow network models, compared to much deeper models with baseline features. To demonstrate the applicability of the framework, we implemented a real-time AHED system in a Raspberry Pi 3B and evaluated its performance in real home and in-car settings, that achieved $F_1$ scores of 0.96 and 0.956, respectively. Moreover, we experimentally evaluated the CPU run-time of the AED system to demonstrate its on-device real-time capability for a constrained device. Our framework is extendable to any other audio events and the real-time AHED system is extendable to include many more ambient human audio events.
Chapter 7

Conclusion

As part of this thesis, we have developed a total of four systems. Each of which contributes to the primary objective of this dissertation which is to develop human verbal event monitoring systems addressing the open challenges in realistic health-care applications by leveraging novel and adaptive feature engineering approaches.

In this final chapter, we describe the key contributions it makes, its limitations, and provide directions for future improvements.

7.1 Summary and Key Contributions

This thesis makes the following key contributions:

7.1.1 Distant Emotion Recognition

Distant emotion recognition (DER) extends the application of speech emotion recognition to the very challenging situation that is determined by variable speaker to microphone distances. The performance of conventional emotion recognition systems degrades dramatically as soon as the microphone is moved away from the mouth of the speaker. This is due to a broad variety of effects such as background noise, feature distortion with distance, overlapping speech from other speakers, and reverberation. This thesis presents a novel solution for DER, addressing the key challenges by identification and deletion of features from consideration which are significantly distorted by distance (Distant feature selection, section 3.1), creating a novel, called Emo2vec, feature modeling/engineering and overlapping speech filtering technique, and the use of an LSTM classifier to capture the temporal dynamics of speech states found in emotions. A comprehensive evaluation is conducted on two acted datasets (with artificially generated distance effect) as well as on a new emotional dataset of 12 spontaneous family discussions (total 38 participants) with audio recorded
from multiple microphones placed in different distances. Our solution achieves an average 91.6%, 90.1% and 89.5% accuracy for emotion happy, angry and sad, respectively, across various distances which is more than a 16% increase on average in accuracy compared to the best baseline method.

### 7.1.2 Assessment of Mental Disorder Symptoms

Prior research examining ‘mental state detection through speech’ has focused on fully supervised learning approaches employing strongly labeled data. However, strong labeling of individuals high in symptoms or state affect in speech audio data is impractical, in part because it is not possible to identify with high confidence which regions of a long speech indicate the person’s symptoms of mental disorders. This thesis presents a weakly supervised learning framework for detecting social anxiety and depression from long audio clips. Specifically, it presents a new and simple shallow neural network based feature modeling/engineering technique, named NN2Vec, to generate meaningful feature representation for audio event detection from long weakly labeled audio data by identifying and exploiting the inherent relationship between speakers’ vocal states and mental disorder symptoms. Detecting speakers high in social anxiety or depression symptoms using NN2Vec features achieves F-1 scores 17% and 13% higher than those of the best available baselines. In addition, we present a new multiple instance learning adaptation of a BLSTM classifier, named BLSTM-MIL. The presented novel framework of using NN2Vec features with the BLSTM-MIL classifier achieves F-1 scores of 90.1% and 85.44% in detecting speakers high in social anxiety and depression symptoms.

In current clinical practice, assessment of mental disorder symptoms rely on client self-report and clinician judgment, which are vulnerable to social desirability and other subjective biases. Readily accessible, not intrusive or burdensome, and free of extensive equipment, the presented framework is a scalable complement to health-care providers’ self-report, interview, and other assessment modalities.

### 7.1.3 Behavioral Vocal Events Detection

This thesis presents DAVE, the first system which accurately and automatically detects the 5 vocal events of the Cohen-Mansfield inventory. To our knowledge, the automatic detection of verbal events asking for help, sexual verbal advances, cursing with word sense, and repetitive sentence have not been studied. Our solution of questions detection improves the accuracy above the state of art. To solve the detection problems for asking for help, verbal sexual aggression, and questions we use a novel combination of text mining and signal processing.

Cursing is difficult to detect because many such words have multiple meanings. Moreover, there is no existing labeled dataset what contains different meanings of cursing in different contexts. To address this challenge this thesis presents a modified version of the adapted Lesk algorithm [17] which considers a word’s sense from a knowledge base, named WordNet, to detect curse words with multiple ambiguous meanings.
DAVE is evaluated on 34 real agitated elderly (age varies from 63 to 98 years) dementia patients across 16 different nursing homes and achieved 90%, 88.1%, 94% and 100% precision for verbal events: asking for help, questions, cursing and asking repetitive sentences, respectively. Moreover we solve the challenge that dementia patients mumble, speak in low volume and don’t articulate words well.

7.1.4 Ambient Human Events Detection

This thesis presents a novel framework for ambient human event detection (AHED), which generates robust models for audio monitoring applications with limited available data. Moreover, the generated AHED systems are real-time executable on resource constrained devices. To address the challenge of having limited available datasets, we developed an automated audio mixture synthesizer, that can generate a large synthetic dataset with a large variation of background environmental sounds, signal to noise ratios (SNRs), and reverberation effects, from limited available audio samples. Additionally, a computationally effective feature modeling/engineering technique, named Audio2Vec that is robust against environmental noise, reverberation, and de-amplification of sound due to distance is presented. To demonstrate the extensive applicability of the presented AHED framework, we applied the framework to develop and evaluate ambient audio detection models for ten ambient human audio events, and achieved on average 10.3% higher $F_1$ score compared to the best baseline approaches. To evaluate the applicability of our approach in realistic scenarios, running on resource constrained devices, we implemented an real-time AHED system on a Raspberry Pi 3B with a MATRIX Creator development board. We evaluated the implemented system for two realistic applications: real homes and inside car monitoring. According to the evaluation we achieved average $F_1$ scores of 0.96 and 0.956 for AHED in real-home and in-car settings, respectively.

7.2 Limitations and Future Improvements

There are some notable extensions and improvements that are possible to the research we have presented in this thesis.

First, all the evaluation presented in this thesis was performed in audio clips or data samples taken from similar distributions. In the future, we look forward to explore the applicability or adaptation of the presented feature modeling/engineering approaches (i.e., Emo2Vec, NN2Vec, Audio2Vec) when audio data source distribution is very different compared to the training audio data source distribution. For example, if we train a model on audio data collected with clean indoor-microphone, how it will perform in extremely noisy YouTube audio clips.

Second, Spontaneous human conversations contain overlapping speech. Currently there is no existing solution to detect emotion or mental disorder from the overlapping portion of speech signal. Our presented solution detects overlapping portion of speech signal, and avoid the portion for verbal
event detection. In future we will investigate the possibility of assessment of mental states (i.e., emotion, disorder) from overlapping portion of speech. Additionally, real environments multiple targeted audio events can occur simultaneously, and their signal may overlap. For example, there can be gunshot when people are screaming. Our solution in chapter 6 did not address such cases.

Third, linguistic content of the spoken utterance is an important part of the conveyed human mental states (i.e., emotion, disorders). But, current speech-to-text transcription approaches still perform poorly when significant noise, reverberation and de-amplification is present in speech. Since, accurate transcription of distance speech signal was out of scope of this study, we focused only on mental state detection from audio signals (in chapter 3 & 4).

In chapter 6 generating some of the ambient human event sounds, such as, gunshot, baby cry were not feasible in real home or car. Hence, we played sounds of targeted events through a Sony SRS-XB10 Bluetooth speaker. In future, we will perform a long term study in the wild of our AHED system, to evaluate it’s real-world performance.

The presented study in chapter 4 has several limitations related to sampling. First, we used an analog sample of people high versus low in social anxiety symptoms for whom no formal diagnoses of social anxiety disorder had been established. Second, we analyzed speech audio data from only one situation (a speech stress or task), so future work would benefit from sampling speech from a wider range of both social and nonsocial situations to determine the boundaries of the models’ predictive validity.

Moreover, we wish to emphasize that implementation of our approach (in chapter 3, 5 & 4), is designed to support health-care providers and it’s practical use must include the informed consent of clients, who should be allowed to discontinue the monitoring at any time, and robust privacy protections. It is important to note that our approach does not use the semantics (transcribed text) of the client’s speech and that the proposed feature extraction is irreversible (section 4.1.2), thereby ensuring clients’ privacy. Any feedback provided to the client about increases in symptoms would ultimately be paired with treatment resources or other services (e.g., interventions) that the client can use to seek relief.

Additionally, this thesis has not addressed the security and privacy issues of residents (in home-health monitoring settings) in detail. For example, an attacker may compromise the system, or may access the audio data recording device. This is still an open problem and a promising direction for future work.

Finally, we evaluated our presented solutions on real patients’ or participants’ data (labeled by licensed clinical psychologist or behavioral scientist) but no long-term home health monitoring study was conducted. Future research is needed to evaluate the feasibility, acceptability, and safety of our presented human verbal event monitoring approaches before health-care providers implement the approach on a large scale in the community.
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