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Abstract

In the world today there exists a large number of problems that are of great societal concern, but suffer from a

problem called the tragedy of the commons where there isn‘t enough individual incentive for people to change

their behavior to benefit the whole. One of the biggest examples of this is in energy consumption where

research has shown that we can reduce 20-50% of the energy used in buildings if people would consistently

modify their behavior. However, consistent behavior modification to meet societal goals that are often low

priority on a personal level is often prohibitively difficult in the long term. Even systems design to assist in

meeting these needs may be unused or disabled if they require too much effort, infringe on privacy, or are

frustratingly inaccurate. We need a way to automatically meet societal needs while reducing or eliminating

the burden on users.

The vision of Ambient Intelligent Environments (AmI) has been dedicated to meeting this and other

human supportive goals since first being introduced in the late 1990s. Ambient intelligence environments

are computational systems embedded in the physical environment that sense, reason about, and act for

the benefit of the people in that environment and their objectives. The key factor, and challenge, of an

ambient intelligence environment is that it serves its objectives invisibly and transparently, with little to no

requirements on the user’s behavior or cognitive load, but still incorporates the user in all its actions. It is

not by accessing a computer terminal that people interact with the system, but by normal interactions with

their environment and the objects within. This seems ideal for meeting societal concerns where users do not

want to put any additional effort into the system.

This dissertation aims to explore some of the practical uses and challenges of sensing and reasoning in

ambient intelligence environments. First, I show how AmI environments are needed to personalize solutions

to societal needs, such as shifting the energy peak created by daily energy use. This personalization can

improve widespread adoption by allowing a system to benefit every user and not just the average one. Then,

I explore two novel solutions to the two main human-centric challenges in ambient intelligence environments

that may prevent the adoption of solutions for meeting societal needs: privacy vs. data collection and having

the human in the loop vs. automation. Privacy is challenging in AmI because personal data is needed to create
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personalization, but many systems collect more private data than they need for operation. We present a novel

solution to one of the worst examples of this, cameras, by using hardware limitations to preserve privacy.

Keeping humans in the loop in AmI is challenging since we cannot ask for their preferences and instead need

to learn through their natural interactions with the environment. In physical AmI, the interactions used

to learn such preferences are often few and far between, resulting in a “small data” problem for learning.

This problem is further exacerbated as preferences change over time and the system must quickly adapt. We

present a novel solution that leverages the similarity between users in reinforcement learning to quickly learn

in the face of these challenges. We anticipate that this work and these solutions to the two challenges of AmI

will increase the accuracy, privacy, and ultimate adoption of AmI technologies to meet societal needs.
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Chapter 1

Motivation: Meeting Societal Needs

Through Sensors, Learning, and

Control

1.1 Overview and Motivation

In the world today there exists a large number of problems that are of great societal concern, but suffer from a

problem called the tragedy of the commons where there isn‘t enough individual incentive for people to change

their behavior to benefit the whole. One of the biggest examples of this is in energy consumption where

research has shown that we can reduce 20-50% of the energy used in buildings if people would consistently

modify their behavior [2, 3]. But despite an increased understanding of the problems and an increase in

available solutions, we still haven‘t achieved these savings. The main reason? It‘s often prohibitively difficult

to get people to change their behavior consistently and over the long term to meet a societal need [4]. People’s

willingness to commit to behavioral changes is often based on the value they place on the outcome of that

change, and whether or not that outcome is a priority in their life at any given time. Issues with school, work,

and personal and family life can all outweigh a commitment to a change at any time. Additionally, while

asking people to turn off lights and program their thermostats might seem small and reasonable changes, the

behavioral modifications required for more complex societal needs are often not. For example, in the energy

system used today, the peak in electricity demand that occurs as people consume higher amounts of electricity

during the day is a significant societal problem. This peak governs the number of generators that need to

1
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be built - an ever increasing number each year as our overall demand for electricity rises. These peaking

plants are generally inactive and underused at night when power demand is lower and are less efficient/more

expensive plants that are built to quickly spin up in peak situations. The only solution that currently exists

to this problem, besides extensive and expensive battery storage, is asking people to change their behavior

when it comes to energy usage - like taking showers, washing clothes, and doing dishes at 3 am to flatten out

the usage peak. The complexity of the timing and extent of these behavioral changes will only increase as

we begin to rely more heavily on dynamic and variable renewable energy sources. Given the tragedy of the

commons problem and constantly shifting individual priorities, manual behavioral change will likely never

happen on a large enough scale to make a difference for this issue. Hence, we need a way to automatically

meet societal needs without requiring constant participation from users - reducing or eliminating the burden

on users and increasing the likelihood of meeting societal needs.

The vision of Ambient Intelligent Environments (AmI) has been dedicated to meeting this and other

human supportive goals since first being introduced in the late 1990s [5]. Ambient intelligence environments

are computational systems embedded in the physical environment that sense, reason about, and act for

the benefit of the people in that environment and their objectives. The key factor, and challenge, of an

ambient intelligence environment is that it serves its objectives invisibly and transparently, with little to no

requirements on the user’s behavior or cognitive load, but still incorporates the user in all its actions. It

is not by accessing a computer terminal that people interact with the system, but by normal interactions

with their environment and the objects within. A user does not have to remember to use the system or

manually provide information about themselves during operation. Because of this, both highly personal,

individual services (i.e. those a person will participate for) as well as less personal societal benefits (i.e. where

people may forget to participate) can be equally supported with this technology. Such systems can help

to support the projected 83.7 million U.S. elderly in 2050 [6] and work to reduce the 40% of the world’s

energy consumed in buildings. Additionally, they can sense, learn, and act to meet preferences that feed

into health, happiness and better productivity [7]. Much of the work thus far in AmI has been researching

and building the infrastructure necessary to connect a person’s environment to the computational resources

necessary to sense, learn about, and control that environment. It is here that AmI overlaps with the growing

fields of ubiquitous and pervasive computing, the internet of things (IoT), cyber physical systems, and more

to create this infrastructure in a way that’s fast, cost-effective, accurate, and low power. These fields also

overlap in creating systems for sensing and learning about human behaviors in tasks like activity recognition

and person tracking. Additionally, researchers have begun incorporating machine learning into AmI and

its infrastructure to sense and learn about the people of society on a larger scale than ever before. If we

can effectively leverage this sensing and control, we can begin to have a larger impact on societal needs by
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seamlessly integrating computational support into people’s lives.

Researchers in AmI have recently identified two major challenges to this vision above and beyond the

infrastructure challenges being researched in related fields [8]. These challenges look at the adoptability of

AmI in the wider human populace and focus on how to integrate sensing and control infrastructure with

common human concerns and behaviors. These two challenges concern the human-centric issues of privacy

and human control. Specifically, the first challenge deals with the privacy concerns of people participating in

AmI environments. In general, systems that work with or around human preferences and behavior must learn

about the people in that environment in order to be effective. This learning can fall on a wide spectrum

and many systems in place today operate on the average behavior of people (e.g. the common thermostat

temperature in public buildings is often based on the average male metabolism [9]). As technology and

companies are now pushing towards more personalized services, learning the behaviors of individuals, over

the average, is becoming the norm. With this increase, more private information is being recorded in the

push towards obtaining more actionable data for smart services. The more individual data that is recorded,

both in sample rate and sensing mode, the more personal services can become. However, much of this data

must come from the private domain to fully personalize services. Hence, there is a trade-off between the

need for a smart system to collect more data and the need for users to have a minimum amount of data

collected to minimize privacy violations. This privacy vs. data collection problem is infrequently addressed in

current smart systems. Much of the privacy issue is handed off to security research, where the prevention of

hacking or authorization protocols are presented as the solution to privacy concerns. However, even with

perfect security, users may not trust the smart system itself to preserve their privacy and many want only the

minimum data possible collected for the service they’re consenting to. While some data must be collected for

the smart system to operate, many systems inadvertently collect more data than is necessary for their stated

objective. One of the best examples of this is using visual sensors to collect data. Here, all data within the

visual field can be collected and recorded, not just that which fulfills the smart objective. For example, a

camera designed to collect data about who is in a space automatically also collects data about what they are

doing, what they are wearing, the layout of the space, what objects are in the space, and more. Minimizing

this dissonance between collected data and needed data for smart systems needs to be addressed in AmI to

mitigate privacy concerns and increase adoptability.

The second challenge in AmI deals with the trade-off between human participation and automation. Like

with privacy concerns, a person’s willingness to participate in a system will depend on how much they value

the outcome. Hence, even manual operation of a system might be acceptable if the value is high enough.

Many IoT systems have the connectivity of smart systems, but require manual human operation to turn them

on and off. This means humans are always in control and the system is in operation only when it is valued
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and the actions are approved. On the other hand, fully automated systems often provide too little control

for the user. Actions that are not personalized or that incorrectly infer preferences can frustrate or actively

work against the user’s objectives and preferences. If frustrations get too high, users may disable the system

entirely. Since issues like societal concerns are often not consistently high value enough for manual operation,

systems must use some form of automation to provide long term operation. The challenge to AmI systems

is to balance this human in the loop vs. automation trade-off so minimal onus is placed on the user for

operation, but the system still operates to meet objectives while taking the preferences and behaviors of users

into account. One option is to have a user pre-program individual preferences at the start of operation to

account for human input (such as having the users set the time periods of temperature on their thermostat).

However, this relies on both the ability of users to articulate all their preferences in full and their ability to

select the best options to meet other objectives (e.g. energy minimization). Since users often do not have the

ability, knowledge, or time to determine this a priori, AmI grew to adopt machine learning techniques to learn

and incorporate user preferences. This allows the system to collect samples of behavior in various situations

or states to then be incorporated into decision making. The challenge with machine learning in AmI is that

machine learning requires many samples of user preferences and behavior in different environmental states

in order to successfully learn and predict the behavior. In the physical environments of AmI these samples

may be few and far between. Systems can increase the samples by performing specific training periods (a

necessary step for supervised learning) but this also increases the effort on the part of the users as a kind of

“action based” preference survey and may need to be repeated frequently as users’ preferences change over

time. Ideally, an AmI system could learn user preferences through interactions with the environment alone.

Hence, a balance between learning preferences through only natural interactions and learning them quickly

and accurately enough to serve the user must be found in AmI to ensure users have influence over the system

and its control but are not burdened in the process.

This dissertation aims to increase the use of AmI to support solutions to societal problems by presenting

novel ways to address these challenges. We do so in three parts. First, we look at the importance of

including individual human behaviors and preferences in solutions for societal needs. Specifically, we show

that incorporating individual behaviors in systems that aim to deal with the energy peak can both significantly

decrease the peak energy use and increase the monetary savings for the individual. These monetary savings

are only possible for an individual with a personalized system, motivating the need to include users in the loop

of both sensing and control to meet societal needs. With this inclusion of users and their personal information

in systems, solving the two human-centric challenges of AmI becomes necessary for adoption. Hence, the

second part of this dissertation addresses the privacy vs. data collection challenge with a novel approach

to preserve privacy through the deliberate creation of hardware limitations for visual sensors. We focus on
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limiting data collected to only that necessary for the application by purposely limiting the hardware of the

camera such that, even if the camera were hacked, only the consented application data could be extracted.

No other data available to the sensor (e.g. human clothing or activities) could be obtained by either the smart

system or the hacker. The third part of this dissertation addresses the human in the loop vs. automation

challenge with a novel approach to reinforcement learning to learn preferences. Reinforcement learning learns

human preferences and the best responses to their behaviors by continuously interfacing with users and

their environments naturally, making it an ideal AmI machine learning approach. Our novel addition to this

technique leverages the similarity between users to speed learning in an AmI environment accounting for

users’ preference changes over time and the general infrequency of interactions with the system in a physical

environment. We anticipate that this work and these solutions to the two challenges of AmI will increase the

accuracy, privacy, and ultimate adoption of AmI technologies to meet societal needs.

1.2 Thesis Statement

Preserving image privacy through hardware limitations and learning preferences in the face of natural and

infrequent system interactions in reinforcement learning can increase the adoptability and accuracy of ambient

intelligence environment solutions that can meet societal needs more effectively by including personalization

in their design.

1.3 Contributions

The contributions of this dissertation are the following:

� An ambient intelligence system for load shifting using thermal energy storage and water heaters called

ThermalThrift useful to utilities (for load shifting) and homeowners (for monetary savings).

� An analysis of the importance of personalized behavioral information on the potential adoptability of

an AmI system to shift peak electrical load.

� The collection and analysis of in-situ water use data for 10 people over 78 total days for an evaluation

of the AmI peak shifting system.

� A camera based identity sensor useful for tracking residents in homes without requiring active user

participation called Lethe.

� An analysis of the privacy-preserving capabilities of hardware limitations for the use of cameras in

people identification.



Motivation: Meeting Societal Needs Through Sensors, Learning, and Control 6

� The collection and analysis of 1500 camera events from 21 different participants to evaluate the accuracy

of a privacy-preserving person tracking camera.

� A general collaborative reinforcement learning algorithm that uses similarity information between

participants to collaborate for faster learning called KindredRL.

� The creation of three simulations of blinds, thermostat, and water heating control to evaluate the

learning capabilities of a reinforcement learning algorithm leveraging behavioral similarities.

1.4 Thesis Outline

The rest of the dissertation is organized as follows:

� Chapter 2 describes the state of the art technologies related to ambient intelligence environments.

� Chapter 3 describes our peak shifting water heater project that shows the importance of personalization

in AmI Environments designed to meet societal needs.

� Chapter 4 describes our privacy based approach to identifying users with cameras in AmI Environments.

� Chapter 5 describes our user-similarity based approach to learning with reinforcement in AmI Environ-

ments.

� Chapter 6 concludes the dissertation by summarizing the contributions, discussing limitations, and

describing future work.



Chapter 2

Background and Related Work:

Ambient Intelligence Environments

2.1 Ambient Intelligence Environments

The idea of AmI was first publicly presented at the Digital Living Room Conference in 1999 by Roel Pieper.

Its first mention in a publication was by Aarts and Appelo in 1999 where they noted that work grew

out of ubiquitous computing, a term coined by Mark Weiser in 1988 at PARC [5, 10]. Like ubiquitous

computing, AmI relies on a physically distributed, wide variety of interconnected computing devices embedded

in the environment. While the terms are sometimes used interchangeably, along with pervasive computing

and sometimes the internet of things, AmI emphasizes environments that are sensitive and responsive to

people. AmI may leverage the technologies and interconnected computing devices of fields such as ubiquitous

computing and the Internet of Things, but its focus will always be using these devices to support people in

their everyday life activities. In general, AmI is characterized by systems and technologies that have [8]:

� implicit interaction: networked devices in the environment can be interacted with as they normally

would in everyday life

� context awareness: sensors throughout the environment can recognize people and their situation context

� personalization: the system can be tailored to meet human needs

� adaptivity: the system can change in response to people

� anticipatory behavior: the system can anticipate human desires without manual intervention

7
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These characteristics are achieved through three main components: sensing, learning, and control. Here,

sensing provides both the implicit interaction and context awareness necessary to an AmI environment.

Sensing in this manner must cover two main areas: people and non-human objects. An AmI system must

understand when and how a person interacts with an object (such as opening the fridge, turning the stove on,

etc. to make dinner) and how the people are oriented in the space (in fact two different people are interacting

with the fridge and stove to make dinner together). Sensing embedded within objects is quickly becoming

commercially available to AmI systems with the Internet of Things rapidly bringing internet connected

objects that can report when and how they are used to the market. Examples here include, but are not

limited to, door locks, lighting and HVAC systems, smart toasters, cars, alarm clocks, vending machines and

more. This sensing can monitor the devices themselves, such as those present in manufacturing facilities,

or act as a medium to monitor people and provide context to their actions and environment. In AmI, the

current research and state of the art sensing comes into play when people are the ones being sensed. In

general, humans are difficult to sense because of the varied and creative ways they use and interact with their

space and the objects within it. Carried devices, and wearables in particular like smartwatches and RFID

tags, are one of the currently growing forms of state of the art human sensing, with the ability to directly

sense the people they are monitoring. However, currently, such devices do not fit into the AmI vision since

remembering to carry a device requires an additional cognitive load on the user. In the future, if wearables

ever becoming fully integrated with daily life such that wearing them becomes natural they may provide

another avenue of human sensing in AmI. For now, AmI must rely on using the environment as either a

medium or staging place for human sensing.

Human sensing often falls into three main categories: identification, tracking, and activity recognition.

These three categories correspond to the who, where, and what questions necessary for contextual awareness.

State of the art systems in these categories are numerous. Device-free identification systems use biometrics

such as height [11], body shape [12], gait analysis [13, 14], and facial recognition [15] to identify individuals.

Tracking systems often pair with some form of identity sensor for room-level tracking [11, 12] or use some

other sensor, such as newer Wi-Fi tracking, to detect where a person is within a room [16, 14]. Activity

recognition is generally the most complex, spanning a wide variety of activities from walking/standing/sitting

to cooking, watching TV, interacting with family and sleeping. Systems in activity recognition are widely

varied, such as a fall detection system for the elderly using smart tiles [17], computer vision approaches that

detect walking, stretching, and interacting with objects and other people [18], and Wi-Fi based systems that

detect hand gestures [19]. In general, the more complex an activity (i.e. the more an activity is composed

of many smaller activities, such as cooking) the harder it is to identify as the same person can perform

that activity differently every time. Some systems also use a form of infrastructure mediate human sensing,
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where the people are assigned activities through only what the infrastructure senses of their actions, such as

movement by differential air pressure in the HVAC [20] or bathroom use through sensing of the shower and

bathroom lights [21]. All of these sensors provide the context needed to learn which actions the AmI system

should take to meet user needs.

The latter two components, learning and control, are often combined in AmI. Both components aim

to fulfill the personalization, adaptivity, and anticipatory behavior characteristics of an AmI system. The

challenge here is to incorporate both environment (e.g. weather) and human (e.g. identity) context information

to learn the desired actions to meet both human preferences and system objectives. Hence, learning often

implicitly creates a control policy. This control policy can either provide direct control of the environment

or control the issuing of feedback or alerts. Alerts and feedback are common in systems where the user is

outside of the AmI environment, such as caretaking and ambient assisted living systems [22, 23, 24]. Here,

learning focuses on understanding typical behavioral patterns and detecting any anomalies with techniques

such as information fusion, feature extraction, pattern analysis and recognition, and anomaly detection. A

large variety of approaches are used for anomaly detection including, but not limited to, Hidden Markov

Models [22] and unsupervised classification [25]. Anomaly detection itself is tightly coupled with the accuracy

of the AmI system’s context detection as what could be an anomaly in the eyes of the system could also

just be an normal event given some unobserved context. Overall, anomaly detection is still an active area of

research [26]. In feedback based systems, one an anomalous evens has been detected an alert is sent to a

caretaker.

AmI systems outside of caretaker based systems focus on better learning and predicting typical behavior

and largely ignore anomalies. This systems often focus on direct control, where the system modifies the

environment without a human intermediary. Here, AmI leverages other areas, such as the Internet of Things,

to gain mechanical control of the environment such as connected HVAC, lighting controls, remote ovens

and various other connected devices. With mechanical control, AmI then applies the behavioral predictions

gained through learning and/or sensing to perform actions that meet the user’s needs. These systems often

combine learning and control into a computational agent that can learn, plan, make decisions, and act as

one technological piece. Rule-based systems, such as fuzzy-logic controllers [27, 28], are often used to turn

context and behaviors into actions with expert supplied or learned rules such as “turn off the lights if no one

is in the room”. Other systems use model predictive control to make guesses about the future environment to

improve the long term analysis of actions and others use supervised machine learning to turn context directly

into action based on context action pairs. Some systems are purely reactive to the current environment, such

as lighting systems that immediately turn of lights when a person leaves. Here the challenge is in the sensing

system, where missed detection of occupants can cause errors. More closely aligned with AmI, other systems
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must focus on not just learning current context, but predicting future context to perform optimal actions,

such as HVAC systems that take multiple minutes or hours to warm up a space in preparation for occupants.

Overall, all these components work together to fulfill a particular AmI application.

2.2 Applications in AmI

As the availability of sensing and control infrastructure grows AmI and similar smart technologies have been

applied to a wide variety of applications [29]. State of the art systems in AmI include applications to assist

the elderly with systems such as monitoring for and alerting emergency services of falls [30], systems to

prevent wandering in dementia patients [31], and alerting caretakers of changes in behavior [22, 24]. Other

systems provide personalized product services, such as [32] which uses context sensors to improve media

recommendations (such work music vs. fun music and detecting when a family friendly movie is needed

with kids) and control the environment to set mood lighting. Numerous building control systems have also

been created that use personal preferences to daylight harvesting with LEDs [27] and control temperature

[33, 34, 35].

The challenge in selecting applications for AmI is that the ease at which the system can become human-

centered depends on the personal value a user places in the system. Application related to human health

are often highly valued, which is part of why Ambient Assisted Living (AAL) applications that focus on

health and elderly AmI system have one of the most extensive bodies of research work in AmI. An AmI

review in 2015 found 132 individual practical implementations of AAL with 1,048 related papers and that

body of work has only grown in the following years [36]. These systems often target high privacy areas,

such as homes, while lower personal value system, such as energy use systems, are only widely accepted in

commercial buildings. To make the situation even more complex, different users often have different values in

the application space. Some people may place so much value on monitoring their pets at home that they

litter the space with Dropcams, but others may not be willing to have cameras in their private spaces even to

monitor for emergency medical situations. Some users may be willing to constantly update an HVAC on

their schedule to save energy, while others may not prioritize using a system to check their vital signs on a

daily or weekly basis.

This tradeoff between application value and privacy or participation concerns means that lower personal

value applications (e.g. those that fulfill a societal rather than personal concern) have more of a need to

decrease privacy and participation concerns then systems for things like health applications in AmI. Privacy

concerns tend to mean that the majority of work in AmI energy systems are in public spaces, such as HVAC

and lighting control in office buildings and on campuses [37, 27, 38]. Alternately, such systems in homes are
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built on minimally invasive, and typically less accurate in the face of a real environment, sensors [11, 19, 17].

Low levels of interest in participation on a consistent basis also cause problems here, particularly in the public

space, as many users don’t learn preferences on the fly and the benefits of the AmI system are directed to the

building and not the occupants. Many state of the art systems require the user to manually input preferences

for comfort such as setting thermal, visual, air quality, and humidity ranges that are acceptable [27, 35, 34].

As these values may change over time, or be hard to articulate in one sitting, consistent participation in the

long term may be required to maintain personalization in these applications. Hence, many practical energy

savings systems do not attempt finer grained personalization, instead relying on user averages in a very

peripherally AmI way. However, as we will show in Chapter 4, personalization can greatly benefit these lower

value applications such as in our example of peak load shifting. Hence, increasing privacy preservation and

decreasing required participation can help bring lower individual value application into the AmI application

space and further work to meet societal needs.

2.3 Privacy in AmI

Privacy in AmI is a complex and multifaceted problem. While there is no universal definition, privacy is often

described as the ability of the user to choose who data should be disclosed to. Based on Westin’s definition

from 1967: privacy is “the claim of individuals, groups or institutions to determine for themselves when,

how, and to what extent information about them is communicated to others” [39]. For any AmI system

to operate, some data about an individual must be collected. For example, a system that efficiently turns

lights on and off in a house must know where people are located in the light zones. Depending on the data

and specific individual, this data might be considered private – meaning it should not be disclosed to others

unless permission is given by the user. An individual may decide that the collection of room level data is

acceptable when used only for the lighting system, but shouldn’t be released to friends and family that could

use that data to tell when the individual is home or away. This disclosure might also be situation dependent,

the individual might want the room level data released to the fire department if their house is on fire. Many

AmI systems have used the ability to select the granularity of disclosure to provide privacy, such as ambient

assisted living systems that allow patients to determine the information given to care takers [22].

The private information that an individual might disclose to an AmI system involves a complex function

including parameters such as how private they consider the information, their value of the system using

the information, the risk given public exposure of the information, and their trust in the security of the

system. The value of the system can greatly affect this decision, with emergency services or health assistive

technologies for elderly or impaired uses having some of the highest acceptability rates [40]. This may in
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part explain why there are many fewer works in ambient energy use assistance than ambient assisted living

– the personal value is just not high enough for the privacy risks. Recent work has even begun to explore

monetizing private data that users can sell to corporations or other parties, providing another possible avenue

of value [41]. The privacy level, value, and exposure risk are often highly application and individual dependent.

There is no general way to increase the value of a system (besides data monetization) that can affect all

applications, nor is there a general way to decrease privacy and exposure risk. Hence, given that studies have

found that often the largest concern for users is the misuse of the collected data, most work in AmI privacy

focuses on increasing the security and therefore trust of the system [40, 42].

Current work in security includes, but is not limited to, authentication and authorization frameworks for

smart objects [43], end-to-end security protocols [44, 45], and data encryption at sensor nodes [46]. This

security must span the whole system, from the collection of sensor data on individual nodes, to the processing

of such data in the cloud. Many systems attempt to limit security risks by processing data on-site or on-node,

so that only aggregated data is passed to a central control system or the cloud [47]. Challenges here include

limited processing power and storage space available to security measures, requiring security to be more

lightweight compared to traditional internet solutions [48]. While security is a necessary area in AmI, and

still being actively researched, it doesn’t cover all privacy concerns. Especially concerns that, no matter the

security measures, a system can be hacked.

If we entertain the possibility that any AmI system can be hacked (or private data may be incorrectly

released by the system itself), then limiting the privacy invasion when that event occurs becomes a primary

focus of privacy research. It is here that the challenge of privacy vs. smartness of AmI systems becomes most

visible [49]. Given the assumption that we cannot ensure the protection of private data through security, then

the best privacy protection an AmI system can offer is by not collecting private information. However, many

AmI systems collect more data than is necessary to the given application and don’t build this idea of limiting

data collection for privacy into their design. Systems that do limit privacy concerns through the selection of

data collection tend to do so through their choice of sensor. Mainly, this means deliberately creating systems

that do not use audio or video sensing [22, 11]. Other systems limit data collection by aggregating data as

close to the sources as possible, such as the perceptual hashing of images for facial recognition in [47] so

that the image itself is not stored. But this strategy still presents the opportunity for hacking at the source

to expose the image. Our work in privacy aims to allow the use of cameras, a highly information-rich but

also privacy invasive sensor, by limiting the hardware capability of the sensor to account only for the AmI

system’s required data and thus eliminating the collection and storage of unnecessary image data.
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2.4 Human Participation in AmI

The level of human participation in any system we use varies widely across applications and technology. On

one hand, some systems are fully manual–like many of the connected objects in IoT that can provide users

with capabilities and access but do not operate without human control. When these systems are simple they

can provide the most accurate and timely control (e.g. the house lights will turn off exactly when you want

them to). However, if the objectives of the system or the consequences of controls are complex (e.g. such as

deciding when to turn on the HVAC to make sure the house is warm when you get home, given heating time

and potential traffic) manual control becomes onerous and error-prone. Alternately, fully autonomous systems

tend not to require, or even allow, human participation. While human preference might be considered at

the start of operation, such as setting a ”comfortable” temperature or setting a general occupancy schedule,

there is often no mechanism for a user to correct or interact with the system without reprogramming it [50].

This can make autonomous systems error-prone and frustrating to the users – potentially to the point that

they disable the system.

All AmI systems sit somewhere between fully manual and fully autonomous and attempt to gain the

benefits of both extremes. While the goal of AmI is to not require extra human participation in the operation

of the system, many systems currently use human participation to either speed learning, provide context,

correct system errors, or perform recommended actions. AmI generally aims to use a hybrid approach where

a user can interact with the system if needed or wanted but does not have to for the system to continue

operation. This can come in the form of pre-programing rules for operation, presetting preferences, having

override capabilities and/or providing feedback to the system on its operation. Even sensing in AmI can

require human participation, such as devices worn to track people and their context that users may lose

or forget to wear [51]. Many AmI systems solicit preferences from the users at the start of operation and

allow adjustments by the users during operation [27, 37]. Others have users validate or filter the rules of the

system, even those generated automatically, to ensure correct operation [22]. Often these interventions are

not through a user’s natural interactions with the environment, but through accessing the system through a

terminal and manually setting comfort ranges or action rules. These human interventions help the system

to perform well at a given task but apply a cognitive and/or physical load on the users that may not be

sustainable over the long term. Like with privacy, this effort on the part of the user can detrimentally effect

participation in systems that have low personal value – such as those that meet societal concerns.

Hence, creating a system that has a natural interaction mechanism that can still keep human preferences

in the system loop is critical to AmI adoption for societal based systems. The AmI system iDorm uses some

natural interactions, such as turning the light off at night, to determine the action to take given current
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context [52]. Many other systems have used natural interactions with lights, heating, appliances, and even

a persons gaze to infer preferences [53, 54, 55]. The main drawback to learning in this manner is that the

system must wait for natural interactions in order to learn specific preferences. Learning these preferences is

further complicated by context, as a specific interaction and context combination might occur on only a daily,

monthly, or yearly basis. For example, knowing what a user prefers when it snows is not something that can

be learned over the summer and, depending on the geographical location, might be something experienced

only a few days a year. This has a benefit over survey based learning in that context that is not experienced

by the user is ignored whereas a survey of preferences wouldn’t know that it didn’t need to obtain those

preferences. However, these interactions might be so infrequent in the natural learning case that the system

may not be able to learn preferences before either the context or the preferences themselves change. Current

systems that attempt to learn preferences naturally tend to use reinforcement learning, or other learning

systems like fuzzy logic with a negative reinforcement rule deletion process, to learn preferences from these

interactions [52, 56]. While these systems can learn individual preferences, they tend to require many sample

interactions over a long period of time and may not learn necessary preferences before those preferences

change. Our work in participation in AmI aims to increase learning speed and therefore control accuracy by

leveraging the similarity between users of AmI systems to effectively increase the sampling of interactions for

an individual in reinforcement learning.



Chapter 3

Using AmI to Meet Societal Needs

3.1 Introduction

To evaluate the importance of including personalization in societal applications in AmI we look at the problem

of the energy peak and thermal energy storage. The energy peak is a phenomenon that occurs mainly during

the day when high energy system are used like HVAC and lighting systems in larger commercial buildings.

This large peak in energy usage governs the use of less efficient peaking power plants and costs more energy

on the grid than normal usage. Encouraging users to manually shift the time of their usage of usage is

often infeasible, as energy needs to be consumed during the peak for normal business operation, or can get

inconsistent compliance over the long term. Hence many solutions look at storing energy produced at off-peak

hours to decouple the usage peak from the generation peak and level out the required generation. The

challenge is that this energy must be stored for later use and traditionally battery storage is highly expensive.

Thermal energy storage (TES) is the practice of storing energy in a thermal mass for later use. Of the

four main types of energy storage (thermal, mechanical, electrical, and chemical), TES has some of the lowest

capital costs ($60/kWh), even compared to Pb-acid batteries ($400/kWh) [57]. However, converting the

stored heat back into electricity results in a loss of 40-70% of the energy [57], and so TES is most commonly

used for heating and cooling (HVAC) so that the thermal energy is used directly and conversion to electricity

is avoided. To achieve this, TES technologies such as stored ice, chilled water, or heat bricks are used to store

or remove heat during off-peak hours to meet HVAC needs during peak hours, thereby reducing a building’s

energy bill and reducing peak load on the energy grid [58, 59, 60]. Recent work has begun to look beyond

HVAC and target water heaters for TES due to their similar thermal end use during peak hours in the form of

showers, dishwashing, and washing machine use in the morning and afternoon. However, current approaches

15
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do not address how to make water heater TES cost effective for consumers given the highly personalized

and individual nature of hot water usage. Without cost-effective TES, consumers may not be incentivized

to adopt the technology and the potential 7-19 GWh of storage in the nearly 100 million homes in Europe

with hot water tanks remains unused [61, 62]. In comparison, the combined capacity from thermal, battery,

compressed air, and flywheel storage currently available totals about 12 GWh worldwide [63]. If it could be

made cost effective for consumers, the existing culture of water heaters has the potential to provide large

scale grid storage at very low cost.

The main goal in water heater TES is to store enough energy in the tank to facilitate turning off the heating

elements for a period during peak hours and using stored thermal energy to service demand [64, 65, 66, 67, 68].

Current studies focus on two main techniques to increase this off period: increasing the size of the tank (or

adding additional tanks) and raising the temperature setpoint of the tank [69, 70]. However, there are two

key challenges that prevent these approaches from being cost effective. The first challenge is usage dynamics:

water usage patterns vary greatly from one household to the next. The second challenge is standby loss:

the loss of heat through the walls of the tank due to imperfect thermal insulation. All TES systems suffer

from some standby loss, typically discharging 0.5-1% of their stored energy per day [57], but standby loss is

especially problematic for water heaters, which can discharge 11% or more (even the most expensive tanks

discharge at least 3%). To make storage cost effective, standby loss must therefore be carefully managed.

However, doing so is challenging because of water usage dynamics. For example, storing too much energy on

a day with little peak water usage can actually increase a household’s energy bill by creating excess standby

losses. Similarly, more energy is required to perform load shifting for a hot shower at the end of peak hours

than at the beginning because heat must be stored for a longer period. Existing solutions focus exclusively on

load shifting, as opposed to consumer costs, and use a static tank size or static setpoint temperature during

off-peak hours without explicitly addressing usage dynamics and standby loss [69, 70]. Their results indicate

these approaches reduce peak load and total cost on average across many homes, but they do not achieve

optimal performance for individual households and can even increase some households’ energy costs. In this

work, we analyzing whether water heaters can be cost effective TES devices for the individual consumer in an

AmI setting by personalizing the operation of the system and dynamically managing standby loss based on

individual water usage profiles and real time-of-use pricing schemes.

We present an AmI system that learns the water usage patterns of each household in order to create

cost effective TES. We call the system ThermalThrift. It first builds a statistical model of the household’s

historical water usage over time to make predictions about future hot water demand. Then, it combines

these predictions with a time-of-use (TOU) pricing scheme and a thermal model of the water tank to decide

whether and how much thermal energy to store in advance of peak hours. If raising the temperature is
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expected to increase total cost for the consumer, ThermalThrift does not store energy and effectively reverts

to a conventional setpoint water heater. ThermalThrift can create cost effective storage in two ways: a

consumer-facing variant that minimizes the total energy cost for the consumer, favoring storage TOU savings

that exceed standby loss costs and a utility-facing variant that minimizes peak load such that the cost of

energy for the consumer does not exceed a conventional, non-TES water heater. These two variants represent

the two main stakeholders: consumers, who may install such a system to respond to TOU prices and save

money, and the utility, who wants consumers to install such a system to reduce peak load.

To evaluate ThermalThrift, we collect water usage data from 6 pairs of participants over periods of 2-3

weeks each, for 78 total days. The collection of this empirical data was essential to our evaluation because

the goal of ThermalThrift is to provide customized performance for each household in an AmI fashion, and it

therefore cannot be evaluated in simulation using the ASHRAE domestic hot water consumption profile [71]

used by other studies [69, 70]. Additionally, we collect 12 different TOU pricing schedules from existing

electric utilities. Using these 6 usage datasets and 12 pricing schemes, we analyze ThermalThrift’s use of TES

for personalized, and therefore cost effective, load shifting. Results indicate that after only 7 days of training

data for a given household, ThermalThrift is able to achieve within 5% and 36% of the optimal cost and peak

load reduction. The consumer-facing ThermalThrift reduces consumer cost by 25% and peak load by 47% on

average, using individualized storage temperatures ranging from 51°C to 93°C. Additionally, the utility-facing

ThermalThrift reduces peak load 62% for water heating without increasing energy costs for consumers. For

utility companies looking to reduce peak load, ThermalThrift’s savings translate to a potential collective

1GWh of peak load reduction for approximately 500,000 homes. Additionally, ThermalThrift never increases

costs for the studied households – indicating that by including personalized information and converting this

application to an AmI system we are able to meet a societal need in a way that would encourage adoption in

individual users.

3.2 Related Work

Work related to cost effective TES in water heaters can be roughly categorized into three areas: cost effective

TES approaches in HVAC and other applications, leveraging existing stored energy in water heaters, and

current TES approaches to load shifting with water heaters.

The foundation of cost effective TES is the design of efficient storage materials that minimize energy loss

regardless of when energy is generated or consumed. Such materials are often analyzed with respect to variable

renewable energy generation, such as solar or combined heating, cooling and power plants, and physical

environment of the buildings or spaces where the storage operates [72, 73, 74, 75]. When the consumption of
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energy can be controlled–a standard occurrence in buildings with HVAC–techniques such as optimization

and model predictive control (MPC) have been shown to save energy, shift peak load, and reduce building

operating costs by choosing when to store energy and managing thermal leakage [59, 76, 77, 78]. For example,

Oldewurtel et al. combined model predictive control with weather predictions to improve energy efficiency

in climate control by storing thermal energy in advance of weather changes and Ma et al. uses MPC to

minimize costs of precooling tank water for a water cooled A/C system subject to TOU pricing on a college

campus [79, 80]. However, space heating and cooling is quite different than water heating because the latter

is more dependent on occupant behaviors, which are different for each water heater. Effectively using MPC

to apply TES for HVAC is very dependent on building an accurate model of the building and having weather

information. Occupant usage patterns affect heating and cooling demand, but only by 15-30% at most [81, 82]

and therefore existing studies do not account for the effects of dynamic occupancy when shifting peak heating

or cooling load. Hence, these MPC HVAC system rarely collect the human context found in AmI systems.

Applying MPC to water heaters also requires a thermal model, but the models aren’t as unique as buildings

and their HVAC systems. In contrast, the key to success is modeling the occupants’ hot water usage patterns.

Unlike weather predictions, which can be found online, occupant usage patterns are different in every building

and must be learned. In this work, we evaluate how quickly ThermalThrift can learn personal water usage

patterns in a AmI environment to make TES in water heaters cost effective for consumers.

Several studies have explored the use of thermal energy stored during normal operation of a tank (49-

60°C) for load shifting. In these approaches heating is simply turned off during a period of peak hours,

without first charging the tank with extra heat, and the tank coasts on whatever energy is already in the

tank [64, 65, 66, 67, 68]. This approach is currently used by many utility companies today. However, this

approach allows the temperatures to drop below user setpoints when coasting through peak periods. Therefore,

it can and often does affect user comfort, e.g. when using the shower during peak hours, making it not a

human-centric AmI system. Research in this area focuses on minimizing or adjusting the resulting payback

period when water heaters turn on at the end of peak hours [83]. Some work uses a fuzzy logic controller to

decide when to turn off the heating elements, while Kepplinger et. al. used linear optimization to control

water heaters based on stock exchange prices [67, 64, 65]. Since no additional energy is used for TES, cost

effective TES is not considered in these approaches.

A recent white paper by EPRI and study by Lacriox were among the first to evaluate water heaters

for TES by actively charging the tanks with more energy than is required for normal operation. The tank

setpoints were set to arbitrarily high temperatures (92°C and 77°C respectively) during off-peak hours to

achieve longer coasting periods [69, 70]. They also studied the use of extra large tanks in order to increase

storage capacity [70]. However, these approaches use static tank sizes and temperatures during off-peak hours
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Figure 3.1: ThermalThrift stores thermal energy in off-peak hours (solid, edges) in preparation for usage
during peak hours (white, center). ThermalThrift prevents the purchase of energy during peak hours while
higher temperature stored energy is available. A conventional water heater purchases energy during the entire
peak period.

and do not actively manage standby loss or usage patterns. Because of this, an excess of thermal energy

could be stored. This may increase costs for the consumer and render TES not cost effective. This paper is

the first to actively create cost effective TES using water heaters by demonstrating that hot water usage

patterns can be used to better manage standby loss.

3.3 ThermalThrift: An Ambient Intelligence Water Heater

ThermalThrift achieves cost effective TES with water heaters by leveraging TOU pricing to buy cheaper

energy during off-peak hours, store it thermally in the tank, and consume it during more expensive peak

hours. ThermalThrift stores thermal energy by increasing the tank temperature above a conventional

setpoint (49-60°C) to a TES temperature (60-93°C). Any hot water used during peak hours reduces the tank

temperature, eliminating the need to consume additional energy until the temperature drops back to the

conventional setpoint. This process is illustrated in Figure 3.1. This approach requires two related parameters
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to be defined: the storage start time jTES and the TES temperature tTES . ThermalThrift must select the

values of these parameters to shift peak load and be cost effective for the consumer. If jTES is too early

or tTES too high, thermal storage costs due to standby loss will outweigh savings during peak hours and

cost more to the consumer than conventional setpoint heating. If jTES is too late or tTES too low, the

opportunity to shift peak load will not be utilized to the fullest and the energy peak may not be reduced

significantly. Therefore, ThermalThrift has two variants that select these parameters to fulfill one of two

objectives: minimizing costs for the consumer (consumer-facing) or minimizing peak load for the utility while

not increasing costs for the consumer (utility-facing).

Both ThermalThrift variants optimize the predicted costs of TES, based on historical hot water usage

data and a model of tank operation, to select these parameters in a process similar to model predictive control.

In the consumer-facing variant, ThermalThrift implicitly finds jTES by evaluating the predicted costs of TES

at each time step moving forward. When the predicted cost of TES falls below that of a conventional setpoint

heater, storage begins. In the utility-facing variant, ThermalThrift explicitly selects tTES by predicting the

cost of a sweep of TES temperatures and choosing the temperature that shifts the most peak load without

exceeding the predicted cost of a conventional setpoint heater. ThermalThrift then calculates the storage

start time, jTES , needed to reach tTES when peak hours begin and starts storing thermal energy at that

time.

The details of ThermalThrift’s consumer-facing and utility-facing variants are described below. While both

approaches use different methods to select jTES and tTES , they share common components for predicting

heating costs. Hence, the following sections describe the common water heater tank model, derived from the

physical properties of water heaters, as well as the novel components specific to the consumer-facing and

utility-facing approaches to TES.

3.3.1 Water Heater Tank Model

To predict the cost of TES, ThermalThrift estimates the amount of heating that will be required in the

future through a series of modeling constraints. To ensure predicted costs accurately reflect the usage in a

household, ThermalThrift estimates the costs based on the historical hot water usage of that household. This

usage is stored in a matrix U , where each row is a different day of historical data and each column is a time

step over the course of that day. Hence, Ui,j is the amount of how water drawn from the tank (litres) for use

on day i in time step j. The main task of prediction is to convert this historical data U into an estimated

heating requirement matrix H based on a model of the tank and its operation in either the consumer-facing

or utility-facing variant. Depending on the variant, the matrix H can reflect a variety of control decisions
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Table 3.1: The notation used to model ThermalThrift and predict usage, heating, and costs.

Tank Parameters

gtank tank water size (L)
stank tank surface area (m2)
mtank tank water weight (g)
Rtank tank insulation value (e.g. R-1.8,

m2°C/W)
tconv comfortable user temperature (°C)
ptank heating power of the tank (W)
ta ambient air temperature (°C)
tc cold water temperature (°C)
cw specific heat of water (4.186 J/g°C)

maxheat maximum possible change in tempera-
ture (°C/sec)

Input Data

U historical hot water usage (L)
~pTOU vector of electricity prices ($ /Wh)

Prediction Notation

S temperature of tank at each interval
(°C)

H change in temperature due to heating
(°C)

W hot water drawn from the tank (L)
L change in temperature due to thermal

losses (°C)
T temperature of tank after losses and mix-

ing (°C)
n length of prediction horizon
m interval where peak hours begin, m < n
τ time step interval (seconds)

Control Notation

c consumer-facing TES start control
({0,1})

d consumer-facing TES delay control
({0,1})

tTES TES temperature (°C)
jTES TES start time

(e.g. TES at a specific start time jTES or conventional heating) and the control decision that produces the

optimal cost for that heating is selected. Each tank model can be individualized to a home though the tank

parameters (size, insulation, surface area, heating power, ambient air temp, cold water temp, etc.), listed in

Table 3.1. The water tank model, represented in equations 3.1-3.6, is derived from the physical properties of

water heaters and applies to any electrically heated tank.

To determine the predicted heating H, ThermalThrift implements six matrices to model the operation of

the tank: S, H, W , U , L, and T . The matrices S, W , L, and T represent the predicted tank temperature in

each interval, the predicted hot water drawn from the tank, the temperature change due to standby loss,

and the tank temperature before heating respectively, with entries corresponding to the matrices U and

H. Hence, each matrix holds predicted values for all historical days (rows, i) and each time period (of τ

seconds) during those days (columns, j). The tank’s state (i.e. its temperature) at the end of each time

period is represented by the matrix S. Each entry Si,j is calculated from the previous temperature Si,j−1 by

calculating the temperature in the tank after losses and usage, Ti,j , and adding the necessary heating Hi,j .

ThermalThrift calculates Ti,j from the temperature change due to standby loss Li,j and the influx of cold

water Wi,j (of temperature tc) entering the tank due to hot water usage given the size of the tank gtank. A

flow diagram for the interactions of these matrices is shown in Figure 3.2. Formally:
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Figure 3.2: ThermalThrift predicts the state of the tank Si,j though a series of modeling constraints. The
predicted hot water use Wi,j is calculated from historical use Ui,j and the previous tank temperature Si,j−1.
Thermal losses Li,j are also calculated from Si,j−1. These losses Ti,j are then used to predict the heating
requirement Hi,j and the final tank temperature Si,j for the τ second interval.

Ti,j =
(Si,j−1 − Li,j) ∗ (gtank −Wi,j) +Wi,j ∗ tc

gtank
,∀i, j (3.1)

Si,j = Ti,j +Hi,j ,∀i, j (3.2)

where Si,0 is initialized to the current measured temperature of the tank. The upper tank temperature is

bounded below tlimit (conservatively 93°C) to prevent boiling by:

Si,j <= tlimit,∀i, j (3.3)

All components of equations 3.1 and 3.2 (H, L, and W ) must be calculated to predict the tank state for

the next interval.

The component L, the change in temperature due to standby loss, is calculated from the predicted standby

loss rate over the time interval of length τ . The loss rate is calculated from the tank surface area (stank), the

insulation rating (R), the ambient air temperature (ta), the specific heat of water (cw), and the mass of the
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tank water (mtank) as shown in:

Li,j =
stank ∗ (Si,j−1 − ta)

R ∗ cw ∗mtank
∗ τ,∀i, j (3.4)

This equation shows that higher tank temperatures cause proportionally more standby loss, hence why

tank setpoints are often kept in the lower thermostatic range (49-57°C). Additionally, this increase in loss at

higher temperatures highlights the need for standby loss considerations in TES.

The component W represents the amount of water needed from the predicted tank to fulfill the historical

hot water use U . If no thermal energy is stored, the predicted usage Wi,j equals the historical usage Ui,j ,

since any needed hot water is drawn directly from the tank. However, high TES temperatures storing thermal

energy (above 60°C) are too hot for direct human use due to potential scalding. To provide comfortable

temperatures, thermal storage water is mixed with cold water from the mains before being dispatched to

the consumer. Hence, when thermal energy has been stored, W is calculated from the mix of cold water (of

temperature tc) with predicted tank water (of temperature Si,j−1) to produce a comfortable tconv temperature

for the user. Formally:

Wi,j =
tconv ∗ Ui,j − Ui,j ∗ tc

Si,j−1 − tc
,∀i, j when Si,j−1 > tconv (3.5)

While the S equations 3.1, 3.2 and 5.2, the L equation 3.4, and the W equation 3.5 are common to both

the consumer-facing and utility-facing variants, the heating component H and overall control mechanisms

differ in each variant. Hence, the component H and the final optimization for each variant are described in

the following sections. To simplify the equations in both variants, we define a parameter maxheat to be the

maximum rate of change in temperature (°C per second) possible due to heating. maxheat is calculated from

the water mass (mtank) and heating power (ptank) of the tank and the specific heat of water (cw):

maxheat =
ptank

mtank ∗ cw
(3.6)

In both variants, when ThermalThrift stores energy for TES it uses the maximum heating possible (i.e.

maxheat) to do so, since slower heating provides more time for energy to be lost due to standby. How each

variant selects the start time jTES or temperature tTES of thermal storage is describe below.

3.3.2 Consumer-Facing Cost Optimization

The consumer-facing ThermalThrift uses TES to minimize the cost of water heating for the homeowner.

Though the goal of this variant is cost reduction, the TOU pricing monetarily rewards reductions in peak
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energy. Hence, minimizing costs for the consumer also tends to reduce peak energy consumption. However,

if the cost of peak power is only slightly larger than off-peak, the increased standby loss due to higher

temperatures may mean TES is predicted as not cost effective. In this situation, the consumer-facing

ThermalThrift will neither store energy nor shift peak load, but will operate as a conventional water heater.

The consumer-facing approach implicitly selects the start time jTES of storage by evaluating the cost of

TES at each time period (τ seconds) of its operation before peak hours. At each time step, ThermalThrift

optimizes the average predicted cost of the heating component H given the TOU price of electricity ~pTOU ,

subject to the tank modeling Equations 3.2, 5.2, 3.4, 3.5 and its specific constraints on the heating component

H. The objective function can be formally stated:

min
c

avg((
H ∗mtank ∗ cw

3600
) ∗ ~pTOU ) (3.7)

Each time ThermalThrift predicts costs, the values of component H can represent three different control

decisions: store thermal energy now (jTES = 1), store it in the next time period (jTES = 2), and do not

store thermal energy. If jTES = 1 is optimal, storage begins immediately. If either jTES = 2 or no thermal

storage is optimal, ThermalThrift maintains the conventional setpoint until the next time period, where it

again evaluates the costs of TES. These three control decisions are represented in the prediction equations for

H using two control parameters: the immediate control c = {0, 1} and the delay control d = {0, 1}. To store

thermal energy now, c must be 1. To store energy in the next time period, c = 0 and d = 1. To never store

thermal energy, c = 0 and d = 0. Only the control decision c is applied to the tank the optimization of the

cost of H is complete. While the delay decision d is predicted for the current optimization, the next time

step’s optimization may make a different decision due to new usage information.

The modeling of H is divided into four equations: heating predictions in the first time step, heating in

the second time step, heating from the third time step to the start of peak hours, and heating during peak

hours. Storage heating is performed in the first three equations. The fourth equation models the effect of

storage on required heating during peak hours. For each time period j in the equations, H must hold either

the heating amount required for storage or for maintaining the comfortable setpoint tconv. Storage heating is

denoted with the maximum possible change in temperature maxheat ∗ τ . Maintaining a comfortable setpoint

is denoted with the temperature change max(0,min( maxheat ∗ τ, tconv − Ti,j−1)), where the conventional

temperature is maintained after temperature loss to the ability of the heating elements. Hence, for the first

H equation representing the first interval j = 1, either storage heating is performed or the conventional

temperature is maintained according to:
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Hi,1 = c ∗maxheat ∗ τ

+ (1− c) ∗max(0,min(maxheat ∗ τ, tconv − Ti,1)),∀i (3.8)

In the second equation and prediction interval, heating could either continue storage heating from the

previous interval (c = 1), have delayed the start of TES heating to this interval (c = 0, d = 1), or be

maintaining a conventional temperature (c = 0, d = 0). Formally:

Hi,2 = c ∗maxheat ∗ τ + (1− c) ∗ (d ∗maxheat ∗ τ

+ (1− d) ∗max(0,min(maxheat ∗ τ, tconv − Ti,2)),

∀i (3.9)

The third heating equation either continues increasing storage or maintains a conventional temperature

until peak hours being. The beginning of peak hours is denoted by the interval m, when the price of electricity

increases over the current price. Even when the current price is considered ”peak”, if the next price change

increases the price then TES will be evaluated. This ensures that even 3-tiered peak systems (off-peak, peak,

and super-peak) are evaluated for cost effective TES. Hence, until peak hours are reached at interval m,

heating follows the equation:

Hi,j = max(c, d) ∗maxheat ∗ τ + (1−max(c, d))∗

(max(0,min(maxheat ∗ τ, tconv − Ti,j)),

∀i, 2 < j < m (3.10)

Once peak hours being in interval m, thermal energy storage ceases since any electricity bought during

these periods will not reduce peak consumption and will be more expensive. However, evaluation of heating

costs extends past the start of peak hours m to the time step where the price of electricity returns to or falls

below the current price (i.e. the prediction horizon), denoted as interval n. This ensures that the predicted

cost of TES includes the subsequent monetary savings during peak hours. Hence the fourth H equation

predicts the cost of only maintaining the conventional setpoint in the period between the start of peak hours

m and the end of peak hours n. Formally:
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Hi,j = max(0,min(maxheat ∗ τ, tconv − Ti,j),

∀i,m ≤ j < n (3.11)

We end prediction at interval n, often far short of the end of a day, since there will be no monetary savings

from the current TES decision after this point – electricity can be bought for immediate use at off-peak prices

without the standby loss due to storage. Each time prediction takes place for the new time period, n and m

are recalculated to reflect the new price-change times for that prediction. This allows pricing schemes with

two peaks (e.g. one in the morning and one in the evening) to have both peaks evaluated for TES.

In the consumer facing approach, ThermalThrift stores thermal energy when costs are predicted to be

lower than a conventional setpoint heater. As a byproduct of the TOU pricing, this also tends to shift peak

load. For the utility-facing approach, described below, shifting peak load is the focus of prediction – provided

TES is still cost effective.

3.3.3 Utility-Facing Peak Optimization

The utility-facing ThermalThrift takes advantage of TES to reduce peak energy consumption at no more

cost to the consumer than their daily, non-TES average. The goal of peak load reduction, and not cost

minimization, allows ThermalThrift to store more thermal energy than the consumer-facing approach and

cover more usage during peak hours – at the cost of higher standby losses and overall costs. To prevent costs

from exceeding a conventional heater, the utility-facing approach incorporates a constraint to keep predicted

TES costs below the predicted cost of a non-TES water heater to ensure storage is still cost effective.

The utility-facing variant optimizes for the TES temperature, tTES , for each peak period during a day.

The TES temperature designates the amount of thermal energy to have in storage when peak hours being.

Unlike the consumer-facing approach, the prediction evaluation for this control decision is performed only

once per peak period – rather than on an interval by interval basis. This allows the utility-facing variant to

select the TES temperature that optimizes load shifting, while ensuring costs do not exceed the predicted

conventional setpoint heater costs for that entire off-peak and peak period. Prediction is performed either

when the day starts, or at the start of the off-peak hours before a peak period. Once the TES temperature is

chosen, ThermalThrift calculates the storage start time jTES necessary to reach the temperature and beings

energy storage at that time.

To predict what tTES temperature will save the most peak energy while remaining cost effect, ThermalThrift

optimizes over a sweep of possible TES temperatures. The TES temperature that is predicted to shift the
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most energy on average, when evaluated with predictions from k days of historical data, is selected using this

objective function:

min
tTES

∑k
i=1

∑n
j=mHi,j ∗mtank ∗ cw

k
(3.12)

To ensure any chosen tTES is cost effective, the average predicted cost of heating the tank must be below

the average predicted cost of operating a conventional setpoint heater. For brevity, the predicted cost of

operating a normal water heater on each historical day is denoted costconv. Hence, the main constraint that

ensures the selected TES temperature is cost effective is:

avg((
H ∗mtank ∗ cw

3600
) ∗ ~pTOU ) ≤ avg(costconv) (3.13)

To ensure comfort for the user, tTES must be at or above the comfortable water temperature (e.g. 49 °C):

tTES ≥ tconv (3.14)

Additionally, the tTES temperature must be reached just before peak hours begin in interval m. Formally:

Si,m = tTES ,∀i (3.15)

The heating componentH can take on values representing each of the tTES temperatures in the temperature

sweep subject to the constraints in Equations 3.13, 3.14, and 3.15. The modeling of H is divided into four

equations: predicted conventional heating up to the start of storage, heating for storage, ensuring storage

exactly reaches tTES , and conventional heating during peak hours. Because each historical day of data might

require slightly different start times to reach tTES , due to hot water usage during energy storage, the storage

start time of each predicted day is denoted by the vector ~s. Before this start time for each day the tank is

predicted as heating only to maintain a conventional temperature in the first H equation:

Hi,j = max(0,min(maxheat ∗ τ, tconv − Ti,j)),

∀i, 1 ≤ j < ~si (3.16)



Using AmI to Meet Societal Needs 28

The next two H equations model the heating between this ~si interval for each predicted day and the start

of the peak period m. First, the tank is heated with maxheat until the m-1 interval just before peak hours.

Then, if less than maxheat is required in the m-1 interval, only enough heating is used to reach the TES

temperature. Formally:

Hi,j = maxheat ∗ τ,∀i, ~si ≤ j < m− 1 (3.17)

Hi,m−1 = tTES − Ti,m−1,∀i (3.18)

The final H equation for the utility-facing approach models conventional setpoint heating during peak

hours. As in the consumer-facing approach, this prediction only lasts to the end of the peak period, n, since

energy bought after this period will have the same cost as the energy being stored. Formally:

Hi,j = max(0,min(maxheat ∗ τ, tconv − Ti,j)),

∀i,m < j < n (3.19)

Given these constraints on the prediction model, the utility-facing variant chooses the optimal TES

temperature for load shifting while not increasing costs. If costs cause tTES = tconv, then ThermalThrift acts

as a conventional water heater and performs no thermal storage. As a byproduct of TOU pricing, reducing

peak load also tends to reduce consumer costs and allows ThermalThrift to shift load cost effectively.

3.4 Experimental Setup

To assess the potential of ThermalThrift to cost effectively shift peak load in an AmI environment given

dynamic usage and standby loss in TES, we collected data on real world hot water usage in a test home and

TOU pricing from various utility companies across the US. To ensure we had behavioral variation in our

water usage data, we collected data from 6 different pairs of participants. We used this historical data and

TOU pricing along with our approach to control a water heater modeled by the energy simulation software

TRNSYS [84].
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Figure 3.3: An inline water sensor (bottom) with attached data logger collects second granularity data on
water drawn from the hot water tank (top) in the test home.

3.4.1 Usage Data

Hot water use traces were collected in-situ from 6 pairs of participants (G1-6) living in an instrumented

test home (5 pairs for 2 weeks, the 6th for 3). The test home had all the hot water fixtures common to a

residential home (kitchen sink, 2 bathroom sinks, dishwasher, washing machine, and shower). To ensure the

data had the personal usage patterns of the participants, participants were encouraged to live in and use the

home as they normally would use their own. The study had IRB approval and each participant received a

$100 incentive. Due to a sensor malfunction the third participant pair, study group G3, has only 8 days of

collected data. In total, 78 days of usage data is used in this work.

Usage data was collected externally to the water heater as hot water left the tank. A Seametrics SEA

Series Turbine Flow Meter, shown in Figure 3.3, recorded the flow of hot water as it was used by the

participants. Flow data was collected using a Hobo Data logger at a sample rate of 1Hz and stored locally.

Due to the length of the in-situ studies, and the storage limits of other sensors in the home, data stored on

the logger was extracted manually at two week intervals.

The usage data collected from the participants varied widely in the amount of water, type of fixtures, and

time of use. For example, bathroom sink usage ranged from 62 to 359 uses across groups and the dishwasher

ranged from 0 to 12 uses. Figure 3.4 shows the average hourly usage for each group. Most of the participants’

usage follows expected peak patterns, peaking in the morning and evening. However, personal variation is

visible in group G4’s usage peak in the early afternoon.

3.4.2 TOU Pricing

Pricing schedules for the evaluation were taken from real world TOU pricing schemes from utilities across

the United States. The 12 TOU schemes we selected to represent a diverse set of possible pricing schedules
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Figure 3.4: Participants’ hot water use generally peaks in the morning and evening, though group G4 used
the majority of their hot water around noon.

and from different geographic locations. Two power utilities (National Grid and Texas Utilities) have year

round schedules, where pricing does not change according to the season. The 5 other utilities have seasonal

pricing, where prices and peak power tiers change. Many of the utilities use a 2 tier peak pricing system,

with off-peak and on-peak pricing. Others use a 3 tier system with off-peak, mid-peak, and on-peak pricing

(sometimes called off-peak, on-peak, and super-peak). The pricing schedules we chose have a variety of each

of these properties. For simplicity, the pricing models are hereby referred to as P1-12 in descending order

of average conventional water heater peak load used by the study groups (G1-6). In general, the lower the

pricing number (P1), the more hot water averaged across the study groups is used during peak hours. The

prices themselves can be seen for the summer in Figure 3.5a and winter in Figure 3.5b. The peak price

increase ranges from $0.02 per kWh (P5) to $0.18 per kWh (P2). The prices and times were obtained from

each utility’s website.

3.4.3 Baseline and Optimal Algorithms

We compare against two baselines. First, we model a conventional water heater that maintains a constant

temp of 49°C. The 49°C temperature was chosen as our baseline because it is traditionally recommended as

the most energy efficient setpoint for conventional residential water heaters in the U.S. Any lower, and the
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Figure 3.5: Many summer TOU pricing schedules have peak hours that span the entire daytime period from
8am-9pm. Some winter TOU pricing schedules have two peaks: one in the morning and one in the evening.

bacteria Legionella would be capable of growth in the tank. Any higher, and standby loss would increase,

thereby increasing the amount of energy used to maintain the temperature. In many European countries and

Canada, 60 °C is the regulated setpoint temperature with a required mixer for lower temperature delivery,

since the bacteria Legionella dies after 30 minutes at this temperature. Despite this, we chose 49°C as our

baseline because of the prevalence of hot water tanks in the U.S. and other countries, it’s lower consumption

of peak energy due to the lower setpoint, and because, with high temperature TES storage, ThermalThrift

could be modified to also consider holding a temp of 60°C or higher for 30 minutes to kill the bacteria –

allowing a 49°C setpoint temperature to reduce costs while still providing sanitary tank water. Both the

consumer-facing and utility-facing approaches are compared to this baseline. If the consumer-facing approach

chooses never perform TES, it duplicates the baseline results. If the utility-facing approach chooses a 49°C

TES temperature, it also duplicates the baseline results.

Second, we compare against a usage agnostic version of ThermalThrift. This baseline represents approaches

that statically choose high TES temperatures for off peak hours. However, the agnostic approach only heats

to this temperature just before peak hours to minimize easily avoidable off-peak standby loss. Hence, the

usage agnostic approach is a stronger baseline than current static approaches, but still does not account

for individual household usage. The highest temperature of 93°C is chosen as the pre-peak temperature to

represent the main motivation for this type of TES: load shifting. Like ThermalThrift and the conventional

baseline, it maintains a minimum comfortable temperature of 49°C.

The results for both approaches are evaluated against their ThermalThrift optimal values. We define

optimal by using the day being evaluated as the only historical day in U when an optimization is performed.
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Essentially, the optimal evaluation has perfect prediction for future hot water usage as it is modeling from

oracle data.

3.4.4 Water Heater Simulation

We used the TRNSYS energy simulation software developed by the University of Wisconsin Madison to

evaluate ThermalThrift’s control on a water heater [84, 85]. We used the Type4a water heater (non-stratified

with no hot water inlet) provided with the TRNSYS version 17 library for our simulation. The water heater

is modeled after the water heater present in the test home. It uses a 151 litre tank, insulation of R = 2.6,

4.5kW heating elements, and a conventional or comfortable temperature of tconv = 49°C. As the tank was

situated in the basement, an ambient air temperature of 10°C is used and cold water entering the tank is set

to 10°C. Overall, the tank represents a typical, well insulated residential water heater used in a 1-3 person

home.

For the TRNSYS simulation, TES controls are applied to the TRNSYS water heater at each time step

according to the two ThermalThrift variants. The electrical use of the TRNSYS water heater and the cost of

that usage is recorded. Then, ThermalThrift’s control is recalculated by the ThermalThrift variants and

applied for the next time step. For our evaluation we chose to use a 2 minute interval since ThermalThrift

models the tank as a discrete system. We found no appreciable difference in results at smaller intervals.

3.5 Results

We evaluate cost effectiveness of an AmI/personalization based water heater TES with ThermalThrift by

replaying the 2-3 week traces from the participant datasets. Each day is evaluated in order, with the

temperature at the end of one day starting the next to ensure any standby loss across multiple days is

accounted for. All days in a dataset, except the current day being evaluated, are used as historical data in the

matrix U in equation 3.5 for learning. Each dataset has a different number of days, and hence each dataset

uses a different number of historical days in the evaluation. The minimum number of days the approaches

learn on is 7 in dataset G3. The maximum number is 19 days for G6. ThermalThrift’s results using this

historical data for both the consumer-facing and utility-facing variants are called learned, with the title of

each graph or section specifying the variant. Three evaluation metrics are used throughout: cost, peak load,

and total load. Load is the amount of kWh drawn by the water heater to heat water. Load can be either peak

energy, when the power is drawn during a pricing schedule defined peak period, or the total energy drawn

over the course of the day. Cost is the cost of this energy over the course of the entire day. We present results
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Figure 3.6: Consumer-facing ThermalThrift saves both money and peak energy for every pricing schedule
(P1-12). Schedules that have low cost savings tend also to have lower peak energy savings (e.g. P4-5).

as an average of all participant groups for each of the TOU pricing schedules. For all individual households,

ThermalThrift never increased their average daily costs over a conventional setpoint heater.

3.5.1 Consumer-Facing Cost Minimization

The consumer-facing approach of ThermalThrift shows that water heater TES can be used to save both

cost and peak load for all pricing schedules when performing load shifting, as shown in Figure 3.6 and 3.7.

Overall, the consumer-facing approach taken by ThermalThrift uses TES to reduce 47% of the peak electric

load and 25% of the cost to consumers over a conventional water heater. For the usage agnostic baseline, cost

reductions are often comparable to the learned and optimal ThermalThrift, except for three pricing schedules

(P4,5,8) where it costs consumers 11-12% more than a conventional tank to attempt storage without using a

learning method to manage standby loss with respect to usage. Additionally, the usage agnostic approach

uses more total energy than ThermalThrift’s 8% increase, as unused storage is wasted through standby loss as

seen in Figure 3.6(b). While the usage agnostic non-AmI approach does save more peak energy, it is unlikely

to be adopted by consumers due to these costs and therefore fails to leverage the potential TES of water

heaters.

While ThermalThrift reduces costs for all pricing schedules and shows that dynamically managing standby

loss is costs effective for load shifting, the total savings vary with TOU pricing schedules. The lowest saving

pricing schedules can be categorized into two groups: low relative increase in peak pricing and high relative

increase in peak pricing during variable use hours. Pricing models P4, P5, and P8 fit into the first category;

they have high peak usage, but low differences between peak and off-peak prices ($0.037, $0.02, and $0.0309).
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Figure 3.7: Utility-facing ThermalThrift saves more peak energy than the consumer-facing variant.

For these pricing schedules the standby loss cost of incorrectly storing too much TES is too large compared to

the possible savings, so ThermalThrift performs little storage. Even in the optimal case, where ThermalThrift

knows how much hot water will be used during peak hours, the optimal cost improves little over the learned

cost due to the low price differential.

In the second category, pricing schedules P10 and P11 have high price differences between peak and

off-peak hours ($0.1219 and $0.14), meaning TES standby loss costs could easily be covered by peak savings.

However, most usage within the participant groups occurs outside of these hours, causing the learning

component of ThermalThrift to predict low amounts of usage during peak hours and store little thermal

energy. However, the occasional use of high flow appliances (shower, dishwasher, washing machine) during

these hours is costly and consumes a large amount of peak load. Since ThermalThrift had not learned these

events from historical data, it did not store energy in preparation for them. This, and the higher savings

exhibited by the optimal ThermalThrift for both cost and peak load, highlight the importance of prediction

for water heater TES. The current approach uses a simple algorithm to the average cost across all historical

days for prediction. The approach could be more complex, weighting predicted costs based on day of the

week or similarity to the current day’s usage, to achieve additional savings in P10-11. However, overall, the

simple averaging approach already reduces 47% of the water heating peak load. Additionally, the algorithm’s

simplicity allows ThermalThrift to learn usage and operate effectively with only a short learning period (i.e.

a few days).
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Figure 3.8: The chosen TES temperatures for these savings vary widely across pricing schedules, participant
groups, and individual days. The most common TES temperature is the highest possible, 93 °C.

3.5.2 Utility-Facing Peak Optimization

The utility-facing results in Figure 3.7(b) show an even greater reduction in peak energy over the consumer-

facing variant. On average, ThermalThrift reduces 62% of peak load while maintaining costs below that of a

conventional, non-TES water heater. Since it maintains the conventional cost, ThermalThrift cannot reach

the peak shifting achieved by the aggressively peak shifting usage agnostic approach as seen in Figure 3.7(b).

This is most visible for schedules P4, 5, and 8 where cost constraints limit the learned ThermalThrift’s peak

savings. However, by maintaining conventional costs the utility-facing ThermalThrift is more likely to be

accepted by consumers, facilitating peak load shifting for utilities using water heater TES. Additionally, due

to the design of TOU pricing to monetarily incentivize load shifting, the utility-facing approach does still

save consumers money as seen in Figure 3.9.

The chosen TES temperatures for ThermalThrift’s savings varied significantly across pricing schedules

and participant groups, as shown in Figure 3.8(a). Some schedules (P2,3,7) had the majority of their daily

TES temperatures set to 93°C, indicating that TES is highly cost effective for these participant group/pricing

schedule combinations. Three low peak load shifting schedules (P4, 5, 8) had TES temperatures clustered

around lower temperatures and show the same saving issues as the consumer-facing approach: relative pricing

between peak and off-peak is too low to risk TES. Many of the schedules (P1, 6, 9, 10, 11, 12) had TES

temperatures that greatly varied between individual participant groups and across days due to the differences

in usage patterns during peak hours, indicating that learning these usage patterns for individual households

is necessary to manage standby loss for cost effective TES and load shifting. Overall, ThermalThrift shifted

water heating peak load for every pricing scheme we evaluated and reduced 15% more peak load on average
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Figure 3.9: ThermalThrift is able to quickly learn usage patterns and successfully use predictions to manage
standby loss. After only 7 days of training data for a given household, ThermalThrift is able to achieve
within 5% and 36% of the optimal cost and peak load reduction.

than the consumer-facing approach with only a 13% increase in total energy consumption.

3.5.3 Learning Period Analysis

The success of a learning water heater depends in part on how quickly it can learn. Therefore, we also

evaluate ThermalThrift with limited learning days in Figure 3.9. The figure shows the average cost and

peak load across all participant groups and TOU schedules for all combinations of learning days in 8 days

of data using cross-fold validation. This indicates that after only 7 days of training data for a household,

ThermalThrift achieves within 5% and 36% of the optimal cost and peak load reduction for the utility-facing

approach, with similar results for the consumer-facing approach. Additionally, ThermalThrift halves the

difference between the conventional and optimal baselines with only one day of learning data. This indicates

that learning usage patterns can quickly make TES cost effective for real consumers.

3.5.4 TES Potential and the Mixing Valve

The addition of a mixing valve on tanks allows the tank to be heated much higher than human tolerable

temperatures and therefore provides a larger opportunity for TES. However, ThermalThrift can still provide

TES with only human tolerable temperatures (60°C and below), provided a low comfort temperature such as
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Figure 3.10: With a human tolerable TES limit of 60 °C requiring no mixing valve, ThermalThrift shifts 24%
of the peak load. For some pricing schemes no more shifting is possible (e.g. P4-5), but on average a 93 °C
TES limit shifts far more of the peak load (62%).

49°C is used. Some pricing schedules P4, P5, P8, and P11 have many chosen TES temperatures at or below

60°C even when higher temperatures are available, as shown in Figure 3.8(b). Thus, for these pricing schemes,

the highest potential load shifting is often available cost effectively without exceeding human tolerance

limits. Figure 3.10 shows peak energy savings in a TES limited 60°C and 93°C ThermalThrift. It shows that

ThermalThrift could save peak load over a conventional tank even without mixing capabilities. Additionally,

a lower temperature limit consumes less energy for TES in the pre-peak period than the 93°C limit, reducing

total energy consumption. However, pricing schemes that do benefit from the higher TES temperature limit

can shift more than twice as much peak load due to the larger storage capacity. ThermalThrift with a 93°C

limit can shift 62% of peak load on average across all pricing schemes, while a 60°C limit shifts only 24%.

3.5.5 TES Power Peak

In managing standby loss by implementing storage just before peak hours, there is the potential for a slightly

earlier water heating aggregate peak in a neighborhood. However, aggregate energy peaks across the grid

consist of more than just water heating energy and include other peak energy use such as HVAC and lighting.

A new peak in water heating use may simply help fill the valley still present due to other peak energy use
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Figure 3.11: Heating TES just before peak hours to minimize standby loss can create a ”new peak” in water
heating just before peak hours. However, the magnitude and time of this peak depends greatly on the pricing
scheme. In widespread use, such prices could be adjusted to suppress this peak or move it to times of excess
power generation (e.g. renewables).

and can be used to perform peak leveling. Controlling this leveling may depend on the pricing scheme

used. Figure 3.11 shows four pricing schemes and the shift in heating energy caused by the shifting focused

utility-facing variant. In each case, shifted energy use creates a water heating peak just before peak hours. The

amplitude and time of this spike depends greatly on the pricing scheme itself. While P8 and P9 have peaks

that fill in the valleys of the aggregate water heating use of the study groups, scheme P11 heightens a peak in

the middle of the day. Adjustments to the price and time of peak hours, in conjunction with information

about the historical data and operation of the learning algorithm, could be used on a neighborhood scale to

shift water heating to ideal times. Additionally, neighborhood schemes, such as one similar to that presented

in [86] to account for the ”payback peak” when off water heaters are turned back on after peak hours, could

constrain TES charging in a neighborhood to reduce or level the new peak. Hence, while such a peak is a

concern when the learning algorithm is widely used, it can be mitigated or shifted on a neighborhood scale.

3.6 Limitations and Future Work

ThermalThrift’s results indicate that learning hot water usage patterns in each home using a human-centric

AmI approach can produce cost effective TES above a personalization agnostic approach. This approach can

reduce costs for the consumer and reduce peak energy for the utility. Future work must explore whether

these results extend across a wider variety of households and buildings, including homes with larger families
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and a wider variety of household water appliances, or other building types such as laundromats, restaurants,

and hotels. Intuitively, buildings with more hot water usage at the beginning of peak hours will experience

more savings with ThermalThrift – due to standby losses usage patterns during the ends of peak periods will

fare less favorably.

With TES, ThermalThrift maintains a higher temperature during peak hours for a longer period of time

than conventional water heaters. Most water activities will be unaffected by more available hot water, such

as sink, dishwasher, or washing machine uses, but usage such as showers could potentially be prolonged due

to the increased hot water – thereby increasing hot water use during peak hours. Future work must analyze

this potential effect, and how ThermalThrift might adapt to these changes in water use.

Future work may also look at the effect of changing temperatures in a tank over time. For water heaters,

higher temperatures can increase sediment buildup, covering and/or wearing out the heating elements,

shortening the lifespan. However, the effect of limited and dynamic higher temperatures is not well studied

(ThermalThrift only uses high temperatures just before and during peak hours) and ThermalThrift shows

savings even with water heater recommended temperatures as the upper TES bound (e.g. 60°C). The effect

of these temperature changes on lifetime is an avenue of future work. In terms of temperature, future work

may also look at adding a Legionella killing temperature constraint to TES operation if 49°C is maintained as

the user comfort minimum. Most Canadian homes have hot water thermostats at 60 °C to kill Legionella at

the costs of larger standby losses. However, 60 °C need only be maintained for 30 minutes to kill Legionella

and such temperatures could be deliberately achieved periodically with TES.

In addition to thermal load shifting, ThermalThrift could also be used for cost effective storage in other

demand-response services including storage of renewable energy and performing frequency regulation. Several

works, evaluate water heating for ancillary services to aggregately store highly variable renewable energy,

but note that heating demand does not necessarily match excess power [87, 88] and Pourmousavi et. al.

use load shifting to match with wind generation but do not account for consumer costs [89]. Combining

these approaches with ThermalThrift, which accounts for consumer costs and requires excess energy for

TES charging, may provide a cost effective way to direct renewable energy to a consumer who will use it

to decrease their own costs – something that will vary significantly based on individual usage and TOU

pricing. Along with changing TOU pricing, this may also be used to control the potential for a slightly earlier

aggregate peak in a neighborhood from ThermalThrift. Evaluating what response ThermalThrift has on

changing peak periods, prices, and renewable energy is a direction for future work.
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3.7 Conclusions

ThermalThrift shows that incorporating personalization and AmI techniques can improve result in systems

geared towards meeting societal needs. Overall, the consumer-facing approach taken by ThermalThrift uses

TES to reduce 47% of the peak electric load and 25% of the cost to consumers over a conventional water

heater. It does so without ever costing an individual consumer more than a conventional heater – while

the usage agnostic approach costs three of the consumers 11-12% more. ThermalThrift achieves this by

sensing the context of the user (i.e. their water usage), learning and predicting that usage over time, and

controlling their environment (i.e. the water tank) to meet a societal need while still maintaining their

comfort. ThermalThrift meets this societal need in a cost-effective way by making a traditionally usage

agnostic approach user-centric, thereby showing that AmI has the potential to improve the adoption of

systems to meet societal needs. However, ThermalThrift could be further improved by incorporating more

information about users. For example, knowing the identity of the person in the home could improve the

accuracy of TES by allowing the system to rule out usage predictions for those who are not home. If the

person who usually takes a morning shower is out the house, then heat should not be stored for their use.

Additionally, ThermalThrift does not currently take into account any changes in user preference over time. A

change in jobs, the start of school, a sudden interest in cooking, etc. could all change the usage patterns of

water in the household. Incorporating this further human-centric information and adapting to these human

changes would mean that ThermalThift would have to deal with the privacy concerns of sensing and the

human-in-the-loop problems with learning in AmI.



Chapter 4

Preserving Image Privacy for AmI

Sensing

4.1 Introduction

As we have seen in this work so far, meeting societal needs or other human objectives with AmI requires

that we sense the people within an environment to understand their preferences and behaviors. One of the

best ways to do so is by monitoring the users directly with some form of sensing infrastructure. However,

the more information rich and accurate a sensor is and the more directly it monitors people, the more of a

privacy concern it presents as it can be capable of collecting information that is unnecessary to the system or

unconsented by the user. Due to the convergence of several technology trends, imaging sensors are quickly

becoming the most widely used sensors that exemplify this trade-off. Only two decades ago, visible light,

thermal, and depth imagers we expensive devices used only for industrial or professional use. In the 1990s

lithography developed to the point that CMOS imagers became practical, promising lower power consumption,

higher speed, and reduced cost. Soon thereafter, the explosion of demand for mobile devices created a very

high volume market, allowing technology investment that further reduced cost and improved image quality,

even as pixel sizes shrank and imaging arrays became larger. Today, imaging sensors can be found for pennies

per chip and power consumption can be as low 84 pW per frame per pixel [90], and Moore’s Law will only

enhance these trends. Recently, thermal imagers and depth imagers have been able to leverage these trends

due to CMOS-based designs, such as the microbolometer arrays made by FLIR [91] and time-of-flight sensing

arrays in the Microsoft Kinect [92]. As a result, thermal and depth imagers are beginning to follow the same

cost, performance, and power curves that visible light imagers have seen over the past two decades. As a

41
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result, digital image processing is transforming industries and the human environment, from city-scale face

recognition systems to vending machines that personalize choices [93] to vehicles that detect alertness of the

driver [94].

Despite the high information fidelity, low cost, low power, and small size of these sensors, image processing

is not utilized nearly as much in the home environment. Homes are often filled with cameras for security

systems, video games, video conferencing, wearables, and personal electronic devices. However, AmI and

automation processes that leverage digital image processing have not had the same transformative effect on

the mainstream home environment that they have had on the public environment. For example, since we

spend 68% of our time in homes and utilize 20% of our energy footprint there, having AmI systems in the

home is necessary to meet energy based societal needs [95, 96]. Several studies indicate that privacy concerns

are at least one main cause for this discrepancy [97, 98, 99, 100, 101].

Privacy, as it relates to imaging sensors, can be roughly divided into two categories: image privacy

is the protection of our image and the potentially unconsented information it holds, while information

privacy is the protection of knowledge derived from those images for the smart system with given consent.

Information privacy is a concern regardless of the sensing equipment used and is currently an active area

of research [102, 103, 104]. In our work, we instead focus on protecting the privacy of an image and the

extraneous information it collects. We performed a preliminary study in which we surveyed 200 people

to assess whether image privacy could be addressed by processing images onboard the camera and never

reporting them to the cloud. In essence, this represents the security based solution to image privacy. The

results indicate that 21% of participants would still reject such a system due to hacking concerns: even if the

system was designed to not report images they could still be collected if the camera system was hacked. This

number would likely increase were home camera hacking to become more prevalent than it already is [105].

In this work, we demonstrate a novel hardware-based approach for privacy-preserving image processing:

the ability to automatically extract information from imaging sensors without the risk of compromising image

privacy, even if the system is hacked. The basic idea is to limit both the memory available onboard the

camera and the data rate of camera communication: if memory is limited to M bytes and communication is

limited to R bytes per time period ∆t, a compromised camera could collect at most M +R bytes per time

period ∆t. Hence, a hacker could extract M +R bytes from one or multiple images during ∆t. Within the

context of this architecture, we define an algorithm to be image privacy-preserving if it can extract useful

information using M bytes of memory such that M +R bytes are too small to hold a compromising image.

Ideally, M +R is much smaller than the image size. As a proof of concept, we present a system called Lethe

that uses a binocular thermal camera to perform human identification and tracking, two of the main sensing

components of AmI. We do so using only 33 bytes of memory (or 0.69% of the image size) and a data rate of
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Figure 4.1: Similar to RGB cameras, thermal cameras collect details of activity, identity, and clothing at high
resolutions.

30 bytes per second.

Thermal cameras have been used to track and identify people by facial recognition in combination with

visible light cameras and as standalone devices [106, 107, 108, 109]. However, as they are used today, thermal

cameras still pose a privacy concern. While low-resolution thermal cameras (e.g., 8x8 pixels) are argued

to be privacy preserving [110, 111], the high-resolution cameras needed for identity detection are not (e.g.,

Figure 4.1). Image obscuring techniques, such as blur, silhouette, pixelization, and masking, can reduce

privacy concerns but do not protect against the removal of the full image from the camera itself due to leakage

or hacking [112, 113]. To bypass the need for a full image technique like current facial recognition, Lethe

only estimates the height and direction of each person. Prior work has shown that this information is often

sufficient for room-level tracking in homes, which typically have only a handful of residents [114]. To be an

image privacy-preserving system, Lethe must perform all functions with limited memory. Therefore, motion

based human detection is infeasible since it requires memory-intensive background subtraction algorithms.

Additionally, common edge detection algorithms, such as search-based and zero-crossing based edge-detection,

require large system memories to compute the required image gradients. In contrast, Lethe evaluates one

pixel at a time as they stream in over the communication bus from the camera chip – throwing out each

pixel before the next one is received – and extracts only the minimum amount of information required to

perform tracking (33 bytes). To do so, Lethe leverages one key feature of thermal cameras: humans are often

warmer than background temperatures. As Lethe monitors a space, state information is aggregated over

multiple frames to determine the presence, direction, and the relative height of people as they cross the field

of view. The state from two thermal cameras stacked vertically is fused through a binocular vision algorithm

to estimate a person’s height regardless of their distance from the cameras. Hence, Lethe aims to accurately

detect people as they pass through the doorway with a memory of M bytes such that M +R bytes per ∆t is

much smaller than the image size and is not a risk to image privacy.

Our results show that even with this very limited memory footprint, Lethe can identify when a person

crosses the field of view with 96.9% accuracy and can determine walking direction with 99.7% accuracy. In

a best case of our collected data, it can track 3 individuals with only a 6cm height differential with 94.3%

accuracy. On average, it can differentiate 2 individuals 96.0% of the time with a 5cm (˜2in) or greater
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difference in walking height and 92.9% with a 2.5cm (˜1in) or greater difference. These results were produced

using a thermal camera with only 8 frames per second and a 60× 80 pixel image. Our analysis shows that

these results will increase dramatically, approaching 100%, as manufacturers increase resolution and frame

rate. Overall, an image privacy-preserving tracking system would be an important addition to the suite of

AmI sensors. Additionally, we anticipate this hardware-based approach to privacy-preserving image processing

can generalize to other visual tasks, helping to advance the acceptability in home AmI systems of one of the

most important sensing technologies on the market today.

4.2 Related Work

Much work has done in the recent decades to obscure privacy invasive information in images and video.

Approaches include: blur, silhouette, pixelization, masking, and oval and box overlays on recorded video [1,

112, 113]. Peng et. al. extract and encrypt facial regions on CCTV recorded video to protect identities [115].

Edgcomb et. al. focus on in-home fall detection and find that oval overlay obscuring was sufficient for 88% of

their participants [112], but blur and silhouette were not [1]. While many of these approaches have been

shown to decrease privacy concerns for video images, all focus on obscuring the video after it has been

recorded through software applications and many are premised on the fact that the video will be seen by

others. In contrast, our work focuses on preventing the recording, storage, and viewing of recorded video

through hardware design to provide hard guarantees on risks to image privacy and completely preventing the

collection of unconsented data.

Several tracking and identification systems use thermal cameras because they are not confused by lighting

levels and can operate in complete darkness. They have long been used to augment RGB cameras for

identifying humans [107, 108, 109] and have been used in indoor and outdoor locations for pedestrian

tracking, people counting, and fall detection [116, 117, 118]. Thermal cameras have also been shown to

record enough detail to successfully identify people through facial recognition [118, 106] and identifying gait

features [119, 120]. Additionally, thermal cameras have recently been used to perform gesture recognition

for touch surface interaction [121, 122] and to identify air written numbers and letters in combination with

color cameras [123]. However, these algorithms do not provide any assurances about image privacy. These

algorithms all operate on the full thermal image and therefore have enough memory to leak the images if

hacked.

Visible spectrum imaging falls along the same lines: because of privacy concerns, most visual systems

are used only in public or office environments despite their potential for identification and tracking in the

home environment [124, 125, 126, 127, 128]. Identity detection with visual cameras commonly uses facial,



4.3 Lethe: A Privacy Preserving Camera for Multi-User Environments 45

iris, stride, or gait analysis [129, 130, 131, 132]. However, such systems commonly suffer from occlusion

where a person looks away from the camera or is not positioned correctly for gait analysis, often requiring

other sensors to compensate [133, 134, 133]. Additionally, image processing in the visible spectrum requires

background subtraction, segmentation, and classification algorithms, which require a full frame if not a full

video [135, 125, 136, 137], which creates risk for image privacy.

Some thermal camera systems do attempt to preserve image privacy by relying on very low-resolution

sensors. For example, some systems monitor the occupancy of a room or track room location using an 8x8

thermal camera and PIR sensor where the entire body of a human is represented by only a few pixels [111, 110].

However, these systems cannot detect the identity of people due to the low resolution. In contrast, Lethe is

able to process very high resolution images in order to extract identity while still providing image privacy

assurances. To our knowledge, Lethe is the first thermal camera system to do both.

In addition to Lethe, several other AmI systems have attempted to track people in homes with passively

collected biometrics such as height and weight. However, because cameras have not traditionally been

considered an acceptable sensor in the home due to privacy concerns, such systems are restricted to using

sensors that have lower accuracy or higher cost. For example, smart floor systems identify individuals

by weight [138, 139], but require extensive and expensive deployment. WiFi based systems that detect

identity require extensive personalized training and a very controlled space, such as narrow monitored

hallway [140, 141]. Other systems, such as Doorjamb, use ultrasonic based height and width detection for

identity [114, 142]. However, these systems often suffer from large numbers of false positives as active sensing

signals sent out into the environment can mistakenly detect doors and nearby people. Lethe builds on the

same principles as these systems but, by making hardware-based guarantees about image privacy, is able to

do so with a sensor that will continue to become cheaper, lower power, and more accurate over time.

4.3 Lethe: A Privacy Preserving Camera for Multi-User Environ-

ments

To provide privacy-preserving image processing while tracking and identifying people in AmI systems, Lethe

must be designed with consideration for three main components: crossing detection, identity detection, and

limited video and algorithm memory. Crossing detection determines when some person has crossed the sensor

and in which direction they are traveling. Identity detection determines the identity of the person crossing

the field of view. Both components must operate with limited video and algorithm memory to become

image privacy preserving. For Lethe, each component operates on a single pixel of the image at a time and
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accumulates algorithmic information over the course of multiple pixels and frames. The overall architecture of

the system can be seen in Figure 4.2. On the camera, each process uses only a few pixels to store accumulated

information and processing (less than 40 bytes). The camera processing then sends a tuple of start time

ts, end time te, direction d, and detected pixel hpixel of each event to the cloud or in-home server for final

processing. Here, Lethe uses the stereo configuration of the two thermal cameras, where the cameras are

stacked on top of each other on one side of the doorframe both facing the opposite side, to biangulate a

person’s location and height and map that height to their identity h. Finally, the identifying tuple (ts,te,d,h)

can be made available for use in higher level AmI applications. The details of how Lethe implements the

detection algorithms with limited algorithm memory are described below.

Figure 4.2: When processing a thermal image each pixel is taken in one-by-one and processed by the Presence
Detection, Height Detection and Pixel Height Detection algorithms. Note that while the thermal images
are presented as full pictures in each of the figures of this paper, only a single pixel at a time is read by the
thermal camera for processing. The full image is never stored in memory. Once all the frames in a crossing
have been processed, a tuple with the value ts, te, d and hpixel is sent to the cloud or in-home server. There
the output from two cameras in stereo are processed to biangulate a height and map that estimated height to
an individual.

4.3.1 Crossing Detection

Crossing detection determines when a person crosses the field of view of the sensor. Its main goal is to

determine the start time, ts, end time, te, and direction, d, of a person as they cross. Its secondary, but

equally important, goal is to determine when a person has not crossed the threshold. This secondary goal

is vital in real-world deployments where people interact with doorways in ways beyond just crossing the

threshold. They might brush up against the doorway as they walk by, reach through to turn on a light but

not cross, pause in the doorway to chat or grab their keys, or turn around halfway through the crossing and

return the way they came. Hence, crossing detection must detect real crossings with times and a direction,
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Table 4.1: The notation used for a thermal camera, biangulation, and identity mapping. Thermal Camera:
Values in Memory shows the number of bytes required for each item in memory including four values that we
not given notation in this writeup; 33 bytes in total are required.

Thermal Camera: Values in Memory

ts starting timestamp of an event (4 bytes)
te ending timestamp of an event (4 bytes)
tlast timestamp of last frame with a presence

(4 bytes)
rback background reference temperature (1

byte)
locil horizontal location of leftmost detected

presence in frame i (x4, 4 bytes)
locir horizontal location of rightmost detected

presence in frame i (x4, 4 byes)
dind the directional indicator derived from

the leftmost and rightmost values (x2,
2 bytes)

dsum the current summation of the direction
indicators (x2, 2 bytes)

hpixel the vertical height of the detected pixel
height (1 byte)
the current time stamp (4 bytes)
the current pixel temperature (1 bytes)
the column and row values of the current
pixel (2 bytes)

Thermal Camera: Notation

rthresh the statically stored temperature thresh-
old between background and human
presence

d the final direction value of an event

Biangulation: Notation

hu hpixel from upper camera
hl hpixel from lower camera
pw angel width of a pixel (degrees)
du height of the upper camera (cm)
dc distance between the two cameras (cm)
dt calculated height of a person taller than

both cameras (cm)
dm calculated height of a person between

both cameras (cm)
ds calculated height of a person shorter

than both cameras (cm)

Identity Mapping: Notation

h calculated height from biangulation
(cm)

hm mean height after clustering (cm)
hr measured standing height of a partici-

pant (cm)

(ts,te,d), and differentiate these from other doorway interactions. Lethe does this in two steps, detecting the

presence of a person in the field of view with presence detection and determining the direction they travel in

with direction detection. To identify and remove non-crossing sensor interactions, direction detection doesn’t

just determine if they moved from room 1 to room 2, but also if they entered the doorway from room 1 and

exited the doorway back into room 1. Hence, the combination of presence and direction detection become

Lethe’s crossing detection.

Presence Detection

We detect the presence of a person in the field of view based on their temperature. Indoor environments

are typically air-conditioned to a 20°C to 22°C range and most objects in the environment conform to this

temperature. Human skin temperature ranges between 32°C and 34°C [143]. Additionally, hair and clothing

tend to absorb the skin’s heat and retain a temperature lower than skin, but higher than the surrounding

environment (e.g., 25°C to 30°C). Hence, a person can be detected in the view of a thermal camera by

identifying pixels that are warmer than the background temperature. In Lethe, we determine the background

temperature rback as the average temperature of the last frame absent human presence. This value is updated
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with each new human-less frame to adjust the background temperature to changes in the environment

temperature.

We detect a human in a pixel whenever that pixel has a value rthresh degrees higher than the background

reference rback. If at any point in the streaming evaluation of a frame a pixel passes this threshold, the frame

is declared as having a presence. If this is the beginning of an event, ts is updated. Once a person is detected,

we consider all frames 0.366 seconds after the last frame with a presence (tlast) to be part of the event. This

aims to cover any gap caused by lost frames in an event, without merging two events in succession. This

lag time value is conservatively based on the average walking speed of a person (1.39 m/s) and the average

shoulder span of an adult male (0.508 m). Hence, if a person is slightly over a shoulder width away from

leaving the frame when data is lost and we catch a last measurement of their shoulder as they leave when

video data is regained, we combine this last measurement with the previous event measurements. This value

is a heuristic and can be modified for a particular setup. If there is no chance of data loss, the period (1/fps)

of the video recording can be used for the lag time. A long lag time may merge two events together if people

walk in quick succession. In our setup, 0.366 seconds must pass before a person can follow someone into the

video range in order for a second event to be formed. If the last human presence frame occurred earlier than

this lag, te is set and the event is ended.

The exact values of rback and rthresh will depend on the thermal camera used. The FLIR hardware

implementation we used for this work (described in detail in Section 4.4.1) does not provide a mapping

from the measured value to a temperature but instead returns a value in the range of 0-9000. To turn these

values into temperatures, we estimated the measurement to temperature mapping based on readings from an

infrared thermometer and found a change of 0.027°C per value. We then truncated the lower readings to

20°C to capture only the typical background and human temperatures. This meant that cold objects in the

environment could not significantly shift the background average rback, while still allowing the background

temperature to shift in the normal indoor range. Thermal images throughout this paper are shown with the

truncated range of 7500-8700 (19°C to 41 °C) to map the values into the 0-255 range needed for images. We

then define rthresh to be 3°C. This threshold was chosen based on our general knowledge of the difference

between the air temperature in a typical indoor room (20-22°C) and a small sampling of human hair and

clothing temperatures from people in our office (25-30°C). When the background is cold, this allows us to

detect a person’s clothing and longer hair as their presence. If the background is warmer, then this contracts

their detected presence to thin clothing, shorter hair, and skin.
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Figure 4.3: A canonical example of a person crossing through the field of view (left) and an examples of a
complex non-crossing event (right). Direction detection captures the leftmost and rightmost position of the
person in the left and right half of each frame to determine direction over time or filter out non-crossing
events based on these indicators (above, left and right). Additionally, note that while the full thermal images
are presented here for clarity, only a single pixel is read into memory at a time by the thermal camera for
processing and only two pixel locations are retained from the previous frame for direction detection.

Direction Detection

Once presence detection has ended an event with the creation of the (ts,te) tuple, direction detection either

assigns a direction d to that event or removes that event as a non-crossing interaction. Direction detection

collects the information needed to make this determination in parallel to presence detection. Each streaming

pixel evaluated by presence detection is also used by direction. Direction detection uses the same rback and

rthresh as presence to determine if someone is present in a pixel. However, direction detection goes beyond

presence to use this information to determine a person’s location in the frame and how that location changes

over time. When a person crosses through the field of view they first appear on one side of the frame and

then progress in intervals to the other side before leaving the field of view. A canonical example of this

behavior can be seen in Figure 4.3. Lethe captures the progress of the person over time through the field

of view by leftmost, locil, and rightmost, locir, location of the person in frame i. If the pixels of a frame are

processed from left to right, this means Lethe sets locil to the column of the first pixel with a human presence

and locir to the column of the last pixel with a human presence. In this way, Lethe identifies the region a

person is located in for each frame.
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Once locil and locir for a human region have been identified the challenge becomes turning this information

into a direction using limited memory. While we could retain each region for every frame and process the

information once the event is over – this would mean storing values double the number of frames in an event

in memory. Since there is no limit on the number of frames in an event (a person could stand in the doorway

for multiple minutes before walking through), this would not allow Lethe to maintain memory limitations.

Instead, Lethe accumulates information about direction by comparing only two regions at any given time.

Each frame’s region is compared to the stored region of the previous frame and assigned a direction indicator

value: 1 if the region has shifted to the right, -1 if it has shifted to the left. Lethe retains only the sum of

these direction indicators, dsum, over multiple frames and assigns a direction, either left or right, based on

the negative or positive value of dsum respectively at the end of the event.

To detect and remove non-crossing events, Lethe identifies dsum = 0 as an event where a person entered

and left from the same side of the field of view. However, the basic direction algorithm described above will

fail in two scenarios: variable walking speeds and non-crossing events with a person on either side of the door.

In the case of variable speed events, a person might walk slowly into the door and then quickly out the same

side. Here, dsum might equal 1 + 1 + 1 + 1 + 1− 1− 1− 1 = 2 as the first five frame pairs indicated right and

only the last three indicated left. Hence, the event would be mislabeled as a rightward crossing through the

frame. To prevent this, only direction indicators that are different from the last indicator, dind, are added to

dsum. In our example, 1 + 1 + 1 + 1 + 1− 1− 1− 1 = 2 would become 1− 1 = 0 and the event would be

correctly identified as a non-crossing. This makes the algorithm agnostic to walking speed. Non-crossing

events with a person on either side of the doorway are more complex. An example of such an event, where

two people walk into the field of view to chat across the doorway, can be seen in Figure 4.3. To identify these

non-crossing events, we split the direction detection algorithm into two and determine a direction for each

side of the doorway independently. Each side detects human regions and accumulates a direction sum (i.e.,

dsum1 or dsum2). If dsum1 and dsum2 both indicate left or both indicate right, the event is given a direction.

If both direction sums are 0 or different directions, then Lethe dismisses the event as a non-crossing. Hence,

Lethe now retains 12 pieces of information for any pair of frames: locil1, locir1, loci−1l1 , loci−1r1 , dind1, dsum1,

locil2, locir2, loci−1l2 , loci−1r2 , dind2, dsum2. With this information, Lethe determines the direction of crossing

events and detects when a person has passed through the field of view but has not crossed the threshold.

4.3.2 Identity Detection

Lethe detects the identity of an individual by using their height as a proxy. While heights are not unique to

individuals, most homes have only a few occupants each of whom can be distinguished by their height. For
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Lethe, height was chosen specifically because a full image of the person is not needed to extract height – only

the location of the top of their head is required. Hence, a full frame is not needed to identify an individual

and the identity proxy of height can be extracted in a memory limited fashion. However, video represents

only a 2D image of a 3D space – we have no idea how close the person is to the camera. Hence, the pixel

height found in the video may not map to the physical height of the person. For example, a person taller

than the camera will appear taller closer to the camera and shorter further away. For a person shorter than

the camera the distortion is reversed. To deal with this, Lethe uses two cameras to detect two-pixel heights

of a person. Then, it biangulates the person’s distance from the camera and physical height given these two

measurements. Finally, Lethe maps these estimated heights to individuals. Hence, Lethe performs identity

detection in three steps: pixel height detection, biangulation, and identity mapping.

While pixel height detection is performed on the thermal camera, biangulation and identity mapping

take place off the camera in either an attached processor that stores all the crossing events over time for a

doorway or a centralized location that stores the crossing events for all doorways. Hence, the thermal camera

creates and transmits the tuple (ts,te,d,hpixel) where (ts,te,d) is determined by crossing detection and hpixel

is determined by pixel height detection. Biangulation and identity mapping turn hpixel into the person’s

walking height and identity h on a different device with more memory and processing power. This final tuple

(ts,te,d,h) can then be used on that applications device for higher level processing AmI systems or other

smart applications.

Pixel Height Detection

To determine the height of an individual, each camera must first determine the person’s relative height

according to that specific camera. Hence, this step determines the pixel height of the person in a single

camera’s field of view. The pixel height is defined as the highest pixel in the field of view that recorded the

person over the course of the event. Like presence and direction detection, height detection determines if a

person is present in a pixel using the threshold rthresh. Height detection records the highest row in any frame

or any column where it detects a person over the course of an event. No information beyond the current

hpixel is retained for height detection. Once an event is complete (as defined by presence detection) each

camera reports hpixel as the pixel height of that event.

Biangulation

To transform the relative pixel heights hpixel reported by the thermal cameras into a height of an individual

Lethe performs localization by biangulation. To perform biangulation, two thermal cameras are stacked on

top of each other on one side of the doorframe with both facing the opposite side. With these two cameras,
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Figure 4.4: Lethe calculates the height of an individual by biangulating their distance from the camera and
physical height using two cameras placed a distance of dc apart. There are three potential positions a person
can be in as it relates to the cameras: 1) above both cameras, 2) between the camera, and 3) below both
cameras. For each scenario, Lethe determines the angles α and β from the relative heights detected by the
cameras and solves the corresponding system of equations to determine a person’s physical height.

Lethe determines how far away a person is from the cameras and then estimates their physical height from the

relative pixel heights. Lethe calculates this estimate by dividing the detected pixel heights into 3 cases as seen

in Figure 4.4: 1) above the cameras, 2) between the cameras, and 3) below the cameras. For this calculation,

the reported pixel value hpixel for the upper and lower camera is converted into hu and hl respectively. The

conversion places the pixel that views the angle parallel to the floor (the dashed line in Figure 4.4) as zero,

with pixels above that point positive and below that point negative. This conversion needs to be calibrated

based on the angle of the cameras when they are installed. After the conversion, the angles α and β (in

degrees) are calculated from the pixel heights of the upper, hu, and lower, hl, cameras:

α =


90− pwhu, if hu > 0

90− pwabs(hu), if hu ≤ 0

(4.1)

β =


90− pwhl, if hl ≥ 0

90− pwabs(hl), if hl < 0

(4.2)

where pw is the width of each pixel in degrees (e.g., 0.6375 degrees/pixel). Lethe then uses these angles to

solve a system of equations in each of the three cases to determine the location of the top of a person’s head

relative to the cameras. When the person is above both cameras (Figure 4.4.1) we solve for dt in:

r = tan(α) ∗ dt (4.3)
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r = tan(β) ∗ (dc + dt) (4.4)

When the person is between the cameras (Figure 4.4.2) we solve for dm in:

r = tan(α) ∗ dm (4.5)

r = tan(β) ∗ (dc − dm) (4.6)

When the person is below both cameras (Figure 4.4.3) we solve for ds in:

r = tan(α) ∗ (dc + ds) (4.7)

r = tan(β) ∗ ds (4.8)

Finally, Lethe takes the distance values calculated in each case and calculates the person’s height h:

h =


du + tan(90−pwhl)∗dc

tan(90−pwhu)+tan(90−pwhl)
, if hu > 0, hl > 0

du − tan(90−pwhl)∗dc

tan(90−pwabs(hu))+tan(90−pwhl)
, if hu ≤ 0, hl ≥ 0

du − dc − tan(90−pwabs(hu))∗dc

tan(90−pwabs(hl))+tan(90−pwabs(hu))
, if hu < 0, hl < 0

(4.9)

where du is the height of the upper camera and dc is the distance between the two cameras.

For some events, both cameras are unable to get an accurate reading of height. Occasionally, this is due

to a missed detection either through lost frames or a person walking too quickly. More often, one camera is

unable to determine the pixel height of the person, because the top of their head is either above or below the

frame. Specifically, people with heights outside of Lethe’s range of vision cannot be measured in the lower or

upper camera, respectively, when they are too close to the cameras. When this occurs, Lethe generates a

height based on monocular vision: an estimate made from only one camera. Since we cannot calculate the

distance from the camera in this scenario, the midpoint of the doorway is chosen and height is calculated

based on this assumption.

Identity Mapping

Finally, we determine the identity of the person who produced height h by mapping their biangulated height

to their measured standing height. This step is required since a person’s height as they walk through a

doorway does not exactly match their standing height. Often when a person walks, their measured height

shortens proportionally to the length of their stride. Hence, a distribution of measured heights is produced
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for a single person. Lethe must map the heights found by the cameras to the known heights of individuals in

the space. This mapping is performed using k-means clustering, with the number of components equal to the

number of people in the home. The mean biangulated height, hm, of each cluster from k-means is mapped

linearly to the known real heights, hr. We map these heights based on the relative heights of individuals: the

taller individual in the space maps to the taller cluster. We then solve this linear system:

h1r = m ∗ h1m + b (4.10)

h2r = m ∗ h2m + b (4.11)

to linearly map all biangulated heights into the real heights. This method requires a small calibration

phase before tracking can be performed to ensure enough measurements have been taken of each individual

in the doorway to create an accurate map. However, this calibration can be performed periodically and

automatically while the system is in operation as long as all individuals in the space use the door before

heights are mapped.

4.3.3 Memory, Data Transmission, and Privacy

The Lethe thermal camera requires only 21 values in memory for its operation. For the detection algorithms,

4 values are required for presence detection (ts, te, rback, tlast), 12 values for direction (locil1, locir1, loci−1l1 ,

loci−1r1 , dind1, dsum1, locil2, locir2, loci−1l2 , loci−1r2 , dind2, dsum2), and a single value for pixel height detection

(hpixel). Additionally, the thermal camera requires space to store the current pixel temperature, the current

location of the pixel (row and column), and the current time of the device. Reference information, such as

the height and width of the image, the lag time allowed in frames, and the rthresh value can be kept statically.

Many of the dynamic values, depending on the size of the image, can be represented using a single byte. Only

the timestamps require a larger storage space at 4 bytes a piece. Hence the memory requirement for the

Lethe thermal camera is only M = 33 bytes as seen in Table 4.1. In the 60× 80 pixel thermal camera used in

this work, that means only 33 pixels (0.69%) of the image can ever be stored on the device.

While limiting storage decreases the amount of image data that can be stored on the device, it does not

guarantee privacy. If the network connection was fast enough to offload streaming data of each pixel as it

was collected the image could be reconstructed at another location and could bypass local memory storage.

Hence, the limited memory implementation of the thermal camera must be paired with a low data rate

hardware transmitter to ensure that streaming image data is not possible. Since only events are transmitted
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Figure 4.5: The two thermal cameras were placed vertically along a cubicle threshold and wired to two
attached RaspberryPis (left). The FLIR imaging sensor and breakout board are shown to the right.

from the device and events are assumed to last at least 0.366 seconds and each event requires only 10 bytes

for transmission, this data rate need only be R = 30 bytes/second. Hence, with the combination of limited

memory storage and low transmission rate we can guarantee that no full thermal image can be pulled off

the device (only 63 bytes at most). With this guarantee, we can mitigate concerns of privacy related to the

image data.

4.4 Experimental Setup

To evaluate if Lethe can detect human crossings, filter non-crossings, and determine the identity of individuals

while preserving image privacy we implement and collect data from a paired thermal camera setup. We collect

two different datasets for evaluation: a mixed crossing/non-crossing dataset and height variation dataset,

described below. Both experiments were conducted in an instrumented cubicle doorway in a university office

building, shown in Figure 4.5. Data from the cameras was offloaded to an external server for processing

and analysis. While a full implementation of Lethe would perform the crossing detection and pixel height

detection steps on the physical camera, all steps were processed offline for this evaluation. Details of the

thermal camera hardware, ground truth collection, two experiments, and evaluation metrics are included

below.
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Figure 4.6: There are a variety of ways a person could be in the field of view of the camera. These events can
be true crossings such as: the subject walking through the doorway (1) or walking into the doorway, standing
for a period of time and then crossing (6). Or these events could be a non-crossings such as: crossing through
another doorway adjacent to the doorway with the sensor (2), walking by door but not through it (3), walking
into the doorway and then walking out (4), or two people walking up to doorway at the same time but not
crossing (5). We collected data for each of these cases when evaluating Lethe’s crossing detection.

4.4.1 Thermal Camera Implementation

The thermal camera sensors used in our experiments were assembled using a FLIR Dev Kit and a Raspberry

Pi 1. An image of the setup is included in Figure 4.5. The FLIR Dev Kit consists of breakout board as well

as a Lepton longwave infrared (LWIR) imager that typically consumes 150 mW - 160 mW. The thermal

imager captures infrared radiation input in its nominal response wavelength band (from 8 to 14 microns) and

has a thermal sensitivity of 50 milli-Kelvins. The imager has an effective frame rate of 8.6 Hz and a resolution

of 60 (w) × 80 (h) active pixels (each 17 µm in size and covering a 0.6375 degree angle). Frames obtained by

the thermal imager are sent over a SPI port to the Raspberry Pi, where each frame is timestamped. Once

the images have been collected, we export the data to an external server for processing and evaluation.

4.4.2 Ground Truth

Ground truth for the experiments was collected using a slide advancer and keylogger logging script. Each click

would be recorded with a UNIX timestamp to denote when an event took place. Just before a participant

would enter the field of view of the camera, the experimenter would log the direction in which they entered

the doorway. When a participant left the field of view, the experimenter would log the direction they exited

the doorway. These two data points together would record the direction of movement. For each participant, a

log of start time, end time, direction, and identity was created for each crossing they made during the study.
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4.4.3 Height Variation Data Collection

To evaluate the accuracy of Lethe’s identity detection, we collected 40 crossing events from 21 different

participants, for a total of 840 crossings. Participants were asked to walk 10 times each over 4 marked lines

at distances of 84cm, 63cm, 42cm, and 22cm from the thermal cameras. They walked over each marker 10

times before moving to the next, in order of greatest to least distance from the camera. Each participant

performed the walking steps in the same order. No other directions were given to participants about their

walking behavior, speed, or body posture. As reference, each participant was also asked to stand on each of

the marked lines facing the camera for 1 second.

Participants ranged in height from 163cm to 181cm and were chosen from among graduate and undergrad-

uate students present in the building at the time of the experiments. Of the participants, 7 were female and

14 were male. Participants were not asked to change their clothes or hairstyles for the experiment. Overall, 2

of the males had a medium-long haircut (˜3cm), 6 had a medium men’s haircut, 3 a short cut, 1 a buzz cut,

and 1 was bald. One male had below-shoulder-length hair pulled back into a pony tail. Of the women, 1 had

shoulder length hair, 3 had hair below their shoulders, 1 wore a hijab/headscarf, and 2 had their hair pulled

up into a bun. Many of the participants wore glasses. Participants walked with whatever footwear they had

on at the time, and their heights were measured in that footwear.

Data collection from participants was spread out over the course of seven days. Data was collected at

varying times of day: morning, afternoon, and night. We made no effort to control the temperature in the

room beyond the building set thermostat (at 21°C). The thermal cameras themselves faced the large external

windows as seen in Figure 4.12.

4.4.4 Mixed Crossing/Non-crossing Data Collection

To evaluate the accuracy of Lethe’s crossing detection, we collected 220 crossing events and 440 non-crossing

events where a person was in the field of view of the camera from 11 participants. The design of the

non-crossing events was informed by a prior experiment in an Institutional Review Board approved study

where we collected RGB video data of participants living in an instrumented home over a period of three

weeks. In this data, we saw many instances of people walking by the doorway and leaning into the doorway

but not walking through. For the evaluation of Lethe, we simulated those behaviors. As seen in Figure 4.6

these non-crossings include: (2) crossing a doorway or hallway beyond the monitored threshold, (3) walking

parallel to the doorway, (4) leaning into but not crossing the threshold, and (5) two people in the field of

view on either side of the camera. For this dataset we also collect normal crossings (Figure 4.6.1) and delayed

crossings (Figure 4.6(6)) where a person pauses in the doorway to talk or look around before continuing
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through. While we note this study is not a replacement for a full in-situ evaluation, it does provide an

understanding of how Lethe might perform in a real world deployment with real human behavior. We also

note that unusual crossings where two people walk through the doorways side-by-side or in quick, overlapping

succession can occur. However, only 0.2% of the in-situ crossings we used to inform this study had that

behavior and therefore we did not include it in this study.

Participants for this study are a subset of the height variation dataset participants. 11 of the height

variation participants were willing and able to participate in this longer mixed crossing study. Of these

participants, 4 were female and 7 were male. They included 2 each of the long, medium, and short men’s

haircuts, the one male with a long pony-tail, and 1 each of the female hair styles. Participants were directed

through each of the mixed crossings in the same order, performing 10 of each type before moving on.

Participants were not directed in how to perform each task, just told things like “pretend to lean in and turn

on a light” or “pretend to stop in the doorway and talk to someone”. Participants were told they could walk

at whatever distance they chose from the thermal cameras during this experiment. Most walked near the

center of the doorway while 2 chose to walk at a different location each time they walked through.

4.4.5 Evaluation Metrics

We use four main metrics to evaluate Lethe: crossing accuracy, direction accuracy, identification accuracy,

and transition accuracy. Crossing accuracy is the classification accuracy of crossing detection and is used to

evaluate if Lethe can differentiate crossing and non-crossing events. Direction accuracy is the percentage of

correctly determined directions for all detected crossing events. We use it to evaluate direction detection.

Identification accuracy is the classification accuracy of identity detection when an event is mapped to a

person using identity mapping. It represents the overall ability of Lethe to identify an individual. Transition

accuracy is the combination of these metrics and represents the accuracy that would be transferred to a

higher level application. It is the percentage of crossings that are detected with the correct identity and

direction, over the total number of ground truth events.

4.5 Results

Our results show that Lethe can detect the identity of individuals and track them in an indoor space despite

the severe memory constraints used to preserve privacy. When combining both height and crossing studies.

Lethe has an overall direction accuracy of 99.7% and an overall crossing accuracy of 96.9%. As identification

accuracy depends on the heights of the people using the doorway (people of the same height are difficult to

differentiate), we present a best case example of identity and transition accuracy for 3 of our participants in
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Figure 4.7: Lethe can identify 3 people with a ˜6cm difference in height with 99.1% identification accuracy
(left). Combined with a direction accuracy of 100% (right) and a crossing accuracy of 95.1% (6 events went
undetected), Lethe can identify who, when, and in which direction a person travels (the transition accuracy)
in this best case with 94.3% accuracy.

Figure 4.7. Here, Lethe is able to identify and track these individuals with 94.3% transition accuracy, 95.1%

crossing accuracy, 99.1% identification accuracy, and 100% direction accuracy. On average, Lethe has an

identification accuracy of 96.0% for 2 people with a 5cm (˜2in) or greater difference in walking height and

92.9% with a 2.5cm (˜1in) or greater difference.

The following subsections discuss the results of our height variation and mixed crossing/non-crossing

experiments. Additionally, we discuss how we expect a thermal camera of this type to perform in the future

as frame rates and resolution increases and why memory limited identification and tracking is difficult with

an RGB imager.

4.5.1 Crossing Detection

The results from our crossing data show that Lethe is able to correctly detect crossing and non-crossing

events with 94.7% accuracy. A confusion matrix of the data is presented in Figure 4.8. Misclassifications

were caused mainly by an insufficient vertical viewing angle in the cameras.

The majority of the misclassified events, 91.4%, were non-crossings that simulated turning on/off a light

switch through the doorway, Figure 4.6(4). In this simulation, participants reached through the doorway to

pretend to turn on a light switch and alternated this motion on the far wall from the camera and the wall

the cameras were attached to. These non-crossings were misclassified in two ways: 1) participants left the

view of the upper camera and not the lower and 2) participants left the view of both cameras when leaning

through the doorway. These events covered 38% and 56% of misclassified non-crossings respectively and were

caused by an insufficient vertical viewing angle in the cameras. The vertical viewing angle defines the space a

camera can see above and below its location. With a viewing angle of 180°, the camera could see a person no
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Figure 4.8: Lethe is able to identify crossing and non-crossing events with 94.7% classification accuracy.

matter how close they are to the wall the camera is attached to. However, at lesser angles a person could

hide in the gap between the field view and the wall. In the first case of misclassified non-crossings, when the

participants leaned through the doorway to flick on a light switch they moved into this blind spot for the

upper camera. Hence, the upper camera saw two crossings rather than one non-crossing – the person leaning

in and the same person leaning back out. Lethe pairs one of these events with the lower camera’s non-crossing

during biangulation and removes it, but retains the other as a crossing. A more complex pairing algorithm

for biangulation could improve results. The second case of misclassified non-crossings had participants leave

the viewing angle of both cameras when they reach down to turn on a light switch. Again, a larger viewing

angle could be the solution to identifying these as non-crossings. However, as long as both events are labeled

as crossings (i.e., leaning in as an entrance and leaning out as an exit) any room-level tracking algorithm

could count both events as crossings without affecting the overall accuracy of a tracking application. Hence,

we leave these mislabeled events to be solved in future hardware iterations where the viewing angle of the

cameras can be increased or to be incorporated as normal events in a room-level tracking algorithm.

Insufficient frame rate caused the misclassification of the final 2 events – one misclassified crossing and one

misclassified non-crossing. A frame rate is insufficient when a person can move through the frame faster than

the thermal camera can record. This poses a problem particularly when a person is not caught moving in

one of the two direction zones on either side of the doorway. Since Lethe’s non-crossing detection algorithm

relies on detecting the motion of a person on either side of the doorway, crossing events where the person is

not detected moving on one side are labeled non-crossings. This caused one crossing event to be labeled a

non-crossing. For non-crossing events, if Lethe detects that they have crossed into both detection regions,

but they pull back too quickly to be detected leaving, then the event will be mislabeled a crossing. While

these mislabeled events are dependent on the walking speed of a person, higher frame rate thermal cameras

will be able to reduce the occurrence of this mislabeling in future implementations.



4.5 Results 61

4.5.2 Identity Detection

For the height variation study, we first examine how well biangulation with the stereo cameras estimated a

participant’s height. Then we evaluate how well people can be differentiated with these height measurements.

Finally, we discuss how an individual’s standing height relates to their walking height and what this means

for identification by height in the real world. Overall, Lethe can differentiate 2 individuals 96.0% of the time

with a 5cm (˜2in) or greater difference in walking height and 92.9% with a 2.5cm (˜1in) or greater difference.

We evaluate Lethe’s accuracy at height measurement in terms of how well the participant’s detected

heights are clustered. The tighter a cluster of heights produced by a single person, the closer in height two

people can be and still be differentiated. Figure 4.9 shows the standard deviation in the detected heights

output from biangulation (labeled Binocular Height). The binocular heights are compared to the monocular

height estimated from the upper and lower cameras – where a person is assumed to be at the midpoint of

the doorway threshold. For our participants 10/21 have 95% of their biangulated heights in a range of 8cm

and 17/21 have 95% within 12cm. In most cases the higher standard deviation (P1, P4, P12, P13, P15)

is caused by 1-5 (out of 40) outlier measurements of a person’s height. For three others (P9, P16, P18)

the measurements themselves are more variable, the distribution wider. This is generally caused by how

each individual walks – their gait, head movements, and subsequent walking height is more variable. The

final two participants with higher standard deviation in height measurements were P20 and P21. These

participants were the tallest in our study at 177cm and 181cm respectively. As they moved closer to the

cameras, both participant’s heads moved above the viewing range of the lower camera and even above the

upper camera at the closest distance for P21. In these situations, the biangulation step in identity detection

defaulted to using only the upper camera to estimate the monocular height. Like the errors in crossing

detection, this is caused by the vertical viewing range of the cameras. The top of participant’s heads would

appear in at least one of the camera’s blind spots. Though we did not have any participants short enough in

this study (P1 was 163cm), the same would be true of short people walking too close to the camera. Here,

their binocular estimate would approach the lower monocular estimate. Unfortunately, this cannot be fixed

algorithmically – if a person is out of the field of view, we do not have enough information to estimate their

heights. Fortunately, future iterations of the hardware could be created with a larger viewing angle or be

implemented with more than two thermal cameras to cover the full range of human heights.

Next, we evaluate how well people can be differentiated with these height measurements by performing a

21 choose 2 evaluation of the data from all participants. Here, we pair each participant with every other and

evaluate their identification accuracy as compared to their walking heights (Figure 4.10). The walking height

is selected at the median height measured by the cameras. Since height is a weak biometric, we don’t expect



Preserving Image Privacy for AmI Sensing 62

Figure 4.9: Most participants (17/21) had a standard deviation of 3cm or less in their measured walking
heights. The participants are ordered by height and range from 164cm (P1) to 181cm (P20). Overall,
binocular height estimation produced more consistent heights than either camera alone (monocular).

that Lethe can reliably differentiate people of the same walking height in the identity mapping stage. This is

visible in Figure 4.10 in height differences below 2.5cm where the identification accuracy averages a little over

50%. However, Lethe can reliably differentiate participants when their height differences are above 2.5cm.

Overall, Lethe can differentiate 2 individuals 96.0% of the time with a 5cm (˜2in) or greater difference in

walking height and 92.9% with a 2.5cm (˜1in) or greater difference.

We present the identification analysis based on walking height because a person’s standing height (as

measured in a doctor’s office) is rarely the height they exhibit when walking. As a person’s stride increases,

their walking height decreases since they rarely reach a full standing position while in motion. Additionally,

while a person’s head is perfectly upright and straight for a standing height measurement, during walking

people will often lower their head to look where they are going. This behavior was often noticed in our

experiments, where participants would look down to make sure they were walking over the correct mark on

the floor. On average, our participants had a walking height 2cm lower than their standing height with a

1.2cm standard deviation in this average. Of those with walking heights more than 2cm below their standing

height (12 total), 10 were caused by participants tilting their heads to look down at the floor. For the other

two (P5 and P18), this was caused by heat insulation due to a hijab and hair respectively. We discuss this

in more detail in Section 4.5.3. Overall, walking behaviors and habits do affect the difference between a

person’s walking and standing heights. This includes not only head movements and stride, but also height

changes caused by footwear. Since Lethe uses the walking height to differentiate individuals, we can perform

identification as long as a relative height difference of 2.5cm or greater exists while people are walking. In

studies in the US and UK, it’s been found that most couples have standing height differences greater than
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Figure 4.10: On average for our participants, Lethe can differentiate 2 individuals 96.0% of the time with
a 5cm (˜2in) or greater difference in walking height and 92.9% of the time with a 2.5cm (˜1in) or greater
difference.

5cm [144, 145]. This majority height difference allows for greater height variations during walking while still

allowing Lethe to distinguish the majority of these couples by height

4.5.3 Hair, Head Coverings, and Background Temperature

Lethe relies on the assumption that the human body is a higher temperature than the background environment.

Indoors, this is generally true. We tend to keep air temperatures in the range of 20°C to 22°C and most

objects in the environment conform to this temperature. Additionally, human skin ranges from 32°C to 34°C

making skin easily differentiable from the environment. However, since Lethe is measuring height, we want to

measure the top of a person’s head rather than their skin – which may be covered by hair or cloth. We found

that hair commonly absorbed the heat from a person’s head, ranging in temperature from 25°C to 30°C. For

19 of our participants, including many with shoulder length or lower hair, this was enough to differentiate

their hair from the background temperature and detect their height. However, for two of our participants (P5

and P18) we were unable to consistently detect the top of their head.

Participant P5 was the only participant wearing a hijab (i.e., a scarf wrapped around the head and tied

under the chin) in our dataset. For P5, we consistently measured her forehead instead of the top of her

head. The consistency of this meant the standard deviation of her walking height was relatively low (2cm

in Figure 4.9) but she had the highest difference between her standing height and measured walking height
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at 3.7cm. Additionally, while this was exhibited infrequently in the collected data, when she turned away

from the camera and only her hijab was visible Lethe was unable to detect her presence as different from

the background. While P5 did inform us that most women do not wear their hijabs inside their homes (i.e.,

accurate height measurement is possible for her in residential spaces) this does show that Lethe is limited in

detecting accurate heights when people wear head coverings.

Like P5, Lethe often measured participant P18 at their forehead rather than the top of their head. This

was due to P18’s thick, curly hair. P18, the only male in our study with long hair, had thick curly hair

pulled back into a pony tail at the base of his neck. Like P5, P18 was measured at forehead height fairly

consistently throughout the study, with a measured walking height 3.6cm lower than his standing height.

P18 also had one of the largest variations in measured height (Figure 4.9), though that was more likely due

to his fast, bouncy gait than Lethe’s inability to measure the top of his head. Because the thermal cameras

used in this study have a low frame rate (8fps) a fast gait can mean Lethe only measures a few points of

a person’s gait when then cross. Hence, each crossing may not measure the top of a person’s gait in each

crossing and overall heights can be more variable.

For both P5 and P18, the background temperature of a space may change the likelihood that their hair

or head covering would be detected by Lethe. If the background was cooler, Lethe may be able to detect

the top of their heads. However, this is also true in reverse: as the background increases in temperature

other hair types may become harder to detect. However, we believe that a general increase in background

temperature beyond that seen in our dataset to be unlikely in conditioned indoor spaces. The data collected

in this work faced a background of office cubicles and large windows (Figure 4.12) where the external air

temperature ranged from 14°C to 32°C and solar gain was allowed to heat objects in the environment. Hence,

our dataset is likely close to the upper range in terms of general background temperature. In contrast to

general background temperature, heated objects (e.g., computers, objects with running motors, etc.) are a

general limitation to Lethe’s person detection. These objects could either increase the average background

temperature, or be detected as people if they exhibit human skin or greater temperatures. Future work may

look at detecting and dismissing these fairly stationary objects while still providing human tracking.

4.5.4 The Effect of Frame Rate and Resolution on Identity

Our crossing results showed that frame rate can have an effect on Lethe’s crossing detection accuracy. Here,

we attempt to analyze what effect a change in frame rate or resolution could have on height and identity

detection. Intuitively, a lower resolution will provide a coarser grained estimate of a person’s height. Hence, at

lower resolutions the distance between two people in height must be larger to differentiate them. Additionally,
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Figure 4.11: An increase in resolution increase the accuracy of identity detection as finer grained heights
are measured. As frame rate increases, a more complete image of a person’s heights during their stride is
evaluated and measurements of their tallest height for each event becomes more consistent.

frame rate can have an effect on height accuracy though the reason is less intuitive. A person’s height changes

as they walk, reaching their maximum standing height when their feet are together and having shorter heights

as their stride length increases. If the frame rate of a camera is low, a camera has a lesser chance of taking

an image of a person when they are at their tallest, almost standing position in their stride. Additionally, the

point in a person’s stride where the camera takes an image could vary widely from event to event depending

on the person’s speed and stride in that particular crossing.

Figure 4.11 shows our estimate of how height and identification accuracy may change with resolution and

frame rate. This graph was produced using an RGB camera, as we did not have a thermal camera that could

operate at a higher frame rate than 8 fps or have higher resolution than 80 vertical pixels. Pixel heights

were extracted from the camera using a column level background subtraction and estimated using monocular

vision. The same identity mapping as Lethe was used to turn heights into identities. Figure 4.11 shows the

identity accuracy for 2 participants (164cm and 180cm) as they perform 400 crossings. While we cannot

make a direct comparison to Lethe since the processing and detection of heights are dissimilar, we can see

that an increase in both frame rate and resolution increase the accuracy of identity detection. We predict

that an increase in resolution or frame rate for Lethe will follow the same trend and future hardware will

only make Lethe’s identity detection more accurate.
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Figure 4.12: RGB cameras are sensitive to small lighting changes when processed in a memory limited fashion.
Pixel heights measured from direct background subtraction in each column produce numerous noise values
(left) instead of a clear image of the person’s heights (left, horizontal streak). Only when the background is
fully uniform are human heights alone detected (columns 380-580) and seen with the white poster board
down the center of the image (right).

4.5.5 Why not use an RGB camera?

While we used an RGB camera to analyze the effect of frame rate and resolution, we found that visual

cameras are not accurate when processed in a memory limited fashion. Because visual cameras do not detect

body temperature, they require some type of foreground detection to identify a human presence in the pixels.

While background subtraction has long been used to detect moving objects, such algorithms rely on either a

perfect background (such as a green screen) or modeling to detect and filter out noise in the background

data. If we perform background subtraction in a memory limited fashion (such as processing only a single

column of the image) we cannot filter out these small variations. Hence, foreground pixels not caused by a

human are mistakenly attributed to a person and recorded as pixel heights. Figure 4.12 shows an example of

this, where each row represents a frame taken in time and each column represents a column in the image.

Each column in time has been compared to the previous image of that column in time for direct background

subtracting using limited memory. Only highest point of change is detected and recorded as a pixel height

using this method. Here, even an unmoving background can have small changes in lighting that are detected

as these pixel heights.

Typical background subtract algorithms filter out these noise pixels with a variety of methods, such as

Gaussian mixture modeling. In fact, one could easily filter out the noise in Figure 4.12 to detect the horizontal

streak of human heights. However, these noise filtering techniques cannot be performed in a memory limited
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Figure 4.13: RGB cameras also suffer from lighting level changes and smaller movements that can be confused
for the motion of people. In memory constrained devices, these false positives become difficult to identify and
filter.

fashion. Even offloading the image in Figure 4.12 requires storing at least two full frames for background

subtraction before the processed data can be transmitted off camera. Only with a near perfectly uniform

background does this noise filtering cease to present a problem. This can be seen in the noiseless strip in

Figure 4.12. However, this uniform background cannot be guaranteed or even expected when deploying such

cameras in the wild.

Even if RGB camera data could be processed in a memory limited fashion to detect heights, they still

suffer from environmental lighting problems. Figure 4.13 shows two scenarios in a doorway that will likely be

detected as the movement of people when processed in a memory limited fashion. Additionally, the presence

of these problems in RGB devices was a motivating reason for researchers to move to thermal cameras even

without memory limitations. For these two reasons, RGB cameras are not ideal for detecting and identifying

individuals in a memory limited and privacy-preserving device such as Lethe.

4.6 Limitations and Future Work

While the Lethe prototype shows the potential of privacy-preserving image processing in AmI systems, there

is still work to be done. This work falls into two main categories: further development and evaluation of

Lethe as a human tracking system and further exploration of the hardware based image-privacy preserving

technique presented here on other applications and with other sensors.

For the Lethe prototype, future work would look at evaluating accuracy in in-situ environments. While

our experiments found a fairly uniform background temperature that was not disturbed by the floor to ceiling
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window in its field of view, the background may not be as uniform in all environments. Non-human hot

objects, such as computers or laptops, may present a challenge in in-situ environments. They could either

raise the average background temperature or mistakenly be identified as people. Future work may look at

detecting and dismissing these fairly stationary objects while still providing human tracking – and how to do

so while still preserving privacy with limited memory. Work in this direction may also lead towards solutions

to multi-user phenomenon, such as a person sitting in the field of view of the cameras while another person

crosses through the doorway. An initial two object expansion to tracking in Lethe, where the recorded values

in memory are doubled, may be a first step in that direction. Future work would also include testing Lethe

with a higher resolution and higher frame rate camera to see if our predictions of increased accuracy hold

true. A 3 or greater camera system, as opposed to Lethe’s two, could also provide an increase in accuracy.

Additionally, future work will look at actually building a self-contained Lethe and measuring its form factor,

efficacy, and energy consumption.

In addition to this potential future work, it must be noted that Lethe has a number of standard tracking

limitations. For identification, the use of height as a biometric limits the number of households that can

leverage identity information. While house level tracking algorithms leveraging floorplans can help to mitigate

this for creating relative tracks (e.g., understanding that the same person went into the kitchen, bathroom,

and bedroom in succession), people of the same height will always be difficult to identify [146]. Additionally,

a person’s height may legitimately change over the course of a day as they change their posture or footwear.

This means that a person’s walking height and distribution may be more variable in an in-situ environment.

However, most couples have enough of a height differential to be tracked effectively by Lethe since it uses

the relative height difference between these distributions to perform identification [144, 145]. Multi-user

occlusion also presents a limitation for Lethe, where people walking side-by-side or in quick succession are

mislabeled as only a single crossing. For Lethe, 0.366 seconds must pass before another person can cross the

doorway and be accurately detected. Further sensing from multiple viewpoints may mitigate this problem.

For example, a camera placed at the top of the doorway could identify when two people cross side by side.

However, our in-situ study that informed the design of mixed-crossing dataset found that these occlusion

behaviors occurred in only 0.2% of the crossings. While this may be larger in other homes, it does indicate

that occlusion in residential homes may be a minor limitation. Finally, Lethe’s use of thermal cameras limits

its use to environments that are cooler than human temperatures. When background temperatures are too

warm, or head coverings insulate a person’s head too well, Lethe is unable to accurately measure a person’s

height. Determining how common such environments and head coverings are would be a direction for future

work.

For privacy preserving image processing in general, future work could extend the concept to other
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applications. First, we might explore whether privacy preserving thermal cameras could detect the presence

of a person and determine their identity if the camera was used to monitor space other than a doorway,

such as in front of an appliance or the bathroom mirror. Since the sensitivity of a thermal camera falls over

distance, understanding the size and shape of a space that could be monitored in this fashion is an area of

future work. Additionally, just as the two binocular cameras in Lethe can localize a person’s heights, future

work may look at localizing a person using privacy preserving image process in a space using cameras on two

or more walls. Finally, would we be able to detect other human movements, such as coarse or fine grained

gestures, with this approach to provide privacy preservation to existing thermal imaging technologies?

Future work could also look at extending the concept of memory limited image privacy preservation to

other imaging sensors. We have shown that RGB cameras are not ideal for memory limited processing as

they require uniform backgrounds or extensive background subtraction. However, depth cameras may be

able to leverage memory limited processing for privacy preservation. Like thermal cameras, they capture a

more limited view of a person’s clothing and image than RGB – but are still capable of capturing privacy

invasive information such as body posture and behavior when such information is irrelevant to the AmI

application. Additionally, depth cameras are already being used to monitor people in tracking and gesture

applications alongside thermal cameras in full image technologies [147, 121]. However, they may also be

able to differentiate people on a per pixel basis. Instead of heat, they could detect people based on their

distance from the camera under the assumption that the background is far and people are close. This would

provide the ability to process the pixels in a streaming fashion while maintaining a memory smaller than the

image size. However, processing of a single ”pixel” for depth cameras is more computationally intensive than

thermal processing as a point cloud must be processed for depth, and limitations on processing and frame

rate speed would need to be evaluated for this sensing approach in future work. Overall, the exploration of

other applications for an image-privacy preserving thermal camera and an image-privacy preserving depth

camera are exciting directions for future work.

4.7 Conclusions

In this work we prototype Lethe: a memory limited, privacy-preserving, identity capable thermal camera. In

a best case of our collected data, it can differentiate 3 individuals with only a 6cm height differential with

94.3% accuracy. On average, it can differentiate 2 individuals 96.0% of the time with a 5cm (˜2in) or greater

difference in walking height and 92.9% with a 2.5cm (˜1in) or greater difference. Additionally, Lethe has an

overall direction accuracy of 99.7% and an overall crossing accuracy of 96.9%. These results show that Lethe
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can effectively track and identify people with a memory limited thermal camera, without risking image leaks

and therefore preserving privacy.

As a proof of concept, Lethe demonstrates a hardware-based approach to privacy-preserving image

processing in AmI systems. By limiting both the memory available onboard the camera and the data rate of

camera communication, privacy-preserving image processing aims to prevent the hacking or leakage of private

images by constraining the data collection and storage of data to only that consent by the users are needed

for the application. At most, a hacked privacy-preserving camera could leak M +R bytes per time period

∆t, but can still extract useful information using M bytes of memory. We anticipate this hardware-based

approach to privacy-preserving image processing can generalize beyond thermal cameras and Lethe, helping

to advance the use of information-rich image sensors while adding to the portfolio of techniques used to solve

the privacy vs. data collection challenge in AmI systems.



Chapter 5

Leveraging Similarity for Learning in

AmI

5.1 Introduction

As the rise in sensing and control systems in our homes, offices, cars and environment has skyrocketed,

more and more systems are facing off against another AmI concern: human preferences. Systems that

previously concerned themselves with the average preference (such as building temperatures formulated for

the average male [9]) now have the sensing and control capabilities to observed information about and control

for individual preferences [148]. Knowing these preferences can help meet societal needs like buildings that

save energy by tuning systems to desired temperatures and preventing a user from manually disabling or

undermining a building control system because it doesn’t meet their needs [149, 150]. Unfortunately, learning

those individual preferences is not as simple as asking a system user to fill out a survey. The state space of

possible environments is often huge, people can’t always articulate their preferences on the spot, and those

preferences may change drastically and/or frequently over time. One of the most promising technologies for

learning preferences in these environments is a machine learning mechanism called reinforcement learning.

Reinforcement learning (RL) can learn user preferences over time by observing their interactions with the

AmI system naturally, learning preferences from these interactions, and performing actions according to a

policy that best meets those preferences. However, systems tied to a person’s physical environment often

suffer from a small data problem: observations of behavior may only occur on a daily, weekly, or even monthly

basis. For example, if a system wants to learn a person’s preferences when it’s 6 am and sunny (maybe to

control the blinds or give them clothing recommendations) it can sample that data at most once a day and

71
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significantly less frequently in the winter or in cloudy climates. Additionally, people’s preferences may change

due to variables the RL system is not observing–such as exercise level, fashion, climate, sun location, and

age changing a person’s preferred thermostat temperature. Learning these changing user preferences quickly

(especially before the next preference change occurs) becomes a vital problem to solve for personalized control

in AmI systems.

Reinforcement learning algorithms can learn some preferences in these dynamic environments and many

RL algorithms are designed to adjust to new preferences as user responses change over time with exploration

heuristics. However, current approaches do not learn fast enough in environments with a small data problem.

The most popular traditional RL approach, the model-free Q-learning [151] and its variants, require that each

state in an application be visited many times to learn and propagate information about the best actions to take

in that state. In applications with a small data problem, this process can be prohibitively slow – especially

if preferences will change in the middle of learning. While there are various techniques to increase the

sample rate of experienced states (mainly through reprocessing old experiences [152, 153, 154]), model-based

approaches bypass this problem by recording a model of the application and propagating information about

all states for the policy at every iteration. However, both approaches are still limited by the few interactions

a user is capable of experiencing. Neither systems can test out two different actions on the same user (e.g.

raising the blinds or leaving them closed) when they are experiencing a particular context. The systems must

wait for that context to appear again to try the other action. Additionally, when preferences change both

approaches retain old, incorrect information that is propagated along with the newly updated states and

preferences. A common approach to dealing with this old, incorrect information is what we’ll call forgetting.

Essentially, when a change in preferences is detected the old, incorrect Q record or model of information is

thrown out and the system begins anew [155]. This can greatly benefit the learning process when most or all

of the old model is outdated. However, in physical environments, much of the data in the model remains the

same even across preference changes. For example, changing a person’s desired temperature from 68 to 70

will not change their preferences above or below that temperature range. Hence, we need an approach that

can quickly learn new preferences without discarding preferences that remain unchanged and can effectively

sample the response to more actions than the single user can experience at one time.

To quickly learn changing and infrequently sampled preferences we present an approach called KindredRL.

KindredRL leverages the idea that many people, particularly in physical environments, have similar preferences.

Examples of this include desired air temperature, where people of similar age, body size, or fashion sense

will have common temperature preferences [156, 157], common preferences for open or closed blinds over

the course of the day or year for people with similar facing windows, and behavioral changes by people

following the same media stories. KindredRL identifies these similar people and uses their interactions with
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the RL system to update the modeled information of their similar neighbors. This collaborative approach will

allow preferences that remain unchanged to persist (i.e. the algorithm does not forget), but new preferences

in different states will be sampled by all the similar people in a neighborhood and quickly updated for

all users. Prior approaches are designed to operate on each user independently and do not leverage any

preference similarity. In contrast, KindredRL identifies similar users based when they respond similarly to

the algorithm’s actions and uses that similarity to effectively increase the sampling span and rate of a user

with the responses of its behavioral kin.

Our results show that the collaborative approach of KindredRL improves the learning of preferences

in a physical environment as preferences change. We evaluate KindredRL with three simulated building

applications based on real-world data and processes: thermostat control for desired temperature, blinds

control to decrease glare in office buildings, and controlling a water heater for load shifting. We evaluate the

systems as they operate over a simulated year of data with up to 800 users. We show that KindredRL reduces

the overall regret (i.e. the difference between the optimal actions the RL system could take and the actions it

does take as it learns) below that of the independent and forgetting approaches. KindredRL reduces regret

below the best corresponding baseline approach by as much as 60% and 67% for the thermostat and blinds

applications respectively. It also provides an additional 4% monetary savings in the water heating application

over the nearest baseline. Overall, we anticipate that KindredRL will be an important addition to help bring

personalized control to physical environments and can push forward the adoption of AmI systems for meeting

societal needs.

5.2 Related Work

Reinforcement learning has been studied extensively over the past few decades for use in a wide variety of

applications, including robotics and biological data [158, 159]. As KindredRL focuses on using reinforcement

learning in physical AmI environments with human interactions, we limit our discussion of related work

applications to building and preference based systems. Additionally, we discuss work related to dealing with

non-stationarity – the reinforcement learning term that includes the process of changing preferences. Finally,

we discuss current work where RL uses collaboration for learning.

Many works use RL to control systems in buildings, particularly for HVAC control [160, 38]. Additionally,

recent work has begun to use deep reinforcement learning for device localization and building energy

management and control [161, 162, 163]. However, such systems rarely learn personal preferences and instead

focus on energy and thermal reinforcement signals by instead learning the behavior of an entire building or

system and aggregating any individual human behavior. RL systems that do focus on personal preferences do
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so independently for each user, such as learning music playlist preferences or web recommendations [164, 165].

Additionally, most of these systems assume that preferences remain unchanging, or rely on the traditional

exploration based adaptability of RL algorithms to respond to any small changes in preferences over a long

period of time. None of these application works focus on dealing with changing preferences in physical

environments with a small data problem.

Preference changes in the reinforcement learning realm often fall under the header of non-stationary

change. Traditionally RL paradigms assume that the model they are learning is stationary – meaning that

the rewards (or preferences) in that model and the underlying transitions (movement from one state to

the next) of the environment remain unchanged [166]. Approaches that address non-stationarity often use

exploration tactics, such as ε-greedy action selection, to continually look for and learn new preferences [166].

Approaches to speed up learning these changes in Q-learning often taken the form of experience replay –

learning from recorded data multiple times to improve information propagation [152, 153, 154]. However,

these heuristics still suffer from the small data problem as they can only evaluation one action at any given

time. Additionally, these approaches do not differentiate replay data from old preferences. This means data

used in experience replay may be contaminated with old preferences. Approaches that do differentiate old

preferences rely on an approach called change or context detection [155, 167, 168]. These approaches detect

when a change in preferences or transition probability occurs and begin a new model. Often the old model or

data is discarded when the change is detected as maintaining old models is storage intensive and it is not

guaranteed that preferences will repeat. This process can work well when the majority of old preferences are

incorrect but can discard valuable data when portions of the old preferences remain unchanged. While all of

these approaches can be beneficial in specific environments, none leverage the similarity between people and

their responses for learning human preferences. We aim to complement related work on non-stationary data

by leveraging similarity in applications where it is available.

Our preference based approach uses information about similar individuals to learn collaboratively. This is

not to be confused with general collaborative reinforcement learning or multi-agent learning. Both paradigms

handle multiple different ‘people’ or environments while learning, but neither approach looks to leverage

their similarities for the benefit of the individual. Instead, their goal is often to predict the actions of other

RL agents to improve their own learning and subsequent actions or to meet some global objective through

coordinating multiple agents. Applications here include collaborative robots learning with RL [169] and

multiple agents working on different components of the same problem (e.g. each agent controls a traffic

light in the city), either cooperative and competitive, where joint actions of all agents become part of the

state [170, 171]. Joint decisions for object tracking and search are also common in this area [172, 173]. Future

iterations of KindredRL may be integrated with work in this area, both learning preferences collaboratively
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Figure 5.1: The general Reinforcement Learning Agent interacts with the environment through actions a,
rewards r, and observations of states s (left) to learn the best actions to take in a Markov Decision Process
environment (such as the example, right) with underlying rewards R and transition probabilities T .

and applying that learning in collaborative environments.

5.3 Reinforcement Learning Background Information

This section describes the general purpose and approach of reinforcement learning. It includes details on

Markov decision processes (MDP), agents interacting with the environment, and obtaining an optimal policy

from a model for model-based reinforcement learning. Readers who are already familiar with RL may wish to

skim this section for the bulleted notation.

The goal of reinforcement learning is to learn what action to take in a given state to maximize the

cumulative reward over the life of the algorithm’s operation. Rewards are specific to the application–such as

a negative reward when a user has to change the blinds. To obtain this reward, the algorithm performs an

action a at given time t from its current state s and receives a reward r from the environment. This process

is shown in Figure 5.1. The states, rewards, actions and transition probabilities are modeled as a Markov

decision process. Formally, a Markov Decision Process (MDP) is generally used to describe this environment

with the following terms:

� S is the set of states the process can be in.

� A is the set of actions that can be performed from the states, not all actions must be available in all

states.

� Tp(s, a, s′) is the transition function, indicating the probability that you will get to state s′ by taking

action a in state s.

� Rp(s, a) is the reward function, indicating the reward obtained by performing action a in state s. As

the received reward does not always match the underlying function (e.g. when a user doesn’t bother to

give a response), we will use r to represent the reward received during operation.
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0.1) initialize πp,0 ← ~0 ∀ p ∈ P
0.2) initialize any model-based components
for time step t do

for person p ∈ P do
1) observe state sp,t
2) choose action ap,t using the policy πp,t(s)
3) take action ap,t, observe rp,t , s′p,t
4) update any model-based components and the policy πp,t+1

end

end
Algorithm 1: Traditional RL algorithms operate independently on the users/environment and learn each
model separately by interaction.

� γ ∈ [0, 1] is the discount factor, indicating the priority of immediate rewards compared to later rewards.

A lower discount factor allows for the selection of lower valued actions now to later gain the benefit of

higher rewards in the future given that action path.

We add the subscript p to these definitions to denote which components are related to the individual

person.

Reinforcement learning then uses interactions with the environment (and users) to turn this MPD into a

specific policy πp(s) which maps states to high-value actions. This can be done by either directly accumulating

information about the MDP model and performing a model-based planning process such as value iteration or

interacting with the MDP to build a policy without directly storing the MPD constructs in a model-free

learning process such as Q-learning [166].

All reinforcement learning algorithms interact with the environment by (1) observing the current state

sp,t at time t, (2) choosing an action ap,t from the current policy πp,t, (3) observing the reward for that

action rp,t and the following state s′p,t, and then (4) updating the policy πp,t+1 and any retained model

information for the next interaction. A duplicate of this process will operate on each user p ∈ P in an

independent environment (such as different offices where each user wants to control the blinds). Where the

environment is not independent (such as different traffic lights sending cars to each other) different types of

general collaborative reinforcement learning are used to maximize global and not just local reward [169].

These approaches focus on how different agents interact in the same environment as they perform actions that

effect another agent’s environment. For our work we focus on independent environments, leaving expansion

into general collaborative reinforcement learning for future work. Hence, the basic algorithm for reinforcement

learning on |P | users is shown in Algorithm 1.

In this work, we implement our approach with both model-based and model-free learning. In the model-

based approach, we build a model from our interactions with the environment and derive a policy from

that model. In general, model-based approaches have been well studied in reinforcement learning. Many
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of these approaches focus on learning portions of the MDP, such as modeling the transition function T to

better predict the following state s′ for a given state and action (i.e ρ(s′|s, a)) with approaches like Gaussian

mixture models or neural networks [174]. Additionally, many works use various model-based techniques

as function approximators to decrease the amount of data stored while learning. Our work focuses on the

basic model-based approach: learning the components of an MDP and using a planning algorithm to derive a

policy from that model. We do this to provide a basic starting point for KindredRL and expect that future

works and applications can incorporate more complex modeling. To derive a policy πp,t from the MDP model

we use standard value iteration. Value iteration takes an MDP and learns the optimal policy for that model.

This will not necessarily be the optimal policy for the underlying model (i.e. the environment that the RL

algorithm is interacting with) unless the recorded model matches the underlying model. It does, however,

let us calculate the best action for our current level of knowledge. This process of updating the model and

performing value iteration to obtain the current best policy πp,t comprise step (4) in the basic reinforcement

learning process shown in Algorithm 1. Our specific approach to this will be described in more detail in the

next section.

For our model-free implementation we use the classic Q-learning approach. Variations on Q-learning are

the most commonly used RL in practical systems. It is fast, as it does not need to plan for a model, and

requires no models of the underlying system to be created and stored. It instead updates the Q value of an

action given a state by looking at the value of taking the estimated best action in the next state and adding

that to the immediate value of the current action. This allows Q-learning to slowly (more so than a model

based approach) learn the effect of future actions in order to best select the current action. Like model-based

techniques, various Q-learning approaches use function approximators to decrease the amount of stored data

while learning. Again, we will use the basic Q-learning approach to provide a starting point for KindredRL.

As Q-learning does not have a model, step (4) in the basic reinforcement learning process shown in Algorithm

1 consists of just the update step for the Q vector. This Q represents the expected value of taking an action

in a given state and selecting the best action for a state gives us the current policy πp,t.

5.4 KindredRL: Leveraging Human Similarity to Learn Changing

Behaviors

To quickly learn preferences in the face of limited preference samples and changing preferences KindredRL

consists of three main components: the learning framework, neighborhood creation, and collaborative preference

estimation. The learning framework describes the general RL components required to learn from the
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Parameters: k, α, horizon, ε
0.1) initialize πp,0 ← ~0 ∀ p ∈ P
0.2) initialize Rgroup

p,0 , Tp,0 ← ~0 ∀ p ∈ P or Qgroup
p,0 ← ~0 ∀ p ∈ P

0.3) initialize Dp,p′,0 ← 0 ∀ p, p′ ∈ P
0.4) initialize Ap,p′,0

(s,a) , C
p,p′,0
(s,a) ← 0 ∀ p, p′ ∈ P, (s, a) ∈ SxA

for time step t do
for person p ∈ P do

1) observe state sp,t
2) choose action ap,t ← πp,t(s) with 1− ε probability, otherwise choose random action ap,t
3) take action ap,t, observe rp,t, s

′
p,t

end
4) use Equations 5.3- 5.6 to update collaborative grouping information
5) Model Based: update collaborative model component Rgroup

p,t with Algorithm 3 and update
non-collaborative model component Tp,t with Equation 5.1- 5.2

5) Q-learning: update collaborative Qgroup
p,t with Algorithm 3

6) update policy to πp,t+1

end
Algorithm 2: KindredRL performs actions on users independently and then uses their responses to
derive neighborhoods of similar people and update a user’s information according to the actions of their
neighborhood.

environment. This includes all the steps seen in Algorithm 1 where the system observes the current state,

selects an action based on the current policy, takes that action and observes the resulting reward and next

state of the user’s environment. In the case of a model based implementation, the framework also includes

any non-collaborative model updates and the transformation of the model (including Rgroup
p,t and Tp,t) into

the current policy πp,t. These techniques are standard to many RL approaches.

Neighborhood creation and collaborative preference estimation describe the novel collaborative components

of this approach. Neighborhood estimation leverages actions of the learning framework and the responses of

the users to estimate how similar users are. It relies on the idea that similar users will have similar responses

to the same RL actions and that the RL algorithm will start to converge on similar policies for similar

users. It then places users into neighborhoods, Np,t, of users similar to user p based on this information.

Collaborative preference estimation uses these neighborhoods to estimate the preferences of a single user

by treating the information known about its neighbors as their own. It uses a replay approach that can

apply to a variety of RL techniques. To show this versatility, we implement two approaches: a model-based

approach and a Q-learning based approach. The model based approach creates the model component Rgroup
p,t

that is then fed back into the learning framework to generate the current policy with value iteration. The

Q-learning approach directly estimates a collaborative Qgroup
p,t as the policy. This process then continues for

every iteration–improving the model and subsequent policy–until the system is discontinued.

A typical iteration of KindredRL can be seen in Algorithm 2. Steps 0-3 and 6 are handled by the learning

framework, while step 4 is described in neighborhood creation, and step 5 (for both a Model Based or
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Q-learning approach) in collaborative preference estimation. These steps operate on the set of people P that

are present in any given application. Details of each step are described below.

5.4.1 Learning Framework

The goal of the learning framework is to provide the method for the KindredRL’s interaction with the

user. It also defines how the non-collaborative model component Tp is learned and describes how the model

is transformed into a policy for the model based approach. Like any reinforcement learning algorithm,

KindredRL interacts with the environment and users through observing the current state, choosing an action

based on the current policy, taking that action, and observing the resulting state and reward. To ensure

that KindredRL does not exploit current knowledge to the point of ignoring potential greater reward, we

implement selecting an action with the ε-greedy algorithm where the current best action for the policy is

selected with 1− ε probability and a random exploration action chosen otherwise. This allows KindredRL to

slowly explore unobserved states and check lower value states to see if their reward has increased.

In the model-based approach, as KindredRL interacts with users it learns the model components Rgroup
p,t ,

the reward function, and Tp,t, the transition function. Rgroup
p,t is learned in the collaborative fashion described

in later sections. Tp,t is learned independently for each user in a process similar to that defined in [155].

Here Tp,t is continually adjusted towards a probability estimate using:

∆Tp,t(x) =


1−Tp,t(s,a,x)

Lp,t
(s,a)

+1
x = s′

0−Tp,t(s,a,x)

Lp,t
(s,a)

+1
x 6= s′

(5.1)

Tp,t+1(s, a, x) = Tp,t(s, a, x) + ∆Tp,t(x),∀x ∈ S (5.2)

where Lp,t
(s,a) represents the number of times that a (s, a) pair has been seen by p. Here, Lp,t+1

(s,a) =

min(Lp,t
(s,a) + 1,M) whenever a (s, a) is seen to make the memory of past experiences finite (i.e. the current

distribution of experiences will have a larger weight when M is small). The other model components S, A,

and γ are defined based on the specific application being learned. Once Rgroup
p,t and Tp,t have been updated,

the learning framework uses the standard RL approach of value-iteration to calculate a policy πp,t+1 for all

p ∈ P as step 7 of Algorithm 2. This process is not special to KindredRL and any process that transforms a

Markov decision process model into a policy could be used.

In the Q-learning approach, KindredRL simply turns the current Qgroup
p,t into the policy πp,t+1 by selecting

the action with the highest Q value as the current policy for a given state. Once the policy is updated, the
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next iteration of KindredRL commences.

5.4.2 Neighborhood Creation

The goal of neighborhood creation is to find the neighborhood of similar people, Np,t, for each user. While

other approaches sometimes use information external to the RL process to perform grouping (e.g. metadata

such as gender or age [175]), we aim to use only reward information gleaned from interactions with the

environment. Hence, the only information we have with which to perform grouping are the state and actions

of the RL algorithm, the (s, a) pairs, and the reward, rp,t, given by the user p. Therefore, we define similarity

in these terms as: two people are similar if they respond with a similar reward r to the same (s, a). The

concern given this definition is that users may not experience the same (s, a) pair such that we can calculate

this similarity. Additionally, if uses preferences can change over time then two similar users may not have

similar r given a (s, a) is the rewards are collected at from the two users at very different times. Hence,

we use two ideas to turn this definition of similarity into a similarity value. First, we only compare user

responses within a short simultaneous window, w, where we have a smaller likelihood of observing a change

in preferences. Given a new (s, a) pair experienced by user p at time t, if user p′ experienced the same (s, a)

pair in the window [t− w, t] then the two users have experienced simultaneous responses and their similarity

can be updated. Second, as the RL algorithm learns the users preferences the system will naturally converge

on and commonly repeat the same state s and (s, a) pair for similar users. Essentially, if a user likes the

temperature at 69 the RL system will converge on the state over time and perform actions to remain in

that state – and it will do the same for a similar user. Hence, we say two users are dissimilar if they often

respond differently to the same (s, a) within the simultaneous window and rarely share the same (s, a) pair.

To calculate these values we update both the count of times they have experienced simultaneous (s, a) pairs,

Cp,p′,t
(s,a) , and the average difference in their responses, Ap,p′,t

(s,a) . Formally,

Cp,p′,t+1
(s,a) = Cp,p′,t

(s,a) + 1 (5.3)

Ap,p′,t+1
(s,a) =

Cp,p′,t
(s,a) A

p,p′,t
(s,a) + abs(rp,t − rp′,t′)

Cp,p′,t
(s,a) + 1

(5.4)

for every simultaneous experience of p′ at t′ in the [t−w, t] range. Here, rp represents the current reward

of user p and rp′,t′ represents the reward of user p′ at the simultaneous experience time t′. An example of

this process with a window of w = 1 by four users is shown in Figure 5.2. Similar users P3 and P4 quickly
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Figure 5.2: KindredRL finds similarities between users by noting when users share a state and action and
recording when their response to those actions are different. Over time similar users will often converge to
the same continued state action pairs (such as P3 and P4) while differentiating themselves from different
users (P1 and P2) given their responses during simultaneous interactions.

converge on a similar (s, a) while accumulating difference information between themselves and users P1 and

P2.

Once the count and average difference in responses of two users has been calculated, we transform those

values into a distance between the two users, Dp,p′,t. This transformation makes the total distance between

two users a sum of the reward difference minus the RL convergence similarity. To weight the two values

equally, both Ap,p′,t and Cp,p′,t are normalized to values between 0 and 1 for each (s, a) pair. Formally, the

total distance between two users is

Dp,p′,t =
∑

(s,a)∈SxA

Ap,p′,t
(s,a)

max(A
p,p′,t
(s,a) )

−
Cp,p′,t

(s,a)

max(C
p,p′,t
(s,a) )

(5.5)

where the value of Dp,p′,t can fall in the range [+|SxA|,−|SxA|]. If two users have never experienced

simultaneous (s, a) pair, their distance value will be zero. If two users have experienced many simultaneous

(s, a) and always given the same reward, their distance value will be below zero. Note that this means

that two users who have never experienced simultaneous (s, a) can be placed in the same neighborhood.

Hence, their likelihood of experiencing the simultaneous (s, a) pairs in the future increase as their policies are

calculated to be similar in their neighborhood – making it more likely we will discover any dissimilarities as

they respond to the policy. This also prevents known dissimilar users from being placed in a neighborhood

just because the similar users have not yet experienced simultaneous (s, a) pairs.

Once we have obtained the distance between users, we then group the users with other similar users.

Specifically, we use the k nearest neighbor algorithm to find the k neighbors most likely to share preferences

and create a neighborhood Np,t for each user. Formally,

Np,t = knn(k,Dp,•,t) (5.6)
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Table 5.1: The notation used for KindredRL.

Neighborhood Creation

rp,t the reward received from person p at
time t

Cp,p′,t
(s,a) count at time t of the simultaneous ex-

periences of (s, a) by p and p′

Ap,p′,t
(s,a) the average difference in reward up to

time t of the simultaneous experiences
of (s, a) by p and p′

Dp,p′,t the distance between p and p′ at time t
k the size of neighborhood groups
Np,t the set of neighbors of a person p at time

t
w the simultaneous window

Collaborative Preference Estimation

horizon the length of the estimation period
πp,t the policy at time t for person p

Model Based

Lp,t
(s,a) the number of times that p experiences

an (s, a) pair
Tp,t the estimated transition vector for p at

time t
Rgroup

p,t the collaboratively estimated reward
function for p at time t

Q-Learning
Qgroup

p,t the collaboratively estimated Q function
for p at time t

where Dp,•,t represents the distance between p and any other user. We select knn as our grouping

algorithm to allow easy adjustment to groups of different sizes for individuals and allow a soft clustering of

similar users in real-world applications. Hence, k is one of the algorithm parameters that must be selected for

implementation of this approach. We discuss the effect of selecting this parameter in Section 5.6.2. While

our approach currently uses the same k for all users, we anticipate future versions of the approach can

create neighborhoods of varying ks. Once the current neighborhood of a user has been determined, that

neighborhood is used to determine the model component Rgroup
p,t in the following estimation step.

5.4.3 Collaborative Preference Estimation

The goal of the estimation step is to use the neighborhood groupings Np,t of a user to generate that user’s

reward model Rgroup
p,t or Q value Qgroup

p,t for the model based and Q-learning implementations respectively.

These components can then be used to generate the current policy. To calculate these components we treat all

the users in Np,t as if they were the single user p. Hence, user p now has many more samples than those that

they alone experienced. This allows the estimation algorithm to fill in expected (s, a) rewards of user p with

responses given by similar users. Additionally, as preferences change it allows responses from neighboring

users to override old, incorrect data in Rp that the current user hasn’t yet re-experienced. This allows the

algorithm to select the correct action for the state when user p experiences it, rather than needing to try

the incorrect action independently to know preferences have changed. However, this estimation step isn’t

as simple as averaging the neighborhoods’ responses to (s, a) since many of the neighbors may not have

experienced the new preferences. Hence, they may be retaining older, incorrect data as well. Averaging
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h← t− horizon //initialize the time in history to begin group estimation
for p = 1,2,...,P do

Model Based: Rgroup
p,t ← Rgroup

p,h−1 //initialize historical knowledge

Q-Learning: Qgroup
p,t ← Qgroup

p,h−1 //initialize historical knowledge

for i = h, h+ 1, ..., t do
foreach pn ∈ Np do

Model Based: Rgroup
p,t (spn,i, apn,i)← Rgroup

p,t (spn,i, apn,i) + α(rpn,i −R
group
p,t (spn,i, apn,i))

Q-Learning: Qgroup
p,t (spn,i, apn,i)←

Qgroup
p,t (spn,i, apn,i) + α(rpn,i −Q

group
p,t (spn,i, apn,i) + γ ˙maxa(Qgroup

p,t (spn,i, a)))

end
if i == h then

Model Based: Rgroup
p,h ← Rgroup

p,t //set historical knowledge given current neighbors

Q-Learning: Qgroup
p,h ← Qgroup

p,t //set historical knowledge given current neighbors

end

end

end
Algorithm 3: KindredRL learns the reward model Rgroup

p or Q value Qgroup
p,t for a person p by learning

from all the samples of p’s neighborhood as if they were the user’s own samples.

would require a large number of neighbors (e.g. up to half) to record a change in preferences before it can be

corrected for the current user.

To make sure estimation can quickly adapt to changing preferences we adapt a concept called experience

replay, where some historical responses by users are recorded to be later replayed by the RL algorithm for

various objectives. In our case, we retain all experiences from the users over an estimation horizon, horizon,

and rebuild our information about them (Rgroup
p,t for the model based implementation and Qgroup

p,t for the

Q-learning implementation) based on their neighborhood over this horizon.

We replay all the (s, a, r) triples experienced by each user in Np,t over the estimation horizon and apply

them to reconstruct Rgroup
p,t or Qgroup

p,t . We apply each experience in the order they were originally experienced.

If neighbor one experienced (s, a) at t1, t2 and t4, and neighbor two experienced (s, a) at t3, then the user

p would have the (s, a) replay first updated with neighbor one’s t1, t2, then neighbor two’s t3, and then

neighbor one’s t4 response. This means that the newest information for the group from any neighbor for each

(s, a) is applied last, overriding or improving the estimate of any older data for the neighborhood. Depending

on the learning parameter α that is used, this process can quickly change the collaborative value with only a

few neighborhood members recording the preference change. The update equation is described formally in

Algorithm 3 for each implementation type.

The group estimation of Rgroup
p,t or Qgroup

p,t must be continuously replayed at each iteration because the

distance measures and subsequent neighbors Np,t are also continuously updated. Because the estimation of

Rgroup
p,t is replayed over the estimation horizon with the current set of Np,t it effectively uses the future to

correct the past. Previous neighborhoods that may have been incorrect for user p only affect values in Rgroup
p,t
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or Qgroup
p,t before the estimation horizon begins, and are often corrected by the current neighbors during

replay. To ensure that the replay begins with the most recent neighborhood knowledge, the earliest Rgroup
p,t

or Qgroup
p,t in the replay is chosen as the next initialization point at time h for Rgroup

p,h . Hence, there is a lag

time the length of the estimation horizon before information based on grouping is set in stone. This allows

collaborative learning to learn groupings in a cold start scenario without overly propagating the initial errors

in neighborhoods. Once Rgroup
p,t or Qgroup

p,t has been learned for the current iteration it and the learned T are

fed into value iteration to create the current policy. The RL algorithm then proceeds as normally as shown in

Algorithm 2 and continually updates neighborhoods and policy until the process is discontinued.

5.5 Experimental Setup

To evaluate if KindredRL can leverage the similarity between individuals to quickly learn preferences in

an AmI environment with the small data problem we simulate two common building applications and one

uncommon one. Two common applications exhibit both groups of people with similar preferences and

changes in those preferences over the course of a year. These applications are: thermostat control for desired

temperature and blinds control to prevent glare in individual offices. Both of these simulations use individual

offices to directly tie human interactions with the building and RL algorithm to desired preference - shared

office spaces with internally conflicting temperature and blinds preferences are not covered in this paper. For

both applications we learn preferences by considering a person’s interaction with the system to be a form of

negative feedback (e.g. moving the blinds up when the system has moved the down indicates that ’down’

was a wrong action) and their non-interaction with the system to be a form of positive feedback (e.g. if the

system increases the temperature and the user does not indicate the new temperature is uncomfortable, this

must be an acceptable temperature). Both applications use real-world external temperature and solar levels

from NREL’s National Solar Radiation Database for the year 2017 in Washington DC, USA (ID# 1144614)

as the basis for the simulations [176]. Both applications are simulated on an hourly basis (i.e. an action can

be taken by the RL system every hour) and operate between the hours of 8 A.M. and 5 P.M. Weekends are

treated the same as weekdays for our simulations – providing a slightly larger, conservative estimate on total

learning samples over a year.

We selected thermostat control and blinds control as our simulation applications because each is one

of the most common control problems in office buildings. Additionally, both confront the preferences of

individuals in their operation and must adjust to those preferences so the occupants of a building will be

comfortable – and won’t try to circumvent the system with space heaters, disabling methods, or manual

control. Thermostat preferences place people in a variety of groups based on factors like their body size,
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(a) The Markov Decision Process for the thermostat application moves between states
consisting of the tuple (external temperature, internal temperature) by either increasing,
decreasing, or not changing the internal temperature as an action. The external
temperature changes independently of the internal temperature control, so actions can
move from a state in the cold range to a state in the warm or hotter ranges.

(b) The blinds application
calculates the glare in a
room based on the azimuth
and altitude of the sun over
the course of a year. Depend-
ing on the direction a win-
dow is facing, each person
will experience a change in
blind preferences at different
times over the year.

Figure 5.3: Application Simulations.

gender, chosen fashion, metabolic rate, age, proximity of working location to airflow, and acclimation level

to outdoor temperatures [156, 157]. Blinds preferences place people in groups based most often on their

physical location, and that of their visitors or monitors, in relation to the sun. Both applications can have the

preferences of a group change over time, such as when the external temperature decreases and people begin

to wear heavier clothing both inside and outside the office or when the angle of the sun changes throughout

the year suddenly producing glare at 8 A.M. in all east facing windows.

In addition to thermostat and blinds control, we select load shifting with a water heater (based on the work

on ThermalThrift in Chapter 3) to represent an uncommon building application that deals with preferences.

In this case, reinforcement feedback isn’t based on the negative reward when a person interacts with the

system, but the cost amount of water heating. Hence, we get a higher negative reward for overheating

the tank with more energy and a higher cost than maintaining the tank. Additionally, the preferences in

this application effects both the reward (e.g. we pay more when maintaining a temp during usage) and

the transition function (e.g. we lose temperature fast during higher usage). We describe this process in

more detail below. Additionally, details on all the applications (such as the selection of preferences and

change times), the various simulation parameters used for sensitivity analysis, baselines for comparison, and

evaluation metrics are included below.
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5.5.1 Thermostat Application

In our thermostat application, we choose to have 6 groups of similar individuals. Within a group, each

person has an identical preferred temperature to their group members. We choose to use identical preferred

temperatures, rather than a mix of almost identical temperatures, because at a large scale there will always

be groups of people with identical temperature preferences. For example, if 100 people prefer temperatures in

a uniform distribution of the comfortable range 20°C to 22°C, then 33 of those people will have identical

preferences. This is obviously affected by granularity, where larger temperature buckets will have more people

with “identical” preferences. We look at the effect of including people that do not match this preference in

the neighborhood in Section 5.6.2. In our simulation, temperature preferences range from 15°C to 25°C.

When an action by the RL system produces a temperature that does not match the preferred temperature

an individual can give a negative response to the new temperature though whatever feedback mechanism

is provided by the building. Like many commercial building thermostat systems, we do not allow a user’s

interaction to directly modify the temperature of a room. Users can provide negative feedback, but only

the RL system can change the temperature. For simplicity, our simulation allows the system to change

the temperature of a room by 1 degree in 1 hour. Each hour the system also samples the current external

temperature for that user. We choose four times throughout the year to have the desired temperature

preference of each group change corresponding to seasonal changes. The first preference period is considered

a “cold start” where we have no prior information about the individual’s neighborhoods or preferences. When

a preference period ends each individual transitions to the next preference period at a random time over the

next two weeks, corresponding to the average time it takes for a person to acclimatize to a new temperature.

Formally, the set of states, S, for the thermostat application consists of the (external temperature, internal

temperature) tuple. The set of actions, A, consists of increasing the temperature by 1 degree, decreasing

the temperature by one degree, and leaving the temperature the same. The external temperature changes

independently of the chosen action. Overall, the thermostat application follows the Markov Decision Process

depicted in Figure 5.3a. We simulate a range of internal temperatures from 10°C to 30°C. The internal

temperatures of the day begin in the same state as the previous day. External temperatures range from 10°C

to 30°C, where temperatures above and below that from the real world data set are truncated to fit in that

range. With three possible actions, there are 1323 (s, a) pairs in the thermostat application. The reward,

R, for any (s, a) pair is −|internal temperature− external temperature| − 10 if the resulting temperature

of the state action pair is not the individual’s desired temperature and −|internal temperature− external

temperature| if it is.
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5.5.2 Blinds Application

In our blinds application, we select 8 groups of similar individuals based on the cardinal (N, S, E, W) and

primary intercardinal (NE, SE, NW, SW) directions their office windows face. While real-world applications

might have subgroups within these preference groups, such as different monitor locations, for simplicity we

assume each direction has the same blinds preferences and that the dimensions of all rooms are the same.

An inclusion of the subgroups would likely require more people to learn preferences, but would still show a

similar learning trend given a larger population. All people in our application simulation share the same light

level preference, where light entering their room above that level produces glare and light below that level

does not. Again, diversifying this parameter would necessitate more people to learn, but is possible. In our

simulation, preferences change over the course of the year based on the level of light into that room given

the angle of the window, the dimensions of the room, and the altitude and azimuth of the sun as seen in

Figure 5.3b. For our application, that means preferences change a total of 41 times over the course of the

year and the majority of preferences changed affect only one group at a time.

Formally, the set of states, S, for the blinds application consists of the (hour, external light, blinds

location) triple. The set of actions, A, consists of opening, closing, or leaving the blinds unchanged. The

external light changes independently of the chosen action. Unlike the thermostat application, users have

direct control of the blinds in this simulation. If the RL algorithm moves the blinds up that user can press a

button to immediately move the blinds back down. In this case, the subsequent state s′ will have the blinds

down based on the user action rather than the algorithm action. Overall, this will speed the algorithms

progress towards the correct blind state but will prevent less preferential (s, a) pairs from being sampled.

Because we limit the simulation to the work hours between 8 A.M. and 5 P.M and discretize the external

light levels to 5 values, the total number of (s, a) pairs is 300. The reward, R, for any (s, a) pair is −10 if the

resulting blind state is not the user’s preference and 0 when it is. Additionally, any action the moves the

blinds has an added −5 to the reward to minimize the annoyance of moving blinds.

5.5.3 Water Heating Application

In our water heating application we use a subset of the data collected in Section 3.4.1. For each of the 6 pairs

of participants we randomly select 2 days of usage data and permute and repeat them over a period of two

weeks to represent users that are similar in their usage patterns, but not exactly the same. We do not exhibit

changing preferences in this application, instead focusing on the variations in usage for an individual and its

simulated group. This allows us to show the use of KindredRL to increase the exploration of the state space

regardless of changing preferences.
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Figure 5.4: The water heating application allows heating to occur for 4 hours before the peak period. Only
coasting (allowing the temperature to fall due to thermal loss or usage) is allowed in the peak and early
off-peak periods. All periods require the maintenance action to be taken at 49°C during all periods to
maintain hot water in the tank.

The water heating application works by potentially selecting the action to heat during the end of the

off-peak period and allowing the temperature to fall during the on-peak period. The reward for any action is

the cost of any heating following that action. The price of electricity changes according to one of the TOU

schedules (P2) in Section 3.4.2. This cost includes extra heating to raise the temperature and maintenance

heating to maintain a 49°C tank from either usage or thermal loss. If KindredRL does not perform heating

and allows the temperature to fall, then change from s to s′ represents the temperature change in the tank

due to either thermal loss or usage. A diagram of the application actions as they relate to the time is shown

in Figure 5.4. Formally, the set of states S for the water heating application consists of the (hour,tank

temperature) tuple. The set of actions, A, consist of heating, maintaining a 49°C temperature, or letting the

temperature fall in a coasting action. Not all actions are applicable to all states. The heating action can only

occur for the 4 hours before the peak period and the maintenance action is only available when the tank

temperature is 49°C. Each action is run on an hourly basis. We use a few simplifying assumptions in the

application, including that any usage can be recovered from, heat wise, within one hour and that the thermal

loss stays the same over a one hour period.

Unlike the blinds and thermostat applications, the personalization portion of the water heater application

can affect the transition function T . This means that a usage of 5°C of water can change the state from (6

am, 70°C) to (7 am, 64°C) for one person while another without that usage has a transition to (7 am, 69°C)
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assuming 1°C of thermal loss. Hence, it’s not just the reward function that is affected by a person’s use, but

the transition function as well. Because the water heater application looks at the long term effect of actions

(the benefit of storing heat may come many hours later) the transition function is an important piece of

estimating the value of actions. Hence, for the water heater application we modify collaborative estimation

slightly to make Tp,t the average of a user’s neighbors Tpn,t∀pn ∈ P . This step was not necessary for the

blinds or thermostat applications since their actions didn’t have a far reaching effect on future actions, but

was necessary to the water heater application. Any rewards recorded by neighbors needed to be combined

with potential transitions to all a user to estimate values given future rewards.

5.5.4 Approach Parameters

For our evaluation, we select the approach parameter values in accordance with the application. These

parameters include α, ε, and γ from the learning framework, w and k from neighborhood creation, and the

estimation horizon from collaborative estimation. Any application that uses KindredRL must select these

parameters for operation. For any analysis that is not checking the sensitivity of a particular parameter (we

specifically look at k, the horizon and α), the values of the approach parameters match those discussed here.

The size of the neighborhood k is chosen to match the ground truth size of the number of people in a

group for each application. The estimation horizon is 280 iterations or about 2 weeks of the year. The

exploration parameter ε is 0.05 for the thermostat and water heating applications and 0.01 for the blinds

application. We chose a slightly higher exploration rate for the thermostat and water heating applications

because of their larger and more complex state space. We select γ as 0.5 for the blinds and thermostat

applications and 0.99 for the water heating application. The water heating application’s γ is much higher

since the selection of an action depends on the result of that action many hours later towards the end of the

peak period. The window for detecting simultaneous experiences for grouping, w, is 1. This means that we

conservatively only check the similarity of users that experience a (s, a) pair at the exact same time. The

learning parameter α should be a different value depending on various factors of the application (we discuss

this extensively in Section 5.6.1). Hence, for all approaches we do a parameter sweep of alpha and select the

best result to present.

5.5.5 Simulation Parameters

Alongside the algorithm parameters, we use a variety of simulation parameters to perform a sensitivity

analysis with the blinds and thermostat applications. These parameters include: occupancy, response rate,

staggered preference change period, and preference length. Occupancy is used to denote whether or not a
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user’s lack of negative feedback should be attributed to positive feedback. Essentially, we assume we have

some form of occupancy detection available to make sure the system doesn’t learn a particular action is

acceptable just because someone is not in the room to respond negatively. If the room is not occupied, the

simulation does not perform or learn from any action. We use the separate response rate to define when

a person is present but chooses not to respond to an action, either due to general data noise, preference

tolerance/noise, or laziness. Both occupancy and response rate are represented as an overall percentage in

the simulation (e.g. users respond 60% of the time) but each user is present or responds individually given

that percentage. The staggered preference change period represents the potential for noise at the beginning of

a group’s preference change – such as the 2 week acclimatization period in the thermostat application. The

staggering period defines when the changes across the groups occur and each individual changes preferences

at a randomly selected point in that period. Finally, the preference length represents the length of a period

where a group’s preferences remain unchanged. The smaller this length is, the less time an RL algorithm has

to learn and exploit a policy.

For both blinds and thermostat applications we use an occupancy percentage of 60% for the main result,

corresponding to the amount of time middle and upper management workers spend potentially out of the

office in meetings [177]. We set response rate to a low 60% for the thermostat application, as people often

have a tolerance for small changes in temperature and little interest in responding every hour to report

temperature comfort. We set the response rate to 90% for the blinds application, as a person’s response to

glare is often immediate. The 10% lack of response in this application is to cover any noise in tasks that

would affect tolerance for glare, such as sometimes reading a printed document when the person usually reads

on their monitor. We set the staggering preference change period and preference length for the thermostat

application alone, as these parameters are calculated from the location of the sun for the blinds simulation.

For the thermostat simulation, the staggered preference change period is set to 2 weeks and the preference

length is set to 3 months. A sensitivity analysis of all of these parameters is presented in the results.

5.5.6 Baselines

We present two variations of our approach in the results: the model based KindredRL and the Q-learning

based Q-KindredRL. We compare our approach against four main baselines: traditional Q learning, Q-learning

with forgetting, an independent model-based approach using value iteration, and an independent model-based

approach using value iteration and forgetting. Traditional Q learning is one of the most widely used variations

of RL and is designed to handle slow changes in the model, including with preferences, over time. Q learning

and its variations are commonly used since they required no model of the system in order to learn a policy.



5.5 Experimental Setup 91

Q-learning w/Forgetting uses ground truth knowledge of the preference change time to forget all learned

knowledge of the model. This represents the ideal case of any change or context detection RL algorithm where

there is no delay in detecting the change. Additionally, it throws out any old data that no longer matches the

new preferences preventing any incorrect data from propagating through the new policy. The third baseline,

called Independent, learns the model components, R and T , in the same way our model-based approach

KindredRL does, but without any form of collaboration (i.e. Np = p). Each user has an independent RL

agent that learns their model and derives a policy with value iteration. The final baseline performs the

same as Independent with the addition of forgetting. Lin Q-learning w/Forgetting, Independent w/Forgetting

throws out any old data that no longer matches the new preferences preventing any incorrect data from

propagating through the new policy.

In addition to the baselines, we also compare against an upper bound for our collaborative approach.

We call this bound KindredRL Bound or Q-KindredRL Bound for the model-based and Q-learning variants

respectively. Simply put, the bounds use the ground truth neighborhoods as the output of neighborhood

creation. Here, Np is always 100% according to the simulated data. Hence, these bounds represent the

accuracy we can achieve in KindredRL if the calculation and creation of neighborhoods is perfect.

5.5.7 Metrics

To evaluate the success of our approach, we look at one main metric: regret. Regret represents the difference

between the reward obtained by the optimal policy and the learned policy over the course of the system’s

operation. Remember that the goal of any RL algorithm is to maximize the sum of rewards over time.

However, depending on the values of the reward for any given action even the optimal policy’s reward could

be less than zero. Hence, we present regret to show how close a policy is to optimal. Particularly, we calculate

the average regret per action the algorithm performs per person in the simulation. This allows us to compare

regret across our various sensitivity analyses. Formally, the average regret per action per person is:

(

P∑
p=1

T∑
t=1

(|Ropt
p,t −Rp,t|)/Ip)/P (5.7)

where P is the number of people, T is the total number of iterations performed by the system, R is the

PxT matrix of reward, Ropt is the PxT matrix of optimal reward, and I is the P length vector of the number

of interactions between the system and the person though policy actions.

To calculate the optimal policy we run value iteration on the ground truth model for each application.

Since the model changes with each preference change, we perform this optimal policy calculation for each

period of static preferences. This set of piecewise optimal policies then becomes the full optimal policy
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(a) Thermostat application. (b) Blinds application.

Figure 5.5: The regret (the difference between the reward from our policy and the optimal one) decreases as
the number of people in a group increases for the thermostat (left) and blinds (right) applications. At 100
people KindredRL reduces regret by 60% and 67% from the next best baseline for the thermostat and blinds
applications respectively.

for the simulation. The optimal policy is then applied to the application in the same way using the same

exploration rate as KindredRL and the other baselines to focus the difference on the effect of learning and

not the exploration rate that all baselines share.

We do not use regret for the water heating application. Instead, we choose to represent the savings in

monetary cost over the running of a conventional water heater that always maintains a 49°C temperature in

the tank.

5.6 Results

Our results show that both collaborative variants, KindredRL and Q-KindredRL, can outperform independent

approaches in physical environments where preferences change over time. In our two simulated application,

blinds and thermostat, the approach begins to improve regret with as few as 5 similar people in a group.

Each application has a different relative regret for each baseline, with forgetting severely increasing regret in

both applications. The Q-learning baseline is slightly better in the thermostat application and about the

same in the blinds application. As shown in Figure 5.5, 80 and 100 people per group decreases regret over

the best independent baseline by at least 60% the thermostat application and 67% in the blinds application

respectively. Overall, leveraging people that have similar preferences can diminish the consequences of

changing preferences and subsequently lower regret.

With perfect neighborhood creation, this reduction in regret can reach as much as 73% or 75% for

the thermostat and blinds applications respectively as shown by the Q-KindredRL bound in Figure 5.5.
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(a) Because the thermostat application has noise in the form of a lower
response rate, increases in the number of people in a group also increase the
noise for learning preferences in a neighborhood. Hence, lower values of the
learning parameter α become necessary as the group size increases.

(b) Neighborhood accuracy grows with
number of iterations performed, particu-
larly as users have different responses to
the same actions.

Figure 5.6

Additionally, the majority of the difference between the variants of KindredRL and their bounds is due

to the initial learning process for neighborhoods – the longer KindredRL runs, the longer it can leverage

learned neighborhoods. Neighbors for both applications were learned quickly over the year of simulation

as shown in an example of learning for neighborhoods of 40 people in Figure 5.6b. Both applications had

a 90% average accuracy in neighborhoods within 20 weeks of operation. The thermostat application was

able to reach this accuracy before any preference change occurred and the blinds application experienced 19

preference changes across the different neighborhoods during this period. The following sections discuss the

effects of the various approach and simulation parameters on the learning capabilities of KindredRL. All

parameters below are the same as those used for Figure 5.5, except the sensitivity parameter. As the blinds

and thermostat applications show little differences between the behaviors of KindredRL and Q-KindredRL,

we will refer just to the model-based KindredRL in their analysis sections.

5.6.1 Selection of Learning Rate

One of the most important approach parameters to select when applying KindredRL to an application is

the learning rate α. This parameter defines how quickly the RL algorithm learns from new samples when

used in tradition independent approaches. In general, the more noise that is present in the application, the

lower the learning rate should be to prevent erroneous data from having a large effect. In KindredRL, this

parameter learns not only from the individual’s samples but also from those in their neighborhood. Thus

the selection of α depends not only on the general noise of the application but also on the number of people



Leveraging Similarity for Learning in AmI 94

(a) Thermostat application.

(b) Blinds application.

Figure 5.7: Values of k smaller than the ground truth number of people in a group still produces a decrease in
regret. Additionally, the inclusion of some members from a different group with a too large k only increases
regret slightly in the thermostat application as KindredRL selects similar out-group members. However, too
large a k will increase regret above an independent algorithm as seen in the blinds application.

k that are grouped into a neighborhood. Figure 5.6a shows the effect of increasing k corresponding to the

number of people in a group for various values of α. These results are shown for the thermostat application

and have a 60% response rate – the application based equivalent for noise in reward. Here, larger values of α

increase regret as the number of people in a group increases. This same increase is seen in the KindredRL

bound, showing that while imperfect neighborhoods exacerbate the issue the problem exists regardless of how

accurate groups are. However, when the response rate is increased to 100% (e.g. no noise in the reward data)

this behavior essentially disappears. For example, the blinds application, which has a response rate of 90%

does not show this behavior at all in the KindredRL bound and only shows a slight ( ¡0.1 per action per

person) increase in regret at 100 people per group. Hence, as with independent RL approaches, the selection

of α will be application dependent for KindredRL.
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(a) Thermostat application. (b) Blinds application.

Figure 5.8: For both applications, an estimation horizon that is too small can severely impact the performance
of KindredRL. However, for both applications an estimation horizon as small as 100 iterations, or 1.5 weeks,
maintains the good performance of a longer horizon.

5.6.2 Selection of Neighborhood Parameter

The selection of the number of people in a neighborhood k for KindredRL is dependent on the people present

in an application. Overestimating this number too much can increase the regret created by KindredRL as

it applies samples from non-similar people to a user based on this overlarge neighborhood. However, as

seen in Figure 5.7, a small increase in this number beyond perfect neighborhoods can still let KindredRL

leverage similarity to reduce regret beyond independent approaches. This shows that neighborhoods do not

need to be exactly the same in their preferences, or resulting policies, to gain benefit from a collaborative

approach. However, if the dissimilarity between neighbors is too large, then the policy suffers. As you can see

in Figures 5.7 doubling the group size for either approach is the largest a group can be overestimated before

accuracy suffers. Hence, a few dissimilar group members do not remove the benefit of KindredRL. Since we

are using knn as our grouping mechanism, rather than a hard clustering method, this means that users placed

incorrectly into another user’s neighborhood will still have a neighborhood of their own made up of mostly

similar people. Hence, slightly overestimating k, or alternately including a small relative number of dissimilar

people, is something that KindredRL can tolerate. Additionally, setting k smaller than the group size in the

blinds application produces very minimal increases in regret down to a k of 5. This implies that application

designers can select k conservatively and still gain a benefit from the collaborative approach of KindredRL.

5.6.3 Selection of Estimation Horizon

The estimation horizon defines how both how long KindredRL replays data for estimation and how many

responses must be stored by KindredRL. The smaller the estimation horizon is, the less storage and time
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KindredRL uses to perform its calculations. However, the shorter the estimation horizon the more likely errors

in neighborhoods are likely to be recorded as fact and propagated as learning moves forward as KindredRL

has less time to adjust neighborhoods. Hence, there is an inherent trade-off in the selection of the estimation

horizon. However, for our two applications, the length of the estimation horizon can be quite small without

severely affecting the overall regret. As shown in Figure 5.8, both applications can have an estimation horizon

as small as 10 hours with little effect on regret. This exact value may depend on the application. However,

this shows that while the selection of the estimation horizon must be large enough to allow a lag time in

neighborhood creation, it can be chosen to limit storage or performance issues.

5.6.4 Effect of Occupancy and Response Rate

The underlying behaviors of an application can have a profound effect on the learning capabilities of an RL

algorithm. For our applications, we selected two application parameters common to physical environments

to discuss for KindredRL. The first, occupancy, represents the amount of time a person is available to be

measured over the course for an RL algorithm’s application. In general, it shortens the amount of time

an algorithm has to learn before a preference change when occupancy is low. With 100% occupancy, and

the subsequent higher sample frequency, the Q-learning and Independent baselines are able to reduce the

relative difference in regret from KindredRL in both the thermostat and blinds applications. For all the

approaches, including KindredRL, a decrease in occupancy means an ever-growing increase in regret. While

the KindredRL approach is generally able to slow this increase, for the thermostat application, Figure 5.9a

shows that at 10% occupancy KindredRL has a higher regret than the independent baselines. This is in part

because with so little occupancy KindredRL is unable to effectively learn groups. With perfect grouping, the

KindredRL bound is able to maintain low regret even at low occupancy rates. This implies that, given enough

time to at least partially learn neighborhoods, KindredRL could handle short periods of low occupancy.

Similar behavior is seen for the blinds application in Figure 5.9b, though KindredRL maintains lower regret

than the best baseline in this application.

Response rate represents how frequently a person is both present for learning and actively responding to

the system. Regardless of whether a person’s true response would be positive, if a person doesn’t respond

due to the response rate their action is assumed to be negative. This represents a type of noise typical in

physical environments that tends to skew the results towards higher reward. Figure 5.9c shows that this

is particularly true for Q-learning, the independent baselines, and the 10% response rate for KindredRL.

As response rate goes down, so does regret as users fail to respond negatively even when actions do not

match their preferences. For the thermostat application, regret increases slightly in KindredRL until 20% as
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(a) Thermostat application occupancy. (b) Blinds application occupancy.

(c) Thermostat application response. (d) Blinds application response.

Figure 5.9: Both the occupancy rate and response rate of individuals can affect the performance of KindredRL.
Lower occupancy rates decrease the overall number of samples available to all approaches, increasing regret.
Lower response rates decrease regret overall by getting little negative feedback from users as they don’t
respond, but KindredRL maintains its performance gains over a wide range of response rates.

neighbor creation becomes harder with users responding differently to the same (s, a) pair due to the response

rate even when their preferences are similar. Figure 5.9c shows little change in the KindredRL bound with

response rate as perfect neighborhoods are not affected by this problem. This analysis of response rate also

shows that applications where users given different responses (either due to response rate difference or slight

differences in hour to hour preferences) are still benefited by KindredRL.

5.6.5 Effect of Staggered Preference Change Period and Preference Length

The length of time before preferences change and how distributed or staggered when the change of each

person in a neighborhood is, can also affect the accuracy of KindredRL. As we only control these parameters

for the thermostat application, only the results of changing these parameters for the thermostat application

are shown in Figure 5.10. Shorter lengths of time before preferences changes tend to increase regret in all
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(a) Staggered Preference Change Period. (b) Preference Length

Figure 5.10: With control over when preference changes occur in the thermostat application, we can see that
both shorter stable preference periods and longer periods of active change produce higher levels of regret in
KindredRL. Shorter stable preference periods also increase regret in the baseline RL algorithms.

approaches. Even KindredRL sees an increase in regret, particularly as the preference period gets closer

to the length of the staggered change period. At a 2 week preference period users are constantly changing

preferences at random and independently of their neighborhood. However, even in this case KindredRL

outperforms the best baseline (Figure 5.10b).

Changes in the staggered preference change period have essentially no effect on the independent baselines.

This is because each user is treated independently here, including for forgetting. Essentially, Independent

w/Forgetting only discards old data when the current user changes preferences and does so independently

of any other user in the group. However, both KindredRL and it’s bound increase regret as the staggered

period gets larger as shown in Figure 5.10a. This is because for that period of time samples learned from the

neighborhood can in fact not be the same preferences as the user. This is true even with the perfect groups

of the KindredRL bound. While it takes a period of over 24 weeks before this issue causes KindredRL’s

regret to increase to the independent baseline, it does show that KindredRL relies on the common change in

a neighborhoods’ preferences to occur around the same time. This will be important to keep in mind when

deciding to use KindredRL for an application.

5.6.6 Water Heating

The water heating application shows a distinct difference in the results of KindredRL and Q-KindredRL.

As you can see from Figure 5.11, KindredRL and the Independent baseline are able to save more than 30%

of the cost of a conventional water heater, while Q-learning and Q-KindredRL save less than 20%. This is

because, unlike the thermostat and blinds applications, the total reward in the water heating application
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Figure 5.11: The water heating application allows heating to occur for 4 hours before the peak period.
Only coasting (allowing the temperature to fall due to thermal loss or usage) is allowed in the peak and
early off-peak periods. All periods require the maintenance action to be taken at 49°C during all periods to
maintain hot water in the tank.

depends on the effect of current actions on the long term. Heating might cost much more than maintaining

during off-peak hours, but the coasting that is the result of heating might save more heating and cost during

expensive peak hours. However, Q-learning must slowly back propagate this information through its update

procedure by sampling backward from these savings multiple times. Since time is moving the sampling

forward through normal operation, this sampling takes a significant amount of time and the Q-learning

variants were not able to learn when to heat in the 2 week period of this test. In fact, they generally learned

not to heat, as the full expense of maintaining through peak hours also takes a long time to propagate back

to when heating decisions are being made. Savings occurred as a byproduct of exploring heating tracks that

are better than conventional in reality, but were not repeated since long term savings were not propagated. It

is likely that Q-KindredRL does better than its Bound for that reason, since its incorrect neighborhoods do

more exploring and inadvertently gain more reward.

Despite the problems with Q-KindredRL, KindredRL shows that our approach still works in this situation.

By using a model-based approach, KindredRL bypasses the propagation issues and is able to learn when to

heat from the interactions with its neighbors. This gives KindredRL an additional 4% savings compared

to the Independent approach for a total of 35% monetary savings over a conventional water heater. This
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number includes the time spent learning and trying less rewarding heating actions. Hence, KindredRL can

still exhibit a benefit in learning on more complex applications aimed at meeting societal needs.

5.7 Limitations and Future Work

While KindredRL shows the potential of using people with preference similarity to learn quickly in environments

with changing preferences, there is still much work to be done. The main limitation of the above evaluation

is that it is run on simulated people and applications. Though the simulated applications are based on

real-world data and environment models, they are not a full substitute for an in-situ evaluation. Future work

would look to apply KindredRL to a building and evaluate if and when the system breaks down. Additionally,

identifying other applications with the preference behaviors needed for KindredRL is a direction of future

work. Currently, KindredRL requires an application with users that share similarities in preferences in various

groups and change those preferences as a group around the same time. Finding other applications that fit

those assumptions and evaluating KindredRL on them is a large area of future work.

In addition to further evaluation, there are a number of things to explore with the KindredRL algorithm.

At the moment, KindredRL requires the manual selection of various parameters related to its operation,

such as k and α. One direction for future work is to look at automatic processes to select and adjust these

parameters, potentially per person, to decrease the burden on algorithm designers when they use KindredRL.

This is particularly important for the neighborhood sizes k as they play are large role in the accuracy of

KindredRL. Additionally, further work looking at similarity in sub-preferences, such as two people sharing

preferences in winter months but not summer months, may be a direction of future work. While KindredRL’s

current design easily allows people to leave a neighborhood, joining one that a user was previously dissimilar

to is much harder as similarity considers the user’s full history. Techniques to phase out old similarity

information and allow neighborhood merges might also be a direction for future work.

In addition work on the KindredRL algorithm itself, future work may include integrating this technique

with other advancements in RL. Q-KindredRL would likely perform just as well as KindredRL in the water

heating application if combined with an experience replay technique that could more quickly propagate long

term reward information. Exploring how well KindredRL integrates into an agent-collaborative environment or

handles function approximation to reduce state space are both potential future work. Integrating KindredRL

with a deep RL algorithm, where neighborhood estimation will remain unchanged but collaborative preference

estimation must be adapted to a new model, would be an exciting direction for future work.
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5.8 Conclusions

In this work, we present KindredRL: a reinforcement learning algorithm that leverages similarity between

users to quickly learn changing preferences in a physical AmI environment. In our two common application

simulations, we are able to reduce regret (the difference between the actions of an optimal policy and the

learning one) by 60% and 67% over the next best baseline for thermostat and blind control respectively. For

our water heating application, we were able to save 35% of the monetary cost of a conventional water heater,

4% more than the independent based RL approach. These results show that KindredRL can quickly learn

preferences and respond accordingly even when preferences are changing over time.

KindredRL demonstrates that leveraging similarity between users is a promising direction for learning

preferences with reinforcement learning when faced with infrequent interactions in an AmI environment. By

leveraging the similarity between users KindredRL can more quickly explore the state space of states and

their potential actions in an AmI system and use the exploration of a user’s behavioral kin to speed learning.

We anticipate that this approach could help bring personalized control based on natural human interactions

to AmI systems being developed in physical environments today. With the lower participation requirement of

natural interactions, and the faster learning of KindredRL, this technique could provide a learning method in

lower personal value AmI systems designed to meet societal needs.



Chapter 6

Conclusion

6.1 Summary

In this work, we show that including human preferences to create AmI systems targeting societal concerns,

such as shifting the energy peak, can greatly increase the individual benefit of the system to the users and

therefore the potential for adoption. We show in the load sifting work called ThermalThrift, that including

individual preferences and usage patterns can be used to shift 47% of the peak load with saving consumers

25% of the cost. An approach that does not use personalization can shift more load, but costs three of our

evaluated consumer 11-12% more than a conventional heater. This approach of using average behaviors or

not considering behavior at all can greatly reduce the adoption of systems meeting societal needs as users

decide not to pay the monetary or frustration cost of non-personalized systems. Because societal concerns

are often of low personal value, making these systems no more effort than living normally is necessary for

their success. This means these systems must meet the AmI vision: meeting objectives with highly adaptive,

anticipatory, personalized, and contextually aware systems that rely only on implicit interaction that the user

would practice naturally. However, because such systems rely on understanding the people in an environment,

AmI has two major challenges: privacy and keeping people in the loop of learning.

In Lethe, we present a novel approach to privacy of restricting hardware capabilities in a camera to

preserve image privacy by severely limiting the data that can be obtained by hacking. These limitations

prevent a person from removing ever removing the full image recorded by the camera, but also severely limit

our processing power and memory. To show that AmI sensing can still be performed, we design Lethe to

detect and identify people as they walk through a doorway–a common AmI sensing application. Even with

limited hardware, we are able to track three individuals by height with 94.3% accuracy and only a 6 cm

102
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height differential. With the limited hardware, only 1.32% of an image could even be extracted even if all

security measures failed. We anticipate that this privacy preserving technique could be added to the portfolio

of privacy solutions and help increase the use of one of the most information-rich sensors: cameras.

In KindredRL we keep humans in the loop by leveraging the similarity in user preferences to speed learning

when only natural interactions are used to obtain preference information. We base this work on the machine

learning paradigm best designed for natural interaction, reinforcement learning. Because natural interactions

are often infrequent, particularly given a specific context, we show that using the interactions of similar

user’s to update one user’s information can increase the number and diversity of interaction samples and

speed learning. In particular, this can help learn new preferences as a group of similar people’s preferences

change over time. We show that we can reduce regret in RL by up to 67% over the next best independent

RL approach. With this increase in accuracy, and the lower participant requirement of natural interactions,

we anticipate that this technique could provide a learning method that could increase the adoption of lower

personal value AmI systems that meet societal needs.

While the work in this dissertation was designed to target meeting societal needs, the approaches presented

could easily scale to AmI systems with other objectives. Reducing the concerns of privacy and the load

on the user of participation are necessary for lower personal value applications, but could also improve the

adoption and general satisfaction of other higher personal value applications. For example, an image privacy

preserving camera for tracking could easily be used in an ambient assisted living situation and a similarity

based reinforcement learning process could be used to more effectively learn personal systems such as clothing

recommendation. While we hope that our contributions will promote the use of AmI system to meet societal

needs, we anticipate that they will be just as effective at meeting personal ones.

6.2 Limitations

There are a variety of limitations present in the three works of this dissertation:

� ThermalThrift was evaluated only on one house with a rotation of participants. We do not know if

these results extend across a wider variety of buildings and houses.

� ThermalThirft was evaluated in simulation where we were unable to evaluate if the existence of more

hot water present in the tank would change user behavior, like taking longer showers.

� We did not evaluate the effect of or mitigation of a possible secondary “pre-peak” of hot water heaters

storing energy in preparation for peak hours at large scale.
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� Lethe was evaluated in only one doorway and therefore one thermal background. Other thermal

backgrounds may present unanticipated challenges for Lethe.

� Lethe was evaluated in a controlled setting where we did not evaluate or mitigate the effect of hot

object sitting in the field of view.

� Like all height based tracking system, Lethe is limited to accurate identification in small groups of

people with variable heights. While this is common in a residential setting, Lethe is unlike to be

accuracy in a commercial one. Additionally, a person’s height might legitimately change over the course

of a day as they change posture or footwear.

� The difference between the background temperature and the top of a participant’s head is critical to

Lethe. When background temperatures are too warm or head coverings are too insulating, Lethe is

unable to accurately measure heights.

� Hardware limiting privacy preservation is necessarily limiting in the applications it can support.

Applications that require extensive process or the full image to evaluate all at once likely will not be

able to use Lethe’s approach.

� KindredRL was mainly evaluated on simulated data. The applications themselves were simplified to focus

on learning the preferences of the users. We do not evaluate the effect of meeting a non-personalization

objective, such as energy savings, in the blinds and thermostat applications.

� KindredRL was evaluated on only a subset of the water heater data. This was mainly due to time

constraints and the evaluation should be further expanded.

� KindredRL leverages similarity in such a way that it works best when a user’s preferred policies are

identical to the majority of their neighbors. Their underlying preferences and responses can be different,

such as preferring different temperatures within the system granularity or using different amounts of

water during peak hours, but the system learns best when the preferred policies are the same.

� KindredRL currently does not automatically determine its application parameters, particularly the

neighborhood size k. Additionally, the neighborhood size for all users is currently the same despite the

fact that real users may have different size neighborhoods.
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6.3 Future Research Directions

This dissertation does not solve all problems in AmI, nor does it present a complete and total solution to

the two AmI challenges. Instead, it aims to provide novel approaches to be included in the portfolio of

solutions needed to bring AmI to wide enough adoption rates to begin impacting societal needs. Future work

might look at improving each of the ideas independently, such as addressing the limitations presented above.

Particularly, study each of these works in an in-situ environment could further our understanding of the

accuracy, benefits, and drawbacks of each system. Additionally, it could provide the opportunity to find and

deal with corner cases – such as having a hot background object in Lethe’s field of view. ThermalThrift

could be evaluated on a wider variety of buildings, Lethe could be evaluated on more diverse doorways, and

KindredRL could be run on real building systems and evaluated for accuracy and user satisfaction.

Further technical research in each area is also a direction for future work. ThermalThrift could look at

incorporating objects to level the pre-peak cause by storage on a neighborhood scale or perform internal

objectives like using the heat changing capabilities to kill bacteria. Additionally, further energy savings

might be obtained by allowing the tank temperature to fall below a conventional tank and using the learned

preferences to minimize or avoid any comfort loss in that scenario. ThermalThrift could also be extended to

dealing with renewable energy production by allowing heat storage when energy is produced in excess. This

might even be performed on a neighborhood scale to direct storage of this excess energy into homes most

likely to use it quickly after storage or during peak hours.

Future work for Lethe includes applying this technique to other applications. While we perform tracking

in doorways, other applications might try to perform tracking with rooms, or identify users as they interact

with specific objects. Dealing with thermal background noise and objects may also be valuable and could

introduce a technical trade-off between privacy and accuracy or robustness. Testing with higher resolution

and frame rate cameras may improve accuracy. For Lethe specifically, future work could look at building

a self-contained camera and measuring its form factor, efficacy, and energy consumption. For the general

concept of privacy-preserving image processing, future work could look at applying the hardware limiting

technique to other image-based and image-like sensors. Depth cameras are an interesting step in this direction

with the possibility of using distance to detect people on a per pixel basis. Processing a depth camera’s point

cloud in a memory limited way would be an interesting technical challenge.

Future work in KindredRL includes expanding the model of similarity to include possible subgroups where

users share some preferences but not all, designing techniques to automatically select application parameters

such as the neighborhood size, and potentially varying the effect of each neighbor on the policy of the main user

to account for differences within the neighborhood. Additionally, KindredRL could be integrated with various
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other reinforcement learning techniques. This includes using alternate models, such as neural networks, and

integrating traditionally experience relay techniques to boost the performance of Q-KindredRL in particular.

Future work might also look at integrating KindredRL with traditionally collaborative reinforcement learning

and evaluate the effect of similarity based learning on meeting a global, multi-agent objective. KindredRL

could also be evaluated for its potential in other domains, such as recommendation systems tied to the

physical world like clothing or recipe recommendation. Testing these techniques in an in-situ environment on

a variety of applications would be an exciting direction for future work.

Beyond individual extensions to the approach in this work, future work might evaluate their intersection.

In particular, examining the security and privacy risks of using similarity a learning system where the actions

of one can affect the control of another provides an interesting direction. Additionally, using Lethe to provide

better learning in the ThermalThrift through knowledge of an individual’s water usage, rather than the

household’s, might improve prediction accuracy. Lethe could also allow KindredRL to learn individual

preferences in multi-user environments. Future work might also apply these techniques to meet a variety of

needs, including further societal needs and extending the solutions to meet personal needs as well.
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aware home care assistance system. Sensors, 19(4):907, 2019.

[23] Ana Cristina Bicharra Garcia, Adriana Santarosa Vivacqua, Nayat Sanchez-Pi, Luis Marti, and
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[87] Linas Gelažanskas and Kelum AA Gamage. Distributed energy storage using residential hot water
heaters. Energies, 9(3):127, 2016.

[88] Kelcey Lajoie, Douglas A Halamay, and Ted KA Brekken. Residential water heaters as a grid-scale
energy storage solution using model predictive control. In Technologies for Sustainability (SusTech),
2013 1st IEEE Conference on, pages 62–69. IEEE, 2013.

[89] S Ali Pourmousavi, Stasha N Patrick, and M Hashem Nehrir. Real-time demand response through
aggregate electric water heaters for load shifting and balancing wind generation. Smart Grid, IEEE
Transactions on, 5(2):769–778, 2014.

[90] Fang Tang and Amine Bermak. An 84 pw/frame per pixel current-mode cmos image sensor with
energy harvesting capability. IEEE Sensors Journal, 12(4):720–726, 2012.

[91] D Sabuncuoglu Tezcan, Selim Eminoglu, and Tayfun Akin. A low-cost uncooled infrared microbolome-
ter detector in standard cmos technology. IEEE Transactions on electron devices, 50(2):494–502,
2003.

[92] Zhengyou Zhang. Microsoft kinect sensor and its effect. IEEE multimedia, 19(2):4–10, 2012.

[93] Shihong Lao and Masato Kawade. Vision-based face understanding technologies and their applications.
In Advances in Biometric Person Authentication, pages 339–348. Springer, 2004.

[94] Paul Smith, Mubarak Shah, and Niels da Vitoria Lobo. Monitoring head/eye motion for driver
alertness with one camera. In Pattern Recognition, 2000. Proceedings. 15th International Conference
on, volume 4, pages 636–642. IEEE, 2000.

[95] U.S. Energy Information Administration. ”Use of Energy in the United States”., Accessed online:19-
June-2019.

[96] Neil E Klepeis, William C Nelson, Wayne R Ott, John P Robinson, Andy M Tsang, Paul Switzer,
Joseph V Behar, Stephen C Hern, and William H Engelmann. The national human activity pattern
survey (nhaps): a resource for assessing exposure to environmental pollutants. Journal of Exposure
Science and Environmental Epidemiology, 11(3):231, 2001.

[97] Carman Neustaedter, Saul Greenberg, and Michael Boyle. Blur filtration fails to preserve privacy
for home-based video conferencing. ACM Transactions on Computer-Human Interaction (TOCHI),
13(1):1–36, 2006.

[98] Eun Kyoung Choe, Sunny Consolvo, Jaeyeon Jung, Beverly Harrison, and Julie A Kientz. Living
in a glass house: a survey of private moments in the home. In Proceedings of the 13th international
conference on Ubiquitous computing, pages 41–44. ACM, 2011.



Bibliography 113

[99] Roberto Hoyle, Robert Templeman, Steven Armes, Denise Anthony, David Crandall, and Apu Ka-
padia. Privacy behaviors of lifeloggers using wearable cameras. In Proceedings of the 2014 ACM
International Joint Conference on Pervasive and Ubiquitous Computing, pages 571–582. ACM, 2014.

[100] John Vines, Stephen Lindsay, Gary W Pritchard, Mabel Lie, David Greathead, Patrick Olivier, and
Katie Brittain. Making family care work: dependence, privacy and remote home monitoring telecare
systems. In Proceedings of the 2013 ACM international joint conference on Pervasive and ubiquitous
computing, pages 607–616. ACM, 2013.

[101] Alexandra König, Carlos Fernando Crispim Junior, Alexandre Derreumaux, Gregory Bensadoun,
Pierre-David Petit, François Bremond, Renaud David, Frans Verhey, Pauline Aalten, and Philippe
Robert. Validation of an automatic video monitoring system for the detection of instrumental activi-
ties of daily living in dementia patients. Journal of Alzheimer’s Disease, 44(2):675–685, 2015.

[102] Florian Schaub, Bastian Konings, and Michael Weber. Context-adaptive privacy: Leveraging context
awareness to support privacy decision making. Pervasive Computing, IEEE, 14(1):34–43, 2015.

[103] Tim Coughlan, Kerstin Leder Mackley, Michael Brown, Sarah Martindale, Stephan Schlögl, Becky
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