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Abstract

In a meteorology data-distribution application, streams of files are served to hundreds of receivers

every day on unicast TCP connections. Software Defined Networking (SDN) offers a more-scalable

solution in which a rate-guaranteed Layer-2 (L2) multipoint virtual topology can be provisioned to

have switches perform Ethernet-frame multicasting to support this application. A characterization

of the file streams shows that file sizes and file inter-arrival times are both right skewed. The

objective of this thesis is to design an algorithm for determining the rate of the Layer-2 multipoint

virtual topology, and the size of the sending-host buffer, based on traffic characteristics of the file

streams and performance requirements. Furthermore, the traffic characteristics are not exactly the

same from day-to-day. An empirical method is proposed to determine the ideal rate and buffer

size based on a day’s traffic, which are then used along with the current rate and buffer size in an

Exponential Weighted Moving Average (EWMA) scheme to determine the rate and buffer size for

the next day. Our method was evaluated using metadata obtained for the top five file-streams of this

meteorological data distribution, and found to be effective.

This thesis also describes our experience with deploying a multi-domain SDN that supports

dynamic L2 path service, and offers insights gained from this experience. OpenFlow switches with

two controllers, Open Exchange Software Suite (OESS) to perform intra-domain topology discov-

ery and path provisioning actions, and On-Demand Secure Circuits and Advance Reservation Sys-

tem (OSCARS) for inter-domain provisioning, were deployed in several university campuses, and

regional and core research-and-education networks (RENs). Our experience demonstrated that this

architecture can support global-scale multi-domain dynamic L2 path service. We identified mod-

ifications required to the protocols and controllers for improving user experience and scalability
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of this dynamic L2 path service. We also developed a methodology for provisioning inter-domain

multipoint VLANs, and demonstrated the successful use of these VLANs for a multicast applica-

tion.
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Chapter 1

Introduction

In a project called Unidata Internet Data Distribution (IDD), the University Corporation of At-

mospheric Research (UCAR) distributes meteorology data to 260 institutions on a near-real-time

basis [1]. The Unidata IDD project has been in operation since 1995, and currently serves 260

institutions. The term feedtype is used for a stream of data products (files) created by one or more

sources. For example, the NEXRAD2 feedtype consists of files created with data from radar sites.

Other sources of meteorological data include satellites, computer models, lightning, etc. A total of

30 feedtypes are distributed currently. The software used for this data distribution is called Local

Data Manager (LDM) [1].

The current version, LDM version 6 (LDM6), is used for data distribution over the Internet,

and streams of files carrying meteorological data are served to hundreds of receivers every day.

The current solution uses application-layer (AL) multicasting. In application-layer multicasting,

data packets are replicated at the sending hosts. For each meteorological data subscriber, a unicast

TCP connection is required from the upstream LDM6 server running at UCAR to each downstream

LDM6 server that has subscribed to one or more feedtypes. Thus, each file is transmitted multiple

times by the upstream server. Currently, UCAR server receives data from original meteorological

data sources at 20 GB/hr, but sends out data to its downstream servers at 1 TB/hr. The current

deployed solution is difficult to sustain in terms of UCAR server computing capacity and access

link bandwidth as the number of data subscribers and number of feedtypes are growing.

This scalability problem can be addressed with a solution in which network switches/routers

1



Chapter 1. Introduction 2

perform the multicasting action instead of the end hosts. However, native IP multicast has proven

to be challenging [2] because of the complexity of inter-domain IP multicast routing protocols [3],

and the variable congestion levels on paths to different receivers. Moreover, the security of IP

multicast [4] is another factor that has impeded the wider deployment of IP multicast.

New networking technologies, such as OpenFlow and Software Defined Networks (SDN) [5],

enable the use of switch-based Layer-2 multicast, which addresses the scalability problem of

application-layer multicast and the interdomain routing-protocols problem associated with native

IP multicast. Since there is a setup phase in which the SDN controller provisions the L2 multipoint

virtual topology, distributed multicast inter-domain routing protocols are not required. Also, rate

guarantees can be provided for these L2 multipoint virtual topologies thus ensuring that there is

no differential congestion levels on the paths from the sender to the various receivers. Therefore,

a new version of LDM, LDM7, was designed and implemented to run over multipoint L2 virtual

networks, in a parallel effort [6].

The above-described two drivers, the top-down LDM application driver, and the bottom-up new

OpenFlow/SDN networking technology driver, served as motivation for the work described in this

thesis. Section 1.1 describes the problems addressed in this work. Section 1.2 offers the reader

background information about SDN technologies and deployment. Section 1.3 summarizes our key

contributions.

1.1 Problem Statement

Two problems are addressed in this work. The first problem is to determine an appropriate rate

for the L2 multipoint virtual topology required to support a file-stream based on the traffic charac-

teristics and performance constraints. The feedtypes distributed in the IDD project typically have

silence periods between files, and bursty product arrivals. In other words, application data rate of a

file-stream varies with time. This makes the problem of computing a fixed rate for the L2 multipoint

virtual topology challenging. A buffer is used at the sending host to smooth out traffic bursts. The

buffer size is computed along with the rate.
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The second problem addresses the control-plane aspects of provisioning L2 multipoint virtual

topologies. In a prior NSF-funded project, various universities deployed a small OpenFlow net-

work called Dynamic Network System (DYNES) [7]. We used this infrastructure to develop and

test methods to provision inter-domain L2 multipoint virtual networks between DYNES end hosts

located on several university campuses. The question addressed was whether-or-not the current

Research-and-Education Network (REN) infrastructure was sufficient to deploy applications such

as LDM7 across rate-guaranteed inter-domain wide-area multipoint virtual networks.

1.2 Background

1.2.1 Software-Defined Networking

Emerging Software Defined Networking (SDN) [5] technologies allows network administrators to

configure network services by software running on servers external to switches/routers. The core

idea of SDN is to decouple the control plane, which decides where the network traffic should be

sent, from the data plane, which forwards network packets to their destinations. SDN technologies

enable services that leverage the increased programmability of network switches/routers, and reduce

control-plane software development and maintenance costs. For example, rate-guaranteed L2 paths

and L2 multipoint virtual networks can be provisioned using an external SDN controller that runs

software implemented by any developer (many open-source SDN controllers are now available)

instead of waiting for switch vendors to upgrade their switches with the required control-plane

software.

1.2.2 SDN deployment in RENs

As noted earlier, DYNES networks were deployed in several university campuses. Large univer-

sity campus networks are connected to regional RENs. For example, the University of Virginia

(UVA) network is connected to the Mid-Atlantic Research Infrastructure Alliance (MARIA) net-

work. These regional RENs are called connectors, as they offer universities access to a US-wide
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REN called Internet2 [8]. Over 500 institutions are connected via regional RENs or directly to

Internet2.

Internet2 deployed three networks, each of which offers a different type of service: (i) a net-

work of high-end IP routers on which IP-routed (Layer-3) service, i.e., access to the Global Internet,

is supported, (ii) OpenFlow capable switches on which Advanced Layer 2 Service (AL2S) [9] is

offered, which allows users to request rate-guaranteed Layer-2 (L2) virtual circuits (using a mul-

tiplexing technology called VLAN [10], (iii) Wavelength-Division Multiplexed (WDM) optical

circuit switches on which Layer-1 (L1) circuit service is supported to provide users long-duration

(static) high-bandwidth circuits. The AL2S network includes an SDN controller on which users

are provided login access to enable each user to dynamically provisioning L2 virtual circuits when

needed, but L1 circuit service requests are handled manually by the Internet2 staff.

1.3 Key contributions

Our contributions to the two problems stated in Section 1.1 are summarized here. This work was

reported and presented in 3 publications [6, 11, 12].

1.3.1 Methodology for using SDNs for real-time data distribution

The contributions of this work are: (i) Characterization of the top-five file-streams distributed in the

IDD project, (ii) Algorithms for rate and buffer size computation for file-stream distribution on an

L2 multipoint virtual topology, (iii) Application and evaluation of the algorithm for the top-five IDD

feedtypes, and (iv) Comparison of First Come First Serve (FCFS) and Round-robin (RR) modes for

file multiplexing.

1.3.2 A Multi-Domain SDN for Layer-2 Path and Multipoint VLAN Services

The contributions of this work are that we leveraged the existing multi-campus DYNES deploy-

ment, regional REN and Internet2 L2 path services to provision and test multi-domain dynamic

L2 path and multipoint VLAN services. This work offers insights into the complex issues that we
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encountered in deploying SDN controllers within the DYNES equipment at several university cam-

puses (this work required assistance from administrators on the external campuses), and describes

the problems we encountered while provisioning inter-domain dynamic L2 paths. Methods for solv-

ing these problems were proposed. We developed a methodology for provisioning inter-domain L2

multipoint VLANs and demonstrated this methodology between three university campuses.

1.4 Thesis Organization

The rest of the thesis is organized into three chapters.

Chapter 2 presents a methodology for using SDNs for real-time data distribution. First, we

set up an LDM6 server at UVA and collected the metadata (size and creation-time) for top five

feedtypes from the LDM UCAR server. The data was then analyzed to characterize file sizes and

file inter-arrival times. An algorithm was designed for determining the approriate rate to use for

the Layer-2 multipoint virtual topology, and the size of the sending-host buffer based on the IDD

feedtype characteristics. An empirical method was proposed to determine the ideal rate and buffer

size based on a day’s traffic, which are then used along with the current rate and buffer size in an

Exponential Weighted Moving Average (EWMA) scheme to determine the rate and buffer size for

the next day. The algorithm was evaluated using metadata obtained for the top five file-streams and

found to be effective.

Chapter 3 presents our experiences in deploying a multi-domain SDN and using its controllers to

dynamically provision point-to-point Layer-2 (L2) paths. Next, a method was proposed and tested

for configuring an inter-domain multipoint VLAN. Data-plane experiments were executed over

inter-domain point-to-point L2 paths and multipoint VLANs to test connectivity. These methods

will be useful for upgrading from LDM6 to LDM7 for the meteorological data distribution from

UCAR.

Chapter 4 concludes the thesis and identifies future work items.



Chapter 2

Methodology for using SDNs for real time data

distribution

2.1 Introduction

This work is motivated by an application that distributes almost continuously generated streams of

files carrying meteorological data to multiple receivers [1]. The current solution uses application-

layer multicasting. New networking technologies, such as OpenFlow and Software Defined Net-

works (SDN) [13], enable the use of switch-based multicasting, which will save server computing

capacity and network bandwidth. A rate-guaranteed Layer-2 multipoint virtual topology can be pro-

visioned through an SDN controller to have Ethernet switches, such as OpenFlow-enabled switches,

perform Ethernet frame multicasting to support this application.

Problem statement: Develop and evaluate a method for determining an appropriate rate for a

Layer-2 (L2) multipoint virtual topology based on the traffic characteristics of the file-streams and

performance constraints. There are silence periods between files within the file-streams, and the

rate at which the meteorological data is generated varies. This makes the problem challenging. A

buffer is used at the sending host to smooth out traffic bursts. The buffer size should be computed

along with the rate.

Solution approach: We first characterized the size and inter-arrival times of files in each file-

stream. Both the file sizes and inter-arrival times are right skewed. Our solution approach is an

6
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empirical method. An application controller determines an ideal rate and buffer size for each file-

stream based on the sizes and inter-arrival times of files that arrived over a fixed time interval. The

controller then combines these ideal values with current rate and buffer settings using an Exponen-

tial Weighted Moving Average (EWMA) scheme to determine the rate and buffer settings for the

next time interval. The algorithm designed for the application controller allows for two modes of

operation of the file-stream sending application: First-Come First-Served (FCFS) and Round-Robin

(RR). In FCFS mode, each file is served fully before serving the next file. In RR mode, all files that

are in the buffer are served simultaneously on a per-packet basis. Metadata, consisting of file sizes

and file arrival times, for five different file-streams were collected for a week. This metadata was

used to evaluate our solution.

Novelty and significance: Our problem statement itself is new because of its focus on serving a

stream of files instead of a single file. The concept of moving files on L2 paths is relatively new

and championed by the scientific computing community, but most papers focus on the transfer of a

single large dataset consisting of multiple files to a single receiver [14], rather than on a continuous

file stream to multiple receivers. Given the novelty of the problem statement, our solution to this

problem is correspondingly new. The significance of this work is that it is directly useful to a

meteorology data-distribution project [1] that has been in operation since 1995, but whose data

volume has increased significantly necessitating a new networking solution. On the commercial

side, there is an increased interest in reliable multicast within data-center networks to support one-

to-many communications in file systems such as the Hadoop distributed file system [15].

2.2 Motivating application

2.2.1 LDM6 solution: application layer multicast

In a project called Unidata Internet Data Distribution (IDD), the University Corporation of At-

mospheric Research (UCAR) distributes meteorology data to 240 institutions on a near-real-time

basis [1]. The Unidata IDD project has been in operation since 1995, and currently serves 260

institutions. The term feedtype is used for a stream of data products (files) created by one or more
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sources. For example, the NEXRAD2 feedtype consists of files created with data from radar sites.

Other sources of meteorological data include satellites, computer models, lightning, etc.

The software used for this data distribution is called Local Data Manager (LDM) [1]. The

current version, LDM version 6 (LDM6), is used for data distribution over the Internet, and streams

of files are served to hundreds of receivers every day on unicast TCP connection. It is an application-

layer (AL) multicast. The multicast topology of LDM servers is used as illustrated in Fig. 2.1. For

root LDM server like LDM server in the University Corporation of Atmospheric Research (UCAR),

there are a set of upstream processes which set unicast TCP connections to its subscribers. The

middle hosts run both upstream and downstream LDM processes, while receiving hosts just run the

downstream LDM process. Upstream processes upload the data feedtypes to the subscribers, and

the downstream processes download the data feedtypes from upstream LDM servers.

The term feedtype refers to a class of data-products coming from a common source (e.g., CON-

DUIT, NEXRAD2). Feedtypes may be hierarchically arranged. In our experiments, we subscribed

the top 5 feedtypes (CONDUIT, NGRID, NEXRAD2, NEXRAD3, FSL2), which have the most

subscribers. Also the LDM software has a verbose mode to collect metadata for feedtypes, which

contains the information about the source and destination IP, the size for each product, the creation

and arrival timestamp for each product. We use the metadata as inputs to compute rate and buffer

size selection.

For instance, the CONDUIT feedtype, which consists of high-resolution model data files, is

served on a tree (referred to as a feedtree), which consists of 163 distinct hosts, of which 57 are

middle hosts, 141 are strictly receivers, and the maximun fan-out, which is from the root server at

UCAR, is 104 [16]. As will be seen in a later section, in one day, 10117621 files were sent in the

CONDUIT feedtype. Each of these files was transmitted 162 times.

The CONDUIT example shows that each file is sent out multiple times because of the use of

unicast TCP connections. In other words, the multicast operation occurs at the application layer

as illustrated in Fig. 2.1. Currently UCAR, which hosts the root servers for 30 feedtypes [17],

needs to replicate files for all the feedtype multiple times. For CONDUIT, more than 1M files

have to be transmitted on unicast TCP connections to 104 downstream servers. This explains why
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UCAR receivers data from original meteorological data sources at 11GB/hr, but sends out data to

its downstream servers at 600GB/hr. This is an unsustainable strategy in terms of UCAR server

capacity and access link bandwidth, as the number of receivers and number of feedtypes grow.
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2.2.2 LDM7 solution for SDN: OpenFlow multicast

The scalability problem can be solved by a solution in which network switches/routers perform the

mulcasting action instead of servers. The availability of OpenFlow/SDN technologies has enabled

the deployment of Layer-2 (L2) multipoint virtual topologies.There is a setup phase in which the

SDN controller provisions the L2 virtual circuit. This phase is realized by OpenFlow control plane

software,Open Exchange Software Suite (OESS) for intra-domain provision, and On-Demand Se-

cure Circuits and Advance Reservation System (OSCARS) for inter-domain provision. Rate guar-

antees can be provided thus ensuring that there is no differential congestion levels on the paths

from the sender to the multiple receivers. Therefore, the LDM7 which integrates the File Multi-

cast Transport Protocol (FMTP) with the current version LDM is implemented for running over

OpenFlow/SDN path-based virtual circuits networks, as shown in Fig. 2.2.

OpenFlow/SDN networks are now being deployed. For example, Internet2, a core research-

and-education network provider, has deployed an Advanced Layer-2 Service (AL2S) on top of a

US-wide network of OpenFlow switches [9]. Through an SDN controller, a multipoint L2 virtual

topology can be configured in the Ethernet switches to multicast Ethernet frames tagged with spe-

cific Virtual LAN (VLAN) identifiers to multiple output ports. Comparing Figs 2.1 and 2.2, we see

that in the latter, the OpenFlow switches are making copies of packets to multiple output interfaces,

unlike in the former, where the sending host and middle hosts make the copies at the application-

layer (LDM6). OpenFlow 1.3 supports QoS features, which would allow for the L2 topology to be

created with a specific guaranteed rate. This concept is illustrated in Fig. 2.2. The Linux tc (traffic

control) utility can be used to set the rate at which the Ethernet NIC transmits frames from the

sending host. This rate should be matched to the rate of the L2 multipoint virtual topology created

by the SDN controller. For example, if the NIC is 10 GE, but the rate used in the setup phase is 1

Gbps, then the tc rate limit should be set to 1 Gbps.

Fig. 2.2 shows the protocol layers between the application LDM7 and the Ethernet layer. File

Multicast Transport Protocol (FMTP) is a reliable multicast transport protocol that we developed

for use over rate-guaranteed L2 multipoint virtual topologies [18].

As noted in Section 2.1, there are silence periods between files in the feedtypes. In other words,
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the file-streams are not continuous. Given this traffic pattern, it is challenging to determine an ideal

rate for the L2 multipoint virtual topology. If the rate is too low, file-delivery latencies will be

high. If the rate is too high, then other requests for rate-guaranteed paths will be denied by the

SDN controller. On the data-plane, QoS mechanisms for packet scheduling allow the transmitter

to send packets from other service classes during silence periods in the LDM file-streams. In other

words, network resources are not being wasted during silence periods. This mode of link sharing is

called “work conserving.” Nevertheless, there is an incentive to choose a rate that is not too high, to

accommodate other users’ requests for rate-guaranteed paths. Therefore, the problem statement of

this thesis is to design a method for computing an ideal rate for the L2 multipoint virtual topology

and the size for the buffer at the sending host given the characteristics of the file-stream, and

latency and L2 path utilization goals. A buffer is used at the sending host to smooth out bursts of

file arrivals.

2.3 Characterization of IDD feedtypes

We set up an LDM server on a host at the University of Virginia (UVA) and configured the server

to subscribe to just the metadata (size and creation-time) for the top five (from a rate perspective)

feedtypes [17]. These are CONDUIT (C), NGRID (NG), NEXRAD2 (N2), NEXRAD3 (N3), and

FSL2 (F). Specifically, the notifyme utility was executed at the UVA LDM server to receive the

metadata for a week (June 2-8, 2014). The notifyme utility allows a downstream LDM server

to receive just the metadata about the files in a feedtype instead of the actual files. The received

metadata was saved in log files. One entry row is saved in the log file for each data product of

each feedtype. The entry consists of the creation-time when the product was injected into the IDD

system for distribution (which we refer to as “arrival time”), and the product size. The entries in the

log files were sorted based on arrival time. A Python script was implemented to parse the metadata

files and extract the size and arrival instant of each data product (file).
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Table 2.1: Size (in KiB; unless otherwise stated) statistics; June 2, 2014; S: Skewness (R type-1);
CV: Coefficient of Variation; M in size: MiB; K and M in last row: 103 and 106, respectively, for
number of files.

Size C NG N2 N3 F
Min. 0.17 0.06 0.1 0.15 0.21
1st Q 10 11.8 35.33 5.18 337.7
Median 26.7 30.3 56.3 9.3 827.4
Mean 46.24 65.29 71.24 18.88 809.7
3rd Q 55.3 52.1 90.9 22.25 1M
Max 510.2 23.7M 498.5 206.7 3M
S 3 28.4 1.96 2.42 0.85
CV 1.3 4.9 0.75 1.29 0.75
No. 1.02M 526K 1.02M 1.02M 36K

Table 2.2: Inter-arrival time statistics; June 2, 2014

Time (ms) C NG N2 N3 F
Min. 0 0 0 0 0
1st Q 0 4 15 2 7
Median 0 10 36 4 16
Mean 85 164 85 85 2417 ms
3rd Q 1 23 74 11 33
Max 3687s 68s 2382s 2398s 358s
S 301.2 23.1 333.7 271.3 11.6
CV 91.67 13.16 53.10 60.03 9.96

2.3.1 Size and inter-arrival time data

Five IDD feedtypes are characterized 5 by making the histograms of size and inter-arrival time. We

sort the data by ascending order and leave the 25% data in the end so that the histograms present

the distribution better.

For all the size and inter-arrival time of feedtypes, the distribution are highly right-skewed.

Fig. 2.3b zooms into the top 75% data products (from a size perspective). Of the total number of

data products, 1017621, as shown in the last row of Table 2.1, the number of products that fell in

the range (0, 20000) bytes (B) was 388,228 (or 38%). The largest size range (507, 510.2) KiB (1

KibiByte = 1024 B) had 25 data products. The number of data products in the range (0, 2000) B

is 86,520. In other words, 8.5% of the products were smaller than 2 KiB, and 38% of the products
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DUIT feedtype

were smaller than 20 KiB.

In the CONDUIT (C) feedtype, over 50% of the products arrived in the same millisecond as

their previous products, i.e., inter-arrival times for these products was 0 ms (see Table 2.2). Also,

the maximum inter-arrival times were quite large, e.g., maximum silence periods lasted more than

one hour for CONDUIT. (Also see per-min minute average rate figure of CONDUIT feedtype.)

Also, the Top 75% inter-arrival time histogram indicates that over 25% inter-arrival time are 1

millisecond.

Tables 2.1 and 2.2 show statistics for sizes and inter-arrival times of data products distributed

in the five feedtypes on June 2, 2014. The NGRID (N) feedtype shows the most skewness for size

(see Table 2.1), and the inter-arrival time coefficient of variation is high for all five feedtypes (see

Table 2.2). Also the maximum-sized data product is largest for the NGRID feedtype, while FSL2

(F) has the smallest number of files and the files were generally larger than files in the other feed

types.
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Figure 2.5: Rate vs. time of IDD feedtypes

For significant fractions of an hour for NEXRAD2 (N2) and NEXRAD3 (N3). For example,

as CONDUIT data is generated by computer models, this feedtype has silence periods when the

models are not being executed.

2.3.2 Rate data

Fig. 2.5a, Fig. 2.5, Fig. A.9a, Fig. A.9b, Fig. A.10 show a plot of per-min average rate, determined

by dividing the aggregate size of all files received in the minute by 60 sec, as a function of time

for 5 feedtypes. Both file-streams show variable-rate arrivals. There are more silence periods and

higher burstiness in the CONDUIT data than in the NGRID feedtype. The rate pattern for each day

of the same feedtype is similar to each other. This finding is the basis for our problem statement of

designing algorithms to determine the sending-host buffer size and L2 virtual topology rate.

2.4 Rate selection algorithms for LDM7

In Section 2.2.2, we noted that LDM7 is currently under development, and is designed to use

software defined networks. Further details of this solution are described in this section.

Fig. 2.6 illustrates the LDM7 architecture and operation. The LDM7 server sending host re-

ceives meteorological data at a variable rate. Therefore, we use a buffer of size B to hold files as

the lower protocol layers (see Fig. 2.2 for details) divide the files into blocks and send them to the

Ethernet NIC for transmission. The Linux tc utility is configured to send data at rate R, which is

equal to the rate used by the SDN controller to establish the L2 multipoint virtual topology.
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The downstream LDM7 processes are configured to save metadata about the files in a feedtype

while receiving the actual files. The metadata is saved in log files. Periodically, the LDM7 controller

shown in Fig. 2.6 reads the log files collected by the receivers, and runs an algorithm, which is

described in Section 2.4.1 to determine the buffer size B and rate R. If the newly computed rate is

different from the rate of the existing L2 multipoint virtual topology, the LDM7 controller sends

a request to the SDN controller to modify the L2 multipoint virtual topology rate. Additionally,

the LDM7 controller sends a control-plane message to the LDM7 server in the sending host to

reconfigure the Linux tc settings to use the new R value. If the buffer size B also changes, the new

buffer size is sent by the LDM7 controller to the sending host as shown in Fig. 2.6.

2.4.1 Algorithms

The objective of the algorithm is to select a rate for the L2 multipoint virtual topology, and a size for

the sending-side buffer, given certain constraints. These constraints are determined by the method

used in the upstream LDM server for scheduling file transmissions. Since inter-arrival times are

short (see Table 2.2), the upstream LDM server could be programmed to use of several options for

multiplexing file transmissions.

In this thesis, we consider two modes: (i) Round Robin (RR), and (ii) First-Come First Served

(FCFS). In RR mode, as new files arrive, they are immediately added to the buffer, and files in the
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buffer are served out one packet at a time. In FCFS mode, each file is fully transmitted before the

next file is served. In the RR mode, a threshold (G,β) is set such that only a β fraction of files

experience multicast throughput less than G. In the FCFS mode, a wait-time threshold (W,α) is

set such that only an α fraction of files experiences a wait time greater than W.

2.4.1.1 Overview

The algorithm is described for computing and rate and buffer for a single feedtype. Table 2.3

describes the notation used.

First we define a term called Holding interval, which is the period for which the assigned rate

and buffer size (as illustrated in Fig. 2.6) are held unchanged. The kth holding interval is denoted

(t, t +kτ) in Table 2.3. The arrival time and size of file i are denoted ai and si, respectively. The file

index i is reset to 1 for the first file arriving in each holding interval.

The sizes and arrival times of all files that arrived and departed in the holding interval are

used to compute the ideal (post-facto) rate Rk and buffer size Bk that should have been used for

the kth holding interval, given the (G,β) and (W,α) thresholds, for the RR and FCFS schemes,

respectively. The ideal rate Rk and buffer size Bk values are combined with the current rate rk

and buffer size bk that are in use in the kth holding interval to determine rate rk+1 and buffer size

bk+1 for use in the (k+ 1)th holding interval. In other words this solution is an empirical method

for determining the rate and buffer size based on traffic characteristics. An Exponential Weighted

Moving Average (EWMA) scheme such as that used for TCP Round-Trip Time (RTT) estimation to

compute Retransmission Time Out (RTO) at the TCP sender is used here to modify the rate/buffer

setting from one holding interval to the next.

Table 2.3 lists the thresholds, (G,β) and (W,α), and the configured rate rk and buffer size

bk as system parameters. Next, Table 2.3 lists a number of intermediate values computed by the

algorithm, and the output metrics. The reader is referred to Table 2.3 for details of these values and

metrics.

In the next three subsections 2.4.1.2, 2.4.1.3, and 2.4.1.4, we describe how the ideal buffer size

Bk and ideal rate Rk can be computed post-facto, i.e., with knowledge of sizes and arrival times of
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Table 2.3: Notation

Input parameters
i and j file indexes
(t, t + kτ) kth holding interval
ai arrival time of file i
si size of file i

System parameters
(G,β) Fraction β of files can experience multicast throughput less than G in RR mode
(W,α) Fraction α of files can experience wait times greater than W in FCFS mode
rk configured rate used in the kth holding interval
bk configured buffer size used in the kth holding interval

Intermediate values
Rk ideal computed rate for the kth holding interval
Bk ideal computed buffer size for the kth holding interval
q(t) sending-host buffer (queue) occupancy at time t in ideal case
di and d′i departure time of file i, actual and ideal, respectively
wi and w′i FCFS wait time experienced by file i, actual and ideal, respectively
gi and g′i multicast file-transfer throughput of file i, actual and ideal, respectively
Ak set of files that arrived in the kth holding interval
Dk and D′k set of files that departed in the kth holding interval, actual and ideal, respectively
Nk and N′k number of files that arrived and departed in the kth holding interval, actual and

ideal, respectively
Mk and M′k RR: set of files that experienced multicast throughput lower than G, actual and

ideal, respectively
Vk and V′k FCFS: set of files that experienced wait times greater than W, actual and ideal,

respectively
Lk set of files that were dropped due to lack of space in the sending-host buffer in the

kth holding interval
Output metrics

Uk path utilization in the kth holding interval
Θk mean multicast throughput of files that arrived and departed in the kth holding

interval
δk dropped file rate in the kth holding interval
ηk RR: throughput-violation rate in the kth holding interval
γk FCFS: waiting-time violation rate in the kth holding interval

all files received within a holding interval (t, t + kτ). Subsection 2.4.1.5 describes how the output

metrics are computed, and finally Subsection 2.4.1.6 shows how the rate and buffer size settings for

the next holding interval are set.
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2.4.1.2 Ideal buffer size computation

Buffer size can be specified using the same notation for both RR and FCFS modes. Using an ideal

path rate Rk, buffer occupancy at the time of arrival of each file is as follows:

q(a1) = q(t +(k−1)τ)

q(a2) = max{0,q(a1)+ s1−Rk× (a2−a1)}

q(ai) = max{0,q(ai−1)+ si−1−Rk× (ai−ai−1)} (2.1)

The buffer occupancy at the time of arrival of the first file of the kth holding interval is the buffer

occupancy at the starting instant of the holding interval, which is (t, t +(k−1)τ). The buffer would

be drained at rate Rk and hence at the time of arrival of the second file a2, the buffer is either empty,

or has some leftover bytes from the previous files if those files could not be served out completely

before the second file of the kth holding interval arrived. Similar reasoning can be applied to the

buffer occupancy at the time of arrival of an arbitrary file i.

To ensure 0 loss in the kth holding interval, the buffer size Bk should ideally be

Bk = max
1≤i≤|Ak|)

q(ai) (2.2)

where Ak is the set of files that arrived in the kth holding interval as shown in Table 2.3. The ideal

buffer size Bk depends on the ideal path rate Rk, which in turn is selected for the two modes, RR

and FCFS, as described in the next two subsections, respectively.

2.4.1.3 Ideal path rate computation in RR mode

The algorithm starts with a configured initial value for Rk. If this value is too small, then the min-

imum multicast throughput threshold G will not be met for at least (1− β) fraction of the files.

Therefore the algorithm keeps increasing Rk until (G,β) is met. If the starting value chosen for

Rk is too large, and this threshold is not exceeded, the algorithm will keep decreasing Rk until this

threshold is violated. In other words, the algorithm finds the minimum Rk value while simultane-
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ously ensuring that not more than a β fraction of the files experience a multicast throughput less

than G.

The departure times, d′i , assuming the ideal rate and buffer size can be computed by having the

algorithm track packet emission delays. With these departure times, the ideal multicast file-transfer

throughput for file i would be

g′i =
si

(d′i −ai)
(2.3)

Ideal path rate Rk for the kth holding interval is the smallest value at which the following in-

equality holds:
|M′k|
N′k
≤ β (2.4)

where i∈M′k if g′i <G and t ≤ ai,d′i ≤ t+kτ. The set of files that would have experienced multicast

throughput lower than G in the kth holding interval is M′k, and N′k is the number of files that would

have arrived and departed in the kth holding interval, under ideal assumptions of rate and buffer

size. N′k = |Ak∩D′k|.

2.4.1.4 Ideal path rate computation in FCFS mode

Each newly arriving file i will experience a waiting time that is dependent on the buffer occupancy

at the time of its arrival ai, and the ideal path rate Rk, since, in FCFS mode, each file is transmitted

in its entirety before the next file is served. Thus, waiting time for file i in FCFS mode is:

w′i =
q(ai)

Rk
(2.5)

Ideal path rate Rk for the kth holding interval is the smallest value at which the following inequality

holds:
|V′k|
N′k
≤ α (2.6)

where i∈V′k if w′i <W and t ≤ ai,d′i ≤ t+kτ. The set of files that would have experienced wait times

in the sending-host buffer greater than W in the kth holding interval is V′k under ideal assumptions

of rate and buffer size.
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In FCFS mode, the ideal departure time for file i would be

d′i = (w′i + si/Rk)+ai (2.7)

where w′i is given by (2.5).

2.4.1.5 Output measures

Five output measures are considered: (i) mean multicast throughput, (ii) L2 multipoint virtual topol-

ogy utilization, (iii) dropped-file rate, (iv) RR: throughput-violation rate and (v) FCFS: waiting-time

violation rate. The output measures under the actual rate rk and buffer size bk used in the kth holding

interval are computed below.

The multicast file-transfer throughput for file i is given by

gi =
si

(di−ai)
, (2.8)

where di, the departure time of file i, is computed under RR and FCFS mode assumptions using the

actual rate and buffer size. For example, under FCFS mode, di is computed using (2.7) with the

actual rate rk instead of the ideal rate Rk, and with w′i replaced by wi, which can be computed using

(2.5) but with rk instead of Rk.

The mean multicast throughput for the files that arrived and departed in the kth holding interval

is:

Θk =
1

Nk

i=Nk

∑
i=1

gi (2.9)

where Nk is the actual number of files that arrived and departed in the kth holding interval, i.e.,

Nk = |Ak∩Dk|. We use the term “multicast throughput” instead of the term “throughput” as the

latter should reflect time for retransmissions, if any. Packet loss, which can occur at the receiver

buffers even in rate-guaranteed networks, and the corresponding mechanism for retransmssions, are

addressed in our reliable multicast transport protocol [18].
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The path utilization in the kth holding interval is given by:

Uk ≈
∑

i=Nk
i=1 si

rk× τ
. (2.10)

In other words, utilization is the fraction of time that the path is in use. The reason for the approx-

imate sign is that some parts of the files that were in the sending-side buffer at time (t +(k− 1)τ)

(start of the kth holding interval), and parts of the files that remain in the buffer at time (t + kτ)

(end of the kth holding interval), would also have been served during that interval, and therefore

the utilization will be greater than estimated by (2.10). The longer the holding interval the more

accurate the approximation.

If there is insufficient space in the sending-host buffer to hold file i at the time of its arrival ai,

then the file will be dropped, i.e., if q(ai)+ si > bk, the file index i is added to set Lk. Dropped file

rate in the kth holding interval is:

δk =
|Lk|
Nk

(2.11)

With the ideal rate and buffer values (Rk and Bk), there will 0 dropped files because the ideal buffer

size was selected using (2.2), but with the actual rate and buffer settings (rk and bk), a file will be

dropped if there is insufficient space in the buffer to hold the file at the time of its arrival.

Similarly with the ideal rate and buffer values, the (G,β) and (W,α) thresholds for RR and

FCFS, respectively, will not be violated because these thresholds were considered while determin-

ing the ideal values. However, with the actual rate and buffer size, these thresholds could be vio-

lated. Using sets Mk and Vk to represent the set of files that experienced multicast throughput lower

than G in the RR mode, and experienced wait times greater than W in the FCFS mode, respectively,

we define the RR-mode throughput violation rate ηk and FCFS-mode waiting-time violation rate

γk.

RR-mode throughput violation rate is:

ηk =
|Mk|
Nk

(2.12)
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FCFS-mode waiting-time violation rate is:

γk =
|Vk|
Nk

(2.13)

2.4.1.6 EWMA procedure to compute actual rate and buffer size

An empirical approach is used to compute the L2 multicast path rate and sending-host buffer size

based on the observed metadata in each holding interval. Using EWMA, controlled with a weight

parameter W , the rate used in the (k+1)th holding interval, rk+1 is computed from the rate rk used

in the kth holding interval, and the ideal rate, Rk, computed for the kth holding interval, as follows:

rk+1 =
W

(W +1)
rk +

1
(W +1)

Rk (2.14)

For the buffer size at the sending host, it is important to keep dropped-file rate as close to 0 as

possible. Therefore, our approach is to choose the bigger of two values, the buffer size, bk, used

in the kth holding interval, and the newly computed ideal buffer size, Bk, for the buffer size for the

next holding interval. Therefore:

bk+1 = max(Bk,bk) (2.15)

Administrative procedures can be used to monitor the bk value and lower the buffer size if the ideal

buffer size computed on several consecutive holding intervals is considerably lower.

2.5 Numerical results

The one-week data for the five feedtypes characterized in Section 2.3 is used for an application of

the algorithm described in Section 2.4.1. Section 2.5.1 shows results obtained by applying the ideal

buffer-size and ideal rate computation methods, described in Sections 2.4.1.2 and 2.4.1.3 for the

RR-mode, to one-day’s data (holding interval is 1 day) for the five feedtypes. Section 2.5.2 dis-

cusses the differences in results obtained for the ideal buffer size and rate under the assumptions of

RR mode and FCFS mode. The output metrics, as described in Section 2.4.1.5, are presented. Sec-
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Table 2.4: June 2, 2014; Ideal path rate and buffer size in RR mode; G = 10 kbps; Θ: mean
multicast throughput; β = 0.05

Feedtype Rate
(Mbps)

Buffer
size
(MiB)

Util.
(%)

Θ (kbps)

CONDUIT 36 248 12.4 535.2
NGRID 10 315 32.6 436.6

NEXRAD2 16 38 42.9 7370.2
NEXRAD3 6 19 30.4 661.6

FSL2 4 306 68.6 54.4

tion 2.5.3 presents results for the CONDUIT feedtype when applying the EWMA method described

in Section 2.4.1.6 for six consecutive days.

2.5.1 Computing ideal rate and buffer size for RR mode

We used threshold values, G= 10 kbps, β = 0.05, to run the RR-mode algorithm first and found the

minimum path rate and buffer size for each of the five feedtypes using the June 2, 2014 metadata.

Table 2.4 shows the results. The ideal rate computed for the CONDUIT feedtype is 36 Mbps, and

the ideal buffer size is 248 MiB. Had these rate and buffer settings been used, no files would have

been dropped.

The utilization and mean multicast throughput values shown in Table 2.4 are computed using

the methods described in Section 2.4.1.5 but with the ideal rate and buffer size settings, not the

actual rate and buffer size settings as described in that section. In other words, the mean multicast

throughput across the 1.02 M files (see last row of Table 2.1) received that day for the CONDUIT

feedtype would have been 535.2 kbps had the ideal rate and buffer settings been used. The L2

multicast path would have been only utilized at only 12.4%. As noted in Section 2.2.2, utilization

is not a concern per-se because the link is shared in work-conserving mode. The CONDUIT traffic

is bursty (see Fig. 2.5a), and therefore, 36 Mbps is the smallest rate at which the (G,β) threshold

values can be met. On the other hand, the utilization of a 4 Mbps path is 68.6% for the FSL2

feedtype as seen in the last row of Table 2.4.
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Table 2.5: June 2, 2014; Ideal path rate and buffer size in FCFS mode; Θ: mean multicast through-
put; α = 0.2

Feedtype W
(s)

Rate
(Mbps)

Buffer
size
(MiB)

Util.
(%)

Θ

(kbps)

CONDUIT 15 26 348 17 543
NGRID 34 10 330 33 604

NEXRAD2 1 16 49 43 8490
NEXRAD3 16 6 17 30 744

FSL2 145 6 255 46 258

2.5.2 Comparing the two modes, RR and FCFS

We executed the FCFS-mode algorithm described in Sections 2.4.1.2 and 2.4.1.4 to find the ideal

buffer size and rate. For the FCFS (W,α) constraint, we assumed α = 0.2, but experimented with

different values of W until we found a setting for which the mean multicast throughput Θ values

were approximately the same as those computed by the RR-mode algorithm and shown in Table 2.4.

Table 2.5 shows the computed values of W, ideal rate and ideal buffer size, using June 2, 2014

metadata. Since this is the ideal rate/buffer size computation, no files are dropped and the threshold

values are met. The output metrics, utilization and mean multicast throughput (Θ), are also shown

in Table 2.5.

A comparison of Tables 2.4 and 2.5 shows that for the NGRID, NEXRAD2 and NEXRAD3

feedtypes, the rate and buffer size values computed for RR mode and FCFS mode are approximately

the same. Utilization and mean multicast throughput values are also similar.

For the CONDUIT feedtype, the RR mode requires a higher path rate to achieve approximately

the same mean multicast throughput as the FCFS mode. Studying the inter-arrival time distribution

for CONDUIT from Table 2.2, we see that more than 50% of the files arrived at the same millisec-

ond as their previous files. Since all files in the buffer are served simultaneously in RR mode, to

ensure that the percent of files for which the multicast throughput is less than G does not exceed β,

a higher path rate is required.

Finally, for the FSL2 feedtype, the ideal rate (4 Mbps) and buffer size (306 MiB) computed

for the RR mode resulted in a much lower mean multicast throughput (54.4 kbps) than the mean
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Figure 2.7: A comparison of per-bin mean multicast throughput values where each bin has 10% of
the files sorted by size

throughput (258 kbps) obtained at the ideal rate (6 Mbps) and buffer size (255 MiB) values com-

puted for the FCFS mode. There is less skew in the size distribution for FSL2 than in the other

feedtypes, files are generally larger, and spread in inter-arrival times is small (coefficient of varia-

tion at 9.96, as seen in Table 2.2, is the smallest among all feedtypes). These characteristics make

FCFS a better choice for FSL2.

The utilization levels in Tables 2.4 and 2.5 are low, but as explained in Section 2.2.2, packet

scheduling can be configured to operate in work-conserving mode, which means that if the queue

serving packets for a provisioned path is empty, the scheduler will serve best-effort IP packets. The

L2 path service is offered on the same infrastructure as best-effort IP service in university campuses

and RENs. Therefore, network resources are not wasted during silence periods in the file-streams.

Finally, to gain a further understanding of FCFS and RR modes, we studied mean multicast

throughput as a function of file size by dividing the size range into 10 bins such that all bins had an

equal number of files. The per-bin mean multicast throughput values for two feedtypes, CONDUIT

and NEXRAD2, are plotted against size percentile in Fig. 2.7. As expected, smaller files fare better

in the RR mode, while larger files fare better in the FCFS mode as can be seen in Fig. 2.7.

2.5.3 Application of EWMA method for multiple days

The EWMA scheme described in Section 2.4.1.6 is applied to the week-long data for the CONDUIT

feedtype when served using the RR mode. But before presenting the results computed using the

actual rate and buffer size set with the EWMA scheme, Table 2.6 shows the ideal rate and buffer size

that should have been used each day. These numbers are computed using the methods described in
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Sections 2.4.1.2 and 2.4.1.3. In all rows of Table 2.6, the RR throughput-violation rate ηk is smaller

Table 2.6: Ideal RR rate and buffer size computed with each day’s data (post-facto); G= 10 kbps;
β = 5%

Date Rate
(Mbps)

Buffer
size
(MiB)

Util. (%) Θ (kbps) ηk (%)

June 2 36 248 12.4 535.2 4.8
June 3 30 362 14.3 270.0 4.8
June 4 30 269 15.0 424.7 4.9
June 5 30 249 15.8 695.5 4.6
June 6 24 244 18.6 360.3 4.6
June 7 30 290 15.0 514.1 4.8
June 8 26 244 16.8 382.4 4.9

than the threshold β value of 5%. The ideal rates computed for each day varies as the CONDUIT

model data is not exactly the same from day-to-day. Also, we see a variation in the ideal buffer size

required at the sending host to achieve 0 loss. The utilization and mean multicast throughput values

shown in Table 2.6 are computed using the methods described in Section 2.4.1.5 but with the ideal

rate and buffer size settings, not the actual rate and buffer size settings.

Next, we present results from the application of the EWMA scheme of Section 2.4.1.6. Two

values of W in (2.14) are used to generate numerical results. Table 2.7 shows results when W = 0

and Table 2.8 shows results when W = 7. With W = 0, the ideal rate computed in the kth holding

interval is used directly in the (k+ 1)th holding interval. With W = 7, the ideal rate computed is

given a weight of 0.125, while the running average rate is given a weight of 0.875.
In Table 2.7, we see that the rate used for June 3, which is 36 Mbps, is the ideal rate computed

for June 2, as seen in Table 2.6. A similar pattern is observed in subsequent rows when comparing

rates of Tables 2.6 and 2.7. The buffer size in Table 2.7 increases to 362 MiB, but stays at that level,

which means the traffic on subsequent days did not cause a larger backlog than it did on June 4.

The only day in which the EWMA scheme with W = 0 violated the RR throughput-violation rate is

on June 7, when ηk reached 7.2%, exceeding the β threshold of 5%. Correspondingly, there were

dropped files, with the dropped-file rate δk reaching 0.037%. For all days, the actual rates used, as

indicated in Table 2.7 are higher or equal to the ideal rates presented in Table 2.6, except for June
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Table 2.7: System performance with rate and buffer size computed using EWMA with W = 0

Date Rate
(Mbps)

Buffer
size
(MiB)

Util.
(%)

Θ

(kbps)
ηk
(%)

δk
(%)

June 3 36 248 12.0 397.2 3.2 0.034
June 4 30 362 15.0 424.7 4.9 0
June 5 30 362 15.8 695.5 4.6 0
June 6 30 362 14.9 591 3.4 0
June 7 24 362 18.8 309 7.2 0.037
June 8 30 362 14.6 536 3.9 0

Table 2.8: System performance with rate and buffer size computed using EWMA with W = 7

Date Rate
(Mbps)

Buffer
size
(MiB)

Util.
(%)

Θ

(kbps)
ηk
(%)

δk
(%)

June 3 36 248 12.0 397.2 3.2 0.034
June 4 35.3 362 12.7 598.7 4.3 0
June 5 34.6 362 13.7 952.2 3.7 0
June 6 34 362 13.1 780 2.6 0
June 7 32.8 362 13.8 626 4.1 0
June 8 32.4 362 13.5 643 3.8 0

7, when the ideal rate was 30 Mbps, but the actual rate used was only 24 Mbps.

The second W setting of 7 worked well. On June 7, as seen in Table 2.8, the actual rate used was

32.8 Mbps, while the ideal rate as seen in Table 2.6 was only 30 Mbps. Table 2.8 shows that there

were dropped files (δk = 0.034%) on June 3, which being the first day, did not have the benefits of

rate averaging and buffer maximization.

The results presented here are examples of how the EWMA scheme works. In a practical

deployment, the particular W value will need to be selected for each feedtype, as the day-to-day

variation in traffic depends on the feedtype.

2.6 Related work

A MultiPath MultiCast (MPMC) algorithm to distribute a file to multiple receivers, with segments

of files being transmitted on multiple paths, is proposed and evaluated on OpenFlow networks
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[19]. The problem statement of this work is different from ours, i.e., unlike in our work, path rate

computation is not an objective in the MPMC algorithm development.

A paper on Layer-2 multicast in OpenFlow networks for multimedia distribution (VLC stream-

ing) [20] compares the ease of using of OpenFlow-enabled Layer-2 multicasting with IP multicast-

ing and application-layer multicasting. The path setup phase in OpenFlow-controlled L2 multicast-

ing negates the need for distributed multicast routing protocols, which has proven to be challenging

but necessary for IP multicasting. A method for dynamic path adjustment of OpenFlow-controlled

multicast trees is presented by Ge et al. [21].

An interesting use of OpenFlow control to isolate elephant flows, which are termed “significant

flows” and hence worthy of per-flow setup actions, was proposed [22]. It is related to our work

because it uses OpenFlow for path setup for particular flows, but the issue of rate computation is

not addressed. The use of QoS controls in OpenFlow networks is explored in a testbed [23], and

proposed for video streaming [24].

Finally seminal work on how to compute rate for a virtual circuit for a given traffic model

was done by Guerin et al. [25]. This work was applied for audio and video streams for which the

modeling assumptions held. These assumptions do not hold for our file-stream traffic.

2.7 Summary and conclusions

This work identified an exciting new problem of rate determination for L2 multipoint virtual topolo-

gies to serve variable-rate file streams to multiple receivers. Prior work on rate computation meth-

ods were designed for audio/video streams, not file streams. The problem is based on the need for

scalability in a real deployment as data volumes and number of receivers have grown. Our solution

was based, not on models, but on actual traffic characteristics. These characteristics, such as right-

skewed file size and file inter-arrival times, and variability from day-to-day, are likely to hold for

other types of file-streams. Our solution, based on a empirical method and an exponential weighted

moving average scheme, was designed to have broad applicability, not customized for the IDD

feedypes. Evaluation of our method with real traffic (from five IDD feedtypes) showed that while
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throughput constraints can be met by selecting a suitably high rate, utilization varies based on the

burstiness of each file-stream. However, if rate-guaranteed L2 services are offered on the same net-

work as best-effort IP services, and packet schedulers are configured to operate in work-conserving

mode, the utilization levels of the L2 multipoint topologies are not of significant concern.



Chapter 3

A Multi-Domain SDN for Dynamic Layer-2 Path Service

The term “domain” is used to represent a network that is owned and operated by a single orga-

nization, e.g., University of Virginia’s domain, AT&T’s domain. To establish and release layer-2

VLANs that traverse multiple domains requires sophisticated control-plane operations.

3.1 Introduction

Over the past decade, the high-performance research-and-education (R&E) networking community

that supports scientific computing has invested in developing architectures, protocols, and software

controllers to support rate-guaranteed dynamic Layer-2 (L2) path services [7,26–32]. Applications

include (i) large dataset transfers [33], (ii) reliable multicast of file stream [11], (iii) high-rate delay-

sensitive interactive applications such as remote visualization and remote instrument control, and

(iii) resource isolation in virtualized networks [34].

To support rate-guaranteed dynamic L2 path services, two components are required. First,

switches/routers should have data-plane support for classifying packets into flows, policing flows

on ingress ports to ensure that they do not exceed their rate allocations, and scheduling packets on

egress ports according to their flow-rate allocations. Second, control-plane support is required for

admission control to check whether sufficient bandwidth resources are available before accepting

a path-setup request, provisioning the path prior to usage (which means setting label mappings

in switches for data-plane packet forwarding), and releasing resources and label mappings upon

30
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completion of usage. The introduction of OpenFlow/SDN technologies reduces the barriers to

deploying dynamic rate-guaranteed L2-path service since the required control-plane software can

be implemented in an external SDN controller rather than in switches.

Considerable advances have been made in enabling dynamic L2-path service. First, control-

plane protocols have been specified and are being standardized. These include Inter-Domain Con-

troller Protocol (IDCP) [35] and the Open Grid Forum Network Service Interface Connection

Services (NSI CS) version 2.0 [36]. Both protocols support inter-domain signaling for advance-

reservation and provisioning of rate-guaranteed dynamic L2 paths. Second, Internet2 and ESnet, the

two major US backbone Research-and-Education Network (REN) providers, have deployed SDN

controllers and Layer-2 switches to support dynamic L2 path service. These controllers include

Open Exchange Software Suite (OESS) [32] and On-Demand Secure Circuits and Advance Reser-

vation System (OSCARS) [31]. OESS is an intra-domain SDN controller that controls switches via

OpenFlow, while OSCARS supports inter-domain service.

The contributions of this work are that we leveraged an existing deployment called Dynamic

Network System (DYNES) [7], in which small SDNs were deployed in multiple university cam-

puses and regional RENs, to test multi-domain dynamic L2 path service. This thesis offers insights

into the complex issues that we encountered in deploying OESS and OSCARS in multiple domains

(organizations), and describes the problems we encountered while provisioning inter-domain dy-

namic L2 paths. These problems can be solved to continue growing this dynamic L2-path service.

The novelty of this work is that it reports on a multi-domain SDN service in which an inter-SDN-

controller protocol is used for cooperative dynamic L2-path reservation and provisioning. Prior

papers on SDN, e.g., Google B4 [37] and Microsoft’s SWAN [38] are single-domain deployments.

The GENI stitching approach [39] uses a tree model that is designed to support network researchers.

Our objective is to create a scalable solution for a broader range of use cases. Previous work on

DYNES [7] described the use of OSCARS, and data-plane experiments. Our work builds on this

prior work and makes the new contributions listed above.

The impact of this work can be far-reaching. Our dynamic L2 service deployment is compa-

rable to the early ARPAnet deployment of IP-routed service in 1970, when there were fewer than
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10 connected universities. Just as ARPAnet grew into today’s Internet with its IP-routed (L3) ser-

vice, our seed deployment of a multi-domain rate-guaranteed dynamic L2 path service reaching 8

campuses could grow into a global-scale service, offering an opportunity for new delay-sensitive

applications that are not supported well on today’s best-effort IP service.

Section 3.2 describes the control plane software OESS and OSCARS, the provisioning process

of the integrated system. Section 3.3 describes our experience of equipment setup, OESS GUI for

reserving an OpenFlow path, hosts configuration for path provisioning. Section 3.4 describes the

lessons we learned from the experiments, the scalability of the system, and the troubleshooting

process. Section 3.5 describes my experiments from an inter-domain multi-point VLAN, basically

the process of provisioning by AL2S OESS and data plane work.

3.2 Background

This section describes the two control-plane software systems, OESS and OSCARS. OESS is an

OpenFlow controller that accepts user advance-reservation requests for L2 paths (in which start

time, rate, duration, and endpoints are specified), performs intra-domain path computation, and

configures rules in the switches along the path for VLAN based packet forwarding using OpenFlow.

OSCARS performs similar functions, and additionally supports inter-domain path reservations and

provisioning. Also, it can communicate with a variety of switches/routers including some that do

not implement OpenFlow. Both OSCARS and OESS offer users a Web Browser User Interface (UI)

and a programmatic Web Service Interface for applications. In this section, we briefly review the

functionality offered by these controllers. OESS supports integration with OSCARS, specifically

to support inter-domain circuits.

3.2.1 On-Demand Secure Circuits and Advance Reservation System (OSCARS)

We review the overall OSCARS architecture, describe how trust/peering relationships are estab-

lished between neighbouring OSCARS, and how topology is discovered before presenting how
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OSCARS reserves resources and provisions and releases paths (which is its main role). We end

with a short review of path computation, which is executed during resource reservation [31].

Software architecture: The OSCARS software consists of 11 modules that have distinct functions

such as authentication, authorization, path finding, messaging, hardware mediation, and process

coordination. Today, OSCARS supports inter-domain L2 paths using both the Inter-Domain Con-

troller Protocol (IDCP) [35] and Network Service Interface Connection Services (NSI CS) version

2.0 [36] protocols. The authorization (i.e., policy enforcement) of guaranteed bandwidth reserva-

tion requests are domain specific and can be enforced using the policy path computation modules

within the OSCARS v0.6 Path Computation Engine (PCE) framework.

Trust/peering relationships: The current trust model for inter-domain dynamic paths is based on

transitive peer-to-peer authentication and authorization. This work-flow mimics the telecommuni-

cation industry model; neither require downstream providers to know anything about the originating

caller.

Topology discovery: Each domain is responsible for discovering and pushing its topology to the

perfSONAR Topology Service (pS-TS). The distributed pS-TS maintains global topology infor-

mation, and OSCARS servers can pull the latest information from pS-TS as needed in real-time.

Topology information must be formatted in either the Open Grid Forum Network Markup Lan-

guage (NML) [40] or the NM-Control Plane [35] schemas to support the NSI CS v2.0 and the

IDCP protocols, respectively.

Inter-domain L2 path reservation, provisioning, and release: When the OSCARS server in a do-

main receives an inter-domain VC reservation request, it reserves resources within its own domain

and sends a createReservation message with endpoints, rate, start time (advance-reservation

support) and duration, to the OSCARS in the next domain, which is selected based on the com-

puted path. The procedure is executed in a daisy-chain fashion, as shown in Fig. 3.1, until the

OSCARS of the last domain on the end-to-end path is reached. If successful, Confirmation events

are sent from one domains OSCARS server to the next in the reverse direction. Provisioning of the

VC occurs either automatically or upon receiving a createPath message from the user just before
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Figure 3.1: Daisy-chain model used by OSCARS for inter-domain circuit reservation, provisioning,
and release

the reservation start-time. This procedure also uses a daisy-chain of signaling messages between

OSCARS servers. Each OSCARS server communicates with the switches in its domain to provi-

sion the VC across the domain. Finally, when the reservation end-time is reached a teardownPath

message is sent in daisy-chained mode to release the VC.

The current trust model for inter-domain dynamic paths is based on transitive peer-to-peer au-

thentication and authorization. This work-flow mimics the telecommunication industry model; nei-

ther require downstream providers to know anything about the originating caller.

Path computation: In OSCARS v0.6, path computation executed using “atomic” Path Compu-

tation Engine (PCE) modules that can be arbitrarily linked together. Each PCE module typically

addresses a specific constraint and prunes the graph accordingly. For example, a bandwidth PCE

would discard all links that do not have sufficient bandwidth, and a policy PCE would remove all

resources that the requester is not authorized to use. While the PCE methods surveyed by Paolucci

et al. [41] are for immediate-request paths, the OSCARS PCE supports advance-reservation paths.

3.2.2 Open Exchange Software Suite (OESS)

The Open Exchange Software Suite (OESS) is an OpenFlow controller used to configure and control

dynamic L2 paths across a network of OpenFlow-enabled switches. OESS provides sub-second

circuit provisioning, automatic circuit failover, per-interface permissions, and automatic per-VLAN

statistics.
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OpenFlow path provisioning: When a user wishes to provision an L2 path in OESS, the user must

first select the endpoints (at least 2), rate, start time, duration, VLAN IDs, and optionally specify

a path (with possibly a backup path) that connects all endpoints. In this context, endpoints are

OpenFlow switch ports. For example, in Fig. 3.3, consider the two numbered ports: port 19 of the

DYNES switch in the University 1 network, and port 20 of the DYNES switch in the University 2

network. These two ports are the endpoints specified in a request for an end-to-end L2 path between

the FDT hosts at University 1 and University 2.

Once the user has specified all the parameters in the request, the OESS UI sends the request

to a Forwarding Controller. The Forwarding Controller then calculates the OFFlowMods, which is

a specification of the OpenFlow rules required to provision the path. Each switch will receive at

least 2 OFFlowMods (in cases of multiPoint VLANs, there can be more than 2 OFFlowMods). Each

OFFlowMod is broken up into a Match and an Action. The OpenFlow Match is applied to all packet

headers, and if a packet matches all of the fields in the OpenFlow Match, all of the OpenFlow

Actions for the OFFlowMod are then applied to the packet.

OESS has implemented a specific set of OpenFlow Matches and Actions. All OESS

OFFlowMods for a VC consist of a Match that contains the input port (IN PORT) and input VLAN

ID (DL VLAN) fields. The Actions consist of SET VLAN ID and OUTPUT (to a port) actions. In

some cases, the STRIP VLAN action is also used (for untagged circuits). OESS uses NOX [42] to

send OFFlowMods to the OpenFlow switches as shown in Fig. 3.2.

In a network with QoS support, the controller would issue commands to configure filters, polic-

ing and scheduling in the OpenFlow switches so that flows do not violate the rates specified during

path reservation. OpenFlow 1.3.0 supports QoS features, but the OESS implementation used in

this study supported only OpenFlow 1.0 because Internet2 AL2S, for which OESS was initially

designed, had only OpenFlow 1.0 switches when this study was carried out.

Topology discovery: OESS learns the topology for its domain, through a protocol similar to Link

Layer Discovery Protocol (LLDP), called OpenFlow Discovery Protocol (OFDP) [43]. OFDP func-

tions by having the controller generate a packet and send the packet out on every interface of an

OpenFlow switch using the OFPacketOut mechanism. The packet that is sent out on each interface
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is tagged with the DataPathID (a unique identifier for each OpenFlow Switch that is usually based

on a management MAC address) and number of the interface on which the packet was sent. A rule

is configured on all switches to “punt” these topology-discovery packets to the controller through

an OFPacketIn event. The OFPacketIn event sends the packet that arrived at the switch along with

the port and DataPathID of the switch that received the packet. When this procedure occurs in both

directions of an inter-switch link, an adjacency is detected and OESS creates a link between the two

devices on the specified ports. OESS can also detects link failures and node insertions, allowing for

the OESS to automatically move thousands of VLAN VCs with minimal human intervention.

Figure 3.2: OESS software architecture

OESS-OSCARS integration: OESS includes an OSCARS interface module as shown in Fig. 3.2.

OESS automatically generates a topology file for its domain and uploads it to the OSCARS topology

service as shown in Fig 3.3. Only interfaces and VLAN IDs for which users have granted OSCARS

access appear in the OSCARS topology file.

When a user requests an inter-domain circuit via the OESS UI, the UI loads all topologies

located in the OSCARS topology service, and presents them to the user. Once the endpoints have
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Figure 3.3: OSCARS and OESS integration

been selected and the user requests that a VC be provisioned, the OESS UI submits a request to

OSCARS via the OSCARS SOAP API on behalf of the user. At this point, the request has been

turned over to OSCARS to complete its path computation, and inform the other domains of the

request. When it is time for OSCARS to provision the circuit in the local domain, it contacts the

Path Setup Service (PSS). When OESS is deployed in a domain, the OSCARS PSS is replaced with

the OESS PSS. The OESS PSS takes the provisioning request from OSCARS, as shown in Fig 3.3,

and provisions an OpenFlow path as described earlier. The OESS then reports the success or failure

of the provisioning procedure to OSCARS. In cases where a user request for an inter-domain VC

is sent directly to OSCARS, the OESS PSS is nevertheless involved to check the validity of the VC

request and to carry out the OpenFlow path provisioning.

3.3 Multi-domain SDN

Section 3.3.1 describes the equipment, Section 3.3.2 describes control-plane operations for path

provisioning, and Section 3.3.3 describes the actions required in the hosts at the ends of an L2

path to support our use case (dataset transfers). Section 3.3.4 describes a simple experiment to test

data-plane connectivity across the dynamically configured inter-domain L2 VLAN paths.
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Figure 3.4: An illustration of our multi-domain dynamic L2 path service deployment; Fast Data
Transfer (FDT) server; Inter-Domain Controller (IDC); perfSONAR (pS) host; Open Exchange
Software Suite (OESS); On-Demand Secure Circuits and Advance Reservation System (OSCARS);
Advanced Layer 2 Service (AL2S)

3.3.1 Equipment

In a project called Dynamic Network System (DYNES) [7], distributed instruments were deployed

in 40 universities and 11 regional RENs. Our work used the DYNES instruments in the follow-

ing universities: (i) U. Virginia (UVA), (ii) MAX GigaPoP (MAX), (iii) U. Wisconsin, Madison

(UWisc), (iv) University of New Hampshire (UNH), (v) Internet2 Lab (I2Lab), (vi) Rutgers Univer-

sity, (vii) Indiana University (IU), and (viii) Colorado University (CU). These university networks

are interconnected via their corresponding regional RENs, and Internet2 Advanced Layer 2 Service

(AL2S) [9]. Fig. 3.4 illustrates the setup using just two university domains as an example.

Each university campus DYNES equipment, as shown in Fig. 3.4, consists of three hosts: Fast

Data Transfer (FDT) server, Inter-Domain Controller (IDC) host, perfSONAR (pS) [44] host, and

one Ethernet switch (which is OpenFlow enabled in some sites). The FDT server runs data-transfer

applications, the IDC host runs the control-plane software (OSCARS, and OESS at sites with an

OpenFlow-enabled switch), and the pS host runs active-measurement tools for monitoring network

performance.

Some regional RENs such as Regional 1 in Fig. 3.4 run OSCARS and OESS controllers to

offer dynamic L2 path service while others such as Regional 2 in Fig. 3.4 offer only static L2 path

service and hence do not deploy OESS and OSCARS. As can be expected with the roll-out of a
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new networking service, organizations will slowly deploy the service one-at-a-time. Static L2 path

service is available from most RENs and university campus networks, and can be used to bridge

gaps in the dynamic L2 service offering.

Internet2’s Advanced Layer-2 Service (AL2S) network has 39 OpenFlow-enabled Ethernet

switches, as shown in Fig 3.5, and is operated in L2 Virtual LAN (VLAN) mode. AL2S deliv-

ers a strategic advantage for leaders in research and education (R&E) by providing effective and

efficient wide area 100 gigabit Ethernet technology. AL2S allows users to create their own VLANs

on the Internet2 AL2S backbone. Static or Dynamic, point-to-point or multipoint, intra-domain

or inter-domain, AL2S puts control of the backbone VLANs into the users’ hands for the creation

of purpose-built private circuits using infrastructure already in place. AL2S is available to 279

higher education institutions include Univeristy of Virginia. AL2S uses OESS for controlling the

OpenFlow switches, and OSCARS for inter-domain L2 paths.
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Figure 3.5: Internet2 Advanced Layer 2 Service (AL2S) Network

We first describe how the DYNES equipment was configured at each site. Next, we describe

the actions needed within campuses between the location of the DYNES equipment and the campus
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edge. Finally, we describe the actions required from regional RENs that did not deploy this dynamic

L2 path service.

Step 1. At each DYNES site, we logged in to the OpenFlow enabled switch, configured the IP

address of the IDC host on which the OESS (OpenFlow controller) is being run, and added the set

of ports to be controlled by the OESS into the switch’s OpenFlow instance (only one instance is

used). The OpenFlow switch models used by the DYNES project support hybrid-switch mode in

which OpenFlow controlled and traditionally configured ports can co-exist on the switch. However,

these switches do not support hybrid-port mode in which each individual port can be controlled by

both the OpenFlow controller and traditional configuration methods.

The next set of operations at each DYNES site consisted of (i) initiating OESS and OSCARS on

the IDC host, (ii) providing the OESS with the switch’s control-port IP address, and (iii) configuring

OESS and OSCARS through their Web UIs. Specifically, the OESS UI is used to set the remote-link

information for the data-plane port of the peering network. For example, the UVA DYNES switch

port 1 is connected to say port 1 of a UVA campus router. A static VLAN was configured from port

1 of this UVA campus router through the other UVA campus routers, and through the regional REN

(MARIA) routers to the MARIA router port that is connected to port et-3/0/0.0 on the Internet2

AL2S switch in Ashburn, VA. This static VLAN serves as the remote link between UVA DYNES

network and Internet2 AL2S. Information about this remote link is entered into the UVA DYNES

OESS to identify the peering domain, node, and port. The counterpart action was performed at

Internet2’s OESS for the UVA DYNES switch remote link. This remote-link information was

provided manually to Internet2. The OESS UI is also used to configure the set of allowed VLANs

on each port of the DYNES switch.

UVA DYNES OSCARS needed to be configured with a server certificate, and the certificate

owner and issuer information needed to be manually communicated to Internet2’s administrator

for configuration of Internet2’s AL2S OSCARS. These certificates are used in the authentication

process for inter-domain L2 path requests.

Step 2. Most of the involved campus networks and regional RENs support static L2 path ser-

vices. This allowed us to request and obtain provisioned L2 paths with a specified set of VLAN
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IDs from campus network administrators. These L2 paths cut across the campus switches/routers

between the DYNES equipment and the campus edge router. Having the capability to establish

static L2 paths allows for a gradual introduction of OpenFlow switches under OESS control into

campus networks.

Step 3. Similarly, we contacted regional REN administrators to obtain static L2 paths with

specified VLAN IDs across their networks to Internet2. Again this capability of using static L2

paths allows for a gradual addition of dynamic L2 path service by different regionals at different

times, and yet support dynamically created end-to-end L2 paths.

The above experience shows the various steps required to configure OSCARS and OESS in

each organization that is ready to support dynamic L2 service, as well as the feasibility of using

static L2 paths through networks whose organizations are not as-yet ready for the dynamic service.

3.3.2 Path/VLAN provisioning through switches

This section describes the process of establishing a new VLAN via the OESS UI [32]. We use

the term “path” if the VLAN has just two endpoints, and the term “multipoint VLAN” if there are

multiple endpoints.

After user authentication in the OESS UI through the login process, the OSCARS IDC work-

group should be selected. Then in the Actions tab, the user should select the Create a New VLAN

option. The system then guides the user through a 6-step procedure to provision a VLAN.

Step 1: Basic characteristics: Fig. 3.6 shows a screenshot of the first step for a local circuit,

and Fig. 3.7 shows a screenshot of the first step for an inter-domain circuit. In both cases, the

user should enter a human-readable name for the VLAN being created in the Description field.

For inter-domain paths, the user is offered the option of specifying bandwidth for the circuit (see

Fig. 3.7), but not for intra-domain (local) paths (see Fig. 3.6). If the user wants a failed VLAN that

had been automatically routed to a backup path to be restored to the primary path, the Restore

to Primary field should be enabled. If the VLAN can stay routed on the backup path, this field

can left in the Off state. The Multipoint Static MAC Routing field allows a user to associate

a destination MAC addresses with each endpoint of a multipoint VLAN. Packets destined to such
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a configured MAC address will be forwarded to only the corresponding endpoint rather than to all

endpoints as would happen if this feature was left disabled, or for packets with destination MAC

addresses that were not attached to any endpoints of the multipoint VLAN. This field is only offered

for local (intra-domain) paths (see Fig. 3.6), and not for inter-domain paths (see Fig. 3.7). The Type

of Circuit field should be set by the user to Local, if the VLAN traverses the single domain

controlled by the particular OESS whose UI is being accessed. If the VLAN will need to traverse

multiple domains, the user should select the Interdomain option. This option will cause the OESS

to obtain all accessible endpoints from the OSCARS topology service as described in Section 3.2.2,

and load these into the UI in the next step for endpoint selection.

Figure 3.6: OESS UI Step 1: Choose basic characteristics for an intra-domain path

Figure 3.7: OESS UI Step 1: Choose basic characteristics for an inter-domain path
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Step 2: Endpoints and VLAN IDs: Fig. 3.8 shows Step 2, in which the user selects the endpoints

of the VLAN. For each endpoint, the user needs to provide a corresponding VLAN ID. The user

starts by clicking on the dot in the map displayed on the screen. In this example, the single dot

represents the UVA DYNES switch. Since the Type of Circuit field was set to Local in Step 1,

OESS displays just the seven endpoints of the UVA DYNES network (on the bottom right corner).

Specifically, these endpoints are ports on the single UVA DYNES switch served by the OESS being

used for this provisioning process. When the user clicks on a port that should be an endpoint in the

VLAN, OESS displays a window in which the user is required to provide a specific VLAN ID. Each

workgroup is provided rights to use specific VLAN IDs for each endpoint. Hence authorization is

run by OESS allows before a particular VLAN ID is used for provisioning. In this example, the

user has selected four interfaces, specifically ports 0/19, 0/24, 0/22, and 0/20, of the UVA DYNE

switch, and hence these interfaces are displayed under Endpoints in the main part of the screen.

The user has selected the same VLAN ID 332 for all four endpoints.

Figure 3.8: OESS UI Step 2: Selection of endpoints and VLAN IDs

Step 3: Select primary path: Fig. 3.9 shows the OESS UI screenshot for Step 3 in which the

user can select a path or ask OESS to suggest the shortest path. If a user is not particular about
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the selected path, users can click on the Suggest Shortest Path button, and OESS will find the

shortest path between the selected endpoints. Alternatively, a users can click on links to add or

remove them from a path. The path must connect the endpoints and must not have any loops. For

the example show, since the three interfaces are on the same UVA DYNES switch, there is only one

possible multipoint VLAN.

Figure 3.9: OESS UI Step 3: Primary path selection

Step 4: Select backup path In Step 4, a user can select a backup path for automatic switch-over

from the primary path in case of failures. If the user clicks on the Suggest Shortest Path button,

the OESS will attempt to find an path that has minimal overlap with the primary path. Selection of

a backup path is optional. Fig. 3.10 shows a screenshot of the OESS UI Step 4.

Step 5: Scheduling Fig. 3.11 shows a screenshot of the OESS UI Step 5, in which a user can

specify a start time and release time for the circuit. In the example shown, the user has requested

a later start time (not “now”), and has specified a particular future date when the circuit should be

released.
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Figure 3.10: OESS UI Step 4: Backup path selection

Figure 3.11: OESS UI Step 5: Circuit scheduling

Step 6: Review design and submit circuit request: Users are given an opportunity to review the

design before selecting the Submit Circuit Request. Fig. 3.12 shows the corresponding OESS
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UI screenshot.

Figure 3.12: OESS UI Step 6: Review design

If the OESS is successful in setting up the circuit between the selected endpoints at the specified

rate, in the time interval specified in Step 4, a success message is displayed to the user through the

UI. If not, a failure message is displayed. One of the drawbacks of the current software is that

failure messages do not offer a cause for the failure.

3.3.3 Path Configuration at Hosts

Three steps are required to configure the FDT hosts at the ends of an L2 path: (i) a VLAN with the

appropriate VLAN ID is configured on the FDT NIC that is connected to the DYNES switch, (ii)

IP addresses on the same subnet are assigned to the VLANs configured at the two FDT hosts, and

(iii) the traffic control (tc) Linux utility is configured to rate limit outgoing traffic to the L2-path

rate used in the path-reservation phase.

Fig. 3.13 illustrates the UVA DYNES data-plane with a configured VLAN for the end-to-end

L2 path to the IU FDT. However before discussing the details of Fig. 3.13, recall the example end-

to-end L2 path described in Fig. 3.5 between port 19 of the DYNES switch in the University 1

network, and port 20 of the DYNES switch in the University 2 network of Fig. 3.5. While the end-

points specified in the request to the OESS are the two switch ports, the L2 path essentially extends
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Figure 3.13: Configuring the Fast Data Transfer (FDT) host for the L2 path

between the FDTs at University 1 and University 2 as the specified switch ports are connected to

the FDTs.

Therefore, the VLAN ID used on the interface from the FDT to the DYNES switch in the

request to the OESS needs to now be configured in the FDT. In the example shown in Fig. 3.13, the

VLAN ID used in the request to the OESS for port 20 of the UVA DYNES switch for the L2 path

to the IU FDT was 333. Now, using the Linux vconfig command in the UVA FDT, the user or

application needs to configure VLAN 333 on the eth1 NIC, which is the one connected to port 20

of the DYNES switch.

The second step that needs to be executed on the FDT is a configuration of an IP address

associated with the newly created VLAN. For this purpose the Linux ifconfig command is used.

Fig. 3.13shows that private IP address 10.10.99.50 is assigned to VLAN 333 on eth1. IP packets

sent out with source IP address equal to 10.10.99.50 will be carried in tagged Ethernet frame headers

with VLAN ID set to 333.

Fig. 3.13 also shows that the FDT host has another NIC, eth0 for connectivity to the campus

LAN. This interface for logging into the FDT remotely using an ssh client.

The reason for needing to configure IP on the VLAN is to allow for the usage of existing

applications, such as GridFTP and nuttcp, and transport-layer protocols such as HTCP [45] as
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illustrated inside the FDT in Fig. 3.13. Packets sent on the end-to-end L2 path are not subject to

L3 (IP) header based packet forwarding because all switches on the path have been provisioned to

execute packet forwarding based on the VLAN ID. IP headers are nevertheless included/extracted

at the FDT servers because of the applications’ use of TCP/IP sockets.

Furthermore, the private IP addresses configured for the FDT VLANs at the two ends need to

belong to the same subnet to avoid having to add destination-specific routes to the IP-routing table

in the FDTs. For this L2 path, the VLAN ID used on the port of the IU DYNES switch was 2399 and

the IP address assigned to VLAN 2399 on the Ethernet NIC in the IU FDT host was 10.10.99.40.

In our usage of these L2 paths, we manually executed these VLAN and IP address configu-

ration commands at the FDT hosts, having procured privileged access for the execution of these

commands. However, for general-purpose use of L2 path-based networking, applications should

be integrated (through shell scripts or with modifications) with a signaling-client module that is-

sues requests for paths to OESS, handles responses, and additionally configures VLANs and IP

addresses at the FDTs. Further, an end-to-end session protocol is required to exchange subnet iden-

tifier/mask information to ensure that the private IP addresses assigned to the VLANs at the two

end FDTs match. Since the FDT and IDC servers have multiple Ethernet interfaces, one of which

is connected to the campus IP-routed infrastructure, e.g., eth0 in the FDT shown in Fig. 3.13, L3

IP service is used for all signaling messages.

Finally, Fig. 3.13 shows that the Linux tc utility is used in the FDT host to limit the rate at

which the 10Gbps eth1 NIC transmits frames. The example VLAN shown was created with a

3 Gbps rate request; therefore, tc would have been configured to rate limit VLAN-333 Ethernet

frames to 3 Gbps.

3.3.4 Data plane Experiments

This section describes the methodology used to test a newly provisioned VLAN. It not only verifies

that the VLAN has been successfully provisioned across the network(s), but also verifies the config-

uration actions at the end hosts. An interdomain circuit was configured from the FDT at UWisc to

the FDT at UVA. The VLAN ID at the UWisc FDT was 3123, and at the UVA FDT, it was 336. The
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Figure 3.14: Linux utility ifconfig

IP addresses/subnet masks 10.10.99.70/24 and 10.10.99.50/24 were assigned to the UWisc FDT

VLAN and UVA FDT VLAN, respectively.

Before running an end-to-end data-plane test, the Linux utility ifconfig was used to check the

configuration of the VLANs at both ends. Fig. 3.14 shows the UWisc interface eth1 was configured

with a VLAN with ID 3123, and this VLAN was assigned IP address 10.10.99.70 with subnet mask

/24.

Next, the ping command was executed to test the reachability across this newly configured

VLAN path from UWisc FDT to UVA FDT. Fig. 3.15 shows that the UVA FDT VLAN was reach-

able from the UWisc FDT, as the latter receives a reply to the ping command sent to IP address

10.10.99.50, which is the address that was assigned to VLAN 336 at the UVA FDT interface. Suc-

cess of this ping execution verifies that the L2 path was successfully setup across all five domains,

UWisc, CIC OmniPoP (regional REN for UWisc), Internet2 AL2S, MARIA (regional REN for

UVA), and UVA. Further it attests to the successful configuration of the two end hosts.
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Figure 3.15: Linux utility ping

3.4 Insights Gained

Section 3.4.1 describes the configuration overhead required to run this dynamic L2 path service, and

addresses the question of scalability. Section 3.4.2 describes our experience as users of OSCARS

and OESS in configuring inter-domain L2 paths. Finally, Section 3.4.3 describes other challenges

we faced in the course of this deployment.

3.4.1 Configuration Overhead and Scalability

A number of administrator actions are required to configure the OpenFlow switches, OESS and

OSCARS. The larger the number of such required actions, the greater the potential for administrator

errors. Effort is required to reduce the number of required administrator actions wherever possible.

To achieve a global-scale dynamic L2 path-service deployment, the current solution for making

available endpoint information through the OESS Web user interface to allow for user selection of

path endpoints needs to be changed. A potential solution for allowing users to find the endpoint

identifiers for hosts that support dynamic L2 path service is to incorporate this service into the

widely deployed DNS system. If a user has the domain name of a host that supports dynamic L2

path service, a new DNS resource record could provide the translation of this name to the endpoint

identifier required by OESS and OSCARS.

Finally, the scalability and usability of the pS Topology Service should be assessed. As de-

scribed in Section 3.2, the OSCARS topology service pushes the topology of a domain to the

pS Topology Service, allowing OSCARS in other domains to request topology information when
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needed. While this open topology sharing approach works in the REN community, it is not suitable

for commercial providers. Contrast this approach to the more practical Border Gateway Protocol

solution of sharing only address reachability across domains. Therefore, this part of the OSCARS

design needs to be revisited.

3.4.2 Path Provisioning and Testing

The OESS and OSCARS software systems were relatively stable and their Web user interfaces were

fairly easy to navigate. In general, these controllers are robust and allowed us to set up and tear down

inter-domain paths dynamically. However, three aspects need improvement: error reporting, path

setup delay, and path failure debugging.

The error reporting functionality of OSCARS needs to be enhanced. Path setup failures occur

due to a lack of bandwidth, unavailability of a requested VLAN ID, or due to an expired certificate.

In all these cases, while OSCARS reports a failed setup attempt, the error messages are cryptic and

do not offer users a decipherable reason for the failure.

The second issue relates to setup delay and the OSCARS approach of handling only one path

setup at a time. In particular, a failed path setup attempt causes OSCARS to wait for a user-

configured timeout interval, which is currently set to 15 min. While this solution is sufficient for

low call arrival rates, a programmatic test with multiple path setup-and-release attempts experienced

excessive delays.

Finally, the lack of L2 connectivity tools comparable to L3 tools such as ping and traceroute

made it difficult to identify the domain in which the L2 connectivity was broken. We used three

methods to debug such connectivity issues. First, we had campus and regional REN administrators

configure a specified private IP address to a specified VLAN on the port of their domain’s edge

router that is connected to the next domain (toward Internet2). This allowed us to use L3 tools to

verify that static VLANs across each domain were operational. Second, we used observatory hosts

located at Internet2 PoPs whose ports (with specified VLANs) were made available by Internet2 to

DYNES users for L2 path testing. This allowed us to create dynamic L2 paths between each cam-

pus DYNES switch and an observatory host’s Internet2 router port for single campus-and-regional
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segment testing. Finally, we used GRNOC’s routerproxy tool [46] to observe packet counts at

router ports while sending data between campus FDTs on configured VLANs to localize problems.

These methods are rudimentary and suitable for the REN community, but better methods leveraging

OpenFlow features need to be developed.

3.4.3 Other Challenges

In the course of one year, we experienced software upgrades to OSCARS, X.509 certificate ex-

pirations, and even network connectivity changes (regional networks were moved to AL2S from

ION for their Internet2 access). Each of these changes required corresponding administrative ac-

tions, sometimes in several DYNES sites and Internet2. For example, OSCARS server peerings and

topology files had to be updated when a regional moved its access link from Internet2’s Interopera-

ble On-demand Network (ION) to AL2S.

3.5 Multi-point VLAN

Section 3.5.1 describes the procedure for configuring a multipoint VLAN, and Section 3.5.2 de-

scribes a data-plane experiment executed to verify successful provisioning of the multipoint VLAN.

3.5.1 Control Plane Setup

A multipoint VLAN can be created by OESS. However, OSCARS, which is the SDN controller

used for inter-domain circuits, does not support multipoint VLANs. Therefore, we designed a two-

step approach for creating inter-domain multipoint VLANs.

In the first step, a point-to-point VLAN was created from the FDT host on each campus, through

the university’s regional network, to the corresponding AL2S switch interface. On each campus, the

VLAN was configured across the DYNES switch via the corresponding OESS controller. Since the

OESS controller on a campus only controls the DYNES (OpenFlow) switch and not the remaining

campus switches, a campus network administrator was contacted and asked to provision the VLAN

across the remaining campus switches. Since typically these deployed campus switches are not
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OpenFlow capable, administrators either login to each switch to configure VLANs, or use network

management tools if available. Similarly, administrators at regional networks were contacted to

provision the VLAN through their switches.

As an example, Fig. 3.16 shows VLAN 336 that was provisioned across the UVA DYNES

switch using OESS, through the campus switches by a UVA campus network administrator, and

across the MARIA regional network by a MARIA administrator. The provisioned VLAN 336

terminates on port et-3/0/0.0 of the Internet2 AL2S Ashburn switch as shown in Fig. 3.16.

UVA FDT

UVA DYNES switch

UVA Campus Switches/Routers

MARIA Regional 
Network

A2LS ASHB switchEth 10G NIC

Port et-3/0/0.0

UVA IDC

OESS

Internet 2 AL2S Switches

Figure 3.16: UVA DYNES - UVA campus MARIA- ASHB

One such provisioned VLAN was established from each campus FDT to a specific port of an

Internet2 AL2S switch. Since campus network and regional network administrators assign VLANs

for many purposes, it is unlikely to obtain the same VLAN ID for all campus/regional networks.

Already, there is some constraint in that each campus administrator has to collaborate with the

corresponding regional network administrator to select a common range of VLANs that is still

available for allocation. One or more VLAN IDs from this range is then used in the above-described

manual provisioning process. Therefore, the VLAN ID selected by each campus/regional network
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on the multipoint VLAN could be different. This was the case for the three-point VLAN illustrated

in Fig. 3.17. The VLAN ID used for the UVA-MARIA path was 336, the VLAN ID used for the

MAX path (MAX is a regional network, and hence there is no corresponding university campus)

was 1830, and the VLAN ID on the IU-Indiana GigaPoP path was 2399.

AL2SCHIC

WASH

mcast_receiver mcast_receiver

mcast_sender UVA FDT

IU FDT MAX FDT

ASHB
PITT

CLEV

Multipoint VLAN

DYNES switch

DYNES switch

DYNES switch

Campus 
networks

Campus 
networks

MARIA 
Regional 
network

MAX 
Gigapop

Indiana 
Gigapop

Figure 3.17: AL2S inter-domain multipoint circuit experiment

The second step consists of provisioning the intra-domain multipoint VLAN across

the Internet2 AL2S network as illustrated in Fig. 3.18. Three endpoints are intercon-

nected via this multipoint VLAN: (i) MARIA’s connection to interface et-3/0/0.0 of In-

ternet2 AL2S switch sdn-sw.ashb.net.internet2.edu (Ashburn, VA switch) with VLAN

ID 336, (ii) and MAX Gigapop’s connection to interface eth3/2 of Internet2 AL2S

switch sdn-sw.wash.net.internet2.edu (McLean, VA switch) with VLAN ID 1830,

(iii) and Indiana Gigapop’s connection to interface eth1/2 of Internet2 AL2S switch

sdn-sw.chic.net.internet2.edu (Chicago, IL switch) with VLAN ID 2399.

The OpenFlow switch at the Internet2 AL2S Ashburn location is performing a complex func-

tion. For each VLAN-ID-336-tagged packet received on its port et-3/0/0.0, the Ashburn switch
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Figure 3.18: AL2S OESS: Endpoints and VLAN selection

makes two copies, and rewrites the VLAN ID in one copy to 2399 and to 1830 in the second copy.

The switch then sends the VLAN-ID-1830-tagged packet to port et-1/3/0, and sends VLAN-ID-

2399-tagged packet to port et-7/0/0. Similarly, each packet received with VLAN ID 2399 on port

eth1/2 in Internet2 AL2S Chicago switch is duplicated, and one copy is sent to Ashburn switch

with VLAN ID rewritten to 336, and the second copy is sent to Washington switch with VLAN ID

rewritten to 1830, and each packet received with VLAN ID 1830 on port eth3/2 in AL2S Wash-

ington switch is duplicated with VLAN ID rewritten, and sent one copy with VLAN ID 336 to

Ashburn and second copy with VLAN ID 2399 to Chicago switch.

As the Internet2 AL2S switches support only OpenFlow 1.0, it was surprising that these

switches support this complex copying and rewriting functionality. Nevertheless, this feature was

most useful for our multipoint VLAN provisioning.

3.5.2 Data-Plane Experiments

The software used in these data-plane experiments consists of: (i) a multicast application for send-

ing and receiving multicast traffic, (ii) Linux utility vconfig to configure VLAN IDs (tags) on host

NICs, (iii) Linux ifconfig to configure IP address and subnet mask for the configured VLAN, (iv)

Linux utility ping to test the reachability on a VLAN, and (v) Linux utility tcpdump to capture
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multicast packets.

First, we describe a local (single-domain) multipoint experiment. Next, we present the results

of an inter-domain multipoint VLAN test.

Single-domain multipoint experiment:

UVA FDT

UVA PS

UVA IDC

DYNES switch (Dell S4810)

VLAN 332

VLAN 332
VLAN 332

VLAN 332

Te 0/22

Te 0/24Te 0/19 Te 0/20

em2

eth1

p1p1

p1p2

Figure 3.19: A local multipoint VLAN configuration through the UVA DYNES switch connecting
FDT, PS and IDC host

The multicast application was tested across an intra-domain multipoint VLAN. Fig. 3.19 shows

the multipoint VLAN configuration through the UVA DYNES switch connecting FDT, PS and IDC

hosts. The same VLAN ID 332 is used on all three interfaces. The UVA DYNES switch, which is

a Dell S4810 OpenFlow 1.0 switch, does not support multicasting with VLAN ID rewrite, which

implies that the same VLAN ID needs to be used on all interfaces. This VLAN was created using

OESS. Fig. 3.20 shows one of the three OpenFlow flow-table entries created in the UVA DYNES

switch by the OESS. When the switch receives a VLAN-332-tagged packet on port Te 0/19, the

switch looks up the OpenFlow table and finds a match for this packet with the entry shown in

Fig. 3.20. The switch then replicates the packet, and sends one packet to each of three ports: Te
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0/20, Te 0/22, Te 0/24. All three packets will be tagged with the same VLAN ID 332, as per the

specifications of the OpenFlow flow-table entry shown in Fig. 3.20.

After the OpenFlow multipoint VLAN was set up via OESS, we configured VLANs at each of

the three hosts using the process described in Section 3.3.3. Private IP addresses on the same subnet

were assigned to the VLANs at these hosts. Next, we used the ping utility to verify connectivity

via this multipoint VLAN.

Figure 3.20: OpenFlow flow-table entry in the UVA DYNES switch

Second, a Linux multicast application was run to test the multipoint VLAN. The application

consists of a multicast sender (mcast sender) and a multicast receiver (mcast receiver). We

executed the mcast sender program on the UVA FDT, and the mcast receiver program on

the other two UVA DYNES hosts (IDC and PS). As Fig. 3.21 shows the unicast IP addresses of

the VLAN at each host needs to be specified as the first argument of both mcast sender and

mcast receiver. These IP addresses are 10.30.32.20 for the FDT NIC VLAN 332, 10.30.32.30

for the IDC NIC VLAN 332, and 10.30.32.40 for the PS NIC VLAN 332. The specified unicast

IP address is associated with the UDP socket at each host that was opened with the mcast sender

and mcast receiver using the multicast IP address 233.0.225.123 (which is the second argument).

The last argument of both programs is the UDP port number 8888. Therefore, within the code, the

second and third arguments are used to create a UDP socket. Then using the Linux setsockopt

system call, the unicast IP address provided as the first argument is associated with the UDP socket.
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All datagrams passed to this UDP socket by the application are then sent to the interface associated

with the unicast IP address. The reason for associating a unicast IP address with the UDP socket

that was created with the multicast IP address is to avoid having to set an IP routing table entry cor-

responding to the multicast IP address at the sending host. For example, if the sender has two NICs,

there could be an IP routing table entry for the IP multicast address range to send packets to one of

the two NICs, while the multipoint VLAN could be configured to use the second NIC. In this case,

either a new IP routing table entry is required to direct packets addressed to the particular IP mul-

ticast address to the second NIC, or the setsockopt function should be called by the application

opening the multicast UDP socket to associate the unicast IP address of the interface to which the

multicast packets should be sent with that socket. In this case mcast sender and mcast receiver

perform the latter function. Since the unicast IP address provided is that of VLAN 332 in all three

hosts, all multicast packets will have a UDP header, an IP header with destination IP address set to

233.0.225.123, an Ethernet header and an IEEE 802.1Q header with the VLAN ID set to 332.

Figure 3.21: Multicast application sending traffic from UVA FDT to UVA PS and UVA IDC hosts
across a local multipoint VLAN

The 233.0.225.123 IP address belongs to the GLOP range. The GLOP address IP range,

233.0.0.0/8, was assigned as an experimental address space for IP multicast service providers and

networking researchers. The convention is to use the 16-bit autonomous system number (ASN)

in the second and third bytes. Since UVA’s ASN is 225, the second and third bytes of our select

multicast IP address 233.0.225.123 are 0 and 225, respectively.

When the UVA FDT mcast sender program sent the message “Hello, multicast world!”, the
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mcast receiver program running on the IDC and PS hosts received the message. However, when

we changed the VLAN tags of these 3 interfaces to different values in local OESS, the related flow

entries were not set in the flow table of UVA DYNES switch since multipoint VLAN tag translation

feature was not supported in Dell switch.

Figure 3.22: Multicast application sending traffic from UVA FDT to MAX FDT and IU FDT across
an inter-domain multipoint VLAN

Inter-domain multipoint experiment: The control-plane actions for provisioning an inter-domain

multipoint VLAN were described in Section 3.5.1. These actions were executed to create a multi-

point VLAN between UVA FDT, MAX FDT and IU FDT. Specifically, this multipoint VLAN, with

three different VLAN IDs, was illustrated in Fig. 3.18.

The multicast application described above was then executed across this inter-domain multi-

point VLAN. Fig. 3.22 shows that the mcast sender program was executed at the UVA FDT, and

the mcast receiver program was executed at the MAX FDT and IU FDT. The “Hello, multicast

world!” message sent by the mcast sender program running on the UVA FDT was successfully

received by the mcast receiver processes at the MAX FDT and IU FDT.

To verify that packets were being multicast across the inter-domain multipoint VLAN, packets

were captured with the tcpdump utility at the UVA FDT. Fig. 3.23 shows some of the header fields,

such as Source and Destination IP addresses, for the multicast packets. The source IP address
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Figure 3.23: Wireshark display of a pcap file

is 10.10.99.50, which is the IP address assigned to VLAN 336 on the UVA FDT NIC, and the

destination IP address is the GLOP IP address 233.0.225.123. The destination MAC address of the

Ethernet header, as seen in the lower window of Fig. 3.23 is 01:00:5e:00:e1:7b, which is explained

next.

Fig. 3.24 shows the mapping solution used for multicast IP addresses. This solution is different

from the mapping procedure used for unicast IP addresses. To find the MAC address corresponding

to a unicast IP address, the Address Resolution Protocol (ARP) is used in which a request car-

rying the unicast IP address being mapped is broadcast to all interfaces, and the interface whose

IP address matches the address in the request responds with its MAC address. However, for a

multicast IP address, a single Ethernet MAC address is required so that a single Ethernet frame,

carrying the IP multicast packet, can be received by multiple receivers. All multicast receiver

NICs need to be configured with a multicast MAC address so that all these receivers will accept

Ethernet frames whose destination MAC address matches the configured multicast MAC address.

Without such a multicast MAC address configuration, each NIC will only accept Ethernet frames

whose destination MAC address equals its own unicast MAC address and frames whose destination
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MAC address is 0xFF:FF:FF:FF:FF:FF (broadcast address). Therefore, when the mcast sender or

mcast receiver program creates the ipm (IP-multicast) socket, the code calls the Ethernet driver

to configure the NIC with another MAC address, 01:00:5e:00:e1:7b, so that the NIC accept accept

frames with this destination MAC address. The Wireshark analysis of the captured packets verifies

that this procedure is being executed.

Figure 3.24: Multicast IP address to multicast MAC address mapping

Key Findings: The key findings of the experiments are as follows: (i) multipoint VLANs that re-

quire VLAN ID translation (rewrite) is supported by at least some of the Internet2 AL2S switches,

which allows for the creation of inter-domain multipoint VLAN. This finding is important for the

deployment of LDM7, which was our motivating application to pursue SDN-controlled path-based

networking in general, and multipoint VLANs in particular. (ii) Packets with the multicast destina-

tion IP address were dropped by firewalls in some campus networks and some regional networks.

A systematic method is required for debugging connectivity across multiple domains.
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3.6 Related Work

Multiple projects were started during the 2003-2006 time frame to address the issue of dynamic pro-

visioning of path-based networking service within the REN community. This work was motivated

by a desire to develop alternatives and enhancements to best-effort IP service for large-bandwith

science data flows. These include DOE funed OSCARS [31], UltraScience Net (USN) [26], Ter-

aPaths [27] and Lambda Station [28] projects, and NSF Circuit-switched High-speed End-to-End

Transport ArcHitecture (CHEETAH) [29] and Dynamic Resource Allocation via GMPLS Opti-

cal Networks (DRAGON) [30] projects. Further, an international collaboration between Europe’s

GEANT1, Japan’s JGN-X2, Canada’s CANARIE3, and Brazil’s RNP4, resulted in IDCP, which is

used in OSCARS. The objective was to provide both packet service, e.g., best-effort IP, and dy-

namic path networking service over a common infrasturcture with the control-plane intelligence.

This objective has been realized in DOE’s Energy Sciences Network (ESNet), Internet2 on their

ION and AL2S networks, and increasingly on university campuses and regionals as illustrated in

Fig. 3.4.

The NSF Global Environment for Network Innovation (GENI) program5 also supports the pro-

visioning of Layer-2 SDNs through OpenFlow-enabled or other switches. Various controllers have

been developed in the GENI program. For example, GENI Network Stitching Architecture allows

for the creation of virtual network slices and virtual machines. Projects such as ProtoGENI6 and Ex-

oGENI7 have developed proprietary multi-domain solutions to allocate internel network resources

across their global footprints. The GENI infrastructure spans many domains, a.k.a. aggregates, to

support large-scale virtual networks. The GENI goal, which is to support network researchers, is

different from the goal of our multi-domain deployment, which is to bring dynamic L2 path service

into every-day use by university scientists. This difference in goals allows for the use of a tree

1http://services.geant.net/bod/Pages/Home.aspx
2http://www.jgn.nict.go.jp/english/index.html
3http://www.canarie.ca/en/home
4http://www.rnp.br/en
5http://www.geni.net/
6http://www.protogeni.net
7http://www.exogeni.net
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model in GENI stitching unlike the daisy-chain model of OSCARS. In the tree model, the client

user needs to be independently authenticated by the aggregate managers controlling each domain.

In contrast, the daisy-chain solution in OSCARS allows for a provider to have service-level agree-

ments with neighbouring providers. Therefore, the OSCARS is more along the lines of the public

switched telephone network and Internet, both of which successfully reached global scale.

3.7 Conclusions

This chapter described our experiences with deploying a multi-domain SDN and testing a dynamic

Layer-2 (L2) path service across this SDN. Our work demonstrated that inter-domain point-to-point

L2 paths can be created and released automatically, i.e., without administrator involvement, by

using distributed per-domain SDN controllers. We offered insights into this complex deployment

process and identified modifications required to the protocols and controllers for improving user

experience and scalability of this dynamic L2 path service. We also developed a methodology for

provisioning inter-domain multipoint VLANs, and demonstrated the successful use of these VLANs

for a multicast application.



Chapter 4

Conclusions and Future Work

This thesis identified an exciting new problem of rate determination for L2 multipoint virtual topolo-

gies to serve variable-rate file streams to multiple receivers. Prior work on rate computation meth-

ods were designed for audio/video streams, not file streams. The problem is based on the need for

scalability in a real deployment as data volumes and number of receivers have grown. Our solution

was based, not on models, but on actual traffic characteristics. These characteristics, such as right-

skewed file size and file inter-arrival times, and variability from day-to-day, are likely to hold for

other types of file-streams. Our solution, based on an empirical method and an exponential weighted

moving average scheme, could therefore have wide applicability. Evaluation of our method with

real traffic showed that while throughput constraints can be met by selecting a suitably high rate,

utilization varies based on the burstiness of the file stream. However, if rate-guaranteed Layer-2

services are offered on the same network as best-effort IP services, and packet schedulers are con-

figured to operate in work-conserving mode, the utilization levels of the L2 multipoint topologies

are not of concern. We also found that for this application, required rates are only on the order of

Mbps, which is a small fraction of current-day Gb/s networks.

The thesis also described our experience in deploying a multi-domain SDN and testing a dy-

namic Layer-2 (L2) path service across this SDN. Our work demonstrated that inter-domain L2

paths can be created and released automatically, i.e., without administrator involvement, by using

distributed per-domain SDN controllers. We offered insights into this complex deployment process

and identified modifications required to the protocols and controllers for improved user experience

64
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and scalability of this dynamic L2 path service. We also developed a methodology for provisioning

inter-domain multipoint VLANs, and demonstrated the successful use of these VLANs for a mul-

ticast application. Lessons learned include an understanding of the equipment and configuration

steps required to enable dynamic L2 service in each domain, and an understanding of how to con-

figure end-hosts to run existing applications, without modifications, across end-to-end L2 paths. We

developed methods for debugging path-setup failures, and identified areas of improvement required

in the controllers and in the administrative processes.

Future work items include the (i) design and implementation of diagnostic tools to debug con-

nectivity failures on VLANs, (ii) characterization of the rate at which feedtrees (the set of LDM

servers subscribed to a feedtype) change in order to determine how often L2 multipoint VLANs

would need modifications, and (iii) incorporation of an OESS client into LDM7 to enable the up-

stream LDM server to submit requests to OESS to dynamically create a new multipoint VLAN for

a feedtype, release an existing multipoint VLAN if all subscriptions to a feedtype end, to add a pro-

visioned VLAN segment from a downstream LDM7 server to an AL2S switch into an existing L2

multipoint VLAN across AL2S if a receiver subscribes a new feedtype, and to delete a provisioned

VLAN segment when a downstream LDM7 server drops a subscription to a feedtype.
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Appendix

A.1 Characterization of IDD feedtypes

In Table. 2.1 and Table. 2.2, we listed several quantiles of size and inter-arrival time of top five

feedtypes. In this appendix, we provide the histograms of size and inter-arrival time for the other 4

feedtypes (NGRID, NEXRAD2, NEXRAD3, FSL2).
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Figure A.1: NGRID feedtype, histograms of the size of the data products sent on June 02, 2014

NGRID (NG) [47] feedtype is grided data from National Oceanic and Atospheric Administra-

tion (NOAA). Fig. A.1 shows that almost 75% data products are smaller than 50KB. Fig. A.2 shows

that most of the inter-arrival time are less than 20ms.

NEXRAD2 feedtype is NEXRAD level II radar data. Fig. A.3 shows the file size of this type of

data is large. The top 75% size histogram Fig. A.3b indicates that most of the size of data products

are within 40KB.
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Figure A.2: NGRID feedtype, histograms of inter-arrival time of data products sent on June 02,
2014,
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Figure A.3: NEXRAD2 feedtype, histograms of size of data products sent on June 02, 2014
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Figure A.4: NEXRAD2 feedtype, histograms of inter-arrival time of data products sent on June 02,
2014

NEXRAD3 [48] feedtype is NEXRAD level III data. Fig. A.5 indicates that the pattern of this

feedtype is similar to NEXRAD2. Its file size is big with an average of 7 KB.

Fig. A.6 shows that the inter-arrival time of NEXRAD3 is small, which means NEXRAD3 data

products are distributed with a high frequency. The top 75% inter-arrival time histogram Fig. A.6b

shows most of the data arrive within 10 millisecond after the previous one.
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Figure A.5: NEXRAD3 feedtype, histogram of size of data products sent on June 02, 2014
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Figure A.6: NEXRAD3 feedtype, histograms of inter-arrival time of data products sent on June 02,
2014
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Figure A.7: FSL2 feedtype, histogram of size of data products sent on June 02, 2014

FSL2 feedtype [49] is NOAA Profiler Network-Forecast Systems Laboratory data, which is

wind profiler data. Fig. A.7 shows that the data size is large, usually 1MB for each data product.

Fig. A.9 shows that the data products arrival pattern of NEXRAD2 is similar to the pattern of

NEXRAD3, but the arrival rate of NEXRAD2 is higher than that of NEXRAD3. Both NEXRAD2

and NEXRAD3 feedtypes have high throughput.
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Figure A.8: FSL2 feedtype, histogram of inter-arrival time of data products sent on June 02, 2014
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Figure A.9: Rate vs. time of NEXRAD2 and NEXRAD3 feedtypes
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Figure A.10: FSL2 feedtype

Fig. A.10 shows that FSL2 feedtype consists of big-size files. It also indicates that the FSL2

data arrival rate has a periodicity about 1 hour.
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