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Abstract

For performance-critical systems, such as aircraft flight systems, structural dam-

age, actuator failures, actuator nonlinearities, sensor uncertainties, and environmental

disturbances may lead to severe accidents if not promptly and properly mitigated,

since adverse conditions can cause large unknown variations of system dynamics, in-

troduce undesired disturbance inputs, and limit the performance of feedback control.

In this research, we will develop novel adaptive fault-tolerant control and fault-

detection schemes for multi-input and multi-output (MIMO) systems with structural

damage and component failures (such as actuator failures, actuator nonlinearities,

and sensor uncertainties) to guarantee desired and safe system performance.

To handle complexities and uncertainties of nonlinear system dynamics, we use

linearization-based design methods, where control schemes are developed for lin-

earized system models, with both continuous-time and discrete-time control designs

being considered. To accommodate uncertain damage and failures for the MIMO

systems, the multivariable model reference adaptive control (MRAC) design method

is employed. A key design condition–system infinite zero structure is investigated

for both continuous-time linearized models and discrete-time linearized models be-

fore and after the adverse conditions occur, and invariance of this essential condition

can be concluded under realistic failure and damage conditions. With such an in-

variance property, some novel fault-tolerant state feedback for output tracking and

output feedback for output tracking multivariable MRAC schemes, whose plant-model

matching conditions are much less restrictive than that of the state feedback for state

tracking design, are developed to ensure stability and asymptotic output tracking for

systems in the presence of parametric and structural uncertainties caused by damage

and component failures.
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Equipped with the developed feedback adaptive fault-tolerant control to ensure

system signal boundedness requirements, novel adaptive fault detectors are con-

structed based on system dynamic coupling features and different failure patterns

to identify and isolate damage and failures in order to enhance situational awareness

for control personnel.

The developed adaptive fault-tolerant control and fault detection designs have

been evaluated on a high-fidelity aircraft Matlab/Simulink model–the nonlinear NASA

generic transport model (GTM), which offers a realistic representation of the aircraft.

Extensive simulation studies have been conducted and simulation results have demon-

strated the desired performance of our developed designs.
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Chapter 1

Introduction

System faults may cause large deterioration of system performance and even lead to

catastrophic accidents. In order to avoid and mitigate the severe consequences of

system faults, system onboard techniques of fault-tolerant control, fault detection,

and diagnosis, are urgently required to enhance system reliability and safety. So it is

of great importance to develop powerful and effective feedback control algorithms to

accommodate and diagnose the system faults for performance-critical systems such

as aircraft flight systems. In this research, some novel and effective adaptive con-

trol and adaptive estimation techniques will be derived to compensate and detect

adverse conditions, such as structural damage, actuator failures, actuator nonlinear-

ities, environmental disturbances, and sensor uncertainties. The developed adaptive

fault-tolerant and fault detection schemes can guarantee system stability and enhance

situational awareness of control personnel in the presence of system faults, which will

be verified and validated on a high-fidelity aircraft model–the NASA generic transport

model (GTM) with different fault conditions.
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1.1 Research Motivation

Adverse onboard conditions of the aircraft flight system, such as airframe damage,

actuator failures, actuator nonlinearities, sensor uncertainties, can largely deterio-

rate flight performance, since the airframe damage causes uncertain structural and

parametric variations of the aircraft system dynamics, the failed actuators introduce

undesired control inputs, and the actuator nonlinearities and sensor failures can have

severe impacts on the feedback control performance. In the aviation history, it has

been shown that the airframe damage and component failures are some significant

contributors to accidents and fatalities, such as accidents of A330 Air France 2009

and A330 Qantas Flight 2008 due to sensor malfunctions, accident of Convair 580

Air Tahoma 2008 due to elevator system failure, accident of Embraer 120 American

Eagle 2000 due to jammed stabilizer, accident of B747 Japan Air Lines 1985 due to

airframe damage, etc. [12].

Reliable fault-tolerant control and fault detection schemes are required to guar-

antee the safety of aircraft systems and enhance the situational awareness ability of

the pilots or flight control personnel. A challenge of successful fault compensation

and detection is the large structural and parametric uncertainties caused by unknown

component failures and damage, whose onset time instants, patterns and severity are

all unforeseen. Adaptive methodologies are capable of autonomously compensate and

detect system fault conditions when unknown changes in the system dynamics occur.

These unique features provide potential to improve flight safety when component

failures and airframe damage occur. In this research, we will develop new adaptive

control and adaptive detection schemes for aircraft flight systems with large structural

and parametric uncertainties. Besides considering continuous-time adaptive control

designs, we will further develop discrete-time adaptive fault-tolerant control schemes
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used for constructing digital control system frameworks, since the digital control is

widely used in safety-critical systems due to certain advantages over conventional

analog control, such as capability of implementing complicated control algorithms

and no degradation of performance caused by wear or aging.

Another important aspect of the fault-tolerant control and fault detection designs

is verification and validation of the developed schemes on an aircraft flight system

under adverse onboard conditions. Since flight test of a full scale manned transport

aircraft in adverse flight conditions is difficult and dangerous, we may use a subscale

high-fidelity aircraft model to assess our proposed designs. The NASA GTM is a 5.5%

dynamically scaled twin-turbine powered test aircraft for NASA’s Airborne Subscale

Transport Aircraft Research flight test facility [64], which can play an important role

in testing research control laws in adverse flight conditions including damage and

failures. In this research, we will implement our designs to a high-fidelity aircraft

Matlab/Simulink model of the NASA GTM, which can represent realistic flight sce-

narios under some uncertain failure and damage conditions, to verify the effectiveness

of our adaptive fault-tolerant and fault detection designs.

1.2 Background and Literature Overview

In this section, we will present an overview of research on fault-tolerant control,

fault detection, adaptive control, and digital control, which provides solid technical

foundations for this research.

1.2.1 Fault-Tolerant Control and Fault Detection

Considerable effort has been devoted to development of fault-tolerant control and fault

detection algorithms for performance-critical applications, particularly aircraft flight

systems. For systems with actuator failures, typical control design methodologies
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include multiple model, switching and tuning schemes [8, 9, 30, 32, 70] and adaptive

schemes [1,6,7,78,98]. Reconfigurable flight control designs using neural networks for

aircraft systems with failures have been developed in [10,13,49,52,74,91] and [15,96,97]

presented the reconfigurable control designs based on fault conditions detected by

adaptive estimators. For systems with parametric and structural uncertainties caused

by airframe damage, [41] developed a robust control scheme, and several adaptive

compensation designs have been proposed in [11,37,54,55,57,72,80]. Adaptive control

designs without explicitly detecting faults have also been derived to compensate the

actuator failures [19, 56, 85, 87].

In this research, we will develop multivariable model reference adaptive control

schemes for the aircraft system with both actuator failures and structural damage to

guarantee that the aircraft can track a desired trajectory before and after hazardous

conditions occur. For sensor failure accommodation, most methods need to detect

and isolate the failed sensors first, before the healthy sensor signals can be used

in feedback control. One open problem is that many existing detection algorithms

require the control system remains stable in the presence of failures. Therefore, in

this research, we will develop adaptive sensor failure compensation schemes to ensure

the signal boundedness requirement.

Fault detection and diagnosis problems have also been studied intensively for

safety-critical systems. One of the common approaches is to use model-based method

[45, 47], where detectors are established to estimate the system signals. By observ-

ing residuals between the detector model and the system, detection criteria can be

derived to identify the faults. A lot of effort has been devoted to the model-based

aircraft actuator and sensor failure detection and diagnosis, for example, [4, 92] de-

veloped aircraft actuator and sensor failure detection and isolation schemes based
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on an adaptive unknown input observer approach, [31] used a hierarchy of tech-

niques to detect and isolate system faults based on a jet aircraft model, [63] used

H∞ optimization-based method to make the observer-based actuator fault detection

scheme robust, [17,95] built adaptive state observers based on the known system pa-

rameters to detect actuator faults, and [16, 28, 66, 94] were based on neural networks

and analytical sensor redundancy. Some effort has been work on the model-based

damage detection problem, for example, [51] developed a structural damage monitor-

ing scheme by exploiting the analogy between residual force due to stiffness change

and input error. For the damage detection problem, others used data-based method

by analyzing response of external stimulation signals, such as acoustic analysis [21],

vibration-based method [79, 86], etc. Since the model-based method only requires

signals from the aircraft flight control system such as state and control input signals,

while the data-based method needs additional signal excitation equipments, in this

research, we apply the model-based method for the aircraft component failure and

structural damage detection.

The construction of the model-based detector models requires that the aircraft

signals are bounded. Unlike most fault detection schemes operating under the system

signal boundedness assumption before and after faults occur, the detection schemes in

this research are equipped with fault-tolerant controllers accommodating the adverse

onboard conditions and ensuring all the signals of the closed-loop system are bounded.

1.2.2 Model Reference Adaptive Control

Model reference adaptive control (MRAC) is an important adaptive control approach

that provides feedback controller structures and adaptive laws for control of systems

with parametric and structural uncertainties to ensure signal boundedness of the

closed-loop system and asymptotic tracking of desired reference signals. Such adaptive
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control designs are desirable for the aircraft flight system to achieve a safe flight and

track a desired trajectory in the presence of adverse onboard conditions.

Considerable effort has been devoted to the development of MRAC (e.g., [2, 20,

24, 44, 46, 53, 58, 65, 73, 76, 84, 90]). While MRAC theory has evolved into a mature

branch of control theory, refinements and new designs of MRAC schemes are still

needed for many applications, especially, for multi-input and multi-output (MIMO)

systems, such as aircraft systems. Several important issues are still open in this area.

Both state feedback and output feedback control designs can be applied to the

MRAC scheme. In many applications such as flight control systems, state signals

are available for measurement, so that state feedback control design is used due to

its simpler structure (as compared with compensator-based output feedback design).

State feedback control systems can be designed for either state tracking or output

tracking. To develop an adaptive state feedback controller, it is necessary to first

solve the related nonadaptive control problem assuming the plant parameters are

known, so that an ideal fixed state feedback controller can be obtained. This ideal

(nominal) controller will be used as a part of the prior knowledge in the design of the

adaptive control scheme. The existence of such a nominal controller is equivalent to

a set of matching equations. The state feedback for state tracking design has restric-

tive matching conditions, which are difficult to be satisfied in the presence of system

uncertainties. State feedback for output tracking, on the other hand, while keeping

the simple controller structure, needs less restrictive matching conditions. Therefore,

adaptive state feedback control for output tracking has a high potential for the aircraft

system with parametric and structural uncertainties, where the matching conditions

can be satisfied under system parametric and structural uncertainties caused by com-

ponent failures and structural damage. Research in adaptive state feedback control
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for output tracking has been reported in the literature. In [48], the state feedback for

output tracking control is studied for certain classes of nonlinear systems. In [84], a

state feedback for output tracking MRAC scheme for single input single output sys-

tems is derived. However, the multivariable state feedback for output tracking MRAC

problem still needs to be solved. In this research, the adaptive fault-tolerant control

designs will be mainly developed based on the multivariable state feedback for output

tracking MRAC scheme. A key design condition for the multivariable MRAC–infinite

zero structure is investigated for both continuous-time MIMO systems and discrete-

time MIMO systems before and after the adverse conditions occur, and invariance

of this essential condition can be concluded under realistic failure and damage con-

ditions. With such an invariance property, some novel fault-tolerant state feedback

for output tracking and output feedback for output tracking multivariable MRAC

schemes, whose plant-model matching conditions are much less restrictive than that

of the state feedback for state tracking design, are developed to ensure stability and

asymptotic output tracking for systems in the presence of parametric and structural

uncertainties caused by damage and component failures.

1.2.3 Digital Control Design Frameworks

Digital control is widely used in safety-critical systems such as aircraft flight systems

due to certain advantages over conventional analog control. For fault-tolerant control,

a digital control scheme may be constructed either by discretizing a continuous-time

control law or by designing a discrete-time control law based on a discretized system

model. In this research, besides developing continuous-time adaptive control schemes,

we will also design direct discrete-time adaptive control algorithms for constructing

the digital control frameworks.

Much effort has been devoted to developing discrete-time control schemes for non-
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linear systems. [93] studied discretized nonlinear models of continuous-time nonlinear

systems and zero dynamics of the discretized nonlinear models. [25,26,29] investigated

the dynamic decoupling problems for the discrete-time nonlinear systems and [27]

analyzed feedback linearizability for discretized models of continuous-time nonlinear

systems. In [69, 71], stabilization conditions of discretized nonlinear systems are an-

alyzed. In [5, 60, 61], feedback linearization control schemes were investigated for

the sampled-data nonlinear systems. However, the feedback linearization control de-

signs may not be suitable for dealing with highly complicated nonlinear dynamics,

especially systems with parametric and structural uncertainties, such as the nonlin-

ear aircraft flight systems under structural damage conditions. In this research, to

deal with complexities and uncertainties of the discrete-time nonlinear dynamics ob-

tained by discretizing the continuous-time nonlinear system with damage, we employ

a linearization-based control design. Due to system parametric and structural un-

certainties caused by damage, equilibrium points are not available for linearization.

Thus, an arbitrary operating point is chosen to linearize the discrete-time nonlinear

model before and after damage occurs, which leads to a linearized discrete-time model

with unknown system parameters and dynamics offset.

The key design condition for the multivariable MRAC scheme–invariance of the

infinite zero structure needs to be satisfied for the linearized discrete-time model be-

fore and after damage occurs. In this research, a new investigation of the infinite

zero structure of the linearized discrete-time system will be conducted. Based on a

thorough study of generic structures of the linearized discrete-time model, we will con-

clude that, when the discretization sampling period is sufficiently small, the infinite

zero structure of the linearized discrete-time model is invariant, no matter what the

relative degrees of the continuous-time nonlinear systems are. This property suggests
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that even if the damage changes the relative degree of the continuous-time nonlinear

system, the infinite zero structure of the linearized discrete-time model is invariant

before and after damage occurs. Based on such an invariance property, we can develop

a discrete-time multivariable MRAC scheme to ensure asymptotic output tracking of

a common reference system chosen according to the invariant infinite zero structures

before and after damage occurs. Hence, we can build a digital control system frame-

work, consisting of the developed linearization-based discrete-time adaptive control

law, zero-order holds, and samplers, for the continuous-time nonlinear systems.

1.3 Dissertation Outline

This dissertation is organized as follows, where the major results have been docu-

mented and published in the journal and conference papers :

In Chapter 2, the fault-tolerant control and fault detection problems for MIMO

nonlinear aircraft systems with structural damage, actuator failures, actuator nonlin-

earities, and sensor uncertainties are formulated. Moreover, some important adaptive

control design preliminaries are presented.

In Chapter 3, the multivariable state feedback for output tracking MRAC scheme,

which is a foundation of the adaptive fault-tolerant control designs in this research,

is developed for MIMO linear time-invariant systems with parametric uncertainties,

where the plant-model matching condition is much less restrictive than that of the

state feedback for state tracking design.

In Chapter 4–Chapter 8, continuous-time and discrete-time adaptive fault-tolerant

control designs are developed to compensate the structural damage, actuator failures,

actuator nonlinearities, and sensor uncertainties, which are designed based on the

multivariable state feedback and output feedback MRAC design frameworks.
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In Chapter 9 and Chapter 10, we will deal with the uncertain disturbance rejection

problems, where an adaptive state feedback disturbance rejection scheme is developed

for MIMO linear time-invariant systems and an adaptive output feedback disturbance

rejection scheme is developed for MIMO piecewise linear systems.

In Chapter 11 and Chapter 12, adaptive fault detection schemes are developed for

diagnosing the structural damage and sensor uncertainties, where the aircraft flight

system is equipped with developed fault-tolerant control to stabilize the system before

and after hazardous conditions occur.

These adaptive fault-tolerant control and fault detection algorithms have been ap-

plied to the high-fidelity nonlinear GTM Matlab/Simulink model, and the simulation

results, which are presented in corresponding chapters, can verify the effectiveness of

the proposed designs on the aircraft flight systems.

In Chapter 13, we make a conclusion of this dissertation work and provide some

recommendations for future research.



Chapter 2

Problem Formulation and
Preliminaries

In this chapter, we will formulate the fault-tolerant control and fault detection design

framework including essential technical issues of aircraft systems with structural dam-

age, actuator failures, actuator nonlinearities, and sensor uncertainties, basic ideas of

how to address these issues, and some key design preliminaries.
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2.1 The Aircraft Flight Systems with Adverse On-

board Conditions

The dynamic model of a nonlinear aircraft flight system [11, 77] is constructed by

force, moment and kinematic equations:

u̇b = (X + T )/m− g sin θ + rbvb − qbwb +∆f1, (2.1.1)

ẇb = Z/m+ g cos θ cosφ+ qbub − pbvb +∆f2, (2.1.2)

Iy q̇b = M − (Ix − Iz)pbrb + Ixz(p
2
b − r2b ) + ∆f3, (2.1.3)

θ̇ = qb cos φ− rb sinφ, (2.1.4)

v̇b = Y/m+ g cos θ sinφ− rbub + pbwb +∆f4, (2.1.5)

Iz ṙb + Ixzṗb = N + Ixzqbrb + (Iz − Iy)qbpb +∆f5, (2.1.6)

Ixṗb + Ixz ṙb = L+ (Iz − Iy)qbrb − Ixzqbpb +∆f6, (2.1.7)

φ̇ = pb + tan θ(qb sin φ+ rb cosφ), (2.1.8)

ψ̇ =
qb sin φ+ rb cos φ

cos θ
, (2.1.9)

where ∆fi, i = 1, 2, . . . , 6, characterize the structural variations under airframe dam-

age conditions, ub, vb and wb are the body-axis velocity components of the origin

of the body-axis frame, pb, qb and rb are the body-axis components of the angular

velocity, φ, θ and ψ are the Euler roll, pitch and yaw angles of the aircraft body axes

with respect to the reference axes, m is the mass of the aircraft, Ix, Iy and Iz are

the moments of inertia about body axes, Ixz is the cross-product of inertia, X , Y , Z,

L, M , N , and T are the aerodynamic forces, moments, and engine thrust, which are

functions of the state signals and the control surface deflections (elevator de, aileron

da, and rudder dr), and the engine throttle dt. We can denote the nonlinear dynamics
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(2.1.1)–(2.1.9) as

ẋ(t) = f(x(t)) + g(x(t))u(t), y(t) = Cx(t), (2.1.10)

where the state signal is x(t) = [ub, wb, qb, θ, vb, rb, pb, φ, ψ]
T , the control input signal

is u(t) = [de, dt, da, dr]
T , and the output signal y(t) is chosen as a linear combination

of the state signals.

Uncertain changes under damage conditions. When damage occurs, the

functions of aerodynamic forces X , Y , Z, moments L, M , N , and engine thrust T

undergo uncertain parametric and structural variations. Furthermore, for the aircraft

dynamics model (2.1.1)–(2.1.9), when there is no damage, ∆fi = 0, i = 1, 2, . . . , 6;

after asymmetric damage occurs, the center of mass [∆xb,∆yb,∆zb]
T and the cross-

products of inertial Ixy and Iyz become non-zero, which result in uncertain structural

changes for the dynamics model (2.1.1)–(2.1.9), such that [11, 57]

∆f1 = (q2b + r2b )∆xb − (pbqb − ṙb)∆yb − (pbrb + q̇b)∆zb, (2.1.11)

∆f2 = (q̇b − pbrb)∆xb − (ṗb + qbrb)∆yb + (p2b + q2b )∆zb, (2.1.12)

∆f3 = −Ixyṗb − Iyz ṙb − Ixyqbrb + Iyzpbqb −m∆xb(qbub − ẇb − pbvb)

−m∆zb(u̇b − rbvb + qbwb)−mg(sin θ∆zb + cos θ cos φ∆xb)−∆zbT,

∆f4 = −(pbqb + ṙb)∆xb + (p2b + r2b )∆yb − (qbrb − ṗb)∆zb, (2.1.13)

∆f5 = −Iyz q̇b+Ixy(p
2
b−q

2
b )−Iyzpbrb−m∆xb(v̇b−pbwb+rbub)

−m∆yb(rbvb−u̇b−qbwb)+mg cos θ sin φ∆xb+mg sin θ∆yb+T∆yb, (2.1.14)

∆f6 = −Ixyq̇b + Ixypbrb − Iyz(q
2
b − r2b )−m∆yb(ẇb − qbub + pbvb)

−m∆zb(−v̇b−rbub+pbwb)+mg cos θ cosφ∆yb−mg cos θ sin φ∆zb. (2.1.15)

Uncertain actuator failures. The actuators of the aircraft system may undergo

some uncertain displacements when they are failed at some unknown time instants.
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The failed actuator control input can be modeled as

u(t) = (Im − σ)v(t) + σū(t), (2.1.16)

where v(t) is the commanded control input signal, ū(t) is the unknown failed actuator

input signal, and elements of the failure index σ = diag{σ1, σ2, . . . , σm} are σi = 1

if the ith actuator fails or σi = 0 otherwise, for i = 1, 2, . . . , m. It is worth noting

that redundant actuators are widely employed in the aircraft flight control system,

e.g., the GTM has a group of two rudder segments, a group of four elevator segments,

etc.. This actuation redundancy provides us a potential tool to compensate the failed

actuators by the remaining redundant healthy actuators.

Uncertain sensor failures. The sensor uncertainty model can be expressed as

z(t) = ksϕ(t) +

q∑

i=1

bifi(t), (2.1.17)

where z(t) is the sensor measurement, ϕ(t) is the actual signal, which is the state

signal x(t) or the output signal y(t), ks > 0 and bi, i = 1, 2, . . . , q, are some unknown

constant sensor uncertainty parameters, and fi(t), i = 1, 2, . . . , q, are known bounded

signals. The sensor model (2.1.17) can represent a class of practical sensor uncertain-

ties such as sensor gain variations and measurement errors. If the individual sensor

measurement cannot be modeled as (2.1.17), we can use a set of redundant sensors to

measure the same signal ϕ(t) and take the weighted sum of the sensors’ output sig-

nals zi(t) as the signal measurement z(t): z(t) =
∑m

i=1 αizi(t), such that
∑m

i=1 αi = 1.

With such a redundant sensor structure, the signal measurement z(t) can still be

modeled as (2.1.17): when there are no failures for all the sensors, the measurement

z(t) = ϕ(t); when uncertain sensor failures occur, e.g., the i1th,i2th,. . .,ipth sensors

are failed, the measurement is z(t) = αsϕ(t) + ds(t), where αs =
∑

i 6=i1,i2,...,ip
αi is un-

known and ds(t) =
∑m

i=1 βiz̄i(t) with some of βi being zero (for the unfailed sensors)
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while others being αi, and z̄i(t) being the measurement of each sensor.

Uncertain actuator nonlinearity models. When the actuators have non-

linearities, the system input vector signal u(t) = [u1(t), u2(t), . . . , um(t)]
T can be

expressed as

u(t) = N(v(t)), (2.1.18)

where N(·) = [N1(·), N2(·)
T , . . . , Nm(·)]

T represents the actuator nonlinearities for

some nonlinear functions Ni(·) such as deadzone, back-lash, or hysteresis. Consider

the cases when Ni(·) can be parameterized as

ui(t) = Ni(vi(t)) = −θ∗TNiω
∗
Ni(t) + a∗i (t) (2.1.19)

for some unknown parameter vectors θ∗Ni ∈ Rni, ni ≥ 1, i = 1, . . . ,M , and some

unknown regressor vector signals ω∗
Ni(t) ∈ Rni and scalar signals a∗i (t). Such a

parametrization has been established forNi(·) being a dead-zone, backlash, hysteresis,

or other characteristic [83], [84]. To cancel the effects of such actuator nonlinearities,

we use a multivariable nonlinearity inverse model

v(t) = N̂I(ud(t)), (2.1.20)

where ud(t) = [ud1(t), . . . , udM(t)]T is a design vector signal from a feedback control

law, that is,

vi(t) = N̂I i(udi(t)), i = 1, . . . ,M. (2.1.21)

Then, each N̂I i(·) can be parametrized as

udi(t) = −θTNi(t)ωNi(t) + ai(t), i = 1, . . . ,M, (2.1.22)

where θNi ∈ Rni is an estimate of θ∗Ni and ωNi(t) ∈ Rni and ai(t) are some known

signals, as in the case of an inverse for a dead-zone, backlash, or hysteresis [83], [84].
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The uncertainties in Ni(·) cause a control error

ui(t)− udi(t) = θ̃TNi(t)ωNi(t) + dNi(t), i = 1, . . . ,M (2.1.23)

where θ̃Ni = θNi − θ∗Ni and the unparameterized error is

dNi(t) = θ∗TNi(ωNi(t)− ω∗
Ni(t)) + a∗i (t)− ai(t), (2.1.24)

which should satisfy that conditions that dNi(t) is bounded, t ≥ 0, and dNi(t) = 0,

t ≥ t0, if θNi(t) = θ∗Ni, t ≥ t0, and N̂I i(·) is correctly initialized: dNi(t0) = 0. In

vector form, the control error is

u(t)− ud(t) = Θ̃T
N(t)ωN(t) + dN(t), (2.1.25)

where ωN(t) = [ωTN1(t), . . . , ω
T
NM(t)]T and

Θ̃T
N(t) = diag{θ̃TN1(t), θ̃

T
N2(t), . . . , θ̃

T
NM (t)}. (2.1.26)

The benchmark aircraft model–the NASA GTM. The proposed adaptive

compensation and detection schemes will be verified and evaluated by the NASA

GTM, which is shown in Fig. 2.1. The GTM is a 5.5% dynamically scaled twin-

turbine powered test aircraft. Since the subscale GTM test results can be applied for

the full-scale aircraft design, it is used to test flight research control designs in adverse

conditions such as upsets, damage and failures [64]. In this research, the proposed

designs will be applied to the Matlab/Simulink model of GTM. The Simulink model

developed by the NASA contains engine dynamics, actuator dynamics, sensor dynam-

ics, etc, which is a high-fidelity representative of the general nonlinear aircraft flight

dynamics (2.1.1)–(2.1.9). Moreover, the GTM Simulink model provides some damage

scenarios such as rudder off, vertical tail off, left outboard flap off, left wing-tip off,

left elevator off, and left stabilizer off, and the actuator failures and the sensor fail-

ures can also be simulated. Hence, simulation offers a realistic representation of the
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aircraft under hazardous conditions and simulation results would provide a credible

assessment of our proposed design.

Damage: tail off, wing-tip off, stabilizer off, etc.
Actuator failures: lock-in-place failure, etc.

Sensor failures

Nonlinear GTM dynamics

Actuator dynamics

Engine dynamics

Sensor dynamics

Aerodynamic force

6

The NASA Generic Transport Model (GTM)

-Various
designs

- Selected
outputs

Figure 2.1: A benchmark aircraft model: the NASA GTM.

2.2 Linearization-Based Design

To handle the complicated nonlinear dynamics with uncertainties, a linearization-

based control design will be applied to the nonlinear aircraft flight system (2.1.10).

Since there are uncertainties of the aircraft system with damage, the equilibrium point

is not available. Therefore, an arbitrarily chosen operating point (x0, u0), which may

not be an equilibrium point, is used to linearize the nonlinear system (2.1.10) with

damage and actuator failures:

∆ẋ = A∆x+B∆u+ f0, ∆y = C∆x, ∆u = (Im − σ)∆v + σ∆ū, (2.2.1)

where ∆x = x − x0, ∆y = y − Cx0, ∆u = u − u0, ∆v = v − u0 and ∆ū = ū − u0

are perturbation signals, and A = ∂f/∂x
∣∣∣
(x0,u0)

, B = ∂f/∂u
∣∣∣
(x0,u0)

, f0 = f(x0, u0) are

unknown piecewise constant parameters and dynamics offset due to different damage
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conditions, and the failure index σ is also an uncertain piecewise constant function due

to different failure patterns. Since the linearized model (2.2.1) is an approximation

of the nonlinear aircraft system around a small neighborhood of the chosen operating

point (x0, u0), we will develop fault-tolerant control and fault detection schemes based

on the linear model (2.2.1) with large system uncertainties. Figure 2.2 shows the

linearization-based adaptive control and detection for the nonlinear aircraft system.

-∆v(t) m
6+

u0

-v(t) Nonlinear GTM with

damage and failures
-x(t) m

6−

x0

-∆x(t)

Adaptive

control law

∆v(t) � r(t)
� ∆x(t)/∆y(t)

- Detector 1 for

healthy system-
∆x(t)

∆v(t) - m
−6

-∆x
(1)
m (t) ∆e

(1)
m (t)

- Detector p for

unhealthy system

...

-
∆x(t)

- m
−

∆x(t)

6

-∆v(t) ∆x
(p)
m (t) ∆e

(p)
m (t)

Figure 2.2: Linearization-based fault-tolerant control and fault detection.

2.3 Linear System Preliminaries

To proceed the multivariable model reference adaptive control (MRAC) design, some

preliminaries are given as follows.

2.3.1 Infinite Zero Structure

For the MRAC of multi-input and multi-output (MIMO) systems, the system infinite

zero structure characterized by its interactor matrix and high frequency gain matrix

plays an important role.
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Lemma 2.3.1. [84], [82] For anyM×M strictly proper and full rank rational matrix

G(s), there exists a lower triangular polynomial matrix ξm(s), defined as the modified

left interactor matrix of G(s), of the form

ξm(s) =




d1(s) 0 · · · · · · 0
hm21(s) d2(s) 0 · · · 0

...
...

...
...

...
hmM1(s) · · · · · · hmMM−1(s) dM(s)


 , (2.3.1)

where hmij (s), j = 1, . . . ,M − 1, i = 2, . . . ,M , are polynomials, and di(s), i =

1, . . . ,M , are any chosen monic stable polynomials of degrees li > 0, such that the

associated high frequency gain matrix

Kp = lim
s→∞

ξm(s)G(s) (2.3.2)

is finite and nonsingular.

From Lemma 2.3.1, we can see that the interactor matrix ξm(s) and its high

frequency gain matrix Kp capture essential characteristics of the zero structure of the

system transfer matrix G(s) at infinity (s = ∞). For our multivariable MRAC design,

we will choose the reference system as Wm(s) = ξ−1
m (s). Based on the knowledge of

the infinite zero structure, i.e., the interactor matrix and the high frequency gain

matrix, output matching control schemes (to be shown next), which will be used as

plant-model matching conditions for the adaptive control designs, can be established

to achieve output tracking of a chosen reference signal ym(t) =Wm(s)[r](t).

2.3.2 Gain Matrix Decomposition

For multivariable MRAC control design, certain knowledge of the system high fre-

quency gain matrix Kp is important for adaptive law construction. Under the con-

dition that all leading principal minors of Kp are nonzero, several decompositions of

Kp exist and can be used to reduce the knowledge of Kp.
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LDU decomposition of Kp [23]. Let ∆i, i = 1, 2, . . . ,M , be the leading principal

minors of Kp ∈ RM×M , and assume that ∆i 6= 0, i = 1, 2, . . . ,M . Then, Kp has a

unique LDU decomposition:

Kp = LDU (2.3.3)

for some M ×M unit (that is, with all diagonal elements being 1) lower triangular

matrix L and unity upper triangular matrix U , and

D = diag{d∗1, d
∗
2, . . . , d

∗
M} = diag{∆1,

∆2

∆1
, . . . ,

∆M

∆M−1
}. (2.3.4)

For the LDU decomposition of an unknown Kp, we also assume that the signs

of ∆i, i = 1, 2, . . . ,M , are known. Then, in view of (2.3.4), sign[d∗i ], the sign of d∗i ,

is also known, i = 1, 2, . . . ,M , and it will be used in constructing stable adaptive

parameter estimation schemes.

LDS and SDU decompositions of Kp. Similar to its LDU decomposition, the

gain matrix Kp ∈ RM×M with all its leading principal minors ∆i 6= 0, i = 1, 2, . . . ,M ,

also has a non-unique LDS decomposition:

Kp = LsDsS, (2.3.5)

where S ∈ RM×M with S = ST > 0, Ls is an M ×M unity lower triangular matrix,

and

Ds = diag{s∗1, s
∗
2, . . . , s

∗
M}

= diag{sign[∆1]γ1, sign[
∆2

∆1
]γ2, . . . , sign[

∆M

∆M−1
]γM} (2.3.6)

such that γi > 0, i = 1, . . . ,M , may be arbitrarily chosen.

This LDS decomposition of Kp follows from the LDU decomposition of Kp, with

Ls = LDsU
−TD−1

s and S = UTD−1
s DU . The choice of Ds is not unique, which

provides certain flexibility in designing stable adaptive laws.
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A similar SDU decomposition ofKp is: Kp = SDsUs, for S = ST = LDD−1
s LT > 0

and Us = D−1
s L−TDsU unity upper triangular.

Based on its LDU, LDS or SDU decomposition, the uncertainties of Kp can be

further dealt with using stable estimation schemes to estimate the unknown param-

eters in L and U , while the knowledge of S and D either is not needed (because

S = ST > 0) or can be specified in terms of sign[∆i].

2.4 Output Plant-Model Matching Control

An important control objective of our designs in this research is to achieve system

output signal tracking of a chosen reference signal, while the system dynamics have

parametric and structural uncertainties. Here, we will present two nominal con-

trol designs with state feedback and output feedback respectively for known system

dynamics to achieve exact plant-model matching, where the plant-model matching

conditions will be used for developing multivariable MRAC schemes in the following

chapters to accommodate the system uncertainties.

Consider a general multi-input and multi-output linear time-invariant system

ẋ(t) = Ax(t) +Bu(t), y(t) = Cx(t), (2.4.1)

where A ∈ Rn×n, B ∈ Rn×M , and C ∈ RM×n, (A,B) is stabilizable and (A,C) is

detectable, the transfer matrix G(s) = C(sI − A)−1B has full rank, and all zeros of

G(s) are stable.

2.4.1 State Feedback Control Design

The objective is to design a state feedback control law

u(t) = K∗T
1 x(t) +K∗

2r(t), (2.4.2)
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for some constant matrices K∗
1 ∈ Rn×M and K∗

2 ∈ RM×M , to make the closed-loop

system transfer matrix

C(sI − A− BK∗T
1 )−1BK∗

2 = Wm(s),Wm(s) = ξ−1
m (s), (2.4.3)

with ξm(s) being the modified interactor matrix of G(s).

Design with a diagonal ξm(s). We first consider the case, where the modified

interactor matrix ξm(s) is of diagonal form

ξm(s) = diag{d1(s), d2(s), . . . , dM(s)}, (2.4.4)

where di(s), i = 1, 2, . . . ,M , are some monic stable polynomials of degrees li > 0,

such that lims→∞ ξm(s)G(s) = Kp is finite and nonsingular. Furthermore, from the

expression of G(s):

G(s) = C(sI − A)−1B = C

(
I
1

s
+ A

1

s2
+ A2 1

s3
+ A3 1

s4
+ · · ·

)
B, (2.4.5)

it follows that the associated high frequency gain matrix can be calculated as

Kp =




c1A
l1−1B

c2A
l2−1B
...

cMA
lM−1B


 , (2.4.6)

which is nonsingular, with ci, i = 1, 2, . . . ,M , denoting the ith row of C.

From the system equations ẋ = Ax + Bu, yi = cix, for y = [y1, y2, . . . , yM ]T ,

denoting the jth order time-derivative of yi(t) as y
(j)
i (t), we have

y
(j)
i (t) =

{
ciA

jx(t) for j = 0, 1, . . . , li − 1

ciA
jx(t) + ciA

j−1Bu(t) for j = li.
(2.4.7)

Considering the last equations

y
(li)
i (t) = ciA

lix(t) + ciA
li−1Bu(t), i = 1, 2, . . . ,M (2.4.8)
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we first choose a control law

u(t) = K−1
p v(t), v = [v1, v2, . . . , vM ]T (2.4.9)

to make (2.4.8) to the individual equations controlled by vi(t):

y
(li)
i (t) = ciA

lix(t) + vi(t), i = 1, 2, . . . ,M. (2.4.10)

Then, based on a choice of the modified interactor matrix

ξm(s) = diag{d1(s), d2(s), . . . , dM(s)} (2.4.11)

where di(s) = sli + ai1s
li−1 + · · ·+ aili−1s + aili is stable, i = 1, 2, . . . ,M , we choose

the feedback control law

vi(t) = −ciA
lix(t)− ai1y

(li−1)
i (t)− · · · − aili−1y

(1)
i (t)− ailiyi(t) + ri(t)

= −ciA
lix(t)− ai1ciA

li−1x(t)− · · · − aili−1ciAx(t)

−ailicix(t) + ri(t) (2.4.12)

for some reference input signals ri(t), i = 1, 2, . . . ,M , to make (2.4.10) into the

decoupled equations:

y
(li)
i (t) + ai1y

(li−1)
i (t) + · · ·+ aili−1y

(1)
i (t) + ailiyi(t) = ri(t), (2.4.13)

for i = 1, 2, . . . ,M . The control law (2.4.12) can be written as

v(t) = K0x(t) + r(t), r = [r1, r2, . . . , rM ]T , (2.4.14)

where the ith row of K0 is

kT0i = −ciA
li − ai1ciA

li−1 − · · · − aili−1ciA− ailici, (2.4.15)

for i = 1, 2, . . . ,M .
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Hence, it follows from (2.4.9) and (2.4.14) that

u(t) = K−1
p K0x(t) +K−1

p r(t)

4
= K∗T

1 x(t) +K∗
2r(t), (2.4.16)

where

K∗T
1 = K−1

p K0 ∈ RM×n, K∗
2 = K−1

p ∈ RM×M . (2.4.17)

Therefore, when applying the state feedback control law u(t) in (2.4.16) with K∗
1 and

K∗
2 in (2.4.17) to the system (2.4.1), we have the closed-loop system as

y(t) = C(sI − A− BK∗T
1 )−1BK∗

2 [r](t) = ξ−1
m (s)[r](t), (2.4.18)

where ξm(s) is of the diagonal form (2.4.4). That is the plant-model matching condi-

tion (2.4.3) holds for the diagonal ξm(s).

Design with a non-diagonal ξm(s). For G(s) = C(sI − A)−1B with a non-

diagonal interactor matrix ξ(s), there also exist K∗
1 ∈ Rn×M and K∗

2 ∈ RM×M such

that C(sI − A − BK∗T
1 )−1BK∗

2 = ξ−1
m (s) [59], [62], that is, for the state feedback

control law u(t) = K∗T
1 x(t) + K∗

2r(t), the closed-loop system matches the reference

system y(t) = ξ−1
m (s)[r](t).

Here, as an illustrative example: we consider a direct calculation of K∗
1 and K∗

2 for

a 2-input and 2-output system G(s) with a non-diagonal modified interactor matrix

ξm(s). Let Gi(s) be the ith row of G(s) and µi be the unique integers such that

lim
s→∞

sµiGi(s) = τi (2.4.19)

is finite and nonzero, for i = 1, 2, and set ξ1(s) and ξ
0
2(s) as

ξ1(s) = [sµ1 , 0], ξ02(s) = [0, sµ2 ]. (2.4.20)
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Since the interactor matrix is non-diagonal, τ2 is linearly dependent of τ1, such that

τ2 = α1
21τ1 for some α1

21 6= 0. We let

ξ12(s) = sµ
1
2(ξ02(s)− α1

21ξ1(s)) = sµ
1
2 [−α1

21s
µ1 , sµ2 ] (2.4.21)

for some unique integer µ1
2 > 0 such that

lim
s→∞

ξ12(s)G(s) = τ 12 (2.4.22)

is finite and nonzero. If τ 12 is linearly independent of τ1, then we set ξ2(s) = ξ12(s). If

τ 12 is linearly dependent of τ1, such that τ 12 = α2
21τ1 for some constant α2

21 6= 0, then

we let

ξ22(s) = sµ
2
2(ξ12(s)− α2

21ξ1(s)) = [−α1
21s

µ1+µ12+µ
2
2 − α2

21s
µ1+µ22 , sµ2+µ

1
2+µ

2
2 ] (2.4.23)

for some unique integer µ2
2 > 0 such that

lim
s→∞

ξ22(s)G(s) = τ 22 (2.4.24)

is finite and nonzero. If τ 22 is linearly dependent of τ1, one can repeat the above proce-

dure until getting a ξk2 (s) with a µk2 > 0 for some k > 2 such that lims→∞ ξk2 (s)G(s) =

τk2 is linearly independent of τ1. Then we can set ξ2(s) = ξk2 (s). The formation of the

linearly independent ξ1(s) and ξ1(s) is based on a construction procedure in [89]. For

this illustrative example, we assume that ξ1(s) and ξ12(s) are linearly independent,

such that there exists an interactor matrix

ξ(s) =

[
ξ1(s)
ξ12(s)

]
=

[
sµ1 0

−α1
21s

µ1+µ12 sµ2+µ
1
2

]
(2.4.25)

to make

lim
s→∞

ξ(s)G(s) = Kp =

[
τ1
τ 12

]
, (2.4.26)

which has full rank. Then, we will show the calculation of K∗
1 , K

∗
2 , and the modified

left interactor matrix ξm(s).



27

Without loss of generality, we assume µ1 ≥ µ2. With ci being the ith row of C,

the definition of µi implies that

τi = ciA
µi−1B 6= 01×M , ciA

jB = 01×M , j = 0, 1, . . . , µi − 2, i = 1, 2. (2.4.27)

In terms of the output signals y1(t) and y2(t), we have

y
(j)
i (t) =

{
ciA

jx(t) for j = 0, 1, . . . , µi − 1

ciA
jx(t) + ciA

j−1Bu(t) for j = µi.
(2.4.28)

Different from the case with a diagonal ξ(s) where both y1(t) and y2(t) equations

are used for feedback control design, we will only use those y1(t) equations, plus

a combination of the y1(t) equations and y2(t) equations, for the case with a non-

diagonal ξ(s). The definition of µ1
2 implies that

τ 12 = −α1
21c1A

µ1−1+µ12B + c2A
µ2−1+µ12B, (2.4.29)

−α1
21c1A

µ1−1+kB + c2A
µ2−1+kB = 01×M , k = 0, 1, . . . , µ1

2 − 1. (2.4.30)

In view of these relationships, we introduce the new output variable

z2(t) = −α1
21

(
y
(µ1)
1 (t)+β1y

(µ1−1)
1 (t)+β2y

(µ1−2)
1 (t)+· · ·+βµ2y

(µ1−µ2)
1 (t)

)

+y
(µ2)
2 (t)+β1y

(µ2−1)
2 (t)+β2y

(µ2−2)
2 (t)+· · ·βµ2y2(t), (2.4.31)

which can be also expressed as

z2(t) = −α1
21h̄2(s)[y1](t) + d̄21(s)[y2](t), (2.4.32)

where the polynomials h̄2(s) and d̄21(s) are

h̄2(s) = sµ1 + β1s
µ1−1 + β2s

µ1−2 + · · ·+ βµ2−1s
µ1−µ2+1 + βµ2s

µ1−µ2 (2.4.33)

d̄21(s) = sµ2 + β1s
µ2−1 + β2s

µ2−2 + · · ·+ βµ2−1s+ βµ2 (2.4.34)
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with some chosen βi, i = 1, 2, . . . , µ2, to make d̄21(s) stable. Then, from the expres-

sions of the derivatives of the output signals y1(t) and y2(t) as given in (2.4.28), we

have z2(t) in (2.4.31) as

z2(t) = −α1
21

(
c1A

µ1x(t) + c1A
µ1−1Bu(t)

)
+
(
c2A

µ2x(t) + c2A
µ2−1Bu(t)

)

−α1
21

(
β1c1A

µ1−1 + β2c1A
µ1−2 + · · ·+ βµ2c1A

µ1−µ2
)
x(t)

+
(
β1c2A

µ2−1 + β2c2A
µ2−2 + · · ·+ βµ2c2

)
x(t). (2.4.35)

In view of (2.4.30) with k = 0, i.e., −α1
21c1A

µ1−1B + c2A
µ2−1B = 0, it follows

z2(t) =
(
−α1

21(c1A
µ1 + β1c1A

µ1−1 + β2c1A
µ1−2 + · · ·+ βµ2c1A

µ1−µ2)

+c2A
µ2+β1c2A

µ2−1+β2c2A
µ2−2+· · ·+βµ2c2

)
x(t). (2.4.36)

By taking derivative on both sides of (2.4.36) and from ẋ = Ax+Bu, we have

z
(1)
2 (t) =

(
−α1

21(c1A
µ1+1 + β1c1A

µ1 + β2c1A
µ1−1 + · · ·+ βµ2c1A

µ1−µ2+1)

+c2A
µ2+1 + β1c2A

µ2 + β2c2A
µ2−1 + · · ·+ βµ2c2A

)
x(t)

+
(
−α1

21(c1A
µ1B+β1c1A

µ1−1B + β2c1A
µ1−2B + · · ·+ βµ2c1A

µ1−µ2B)

+c2A
µ2B + β1c2A

µ2−1B + β2c2A
µ2−2B + · · ·+βµ2c2B

)
u(t),

in view of (2.4.30) with k = 0, 1, i.e.,

−α1
21c1A

µ1−1B + c2A
µ2−1B = 0, −α1

21c1A
µ1B + c2A

µ2B = 0,

and (2.4.27) with ciA
jB = 0 for i = 1, 2, j ≤ µi − 2, the coefficient of u(t) is 0, so

that z
(1)
2 (t) is

z
(1)
2 (t) =

(
−α1

21(c1A
µ1+1 + β1c1A

µ1 + β2c1A
µ1−1 + · · ·+ βµ2c1A

µ1−µ2+1)

+ c2A
µ2+1 + β1c2A

µ2 + β2c2A
µ2−1 + · · ·+ βµ2c2A

)
x(t). (2.4.37)
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Similarly, for the jth order derivative of z2(t) with j = 2, . . . , µ1
2 − 1, we have

z
(j)
2 (t) =

(
−α1

21(c1A
µ1+j + β1c1A

µ1−1+j + β2c1A
µ1−2+j + · · ·+ βµ2c1A

µ1−µ2+j)

+ c2A
µ2+j + β1c2A

µ2−1+j + β2c2A
µ2−2+j + · · ·+ βµ2c2A

j
)
x(t)

+
(
−α1

21(c1A
µ1−1+jB + β1c1A

µ1−2+jB + · · ·+ βµ2c1A
µ1−µ2−1+jB)

+ c2A
µ2−1+jB + β1c2A

µ2−2+jB + · · ·+ βµ2c2A
−1+jB

)
u(t),

and from (2.4.27) and (2.4.30), the coefficient of u(t) becomes 0, that is

z
(j)
2 (t) =

(
−α1

21(c1A
µ1+j + β1c1A

µ1−1+j + β2c1A
µ1−2+j + · · ·+ βµ2c1A

µ1−µ2+j)

+ c2A
µ2+j + β1c2A

µ2−1+j + β2c2A
µ2−2+j+· · ·+ βµ2c2A

j
)
x(t). (2.4.38)

Then, by taking derivative on both sides of (2.4.38) for j = µ1
2 − 1 and from ẋ =

Ax+Bu, we obtain the µ1
2th order derivative of z2(t):

z
(u12)
2 (t) =

(
−α1

21(c1A
µ1+µ12+β1c1A

µ1−1+µ12+β2c1A
µ1−2+µ12+· · ·+βµ2c1A

µ1−µ2+µ12)

+ c2A
µ2+µ12+β1c2A

µ2−1+µ12 + β2c2A
µ2−2+µ12 + · · ·+ βµ2c2A

µ12

)
x(t)

+
(
−α1

21(c1A
µ1−1+µ12B+β1c1A

µ1−2+µ12B + · · ·+ βµ2c1A
µ1−µ2−1+µ12B)

+ c2A
µ2−1+µ12B+β1c2A

µ2−2+µ12B + · · ·+ βµ2c2A
−1+µ12B

)
u(t),

from (2.4.27), (2.4.29), and (2.4.30), the coefficient of u(t) becomes

τ 12 = −α1
21c1A

µ1−1+µ12B + c2A
µ2−1+µ12B,

it follows that

z
(u12)
2 (t) =

(
−α1

21(c1A
µ1+µ12+β1c1A

µ1−1+µ12+β2c1A
µ1−2+µ12+· · ·+βµ2c1A

µ1−µ2+µ12)

+ c2A
µ2+µ12+β1c2A

µ2−1+µ12+β2c2A
µ2−2+µ12+· · ·+βµ2c2A

µ12

)
x+τ 12u. (2.4.39)

In summary, from (2.4.36), (2.4.37), (2.4.38), and (2.4.39), we have

z
(j)
2 (t) =

{
Djx(t) for j = 0, 1, . . . , µ1

2 − 1

Djx(t) + τ 12u(t) for j = µ1
2,

(2.4.40)
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where the matrices Dj, j = 0, 1, . . . , µ1
2, are

Dj = −α1
21(c1A

µ1+j + β1c1A
µ1−1+j + β2c1A

µ1−2+j + · · ·+ βµ2c1A
µ1−µ2+j)

+c2A
µ2+j+β1c2A

µ2−1+j+β2c2A
µ2−2+j+· · ·+βµ2−1c2A

1+j+βµ2c2A
j . (2.4.41)

We now derive the feedback control design. From the last equation of (2.4.28), for

the first output signal y1(t), we have

y
(µ1)
1 (t) = c1A

µ1x(t) + τ1u(t). (2.4.42)

Then, with the choice of a stable polynomial

d1(s) = sµ1 + a11s
µ1−1 + · · ·+ a1µ1−1s+ a1µ1 , (2.4.43)

we choose the feedback control law component

τ1u(t) = −c1A
µ1x(t)− a11y

(µ1−1)
1 (t)− · · · − a1µ1−1y

(1)
i (t)− a1µ1y1(t) + r1(t), (2.4.44)

for some reference input signal r1(t), to make (2.4.42) into the decoupled equation:

y
(µ1)
1 (t) + a11y

(µ1−1)
1 (t) + · · ·+ a1µ1−1y

(1)
1 (t) + a1µ1y1(t) = r1(t). (2.4.45)

Moreover, from equations of (2.4.28), the control law (2.4.44) can be realized using

the state feedback structure:

τ1u(t) = −c1A
µ1x(t)− a11c1A

µ1−1x(t)− · · ·

−a1µ1−1c1Ax(t)− a1µ1c1x(t) + r1(t), (2.4.46)

From the last equation of (2.4.40), we have

z
(µ12)
2 (t) = Dµ12

x(t) + τ 12u(t). (2.4.47)

With the choice of a stable polynomial

d̄22(s) = sµ
1
2 + a21s

µ12−1 + · · ·+ a2µ12−1s+ a2µ12 , (2.4.48)
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we choose the second feedback control law component

τ 12u(t) = −Dµ12
x(t)− a21z

(µ12−1)
2 (t)− · · ·

−a2µ12−1z
(1)
2 (t)− a2µ12z2(t) + r2(t), (2.4.49)

for some reference input signal r2(t), to make (2.4.47) to a decoupled equation in

terms of the new output variable z2:

z
(µ12)
2 (t) + a21z

(µ12−1)
2 (t) + · · ·+ a2µ12−1z

(1)
2 (t) + a2µ12z2(t) = r2(t). (2.4.50)

Furthermore, from equations of (2.4.40), the control law (2.4.49) can be realized using

the state feedback structure:

τ 12u(t) = −Dµ12
x(t)− a21Dµ12−1x(t)− · · ·

−a2µ12−1D1x(t)− a2µ12D0x(t) + r2(t). (2.4.51)

From (2.4.46) and (2.4.51), we obtain

Kpu(t) = K0x(t) + r(t), (2.4.52)

where r(t) = [r1(t), r2(t)]
T , Kp =

[
τ1
τ 12

]
, and

K0 =

[
−c1A

µ1 − a11c1A
µ1−1 − · · · − a1µ1−1c1A− a1µ1c1

−Dµ12
− a21Dµ12−1 − · · · − a2µ12−1D1 − a2µ12D0

]
. (2.4.53)

Since Kp is nonsingular, we have the state feedback control law as

u(t) = K−1
p K0x(t) +K−1

p r(t) = K∗T
1 x(t) +K∗

2r(t), (2.4.54)

where K∗T
1 = K−1

p K0 and K∗
2 = K−1

p .

Applying the control law (2.4.54), the closed-loop system is decoupled into two

subsystems given by (2.4.45) and (2.4.50), which can be expressed as

d1(s)[y1](t) = r1(t), (2.4.55)

d̄22(s)[z2](t) = r2(t). (2.4.56)
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Substituting (2.4.32) in (2.4.56), we have

ξm(s)[y](t) = r(t), (2.4.57)

where y(t) = [y1(t), y2(t)]
T , and the modified left interactor matrix ξm(s) is

ξm(s) =

[
d1(s) 0
hm21(s) d2(s)

]
, (2.4.58)

with d2(s) = d̄21(s)d̄22(s) and hm21(s) = −α1
21h̄2(s)d̄22(s). Hence, the closed-loop

system becomes

y(t) = Wm(s)[r](t), (2.4.59)

where

Wm(s) = ξ−1
m (s) =

[ 1
d1(s)

0

hm21(s)

d1(s)d2(s)
1

d2(s)

]
, (2.4.60)

which is stable as d1(s) and d2(s) are chosen to be stable. Note that this design proce-

dure also defines a suitable modified left interactor matrix ξm(s) from the knowledge

of α21, µ1, µ2 and µ1
2 of the interactor matrix ξ(s).

Remark 2.4.1. It is important to note that for internal stability of the closed-loop

system, that is, all eigenvalues of A+BK∗T
1 are stable, we need the assumption that

(A,B,C) is stabilizable and detectable, in addition to the assumption that all zeros

of the system transfer matrix G(s) = C(sI − A)−1B are stable (in the open left-half

complex plane) (in other words, two assumptions together, all system zeros should be

stable). Such conditions are for stable pole-zero cancelations in both the open-loop

system (A,B,C) and the closed-loop system transfer matrix Wm(s). �

2.4.2 Output Feedback Control Design

For the MIMO linear system (2.4.1), we employ an output feedback controller

u(t) = Θ∗T
1

A(s)

Λ(s)
[u](t) + Θ∗T

2

A(s)

Λ(s)
[y](t) + Θ∗

20y(t) + Θ∗
3r(t), (2.4.61)
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where Λ(s) is a monic stable polynomial of degree ν − 1 for the observability index

ν of the open-loop system, A(s) = [IM , sIM , . . . , s
ν−2IM ]T , and Θ∗

1 ∈ RM(ν−1)×M ,

Θ∗
2 ∈ RM(ν−1)×M , Θ∗

20 ∈ RM×M and Θ∗
3 ∈ RM×M are some parameter matrices. It

has been shown in [84] that there exist Θ∗
1, Θ

∗
2, Θ

∗
20, and Θ∗

3 satisfying the following

plant-model matching condition:

IM−Θ
∗T
1 F(s)−(Θ∗T

2 F(s)+Θ∗
20)G(s)=Θ

∗
3W

−1
m (s)G(s),Θ∗

3=K
−1
p ,Wm=ξ−1

m (s), (2.4.62)

with F (s) = A(s)
Λ(s)

. Then, operating both sides of (2.4.62) on u(t), from the system

model y(t) = G(s)[u](t), and the matching condition (2.4.62), we have

y(t) = Wm(s)[r](t) = ξ−1
m (s)[r](t). (2.4.63)

That is the output feedback controller (2.4.61) can achieve plant-model matching.



Chapter 3

Multivariable State Feedback
Output Tracking MRAC

This chapter presents a novel multivariable model reference adaptive control (MRAC)

design using state feedback for achieving output tracking for uncertain multi-input

and multi-output (MIMO) systems. Several key technical issues of the multivariable

MRAC are addressed:

• analysis of restrictiveness of plant-model matching conditions;

• design of stable adaptive laws;

• closed-loop system stability and output tracking analysis; and

• design verification using the high-fidelity aircraft model–GTM.

State feedback control design is widely used for applications with measurable state

signals, such as within aircraft flight control systems, due to its simple controller struc-

ture. For the state feedback state tracking MRAC design, the crucial plant-model

matching condition is restrictive with respect to system uncertainties. In this chapter,

for the state feedback output tracking MRAC design, a less restrictive matching condi-

tion, which can be satisfied under system parametric and structural uncertainties, will
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be derived. With such a less restrictive plant-model matching condition, a parameter-

ized error model, based on a high frequency gain matrix decomposition that reduces

a priori system knowledge, will be developed for design of stable adaptive laws. The

state feedback controller updated by the adaptive laws can ensure closed-loop system

stability and asymptotic output tracking. This multivariable MRAC scheme with

the less restrictive matching condition provides a foundation for development of the

adaptive fault-tolerant control.

3.1 Problem Statement

Consider the MIMO linear time-invariant (LTI) system described by

ẋ(t) = Ax(t) +Bu(t), y(t) = Cx(t) (3.1.1)

where the system matrices A ∈ Rn×n, B ∈ Rn×M and C ∈ RM×n have parameter

uncertainties, and x(t) ∈ Rn, u(t) ∈ RM and y(t) ∈ RM are the state, input and

output vector signals. The control objective is to design a state feedback control law

u(t) to make all signals in the closed-loop system bounded and the output signal y(t)

asymptotically track a given reference signal ym(t) generated from a reference system

ym(t) =Wm(s)[r](t), Wm(s) = ξ−1
m (s), (3.1.2)

where r(t) ∈ RM is a bounded reference input signal, and ξm(s) defined in Lemma

2.3.1 is the modified left interactor matrix of the system transfer matrix G(s) =

C(sI −A)−1B , which has a stable inverse, i.e., Wm(s) is stable.

3.1.1 Motivation

The motivation of studying the multivariable MRAC with state feedback for output

tracking come from the fact that, for many important applications, there are some
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shortcomings in the two existing types of multivariable MRAC schemes, namely, state

feedback state tracking and output feedback output tracking designs.

State feedback for state tracking. For state feedback state tracking design,

the adaptive control law is given as

u(t) = KT
1 (t)x(t) +K2(t)r(t), (3.1.3)

where K1(t) ∈ Rn×M and K2(t) ∈ RM×M are the adaptively updated estimates of

nominal parameters K∗
1 and K∗

2 . Applying the adaptive control law (3.1.3) to the

system (3.1.1), the state signal x(t) can asymptotically track a reference state signal

xm(t) generated from

ẋm(t) = Amxm(t) +Bmr(t), (3.1.4)

where Am ∈ Rn×n is stable. For such an adaptive control design, the nominal param-

eters K∗
1 and K∗

2 must be existed to satisfy the matching condition:

A+BK∗T
1 = Am, BK∗

2 = Bm. (3.1.5)

However, when the system matrices A and B have uncertainties, i.e. entries of A and

B are unknown, the nominal parameters K∗
1 and K∗

2 are hard to be solved from the

matching condition (3.1.5) with the chosen reference system (Am, Bm). That is the

matching condition (3.1.5) is restrictive for the system with parameter uncertainties.

Then, we use an aircraft flight control example to show the restrictiveness of the

matching condition (3.1.5).

Example 3.1.1. Consider a linearized lateral-directional dynamic model of a large

transport airplane [85] described by

ẋ = Ax+Bu, x = [vb, pb, rb, φ, ψ]
T , u = [da, dr]

T . (3.1.6)
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The system matrices A and B have uncertainties due to variations of the operating

conditions, where the structures are given as

A=




a11 a12 a13 a14 0
a21 a22 a23 a24 0
a31 a32 a33 a34 0
0 1 0 0 0
0 0 1 0 0



, B=




b11 b12
b21 b22
b31 b32
0 0
0 0



, (3.1.7)

with aij , i = 1, 2, 3, j = 1, 2, 3, 4, and bij , j = 1, 2, 3, j = 1, 2, being the unknown

parameters. Denote k∗1ij , i = 1, 2, . . . , 5, j = 1, 2, as the (i, j) component of K∗
1 and

k∗2ij , i = 1, 2, j = 1, 2, as the (i, j) component of K∗
2 . It follows that

A+BK∗T
1 =




ac11 ac12 ac13 ac14 ac15
ac21 ac22 ac23 ac24 ac25
ac31 ac32 ac33 ac34 ac35

0 1 0 0 0
0 0 1 0 0



, (3.1.8)

where acij = aij + bi1k
∗
1j1 + bi2k

∗
1j2, i = 1, 2, 3, j = 1, 2, 3, 4, aci5 = bi1k

∗
151 + bi2k

∗
152, and

BK∗
2 =




b11k
∗
211 + b12k

∗
221 b11k

∗
212 + b12k

∗
222

b21k
∗
211 + b22k

∗
221 b21k

∗
212 + b22k

∗
222

b31k
∗
211 + b32k

∗
221 b31k

∗
212 + b32k

∗
222

0 0
0 0



. (3.1.9)

In view of (3.1.8) and (3.1.9), with the given matrices Am and Bm, there may not

exist the solutions of K∗
1 and K∗

2 for the matching condition (3.1.5). �

When A and B are known, we may use LQR or pole placement designs to derive

the controller parameters K∗
1 and K∗

2 . Meanwhile, the reference system matrices Am

and Bm can be obtained. However, when A and B have parameter uncertainties, such

as (3.1.7), it is hard to apply LQR or pole placement designs to obtain Am and Bm,

and K∗
1 and K∗

2 may not exist for some chosen Am and Bm as shown in Example 3.1.1.

Thus, the matching condition (3.1.5) is restrictive, which requires exact knowledge of

A and B to obtain K∗
1 and K∗

2 . Hence, in the presence of uncertainties of A and B,
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the unsolvable (restrictive) matching condition (3.1.5) makes it difficult to design an

adaptive state feedback for state tracking control law (3.1.3). On the contrary, the

matching condition of the state feedback for output tracking (to be developed) is less

restrictive and needs less system parameter information.

Output feedback for output tracking. If the control objective is to make the

output signal y(t) of the system (3.1.1) track the reference signal ym(t) generated

from (3.1.2), we can apply the output feedback multivariable MRAC scheme to avoid

the restrictive matching condition. It is well-known that such an output feedback

controller is given as

u(t) = ΘT
1 (t)ω1(t) + ΘT

2 (t)ω2(t) + Θ20(t)y(t) + Θ3(t)r(t), (3.1.10)

where ω1(t) = A0(s)
Λ(s)

[u](t) and ω2(t) = A0(s)
Λ(s)

[y](t) for a monic and stable polynomial

Λ(s) of degree ν−1 and A0(s) = [IM , sIM , . . . , s
ν−2IM ]T with ν being the observability

index of the system G(s) = C(sI−A)−1B. The adaptively updated parameters Θ1(t),

Θ2(t), Θ20(t) and Θ3(t) are the estimates of the nominal parameters Θ∗
1, Θ

∗
2, Θ

∗
20 and

Θ∗
3, which satisfy the matching equation (2.4.62). However, such an output feedback

controller with filter A0(s)
Λ(s)

is more complex than the state feedback controller structure

(3.1.3). A comparison of complexity of output feedback for output tracking and state

feedback for output tracking will be presented in Section 3.3.1.

In many applications, the system state variables are available and the control

objective is to achieve output tracking (e.g., aircraft flight control). For such ap-

plications, an effective and simple controller structure is desirable. It is the goal of

this chapter to develop a new multivariable MRAC with state feedback for output

tracking, which can avoid both the strict matching conditions and the complicated

output feedback controller structure.
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3.1.2 Design Assumptions

To proceed the design, we make the following assumptions about the system:

(A3.1) all zeros of G(s) have negative real parts;

(A3.2) G(s) has full rank and its modified left interactor matrix ξm(s) is known;

(A3.3) all leading principal minors ∆i, i = 1, 2, . . . ,M , of the high frequency gain

matrix Kp are nonzero and their signs are known; and

(A3.4) (A, B) is controllable and (A, C) is observable.

Assumptions (A3.1) and (A3.4) are needed for stable plant-model matching, as-

sumption (A3.2) is used to obtain the reference model (3.1.2), and assumption (A3.3)

is used for designing adaptive laws.

Remark 3.1.1. Although the parameters in A, B, and C have uncertainties, the

interactor matrix ξm(s) and signs of leading principal minors of Kp may be obtained

from the structure knowledge or physical meanings of matrices A, B, and C. Next,

we will use a generic aircraft model to show that ξm(s) and signs are accessible for the

aircraft flight system in the presence of parametric uncertainties. Hence, the design

assumptions are not restrictive for the aircraft flight control system. �

3.2 Controller Structure

We employ a state feedback controller:

u(t) = KT
1 (t)x(t) +K2(t)r(t) (3.2.1)

where K1 and K2 are estimates of the unknown constant matrices K∗
1 and K∗

2 , which

satisfy the following plant-model matching condition (2.4.3):

C(sI − A− BK∗T
1 )−1BK∗

2 = Wm(s),Wm(s) = ξ−1
m (s). (3.2.2)
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The existence ofK∗
1 and K∗

2 has been shown in Section 2.4.1. This result is also stated

in [59] in terms of H(s) = ξ−1
m (s) = Wm(s), the Hermite form of G(s). In particular,

when the interactor matrix ξm(s) of G(s) is in a diagonal form, the matching condition

can be treated as a solution to a decoupling problem for multivariable systems, which

is stated and solved in [22]. When the interactor matrix ξm(s) is in a lower triangular

form, [62] gives a method to solve K∗
1 and K∗

2 for the matching condition (3.2.2).

3.2.1 Robustness to Parameter Uncertainties

In each matching condition (3.1.5) and (3.2.2), there are three components: the

system (A,B,C), the reference system (Am, Bm) or ξ−1
m (s), and (K∗

1 , K
∗
2 ). A key

point of comparing these two matching conditions is to see whether the reference

systems (Am, Bm) and ξ−1
m (s) can be obtained under system parameter uncertainty

condition to ensure the existence of K∗
1 and K∗

2 .

When the parameters in A and B have uncertainties, it is hard to obtain (Am, Bm)

using LQR or pole-placement design, and K∗
1 and K∗

2 may not exist for some cho-

sen (Am, Bm), since the matching condition (3.1.5) requires strict matrix matching

condition, as explained in Section 3.1.1. On the contrary, we will show that, when

the parameters in A, B, and C have uncertainties, under some structural matrix

non-singularity conditions, the reference system ξ−1
m (s) can be obtained, that is the

matching condition (3.2.2) can be satisfied when (A,B,C) has uncertainties.

To proceed for the system transfer matrix G(s) = C(sI−A)−1B, denoting Ci, i =

1, 2, . . . ,M , as the ith row of C, the ith row of G(s) is given as

Gi(s) =
1

β(s)
(Ei(n−1)s

n−1 + · · ·+ Ei1s+ Ei0), (3.2.3)

where β(s) = det(sI − A) = sn+βn−1s
n−1+ · · ·+β1s+β0, Ei(n−1) = CiB, Ei(n−2) =

CiAB+βn−1CiB, . . ., Ei0=CiA
n−1B+· · ·+β2CiAB+β1CiB. We define a set of indices
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{ρ1, ρ2, . . . , ρM}, such that CiA
ρi−1B 6= 0 and CiA

kB = 0, k = 0, 1, . . . , ρi − 2.

Proposition 3.2.1. If the matrix

Kpd =




C1A
ρ1−1B

C2A
ρ2−1B
...

CMA
ρM−1B


 (3.2.4)

has full rank, then the diagonal matrix

ξm(s) = diag{d1(s), d2(s), . . . , dM(s)}, (3.2.5)

where di(s), i = 1, 2, . . . ,M , is a monic stable polynomial of degree ρi, is the left

modified interactor matrix, and the high frequency gain matrix is Kp = Kpd.

Proof: From (3.2.3) and the definition of index ρi, it can be easily shown that

lims→∞ ξm(s)G(s) = Kpd. Since Kpd has full rank, from the definition in Lemma

2.3.1, ξm(s) is the interactor matrix, and Kpd is the high frequency gain matrix. ∇

Under the uncertainties of A, B, and C, if the matrix Kpd defined in (3.2.4)

is nonsingular, the diagonal ξm(s) (3.2.5) is the system interactor matrix and the

reference system Wm(s) = ξ−1
m (s) is available for solving the matching condition

(3.2.2). Therefore, such a matrix non-singularity requirement is much less restrictive

than the strict matching condition required in the state matching equation (3.1.5).

Proposition 3.2.2. If the matrix Kpd defined in (3.2.4) is singular, then the inter-

actor matrix ξm(s) is of lower triangular form (2.3.1) [89].

Reference [89] gives a constructive procedure to build such a lower triangular

interactor matrix. To obtain the ξm(s), we may need more prior structural knowledge,

but the conditions used in [89] may be still less constrained than knowing exact A

and B for strict matrix matching condition (3.1.5).
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Robustness of interactor matrix. In real life applications, the structures of A,

B, and C may be known (some elements may be zeros), and the uncertain parameters

may have bounds. Based on such structural knowledge of the system, we could obtain

the interactor matrix ξm(s), which may be of diagonal form ifKpd has full rank or lower

triangular form if Kpd is singular, then the nonsingular high frequency gain matrix

Kp can also be obtained. When parameters change within the physical bounds, the

probability of Kp being singular is very small, since the parameters which makes the

determinant of Kp be zero lies in a low-dimensional manifold. Hence, the chosen

ξm(s) is still the system interactor matrix.

Next, we will use an aircraft model with parameter uncertainties to show that

the interactor matrix ξm(s) can be obtained and the high frequency gain matrix Kp

remains nonsingular with the chosen ξm(s).

3.2.2 An Aircraft Example

Recall that the linear aircraft lateral-directional dynamic model is

ẋ(t) = Ax(t) +Bu(t), y(t) = Cx(t), (3.2.6)

where the generic structures of A and B are given in (3.1.7). Here, we choose the roll

angle φ and the yaw angle ψ as the outputs, so the C matrix is

C =

[
0 0 0 1 0
0 0 0 0 1

]
. (3.2.7)

From (3.2.3), we have the transfer matrix is G(s) = [G1(s), G2(s)]
T , with

G1(s) =
1

β(s)
(E13s

3 + · · ·+ E11s+ E10),

G2(s) =
1

β(s)
(E23s

3 + · · ·+ E21s+ E20), (3.2.8)

where E13 = C1AB = [b21 + tan θ0b31, b22 + tan θ0b32] 6= 0 and E23 = C2AB =

[ 1
cos θ0

b31,
1

cos θ0
b32] 6= 0, since b21, b22, b31, and b32 are control gains from the corre-
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sponding control surfaces to the state accelerations and the signs are known: b21 < 0,

b22 > 0, b31 < 0, and b32 < 0. So the determinant of

Kpd =

[
C1AB
C2AB

]
=

[
b21 + tan θ0b31 b22 + tan θ0b32

1
cos θ0

b31
1

cos θ0
b32

]

is given as det(Kpd) =
1

cos θ0
(b32b21 − b31b22) 6= 0. From Proposition 3.2.1, the interac-

tor matrix for the system (3.2.6) can be chosen as ξm(s) = diag{(s+1)2, (s+1)2} and

the high frequency gain matrix Kp = Kpd. Thus, for the generic lateral-directional

aircraft model (3.2.6) with parameters changing within the physical range, the refer-

ence transfer matrix can be chosen as Wm(s) = ξ−1
m (s), and the matching condition

(3.2.2) can be satisfied. On the other hand, the matching condition (3.1.5) cannot be

satisfied for the generic lateral-directional aircraft model (3.2.6) as in Section 3.1.1.

3.3 Parameter Adaptation Scheme

In this section, we present the design and analysis of an adaptive scheme for the

control law u(t) in (3.2.1). Substituting the control law (3.2.1) in (3.1.1), we have

ẋ(t) = (A+BK∗T
1 )x(t) +BK∗

2r(t) +B((KT
1 (t)−K∗T

1 )x(t) + (K2(t)−K∗
2 )r(t)),

y(t) = Cx(t). (3.3.1)

In view of the reference model (3.1.2), matching condition (3.2.2) and (3.3.1), the

output tracking error e(t) = y(t)− ym(t) is

e(t) =Wm(s)Kp[Θ̃
Tω](t) + Ce(A+BK

∗T
1 )tx(0), (3.3.2)

where Ce(A+BK
∗T
1 )tx(0) converges to zero exponentially due to the stability of A +

BK∗T
1 , Θ̃(t) = Θ(t)−Θ∗, Θ(t) = [KT

1 (t), K2(t)]
T , Θ∗ = [K∗T

1 , K∗
2 ]
T , ω(t) = [xT , rT ]T .

If the control law (3.2.1) is implemented with K1(t) = K∗
1 and K2(t) = K∗

2 , we would

have limt→∞(y(t)− ym(t)) = 0 . However, K∗
1 and K∗

2 are unknown, we need to use

the K1(t) and K2(t) updated from some adaptive laws to be developed next.
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3.3.1 Design Based on the LDS Decomposition

To design adaptive parameter update laws, it is crucial to develop an error model in

terms of some related parameter errors and the tracking error e(t).

Error model development. From the tracking error (3.3.2), ignoring the expo-

nentially decaying term Ce(A+BK
∗T
1 )tx(0), we obtain

ξm(s)[e](t) = KpΘ̃
T (t)ω(t). (3.3.3)

To deal with the uncertainty of Kp, we use its LDS decomposition defined in (2.3.5):

Kp = LsDsS. Substituting (2.3.5) in (3.3.3), we obtain

L−1
s ξm(s)[e](t) = DsSΘ̃

T (t)ω(t). (3.3.4)

To parameterize the unknown matrix Ls, we introduce

Θ∗
0 = L−1

s − I = {θ∗ij}, (3.3.5)

where θ∗ij = 0 for i = 1, 2, . . . ,M and j ≥ i. We have

ξm(s)[e](t) + Θ∗
0ξm(s)[e](t) = DsSΘ̃

T (t)ω(t). (3.3.6)

We introduce a filter h(s) = 1/fh(s), where fh(s) is a stable and monic polynomial

whose degree equals the degree of ξm(s). Operating (3.3.6) by h(s)IM leads to

ē(t) + [0, θ∗T2 η2(t), θ
∗T
3 η3(t), . . . , θ

∗T
M ηM(t)]T = Ds S h(s)[Θ̃

Tω](t), (3.3.7)

where

ē(t) = ξm(s)h(s)[e](t) = [ē1(t), . . . , ēM(t)]T , (3.3.8)

ηi(t) = [ē1(t), . . . , ēi−1(t)]
T ∈ Ri−1, i = 2, . . . ,M, (3.3.9)

θ∗i = [θ∗i1, . . . , θ
∗
ii−1]

T , i = 2, . . . ,M. (3.3.10)
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Based on this parameterized error equation, we introduce the estimation error

ε(t) = [0, θT2 (t)η2(t), θ
T
3 (t)η3(t), . . . , θ

T
M(t)ηM(t)]T +Ψ(t)ξ(t) + ē(t), (3.3.11)

where Ψ(t) is the estimate of Ψ∗ = Ds S, and

ξ(t) = ΘT (t)ζ(t)− h(s)[ΘTω](t), ζ(t) = h(s)[ω](t). (3.3.12)

From (3.3.7)–(3.3.12), we can derive the following equation:

ε(t) = [0, θ̃T2 (t)η2(t), θ̃
T
3 (t)η3(t), . . . , θ̃

T
M(t)ηM(t)]T+Ds SΘ̃(t)T ζ(t)+Ψ̃(t)ξ(t) (3.3.13)

where θ̃i(t) = θi(t)− θ∗i , i = 2, 3, . . . ,M , and Ψ̃(t) = Ψ(t)−Ψ∗.

Adaptive laws. With the estimation error (3.3.13), we choose the adaptive laws

θ̇i(t) = −
Γθiεi(t)ηi(t)

m2(t)
, i = 2, 3, . . . ,M, (3.3.14)

Θ̇T (t) = −
Dsε(t)ζ

T (t)

m2(t)
, (3.3.15)

Ψ̇(t) = −
Γε(t)ξT (t)

m2(t)
, (3.3.16)

where the signal ε(t) = [ε1(t), ε2(t), . . . , εM(t)]T is computed from (3.3.11), Γθi = ΓTθi >

0, i = 2, 3, . . . ,M , and Γ = ΓT > 0 are adaptation gain matrices, and

m(t) = (1 + ζT (t)ζ(t) + ξT (t)ξ(t) +
M∑

i=2

ηTi (t)ηi(t))
1/2.

Complexity analysis. First, we note that the state feedback controller structure

(3.2.1) is less complex than the output feedback controller structure (3.1.10). Since

a matrix filter F (s) is used in the output feedback controller (3.1.10), it is necessary

to use additional integrators. Another comparison is based on number of updated

parameters and number of filtered signals.

Number of updated parameters. The number of parameters updated in the

state feedback for output tracking adaptive laws (3.3.14)–(3.3.16) is Ns = M2−M
2

+
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(n+M)M+M2, and the number for the output feedback for output tracking adaptive

laws is No =
M2−M

2
+ (2ν + 1)M2. From the observability index ν definition [84], we

have νM ≥ n. Then, we can derive that

No −Ns = 2νM2 − nM −M2 ≥ (n−M)M ≥ 0. (3.3.17)

That is, the state feedback for output tracking design has fewer parameters to be

updated than the output feedback for output tracking design (note that No = Ns

only when ν = 1 and n =M).

Number of filtered signals. Letting n∗
h = deg(fh(s)), the number of integrators

in construction of the filtered signals ξ(t) and ζ(t) used in state feedback for output

tracking is n∗
h(2M +n), and the number of integrators for ē(t) is n∗

ē that is related to

the filter ξm(s)h(s). So the total number of integrators for the state feedback output

tracking is given by Nfs = n∗
h(2M + n) + n∗

ē. Similarly, the number of integrators

used in output feedback for output tracking is given by Nfo = n∗
h(2νM +M) + n∗

ē.

From νM ≥ n, we have

Nfo −Nfs = n∗
h(2νM − n−M) ≥ n∗

h(n−M) ≥ 0. (3.3.18)

That is, the state feedback for output tracking design has fewer integrators than the

output feedback for output tracking design (as in the case of number of parameters

to be updated, Nfo = Nfs only when ν = 1 and n =M).

Based on the above analysis, we have the state feedback for output tracking scheme

is simpler than the output feedback for output tracking scheme.

3.3.2 Stability Analysis

For the adaptive laws (3.3.14)–(3.3.16), we have following desired properties.

Lemma 3.3.1. The adaptive laws (3.3.14)–(3.3.16) ensure that
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(i) θi(t) ∈ L∞, i = 2, 3, . . . ,M , Θ(t) ∈ L∞, Ψ(t) ∈ L∞, and ε(t)
m(t)

∈ L2 ∩ L∞;

(ii) θ̇i(t) ∈ L2 ∩ L∞, i = 2, 3, . . . ,M , Θ̇(t) ∈ L2 ∩ L∞, and Ψ̇(t) ∈ L2 ∩ L∞.

Proof: Consider the positive definite function

V =
1

2
(

M∑

i=2

θ̃Ti Γ
−1
θi θ̃i + tr[Ψ̃TΓ−1Ψ̃] + tr[Θ̃SΘ̃T ]). (3.3.19)

From (3.3.14)–(3.3.16), we derive the time-derivative of V

V̇ =−
M∑

i=2

θ̃Ti εi(t)ηi(t)

m2(t)
−
ξT (t)Ψ̃T ε(t)

m2(t)
−
ζT (t)Θ̃SDsε(t)

m2(t)
=−

εT (t)ε(t)

m2(t)
≤0. (3.3.20)

From (3.3.20), we have θi(t) ∈ L∞, i = 2, 3, . . . ,M , Θ(t) ∈ L∞, Ψ(t) ∈ L∞, ε(t)
m(t)

∈

L2 ∩ L∞, θ̇i(t) ∈ L2 ∩ L∞, i = 2, 3, . . . ,M , Θ̇(t) ∈ L2 ∩ L∞, and Ψ̇(t) ∈ L2 ∩ L∞. ∇

Based on Lemma 3.3.1, we can prove the following system stability property.

Theorem 3.3.1. The multivariable MRAC scheme with the state feedback controller

(3.2.1) updated by the adaptive laws (3.3.14)–(3.3.16), when applied to (3.1.1), guar-

antees the closed-loop signal boundedness and asymptotic output tracking: limt→∞(y(t)−

ym(t))=0, for any initial conditions.

The proof of Theorem 3.3.1 can be carried out by using a similar way as described

in [46] and [84] for multivariable MRAC using output feedback (see (3.1.10)). A key

step of such an analysis procedure is to express a filtered version of the plant output

y(t) in a feedback framework which has a small gain due to the L2 properties of Θ̇(t),

θ̇i(t) and
ε(t)
m(t)

. Since the state feedback control signal u(t) depends on the state x(t),

we need to express it in terms of the output y(t) (and the input u(t) itself through a

dynamic block). This can be done using a state observer representation ẋ=Ax+Bu,

y=Cx: ẋ= (A−LC)x+Bu+Ly for a gain matrix L ∈ Rn×M such that A − LC is

stable (which is possible because (A, C) is observable). Then, the analysis procedure

in [84] can be used to conclude the closed-loop signal boundedness and asymptotic
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output tracking: limt→∞(y(t)−ym(t)) = 0 for the state feedback case. The detailed

proof has been shown for the discrete-time adaptive control design in Chapter 7.

3.4 Control Issues of Nonlinear Systems

The commonly used method of control design for nonlinear systems (such as aircraft

flight control systems) is based on linearization of the nonlinear systems. In this sec-

tion, we will present the procedure of applying the state feedback for output tracking

MRAC design to the nonlinear systems.

3.4.1 Control Design

The nonlinear system can be denoted as

ẋ(t) = fn(x(t), u(t)), y(t) = h(x(t)), (3.4.1)

where x ∈ Rn, u ∈ RM and y ∈ RM are the state, input and output signals.

Linearization. Applying the Taylor series expansion at an equilibrium point

(x0, u0) (fn(x0, u0) = 0), we have the nonlinear system as

∆ẋ(t) = ẋ(t) = A∆x(t) +B∆u(t) +Rn(∆x,∆u),

∆y(t) = C∆x(t) +Rh(∆x), (3.4.2)

where ∆x(t) = x(t) − x0, ∆u(t) = u(t)− u0, ∆y(t) = y(t)− h(x0), Rn(∆x,∆y) and

Rh(∆x) are the higher-order terms, and

A=
∂fn
∂x

∣∣∣
(x0,u0)

, B=
∂fn
∂u

∣∣∣
(x0,u0)

, C=
∂h

∂x

∣∣∣
x0
. (3.4.3)

In a small neighborhood of (x0, u0), we approximate the nonlinear system as

∆ẋ(t) = A∆x(t) +B∆u(t), ∆y(t) = C∆x(t). (3.4.4)
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Figure 3.1: Closed-loop system with nonlinear system.

Design objective. The output perturbation ∆y(t) should track a given reference

signal ∆ym(t)

∆ym(t) = Wm(s)[r](t), Wm(s) = ξ−1
m (s), (3.4.5)

where r(t) is a bounded reference input signal, and ξm(s) is a modified left interactor

matrix of the transfer matrix G(s) = C(sI − A)−1B.

Linear control law design. Based on the linearized system (3.4.4), we generate

the MRAC signal ∆u(t) as

∆u(t) = KT
1 (t)∆x(t) +K2(t)r(t), (3.4.6)

where K1(t) and K2(t) are updated from (3.3.14)–(3.3.16).

Control law for the nonlinear system. We add the equilibrium signal u0 with

∆u(t) to obtain the controller signal u(t) = ∆u(t) + u0 and apply it to the nonlinear

system (3.4.1). Figure 3.1 shows the closed-loop system.

Compensation of approximation errors. The developed adaptive control de-

sign is based on the linearized system without the approximation errors Rn and Rh.

When applied to the nonlinear system, the approximation errors could be compen-

sated when they are small and approximate output tracking could be achieved in an

average sense. However, the exact asymptotic output tracking might not take place,

even if the perturbations are small, since the perturbations could lead to some resid-
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ual errors, or even parameter drift or instability. To avoid parameter drift, standard

robust modifications of the adaptive laws can be used.

For a comparison study, we will also apply a fixed controller, which is the nominal

controller ∆u(t) = K∗T
1 ∆x(t) + K∗

2∆r(t), to the nonlinear system. The simulation

result will show that, for a same reference input r(t), the adaptive controller can com-

pensate the approximation errors to achieve approximate output tracking, while the

fixed controller cannot compensate the errors. Thus, we may conclude that operation

range of the linearization-based adaptive controller is larger than the fixed controller.

3.4.2 System Infinite Zero Structure

Consider a control-affine nonlinear system

ẋ(t) = f(x(t)) +

M∑

i=1

gi(x(t))ui(t), y(t) = h(x(t)), (3.4.7)

where h(x(t)) = [h1(x(t)), h2(x(t)), . . . , hM(x(t))]T . Assume that the system (3.4.7)

has a relative degree {ρ1, ρ2, . . . , ρM} at a neighborhood of x0, such that (i) LgjL
k
fhi(x) =

0, ∀1 ≤ j ≤M, k < ρi − 1, 1 ≤ i ≤M , and (ii) the matrix

α(x)=




Lg1L
ρ1−1
f h1(x) · · · LgML

ρ1−1
f h1(x)

Lg1L
ρ2−1
f h2(x) · · · LgML

ρ2−1
f h2(x)

...
...

...

Lg1L
ρM−1
f hM(x) · · · LgML

ρM−1
f hM(x)


 (3.4.8)

is nonsingular, for ∀x in the neighborhood of x0 [43]. Here, LgjL
k
fhi(x), i = 1, 2, . . . ,M, j =

1, 2, . . . ,M, k = 0, 1, . . . , ρi−1, denotes LgjL
k
fhi(x) =

∂Lk
f
hi

∂x
gj , where L

k
fhi = Lf (L

k−1
f hi) =

∂Lk−1
f

h

∂x
f, . . . , L0

fhi = hi.

Linearization. We now linearize the system (3.4.7) at an equilibrium (x0, u0),

such that f(x0) = 0 and u0 = [u10 , u20, . . . , uM0]
T = 0. From (3.4.4) and (3.4.3), we

obtain the linearized system of (3.4.7) as

∆ẋ(t) = A∆x(t) +B∆u(t), ∆y(t) = C∆x(t), (3.4.9)
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where ∆x(t)=x(t)−x0, ∆u(t)=u(t), ∆y(t)=y(t)−h(x0),

A =
∂f

∂x

∣∣∣
x0
, B = [g1(x0), . . . , gM(x0)], C = [

∂h1
∂x

∣∣∣
x0
, . . . ,

∂hM
∂x

∣∣∣
x0
]T . (3.4.10)

Theorem 3.4.1. If the relative degree of nonlinear system (3.4.7) is {ρ1, . . . , ρM},

then the interactor matrix of the linearized system (3.4.9) is of the diagonal form:

ξm(s) = diag{d1(s), d2(s), . . . , dM(s)}, where di(s), i = 1, 2, . . . ,M , are monic stable

polynomials of degrees li = ρi.

The above result is derived for the case when the nonlinear system (3.4.7) has

a set of well-defined relative degrees ρi, i = 1, 2, . . . ,M , for x in a neighborhood of

x0, which leads to a diagonal interactor matrix (or Hermite form) of the linearized

system obtained at x0. This implies that the interactor matrix of the linearized

system obtained in a neighborhood of x0 does not change. This is an important

system invariance under linearization. This property is crucial for application of

multivariable MRAC to nonlinear systems.

3.5 Application to the GTM

In this section, we apply the linearization-based multivariable MRAC design to the

NASA generic transport model (GTM), to assess its effectiveness for the nonlinear

aircraft system.

3.5.1 The NASA Generic Transport Model (GTM)

To test the MRAC scheme, we will use the nonlinear Simulink model of the GTM

developed by NASA, which represents realistic flight scenarios, to perform simulation

studies of our adaptive control scheme. The GTM is a nonlinear system denoted as

ẋg(t) = f(xg(t), ug(t)), yg(t) = h(xg(t)), (3.5.1)
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where the output yg is a part of the state xg, and the state and the input are

xg=[ub, wb, qb, θ, vb, pb, rb, φ, ψ]
T, ug=[de, da, dr, dt]

T .

Under a wings-level flight condition, the aircraft can be decoupled into lateral-directional

and longitudinal dynamics.

3.5.2 Control of the GTM

In this simulation study, we will apply the developed linearization-based design to

the linearized and nonlinear GTMs. After linearizing the GTM model (3.5.1) at

an equilibrium point (steady straight wings-level flight at 90 knots) (xg0, ug0), the

longitudinal and the lateral-directional dynamics are decoupled, and we only consider

the linearized lateral-directional dynamics:

∆ẋ(t) = A∆x(t) +B∆u(t), ∆y(t) = C∆x(t), (3.5.2)

where ∆x(t) = x(t)− x0, ∆u(t) = u(t)− u0, ∆y(t) = y(t)− Cx0, x(t) and u(t) are

x(t) = [vb, pb, rb, φ, ψ]
T , u(t) = [da, dr]

T , (3.5.3)

and we choose φ and ψ as the output signals

y(t) = [φ, ψ]T = Cx(t), (3.5.4)

such that

C =

[
0 0 0 1 0
0 0 0 0 1

]
. (3.5.5)

For the lateral-directional dynamics (3.5.2), the structures of A and B are

A =




a11 a12 a13 a14 0
a21 a22 a23 0 0
a31 a32 a33 0 0
0 1 tan θ0 0 0
0 0 1

cos θ0
0 0



, B =




b11 b12
b21 b22
b31 b32
0 0
0 0



, (3.5.6)

where θ0 is the equilibrium point of the pitch angle.



53

Remark 3.5.1. Since the linearized model of the nonlinear system (3.5.1) is obtained

for a neighborhood of (xg0, ug0), the lateral-directional dynamics of the GTM model

can be treated as decoupled from the longitudinal dynamics around (xg0, ug0). Then,

the nonlinear lateral-directional dynamics equation may be expressed as

ẋ = fl(x) + [gl1(x), gl2(x)]u, y = [φ, ψ]T, (3.5.7)

around its equilibrium (x0, 0), whose linearized system is (3.5.2). Based on Theorem

3.3.1, for the lateral-directional dynamics, the system infinite zero structure is in-

variant. This implies that the linearization-based design is meaningful in terms of the

design condition of the invariant infinite zero structure, when applied to the nonlinear

GTM for its lateral-directional dynamics control. �

Verification of design conditions. The transfer matrix of the system (3.5.2)

is G(s) = [G1(s), G2(s)]
T , where G1(s) = 1

β(s)
(E13s

3 + · · · + E11s + E10),G2(s) =

1
β(s)

(E23s
3 + · · ·+ E21s+ E20), with

E13 = C1AB = [b21 + tan θ0b31, b22 + tan θ0b32] 6= 0,

E23 = C2AB = [
1

cos θ0
b31,

1

cos θ0
b32] 6= 0.

Based on the values of A and B obtained from the GTM model, it can be verified

that all zeros of G(s) have negative real parts and G(s) has full rank, and the matrix

[ET
13, E

T
23]

T is nonsingular. From Proposition 3.2.1, we choose

ξm(s) = diag{(s+ 1)2, (s+ 1)2}, (3.5.8)

then the high frequency gain matrix is given as

Kp=

[
C1AB
C2AB

]
=

[
b21+tan θ0b31 b22+tan θ0b32

1
cos θ0

b31
1

cos θ0
b32

]
, (3.5.9)
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which has full rank. From (3.5.9), the first and second leading principal minors are

∆1 = b21 + tan θ0b31 6= 0,∆2 = det(Kp) =
1

cos θ0
(b21b32 − b22b31) 6= 0,

since b21, b22, b31, and b32 are control gains from the corresponding control surfaces

to the state accelerations and the signs are known: b21 < 0, b22 > 0, b31 < 0, and

b32 < 0. Moreover, the equilibrium point of the pitch angle is θ0 = 0.067 rad. Then,

we obtain the sign information of the principal minors:

sign(∆1) = −1, sign(∆2) = 1. (3.5.10)

Reference model. The reference model is chosen as

∆ym(t) =Wm(s)[r](t), (3.5.11)

where Wm(s) = ξ−1
m (s) = diag{1/(s+ 1)2, 1/(s+ 1)2}.

Design parameters. Since the degree of ξm(s) is 2, the filter is chosen as

h(s) = 1/(s + 8)2. For the adaptive laws (3.3.14)–(3.3.16), we choose Γθ2 = 10,

Γ = diag{10, 10}, and Ds = diag{sign[∆1]γ1, sign[
∆2

∆1
]γ2} = diag{−30,−30}.

Adaptive state feedback controller. We apply the control law ∆u(t) =

KT
1 (t)∆x(t) +K2(t)r(t) with K1(t) and K2(t) being updated from (3.3.14)–(3.3.16)

to the linearized GTM first. Then, we apply u(t) = u0+∆u(t) to the nonlinear GTM

around the equilibrium point (x0, u0).

Simulations of linearized and nonlinear GTMs. In the simulation study,

the initial values of the gain parameters K1(t) and K2(t) in the adaptive laws are

chosen not far from the nominal values. We use two cases to assess the validation of

our linearization-based control design:

(i) constant reference input r(t)=r1(t)=[4π/180,10π/180]
T ;
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(ii) varying reference input r(t)=r2(t)=[5π/180 sin(0.02t),10π/180 sin(0.015t)]
T .

The simulation results of the linearized GTM and nonlinear GTM are given as follows.

Case I: r(t) = r1(t). In Figure 3.2, the dotted lines represent the reference ∆ym(t),

the dashed lines represent the output signal ∆y(t) of the linearized GTM (3.5.2), and

the solid lines represent the GTM output perturbation ∆y(t). From Figure 3.2, we

can see that the linearized GTM outputs track the reference signals, and the nonlinear

GTM output perturbations track the reference signals as well. That is the output

signal y(t) of the nonlinear GTM can track the signal y0 + ∆ym(t), which is not far

from the equilibrium y0.
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Figure 3.2: System responses vs. reference (r(t) = r1(t)).

Case II: r(t) = r2(t). From Figure 3.3, the output signals of the linearized and

nonlinear GTMs can track given reference signals.

Summary of the simulation results. For the linearized GTM simulations in

Case I and Case II, the output tracking is achieved, which is ensured by Theorem
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Figure 3.3: System responses vs. reference (r(t) = r2(t)).

3.3.1. From the nonlinear GTM simulation results in Case I and Case II, we conclude

that this linearization-based control design can compensate the approximation errors

and parameter uncertainties for the nonlinear system in a small neighborhood of the

equilibrium point.

Applying fixed controller to the nonlinear GTM. To further show the ad-

vantage of the adaptive control scheme, we apply a linearization-based fixed controller

u(t) = u0 +∆u(t) to the nonlinear GTM, such a fixed controller ∆u(t) is chosen as

the nominal controller ∆u(t) = K∗T
1 ∆x(t) + K∗

2r(t). The reference input is chosen

as r(t) = [4π/180, 10π/180]T the same with the one in Case I, where the adaptive

controller achieves output tracking (Figure 3.2) for the nonlinear GTM. From Figure

3.4, we can see that the output tracking errors of the fixed control design are large.

Thus, we may conclude that the linearization-based fixed controller may not be able

to compensate the approximation error.
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Figure 3.4: GTM outputs (adaptive and fixed) vs. reference.

Summary

In this chapter, we present the development of the state feedback output tracking mul-

tivariable MRAC scheme and the application to linear and nonlinear aircraft flight

systems. Such schemes need less restrictive plant-model matching conditions than the

state tracking scheme, while offering a simpler controller structure than the output

feedback scheme. This state feedback for output tracking method represents an ad-

dition to the currently available collection of multivariable MRAC designs, and has a

high potential for output tracking applications such as aircraft flight control in which

system states are available but the state tracking matching conditions cannot be sat-

isfied. The state feedback output tracking MRAC scheme design is based on the LDS

decomposition of the plant’s high frequency gain matrix, which needs much relaxed

condition on Kp. Relaxed plant-model matching conditions and desired stability and
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asymptotic tracking properties have been established in theory and demonstrated via

simulation results from application to a linearized GTM models. This linearization-

based design was subsequently applied to the nonlinear model of the GTM. The

simulations have shown that such a linearization-based design is applicable to the

nonlinear aircraft flight system in a small neighborhood of the equilibrium point.



Chapter 4

Adaptive Structural Damage
Compensation for MIMO Systems

This chapter develops a linearization-based adaptive control technique for control of

the nonlinear aircraft flight systems with large parametric and structural uncertainties

caused by damage. Some key technique issues are addressed:

• linearization of nonlinear aircraft systems with damage conditions;

• investigation of generic structures of linearized aircraft models; and

• invariance of infinite zero structures before and after damage.

Then, a state feedback multivariable model reference adaptive control (MRAC) scheme

is developed to ensure stability and asymptotic output tracking for the aircraft flight

system in the presence of damage. Simulation studies of this linearization-based adap-

tive control of the nonlinear aircraft system–the NASA GTM demonstrate the desired

performance in a small neighborhood of the chosen operating point.

4.1 Problem Statement

The nonlinear aircraft flight system model constructed by force equations, moment

equations, and kinematic equations, has been presented in Section 2.1, where the
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uncertain variations caused by damage are also investigated. We denote the nonlinear

aircraft system model with two output signals pitch angle θ and yaw angle ψ as

ẋ(t) = f(x(t), u(t)), y(t) = Cx(t) = [θ, ψ]T , (4.1.1)

where x(t) = [ub, wb, qb, θ, vb, rb, pb, φ, ψ]
T and u(t) = [de, dr, da, dtl, dtr]

T . The first four

state elements ub, wb, qb, θ represent the longitudinal motion of the aircraft, while the

last five elements vb, rb, pb, φ, ψ represent the lateral-directional motion. To capture

essential system structure features before and after damage occurs, we will analyze

the linearized aircraft model at a given operating point (x0, u0).

Operating point for linearization-based design. The operating point (x0, u0)

is important for the linearization-based design, since it connects the state, output,

and control input signals between the nonlinear system and its linearized model in

the following way:

∆x(t) = x(t)− x0, ∆y(t) = y(t)− Cx0, ∆u(t) = u(t)− u0,

where ∆x(t),∆y(t), and ∆u(t) are the linearized perturbation state, output, and

input signals, and x(t), y(t), and u(t) are the nonlinear aircraft system signals.

For the linearization-based feedback control design, the measurements of signals

∆x(t) or ∆y(t) are required. If (x0, u0) is unknown, the signals ∆x(t) and ∆y(t)

cannot be obtained from x(t) and y(t). Moreover, the designed linearization-based

control law ∆u(t) cannot be applied to the nonlinear system, since u0 is unknown in

the nonlinear controller signal u(t) = ∆u(t)+u0. Therefore, to employ a linearization-

based design, the system should be linearized at a known operating point.

Damage causes uncertain system structure changes, equilibrium points are not

accessible. In this research, a given point (x0, u0) is chosen as the linearization oper-

ating point for the aircraft system (4.1.1) before and after damage occurs to ensure
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that the linearization-based design can be applied to the nonlinear aircraft system

with damage. It is worth noting that the non-equilibrium operating point (x0, u0)

may introduce a dynamics offset term for the linearized system model.

Linearized aircraft system model. The linearized model of the nonlinear

aircraft system (4.1.1) at (x0, u0) is given as

∆ẋ(t) = A∆x(t) +B∆u(t) + f0, ∆y(t) = C∆x(t), (4.1.2)

where f0 = f(x0, u0) may not be 0, A= ∂f
∂x

∣∣∣
(x0,u0)

, B= ∂f
∂u

∣∣∣
(x0,u0)

, and

C =

[
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1

]
.

Since there exists uncertain damage, the system parameters (A,B, f0) are unknown

and different before and after damage occurs. Assuming that the uncertain damage

happens at t = Td with unknown Td, it follows that

(A,B, f0) =

{
(An, Bn, f0n), t ≤ Td
(Ad, Bd, f0d), t > Td

, (4.1.3)

where (An, Bn, f0n) denotes the uncertain nominal system parameters and (Ad, Bd, f0d)

denotes the uncertain damaged system parameters.

Sequential linear system with dynamics offset. In this paper, a sequential

linear system with an unknown constant dynamics offset is used to represent the

linearized aircraft models before and after damage, such a system is described as

∆ẋ(t) = A∆x(t) +B∆u(t) + f0, ∆y(t) = C∆x(t), (4.1.4)

where ∆x(t) ∈ RM ,∆u(t) ∈ RM , and ∆y(t) ∈ RM , A ∈ Rn×n, B ∈ Rn×M , and

C ∈ RM×n are unknown piecewise constant matrices with a finite number of unknown

jumps (Ai, Bi, Ci), i = 1, 2, . . . , N , and f0 ∈ Rn×1 is an unknown piecewise constant

offset with a finite number of unknown jumps f0i, i = 1, 2, . . . , N , such that A =



62

Ai, B = Bi, C = Ci, f0 = f0i, for t ∈ [ti−1, ti), i = 1, 2, . . . , N , with t0 = 0 and

tN = ∞. This system description implies that there are up to N − 1 damages which

may occur in the system.

Control objective. The objective is to develop an adaptive control law ∆u(t)

for (4.1.4) to make all the closed-loop system signals bounded and the system output

signal ∆y(t) track a given reference signal ∆ym(t) generated from a reference model:

∆ym(t) = Wm(s)[r](t),Wm(s) = ξ−1
m (s), (4.1.5)

where Wm(s) is a stable transfer matrix and r(t) is a bounded reference input signal.

Control of the nonlinear aircraft system. It is worth noting that, to design an

adaptive feedback control scheme for (4.1.4), the dimensions of control input ∆u(t) ∈

RM and system output ∆y(t) ∈ RM should be the same. For the linearized aircraft

system (4.1.2), the control input signal is

∆u(t) = [∆de(t),∆dr(t),∆da(t),∆dtl(t),∆dtr(t)]
T ∈ R5, (4.1.6)

while output signal is ∆y(t) = [∆θ(t),∆ψ(t)]T ∈ R2. In this research, we only manip-

ulate the control input signal [∆de(t),∆dr(t)]
T , while we set [∆da,∆dtl,∆dtr]

T = 0.

Therefore, the linearized aircraft system (4.1.2) becomes a 2-input and 2-output sys-

tem with the control input signal ∆u(t) = [∆de(t),∆dr(t)]
T and the output signal

∆y(t) = [∆θ(t),∆ψ(t)]T . Then, after deriving the adaptive state feedback control

scheme for ∆u(t) = [∆de(t),∆dr(t)]
T , the control law

u(t) = [∆de(t) + de0,∆dr(t) + dr0, da0, dtl0, dtr0]
T , (4.1.7)

can be applied to the original nonlinear aircraft system (4.1.1) in a small neighborhood

of the operating point (x0, u0), where u0 = [de0, dr0, da0, dtl0, dtr0]
T is the control input

operating point. Figure 4.1 shows the closed-loop nonlinear aircraft system structure.
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Figure 4.1: Closed-loop nonlinear aircraft control system with damage.

In the simulation studies, we will see that such a control law (4.1.7), with aileron da(t)

and throttles dtl(t), dtr(t) fixed at the operating point values and elevator de(t) and

rudder dr(t) controlled by the linearization-based design, can efficiently achieve some

longitudinal and lateral-directional maneuvers.

Assumptions. To design a multivariable state feedback MRAC scheme for

the sequential linear system (4.1.4), the following assumptions are required: (A1)

All zeros of Gi(s) = Ci(sI − Ai)
−1Bi, i = 1, 2, . . . , N , have negative real parts;

(A2) Gi(s), i = 1, 2, . . . , N , have full rank, the modified left interactor matrix ξm(s)

is known and invariant for all Gi(s), i = 1, 2, . . . , N ; (A3) All leading principal

minors ∆ij , i = 1, 2, . . . , N, j = 1, 2, . . . ,M , of the high frequency gain matrices

Kpi = lims→∞ ξm(s)Gi(s) are nonzero and their signs are known, such that sign[∆pj] =

sign[∆qj], p, q = 1, 2, . . . , N, j = 1, 2, . . . ,M , i.e. the signs are invariant when damage

occurs; (A4) (Ai, Bi) is controllable and (Ai, Ci) is observable.

Assumptions (A1) and (A4) are needed for stable plant-model matching, assump-

tion (A2) ensures that the aircraft systems can track a same reference system (4.1.5)

before and after damage occurs, and assumption (A3) is used for designing adaptive

parameter update laws. The invariance of interactor matrix (assumption (A2)) and

signs of high frequency gain matrix (assumption (A3)) will be investigated for the

linearized aircraft systems before and after damage occurs in the next section.
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4.2 System Invariance of the Aircraft Model

In this section, the linearized system invariance of infinite zero structure and signs

of high frequency gain matrix before and after damage occurs will be studied from

two directions: one is to investigate the generic structures of the linearized aircraft

systems before and after damage; the other one is to investigate the relationship of

the infinite zero structures between the nonlinear system and the linearized system to

derive the invariant properties of linearized aircraft systems before and after damage.

Invariance analysis based on generic linearized models. The operating

point is chosen as a wings-level flight condition

(x0, u0) = ([ub0, wb0, 0, θ0, 0, 0, 0, 0, ψ0]
T , [de0, dr0, da0, dtl0, dtr0]

T ). (4.2.1)

After linearizing the aircraft system (4.1.1) at (x0, u0) and setting the control in-

put [da(t), dtl(t), dtr(t)]
T = [da0, dtl0, dtr0]

T , the systems before and after damage are

denoted as

∆ẋ(t) = A∆x(t) +B∆u(t) + f0, ∆y(t) = C∆x(t), (4.2.2)

where ∆u(t) = [∆de(t),∆dr(t)]
T and

C =

[
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1

]
. (4.2.3)

When there is no damage, the longitudinal and lateral-directional dynamics are cou-

pled, so that the parameters A and B are given as

A =

[
A

(4×4)
1 0(4×5)

0(5×4) A
(5×5)
4

]
, B =

[
B

(4×1)
1 0(4×1)

0(5×1) B
(5×1)
4

]
, (4.2.4)
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where

A1 =




a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
0 0 1 0


 , A4 =




a55 a56 a57 a58 0
a65 a66 a67 a68 0
a75 a76 a77 a78 0
0 tan θ0 1 0 0
0 1/ cos θ0 0 0 0



,

B1 =




b11
b21
b31
0


 , B2 =




b52
b62
b72
0
0



.

When damage occurs, the longitudinal and lateral-directional dynamics are coupled.

The parameters A and B become to be

A =

[
A

(4×4)
d1 A

(4×5)
d2

A
(5×4)
d3 A

(5×5)
d4

]
, B =

[
B

(4×1)
d1 B

(4×1)
d2

B
(5×1)
d3 B

(5×1)
d4

]
, (4.2.5)

where

Ad1 =




ad11 ad12 ad13 ad14
ad21 ad22 ad23 ad24
ad31 ad32 ad33 ad34
0 0 1 0


, Ad2=




ad15 ad16 ad17 ad18 0
ad25 ad26 ad27 ad28 0
ad35 ad36 ad37 ad38 0
0 0 0 0 0


,

Bd1 =




bd11
bd21
bd31
0


, Bd2=




bd12
bd22
bd32
0


,

Ad3 =




ad51 ad52 ad53 ad54
ad61 ad62 ad63 ad64
ad71 ad72 ad73 ad74
0 0 0 0
0 0 0 0



, Ad4=




ad55 ad56 ad57 ad58 0
ad65 ad66 ad67 ad68 0
ad75 ad76 ad77 ad78 0
0 ad86 1 0 0
0 1

cosθ0
0 0 0



,

Bd3 =




bd51
bd61
bd71
0
0



, Bd4=




bd52
bd62
bd72
0
0



.
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To determine the infinite zero structure for the system, relative degrees of entries of

the transfer matrix G(s) need to be investigated, which can be calculated as

G(s) =
1

det (sI − A)
(En−1s

n−1 + En−2s
n−2 + · · ·+ E1s+ E0), (4.2.6)

where det (sI −A) , sn + αn−1s
n−1 + · · ·+ α1s + α0, En−1 = CB, En−2 = CAB +

αn−1CB, . . ., and E0 = CAn−1B + αn−1CA
n−2B + · · ·+ α1CB.

For the nominal aircraft system without damage, the parameters A and B are

given as (4.2.4) with the matrix C given as (4.2.3), so the coefficients En−1 and En−2

for G(s) are given as

En−1 = CB = 0, En−2 = CAB = diag{b31,
b61

cos θ0
}.

Based on Lemma 2.3.1, the interactor matrix of G(s) can be chosen as ξm(s) =

diag{(s + 1)2, (s + 1)2}, it follows that the high frequency gain matrix is Kp =

lims→∞ ξm(s)G(s) = CAB = diag{b31,
b61

cos θ0
}. Since the parameters b31 and b61 are

the control gains from elevator to pitch acceleration and rudder to yaw acceleration,

the signs of these parameters can be obtained: b31 < 0 and b61 < 0. So, the signs of the

leading principal minors are sign(∆1) = sign(b31) = −1, sign(∆2) = sign( b31b61
cos θ0

) = 1.

After damage occurs, the matrices A and B change to the damaged values given

as (4.2.5). So the coefficients En−1 and En−2 are calculated as

En−1 = CB = 0, En−2 = CAB =

[
bd31 bd32
1

cos θ0
bd61

1
cos θ0

bd62

]
.

The interactor matrix of G(s) can be chosen as ξm(s) = diag{(s+ 1)2, (s+ 1)2}, and

the high frequency gain matrix Kp = lims→∞ ξm(s)G(s) = CAB. If the shift of center

of gravity is small, the signs of bd31 and bd62 may still be negative, and the coupling

terms may be very small. That is sign(∆1) = −1, sign(∆2) = 1.

From the above generic structure analysis, it follows that the infinite zero structure

is invariant before and after damage, which is ξm(s) = diag{(s + 1)2, (s + 1)2}, and
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the signs of the leading principal minors of high frequency matrix are invariant when

the shift of center of gravity is small, which are sign(∆1) = −1 and sign(∆2) = 1.

Similar generic invariance analysis for the linearized aircraft systems with different

output signals and control input signals can be found in [57].

Invariance analysis of linearization. In this part, the relationship between

interactor matrix ξm(s) of the linearized system and relative degree of the nonlinear

system will be studied. The nonlinear aircraft model (4.1.1) before and after damage

can be denoted as

ẋ(t) = f(x(t)) +
2∑

i=1

gi(x(t))ui(t), y(t) = [h1(x(t)), h2(x(t))]
T = Cx(t) = [θ, φ]T ,

(4.2.7)

where u1 = de, u2 = dr, and the other control input signals [da, dtl, dtr]
T = [da0, dtl0, dtr0]

T .

The nonlinear aircraft model (4.2.7) has a set of relative degrees {ρ1, ρ2} defined at

the operating point (x0, u0), such that (i) LgjL
k
fhi(x) = 0, i = 1, 2, j = 1, 2, k < ρi−1,

for ∀x in the neighborhood of x0, and (ii) the matrix

α(x) =

[
Lg1L

ρ1−1
f h1(x) LgML

ρ1−1
f h1(x)

Lg1L
ρ2−1
f h2(x) LgML

ρ2−1
f h2(x)

]
(4.2.8)

is nonsingular at x = x0 [43, 84]. The linearized system at (x0, u0) is given as

∆ẋ(t) =

(
f(x0) +

2∑

i=1

gi(x0)ui0

)
+ A∆x(t) +B∆u(t), ∆y(t) = C∆x(t), (4.2.9)

where ∆x(t) = x(t)− x0, ∆u(t) = u(t)− u0, ∆y(t) = y(t)− Cx0, and

A = Ā +∆A, Ā =
∂f

∂x

∣∣∣
x=x0

, ∆A =
∂g1
∂x

∣∣∣
x=x0

u10 +
∂g2
∂x

∣∣∣
x=x0

u20,

B = [g1(x0), g2(x0)]. (4.2.10)

From the definition of the nonlinear system relative degree {ρ1, ρ2} in (4.2.8) and the

matrices A and B, and C in (4.2.9), the following results can be established to show
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the connections between the interactor matrix of the linearized system ξm(s) and the

nonlinear system relative degree {ρ1, ρ2}: (i) The interactor matrix of the linearized

system (4.2.9) is of diagonal form: ξm(s) = diag{s+a1, s+a2}, where a1 > 0, a2 > 0,

if and only if the relative degree of the nonlinear system is {ρ1, ρ2} = {1, 1}; (ii) If the

relative degree of the nonlinear system is {ρ1, ρ2} = {1, 2}, then the interactor matrix

of the linearized system (4.2.9) is of diagonal form: ξm(s) = diag{s + a, (s + a)2},

where a > 0; (iii) If the relative degree of the nonlinear system is {ρ1, ρ2} = {2, 2},

then the interactor matrix of the linearized system (4.2.9) is of diagonal form: ξm(s) =

diag{(s+ a)2, (s+ a)2}, where a > 0.

For higher relative degree case, similar results may also be derived. The above

results build the connections between the interactor matrix ξm(s) and the nonlinear

system relative degree. In the multivariable MRAC design, the invariance property

of ξm(s) before and after damage is a crucial condition. To determine the invariance

of ξm(s) before and after damage, the relative degrees of the nonlinear aircraft model

before and after damage can be studied. Assuming that the relative degree {ρ1, ρ2}

of the nonlinear aircraft model at the operating point (x0, u0) is invariant before and

after damage, the linearized systems before and after damage at such an operating

point (x0, u0) have the same interactor matrix ξm(s).

Based on the above analysis, the design conditions: the invariance of infinite zero

structure (assumption (A2)) and the invariance of signs of leading principal minors

(assumption (A3)) can be satisfied for the aircraft system. In the next section, a state

feedback for output tracking MRAC scheme will be developed.
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4.3 The Multivariable MRAC Scheme

In this section, the multivariable state feedback model reference adaptive control

design for the sequential linearized system (4.1.4) will be developed to accommodate

the unknown dynamics offset f0 and the uncertainties of system parameters (A,B,C).

State feedback controller design. To compensate the constant offset term f0

in (4.1.4), the state feedback controller structure is chosen as

∆u(t) = KT
1 (t)∆x(t) +K2(t)r(t) + k3(t), (4.3.1)

where k3(t) ∈ RM is the adaptive estimate of an unknown constant compensation

term k∗3 (to be derived next) for canceling the effect of the constant offset f0, and

K1(t) and K2(t) are the estimates of the nominal piecewise constant parameters K∗
1

and K∗
2 which satisfy the plant-model matching condition (2.4.3):

C(sI − A− BK∗T
1 )−1BK∗

2 = Wm(s), K
∗−1
2 = Kp, (4.3.2)

for each damage scenarios, where Kp is a piecewise constant, for each jump, Kp =

Kpi = lims→∞ ξm(s)Gi(s), i = 1, 2, . . . , N .

To derive the nominal value k∗3, the nominal controller

∆u(t) = K∗T
1 ∆x(t) +K∗

2r(t) + k∗3 (4.3.3)

is applied to the system (4.1.4) to achieve exact plant-model matching. Consider a

particular set of constant values of the system parameters (A,B, f0). Then, substi-

tuting (4.3.3) in the system (4.1.4), the closed-loop system in the frequency s-domain

is given as

∆y(s) = C(sI −A−BK∗T
1 )−1BK∗

2r(s) + ∆(s), (4.3.4)

where

∆(s) = C(sI − A− BK∗T
1 )−1

(
B
k∗3
s

+
f0
s

)
. (4.3.5)
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From the reference system (4.1.5) and the matching conditions (4.3.2), the output

tracking error in the frequency s-domain is

e(s) = ∆y(s)−∆ym(s) = ∆(s). (4.3.6)

Applying the Laplace final value theorem, it has

lim
t→∞

e(t) = lim
s→0

s∆(s) = Dk∗3 + d (4.3.7)

where D = −C(A+BK∗
1)

−1B and d = −C(A+BK∗
1 )

−1f0. For offset rejection, k
∗
3 is

given as

k∗3 = −D−1d, (4.3.8)

and then from (4.3.7)–(4.3.8) with δ(t) = L−1[∆(s)], it follows that

lim
t→∞

(∆y(t)−∆ym(t)) = lim
t→∞

δ(t) = 0. (4.3.9)

Since the system parameters (A,B, f0) are piecewise constant, the nominal matching

parameter k∗3 is also piecewise constant, as defined above for each set of (A,B, f0).

Robustness of matching conditions. For the assumption (A2) (which holds

for the aircraft flight systems before and after damage occurs), all the uncertain

systems (Ai, Bi, Ci), i = 1, 2, . . . , N , have the same interactor matrix ξm(s). Then,

based on the matching conditions (4.3.2) and (4.3.8), it follows that there exists a

nominal controller (4.3.3) to make the output signals of all the systems (Ai, Bi, Ci), i =

1, 2, . . . , N , track some reference signals generated from a common reference system

Wm(s) = ξ−1
m (s).

Tracking error equation. Substituting the control law (4.3.1) in the system

(4.1.4), the system dynamics is given as

∆ẋ(t) = (A+BK∗T
1 )∆x(t)+BK∗

2r(t)+Bk
∗
3+f0+B(K̃T

1 (t)∆x(t)+K̃2(t)r(t)+k̃3(t))

∆y(t) = C∆x(t), (4.3.10)
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where K̃T
1 (t) = KT

1 (t) − K∗
1 , K̃2(t) = K2(t) − K∗

2 , and k̃3(t) = k3(t) − k∗3. In view

of the reference model (4.1.5), matching conditions (4.3.2), (4.3.8), and (4.3.10), the

output tracking error is given as

e(t) = ∆y(t)−∆ym(t) = Wm(s)Kp[Θ̃
Tω](t) + δ(t), (4.3.11)

where Θ̃(t) = Θ(t)−Θ∗, Θ(t) = [KT
1 (t), K2(t), k3(t)]

T , Θ∗ = [K∗T
1 , K∗

2 , k
∗
3]
T , ω(t) =

[∆xT (t), rT (t), 1]T . To deal with the uncertainty of Kp, the LDS decomposition 2.3.5

Kp = LsDsS (4.3.12)

is used, where S ∈ RM×M with S = ST > 0, Ls is an M ×M unit lower triangular

matrix, and

Ds = diag{s∗1, s
∗
2, . . . , s

∗
M} = diag{sign[∆1]γ1, . . . , sign[

∆M

∆M−1

]γM} (4.3.13)

such that γi > 0, i = 1, . . . ,M , may be arbitrarily chosen.

Remark 4.3.1. In the adaptive law design, Ds matrix will be used as a gain matrix.

Although Kp is a piecewise constant, based on the Assumption (A3), a uniform Ds

can be chosen for all the high frequency gain matrices to derive the adaptive laws. �

Tracking error parametrization. To obtain the adaptive laws for K1(t), K2(t),

and k3(t), a well parameterized tracking error model is needed. Substituting the

LDS decomposition (4.3.12) of Kp (with a uniform Ds) in (4.3.11), and ignoring the

exponentially decaying term δ(t), the error equation can be parameterized as

L−1
s ξm(s)[e](t) = DsSΘ̃

T (t)ω(t). (4.3.14)

Since ξm(s) is not proper, the signal ξm(s)[e](t) is not accessible. So, a filter h(s) =

1/fh(s), where fh(s) is a stable and monic polynomial of degree equals to the degree
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of ξm(s), is introduced. Operating both sides of (4.3.14) by h(s)IM leads to

ē(t) + [0, θ∗T2 η2(t), θ
∗T
3 η3(t), . . . , θ

∗T
M ηM(t)]T = DsSh(s)[Θ̃

Tω](t), (4.3.15)

where Θ∗
0 = L−1

s − I = {θ∗ij} with θ∗ij = 0 for i = 1, 2, . . . ,M, j ≥ i, ē(t) =

ξm(s)h(s)[e](t) = [ē1(t), . . . , ēM(t)]T , ηi(t) = [ē1, . . . , ēi−1]
T , and θ∗i = [θ∗i1, . . . , θ

∗
ii−1]

T ,

i = 2, . . . ,M . It is worth noting that ē(t) can be obtained from e(t), since ξm(s)h(s) is

strictly proper. In (4.3.15), there are unknown parameters DsS and θ∗i , i = 2, . . . ,M ,

which are still needed to be estimated. So, an estimation error model containing

estimates of DsS and θ∗i , i = 2, . . . ,M , is established.

Estimation error. Introduce an estimation error signal as

ε(t) = [0, θT2 (t)η2(t), θ
T
3 (t)η3(t), . . . , θ

T
M(t)ηM(t)]T +Ψ(t)ξ(t) + ē(t), (4.3.16)

where θi(t), i = 2, 3, . . . ,M , are the estimates of θ∗i , and Ψ(t) is the estimate of

Ψ∗ = Ds S, and

ξ(t) = ΘT (t)ζ(t)− h(s)[ΘTω](t), ζ(t) = h(s)[ω](t). (4.3.17)

From (4.3.15) and (4.3.16), the estimation error ε(t) can be parameterized as

ε(t) = [0, θ̃T2 (t)η2(t), θ̃
T
3 (t)η3(t), . . . , θ̃

T
M(t)ηM(t)]T+Ds SΘ̃

T (t)ζ(t)+Ψ̃(t)ξ(t), (4.3.18)

where θ̃i(t) = θi(t) − θ∗i , i = 2, 3, . . . ,M , and Ψ̃(t) = Ψ(t) − Ψ∗ are the related

parameter errors.

Adaptive laws. With the estimation error model (4.3.18), adaptive laws are

chosen as

θ̇i(t) = −
Γθiεi(t)ηi(t)

m2(t)
, i = 2, 3, . . . ,M (4.3.19)

Θ̇T (t) = −
Dsε(t)ζ

T (t)

m2(t)
(4.3.20)

Ψ̇(t) = −
Γε(t)ξT (t)

m2(t)
(4.3.21)
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where the signal ε(t) = [ε1(t), ε2(t), . . . , εM(t)]T is computed from (4.3.16), Γθi = ΓTθi >

0, i = 2, 3, . . . ,M , and Γ = ΓT > 0 are adaptation gain matrices, and

m(t) =

√√√√1 + ζT (t)ζ(t) + ξT (t)ξ(t) +

M∑

i=2

ηTi (t)ηi(t) (4.3.22)

is a standard normalization signal.

Stability analysis. From the adaptive laws (4.3.19)–(4.3.21), the following sta-

bility properties can be derived.

Lemma 4.3.1. The adaptive laws (4.3.19)–(4.3.21) ensure that

(i) θi(t) ∈ L∞, i = 2, 3, . . . ,M , Θ(t) ∈ L∞, Ψ(t) ∈ L∞, and ε(t)
m(t)

∈ L2 ∩ L∞;

(ii) θ̇i(t) ∈ L2 ∩ L∞, i = 2, 3, . . . ,M , Θ̇(t) ∈ L2 ∩ L∞, and Ψ̇(t) ∈ L2 ∩ L∞.

Proof: Consider the positive definite function

V =
1

2

(
m∑

i=2

θ̃Ti Γ
−1
θi θ̃i + tr[Ψ̃TΓ−1Ψ̃] + tr[Θ̃SΘ̃T ]

)
, (4.3.23)

which is continuous over each interval (ti−1, ti), i = 1, 2, . . . , N , with t0 = 0 and

tN = ∞, and has a finite jump at ti, i = 1, 2, . . . , N − 1, i.e.,

V (t+i )− V (t−i ) <∞, i = 1, 2, . . . , N − 1. (4.3.24)

From the adaptive laws (4.3.19)–(4.3.21), the time-derivative of V in each (ti−1, ti) is

obtained as

V̇ = −
M∑

i=2

θ̃Ti εi(t)ηi(t)

m2(t)
−
ξT (t)Ψ̃T ε(t)

m2(t)
−
ζT (t)Θ̃SDsε(t)

m2(t)
= −

εT (t)ε(t)

m2(t)
≤ 0. (4.3.25)

This means that V (t−i ) ≤ V (t+i−1). From (4.3.24) and (4.3.25), V (t) is bounded for

[0,∞), so that θi(t) ∈ L∞, i = 2, 3, . . . ,M , Θ(t) ∈ L∞, and Ψ(t) ∈ L∞. Then, the

integration of both sides of (4.3.25) is given as

∫ ∞

0

εT (τ)ε(τ)

m2(τ)
dτ = V (0) +

N−1∑

i=1

[V (t+i )− V (t−i )]− V (∞). (4.3.26)
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Since V is bounded for [0,∞), it follows that
∫ ∞

0

εT (τ)ε(τ)

m2(τ)
dτ <∞, (4.3.27)

from which ε(t)
m(t)

∈ L2∩L∞ can be concluded. Since the normalized signals ηi(t)
m(t)

, ζ
T (t)
m(t)

,

ξT (t)
m(t)

∈ L∞, it can be concluded that θ̇i(t) ∈ L2∩L∞, i = 2, 3, . . . ,M , Θ̇(t) ∈ L2∩L∞,

and Ψ̇(t) ∈ L2 ∩ L∞.

Based on these properties, the desired closed-loop system properties can be proved:

Theorem 4.3.1. The multivariable MRAC scheme with the state feedback control

law (4.3.1) updated by the adaptive laws (4.3.19)–(4.3.21), when applied to the system

(4.1.4), guarantees the closed-loop signal boundedness and asymptotic output tracking:

limt→∞(∆y(t)−∆ym(t)) = 0, for any initial conditions.

The proof of Theorem 4.3.1 can be carried out by using a similar way as described

in [46] for multivariable MRAC using output feedback. A key step of such an analysis

procedure is to express a filtered version of the plant output ∆y(t) in a feedback

framework which has a small gain due to the L2 properties of Θ̇(t), θ̇i(t) and ε(t)
m(t)

.

The state feedback control signal ∆u(t) is required to be expressed in terms of the

output ∆y(t). This can be done using a state observer representation of the plant

∆ẋ(t) = A∆x(t) + B∆u(t) + f0, ∆y(t) = C∆x(t): ∆ẋ(t) = (A − LC)∆x(t) +

B∆u(t) + L∆y(t) + f0 for a gain matrix L ∈ Rn×M such that A − LC is stable.

Then, the analysis procedure in [46] can be used to conclude the closed-loop signal

boundedness and output tracking: limt→∞(∆y(t)−∆ym(t))=0.

4.4 Simulation Study for the GTM

In this section, the developed linearization-based adaptive control design is applied

to the NASA generic transport model (GTM) with damage to assess its effectiveness

for the nonlinear aircraft system.
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Damage scenario. The GTM model contains several damage scenarios. In

this study, the damage case with loss of outboard left wing-tip is selected, which is

approximate 25% semi-span of the left wing.

4.4.1 Control of the Linearized GTM Model

The nominal and damaged GTMs are linearized at an operating condition (wings-

level flight at 90 knots) (x0, u0), where x0 = [ub0, wb0, 0, θ0, 0, 0, 0, 0, ψ0]
T , to ensure

the invariance of the infinite zero structure and the signs of principal minors of the

high frequency gain matrices. The linearized piecewise system is described as

∆ẋ(t) = A∆x(t) +B∆u(t) + f0, ∆y(t) = C∆x(t). (4.4.1)

The numerical parameter values used for building the aircraft simulation models and

verifying the design assumptions are given as follows. When there is no damage,

A = A1, B = B1, and f0 = 0, after the loss of wing-tip damage occurs, A = A2,

B = B2, and f0 = [0.04,−0.93,−0.09, 0, 0.21, 0, 0.48, 0.02, 0]T , where

A1 =




−0.0380 0.2807 −7.4780 −32.10 −0.0037 −0.0005 0 0 0
−0.2460 −3.4110 146.2 −2.1750 0.0004 0 0.0005 −0.0069 0
0.0130 −0.3579 −4.4020 0 0.0085 0.0377 −0.0016 0 0

0 0 1 0 0 −0.0002 0 0.0002 0
−0.0004 0.0017 0 −0.0005 −0.6868 −151.5 7.9150 32.10 0

0 −0.0009 −0.0293 0 0.2735 −1.6850 −0.2679 0 0
0 −0.0001 0.0020 0 −0.7289 1.8910 −6.7690 0 0
0 0 0 −0.0002 0 0.0678 1 0 0
0 0 0.0002 0 0 1.0020 0 0.0002 0




,

A2 =




−0.0361 0.1460 −8.3640 −32.09 0.0099 −0.2118 0 0 0
−0.1531 −3.1150 146 −2.337 0.5486 0 0.2118 0.7877 0
0.0162 −0.1789 −4.2230 0 −0.0046 −0.4568 0.1079 0 0

0 0 0.9997 0 0 0.0245 0 0.0082 0
0.0050 −0.5134 0 0.0574 −0.6777 −151.4 8.86 32.08 0
0.0003 −0.0438 0.2999 0 0.2803 −1.7270 −0.3438 0 0
−0.0201 −0.8670 0.7788 0 −0.8383 2.3290 −6.1570 0 0

0 0 −0.0018 −0.0083 0 0.0728 1 0.0070 0
0 0 −0.0246 −0.0006 0 1.002 0 0.0962 0




,
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B1=




−0.0011 −0.0098
−0.8699 −0.1217
−1.0860 0

0 0
0 0.6157
0 −0.5951
0 0.3826
0 0
0 0




, B2=




0.0007 −0.0086
−0.8875 −0.1349
−1.0690 −0.0015

0 0
0 0.6269

0.0056 −0.6114
0.1264 0.4697

0 0
0 0




.

C =

[
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1

]
.

Verification of design conditions. The invariant properties of interactor ma-

trix and signs of leading principal minors have been shown by the generic linearized

models. Here, the numerical values of the system parameters will be used to further

verify the design conditions. It can be verified that all zeros ofG1(s) = C(sI−A1)
−1B1

andG2(s) = C(sI−A2)
−1B2 have negative real parts, andG1(s) andG2(s) are strictly

proper, and have full rank. It can also be verified that a common interactor matrix for

bothG1(s) andG2(s) is ξm(s) = diag{(s+ 1)2, (s+ 1)2}, such that the high frequency

gain matrix for the nominal case is

Kp1 = lim
s→∞

ξm(s)G1(s) =

[
−1.086 0

0 −0.596

]
, (4.4.2)

and the high frequency gain matrix for the damage case is

Kp2 = lim
s→∞

ξm(s)G2(s) =

[
−1.069 0.032
−0.017 −0.612

]
. (4.4.3)

The signs of first leading principal minor of Kp1 and Kp2 are

sign(∆11) = sign(∆21) = −1, (4.4.4)

and the signs of second leading principal minor are

sign(∆21) = sign(∆22) = 1, (4.4.5)
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which verifies there is no sign change of the principal minors.

Reference model. From the common interactor matrix ξm(s) for both nominal

and damage cases, the transfer matrix of the reference model (4.1.5) is chosen as

Wm(s) = ξ−1
m (s) = diag{1/(s+ 1)2, 1/(s+ 1)2}.

Design parameters. Since the degree of ξm(s) is 2, the filter is chosen as h(s) =

1/(s + 8)2. For the adaptive laws (4.3.19)–(4.3.21), the gain matrices are chosen as

Γθ2 = 10, Γ = diag{10, 10}, and Ds = diag{−30,−30} because of the no sign change

property of the principal minors.

Simulation results. To make a reasonable aircraft flying trajectory, a constant

reference input is chosen as r(t) = r1(t) = [8π/180, 15π/180]T . By applying the

control law (4.3.1) with the adaptive laws (4.3.19)–(4.3.21), the output signal ∆y(t)

(solid) tracks the reference signal ∆ym(t) (dotted) after damage occurs at 200 second

from Fig. 4.2.
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Figure 4.2: Linearized GTM output ∆y(t) (solid) vs. ∆ym(t) (dotted) (r(t) = r1(t)).
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Moreover, when the reference inputs are varying, the similar simulation results

can be obtained as well. A varying reference input is chosen as r(t) = r2(t) =

[8π/180 sin(0.015t), 8π/180 sin(0.015t)]T . From Fig. 4.3, the output signals (solid)

track the reference signals (dotted) after damage happens at 500 second.
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Figure 4.3: Linearized GTM output ∆y(t) (solid) vs. ∆ym(t) (dotted) (r(t) = r2(t)).

4.4.2 Control of the Nonlinear GTM

In the previous subsection, the linear control law ∆u(t) (4.3.1) is obtained. Then,

u(t) = [∆de(t)+de0,∆dr(t)+dr0, da0, dtl0, dtr0]
T can be applied to the nonlinear GTM

around the operating point (x0, u0). In addition to show the aircraft output signal

y(t) = ∆y(t) +Cx0 = [θ(t) + θ0, ψ(t) +ψ0]
T , the lateral-directional motion–roll angle

φ(t) = ∆φ(t)+φ0, control positions de(t) = ∆de(t)+de0 and dr(t) = ∆dr(t)+dr0, and

control gains K1(t), K2(t), and k3(t), will be illustrated to verify that the aircraft can

execute the maneuvers around the chosen operating condition (x0, u0). Two operating
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conditions are considered: for case I, (x0, u0) is obtained by trimming the nominal

GTM to a wings-level flight condition with equivalent airspeed as 90 knots and roll

angle as 0 radian; for case II, (x0, u0) is obtained with equivalent airspeed as 100

knots and roll angle as 0 radian.

Case I. In the simulation, the wing-tip damage occurs at 200 second. From Fig.

4.4, it can be seen that the GTM output signals–pitch angle θ(t) and yaw angle

ψ(t) track the reference output signals θm(t) and ψm(t), and the GTM state signal–

roll angle φ(t) is bounded before and after damage occurs. Moreover, the controller

positions–de(t) and dr(t) are within the GTM limits as shown in Fig. 4.5, while

aileron and throttles are set as operating values. Fig. 4.6 gives time histories of some

elements of K1(t), K2(t), and k3(t).
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Figure 4.4: Responses of the GTM: pitch θ(t), yaw ψ(t), and roll φ(t) (Case I).

Case II. To further demonstrate the effectiveness of the proposed linearization-

based design, it is applied to the GTM with damage around another operating point
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Figure 4.5: Control surface positions: elevator de(t) and rudder dr(t) (Case I).
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Figure 4.6: Elements of controller parameters K1(t), K2(t), and k3(t) (Case I).
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(x0, u0) obtained by trimming the nominal GTM to a wings-level flight condition with

equivalent airspeed as 100 knots and roll angle as 0 radian. In the simulation, the

wing-tip damage occurs at 200 second. Fig. 4.7 shows the GTM output signals θ(t)

and ψ(t), which follow the desired reference signals, and the GTM state signal φ(t),

which is bounded within a reasonable boundary. The control surface positions de(t)

and dr(t) are shown in Fig. 4.8, which can be achieved by the GTM. In Fig. 4.9,

some elements of the controller parameters K1(t), K2(t), and k3(t) are illustrated.
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Figure 4.7: Responses of the GTM: pitch θ(t), yaw ψ(t), and roll φ(t) (Case II).

Summary. From the simulation results in Case I and Case II, it can be concluded

that the proposed linearization-based adaptive control design is applicable for the

nonlinear aircraft system around a small neighborhood of the operating point (x0, u0).

Furthermore, the results in Case I and Case II indicate that one adaptive control

design is effective around different operating conditions, so that the future research

will address the expansion of operating domain for the proposed linearization-based
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Figure 4.8: Control surface positions: elevator de(t) and rudder dr(t) (Case II).
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Figure 4.9: Elements of controller parameters K1(t), K2(t), and k3(t) (Case II).
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control scheme.

Summary

In this chapter, a linearization-based multivariable adaptive control design for the

nonlinear NASA Generic Transport Model (GTM) with damage has been developed.

The nonlinear GTM with damage is linearized at a given operating point, and a se-

quential linear model with parameter uncertainties and a dynamics offset is obtained

to represent the linearized aircraft system with damage. Based on the invariant prop-

erties of the system infinite zero structures and signs of high frequency gain matrices

of the linearized aircraft system before and after damage, the multivariable model

reference adaptive control (MRAC) scheme using state feedback has been developed.

Due to the achievable plant-model matching conditions, the proposed MRAC design

can reject the dynamics offset and make the signals of the close-loop system bounded

and the output signals track some chosen reference signals before and after damage

occurs. Both the stability analysis and the simulation results from the linearized and

nonlinear GTMs have demonstrated certain desired system performance.



Chapter 5

Adaptive Simultaneous Actuator
Failure and Structural Damage
Compensation for MIMO Systems

This chapter studies design and evaluation of a multivariable model reference adap-

tive control scheme for aircraft systems under simultaneous actuator failures and

structural damage, where we

• obtain the invariance properties of the infinite zero structure for the linearized

aircraft system under actuator failures and structural damage;

• derive a less restrictive plant-model matching condition that can be satisfied

under actuator failures and structural damage;

• develop a multivariable MRAC scheme using output feedback to guarantee the

closed-loop system stability and asymptotic output tracking before and after

failures and damage occur;

• verify the effectiveness of this adaptive linearization-based control design on the

nonlinear aircraft system by extensive simulation studies on the high-fidelity

nonlinear GTM Simulink model.



85

5.1 Problem Statement

Consider the nonlinear aircraft flight system denoted as

ẋ(t) = f(x(t), u(t)), y(t) = Cx(t), (5.1.1)

which is constructed by force equations, moment equations and kinematic equations

as shown in Section 2.1 from (2.1.1)–(2.1.9). When damage occurs, the structure

and parameters of the system dynamics function f(x, u) are under unknown changes.

When actuators fail, the control input signal u(t) undergoes undesired performance,

which can be described as

u(t) = (Im − σ)v(t) + σū(t), (5.1.2)

where v(t) is a commanded control input vector signal, ū(t) is an unknown input

vector signal due to actuator failures, and the elements of the failure index σ =

diag{σ1, σ2 . . . , σm} are σi = 1 if the ith actuator fails or σi = 0 otherwise, i =

1, 2, . . . , m with m being the dimension of the control signal u(t). In this chapter,

we only consider the lock-in-place failures, that is ū(t) = ū with ū being a constant

unknown failure vector.

Linearization-based design. To compensate the damage and actuator failures,

a linearization-based control design will be applied to the nonlinear aircraft flight

system (5.1.1). Since there are uncertainties for the aircraft system with damage,

the equilibrium point is not available for the damaged system. Therefore, a chosen

operating point (x0, u0), which may not be an equilibrium point, is used to obtain the

linearized system for the system (5.1.1) with damage and actuator failures (5.1.2):

∆ẋ(t) = A∆x(t) +B∆u(t) + f0,∆y(t) = C∆x(t),

∆u(t) = (Im − σ)∆v(t) + σ∆ū, (5.1.3)
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where ∆x = x − x0, ∆y = y − Cx0, ∆u = u − u0, ∆v = v − u0 and ∆ū = ū − u0

are perturbation signals, and A = ∂f/∂x
∣∣∣
(x0,u0)

, B = ∂f/∂u
∣∣∣
(x0,u0)

, f0 = f(x0, u0) are

unknown piecewise constant parameters and dynamics offset due to different damage

conditions, and the failure index σ is also an uncertain piecewise constant due to

different failure patterns. The detailed structures of parameters A,B, σ, and some

important properties of the linearized aircraft system will be studied later. After

deriving the adaptive control law ∆v(t) for the linearized aircraft system (5.1.3), the

control law v(t) = ∆v(t) + u0 can be applied to the original nonlinear system (5.1.1)

with damage and actuator failures in the small neighborhood of (x0, u0).

Sequential linear model. Since the design is based on the linearized aircraft

system (5.1.3), in this chapter, a sequential linear model with the structural damage

and actuator failures is considered:

ẋ(t) = Ax(t) +Bu(t) + f0, y(t) = Cx(t),

u(t) = (Im − σ)v(t) + σū, (5.1.4)

where x(t) ∈ Rn, y(t) ∈ RM and u(t) ∈ Rm are state, output and input vector signals

with m > M (actuation redundancy), v(t) ∈ Rm is a commanded control input vector

signal, and ū is an unknown constant failure vector. Assume that, within each time

interval [tk−1, tk), with t0 = 0, tN = ∞, and tk, k = 2, . . . , N − 1, being unknown, the

damage and failure pattern is fixed, such that (A,B,C, f0) = (Ak, Bk, Ck, f0k) with

Ak, Bk, Ck, and f0k being unknown constants and σ = diag{σk1, σk2, . . . , σkm} with

σkj = 1 if the jth actuator fails or σkj = 0 otherwise.

Actuation redundancy and grouping. The m actuators are divided into M

groups, within which the actuators have the same physical characteristics. We apply a

proportional actuation scheme for the commanded input signals vij(t), i = 1, . . . ,M

and j = 1, . . . , ni within each group: vij(t) = αijvi0(t), where vi0(t) ∈ R is the
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designed input signal for the corresponding group. Then, the commanded control

input vector signal v(t) can be expressed as

v(t) = Hv0(t), (5.1.5)

where the designed input vector signal v0(t) is v0(t) = [v10, v20, . . . , vM0]
T ∈ RM and

H = diag{H1, H2, . . . , HM} with Hi = [αi1, αi2, . . . , αini]
T for i = 1, . . . ,M . Applying

(5.1.5) to the system (5.1.4), we have

y(t) = Ga(s)[v0](t) + ȳ(t), (5.1.6)

where Ga(s) = C(sI − A)−1Ba with Ba = B(Im − σ)H is the unknown transfer

matrix (due to damage and failures) from the healthy actuators to the output, and

ȳ(t) = C(sI − A)−1Bσ[ū](t) + C(sI − A)−1f0[hf ](t) with hf(t) being a unit step

signal is the uncertain output due to the actuator failures and the dynamics offset.

It is worth noting that, to compensate the damage and actuator failures, we assume

that there is at least one working actuator in each group and columns of B matrix

corresponding to the working actuators in each group are not 0 (since a column of

B with all entries being 0 means that the corresponding actuator is lost caused by

airframe damage).

Control objective. The control objective is to design an output feedback con-

trol law v0(t) = [v10, v20, . . . , vM0]
T for the system (5.1.6) to compensate the system

uncertainties caused by damage and actuator failures and make all the closed-loop

system signals bounded and the output signal y(t) track a reference signal:

ym(t) =Wm(s)[r](t), (5.1.7)

where Wm(s) ∈ RM×M is a stable transfer matrix and r(t) ∈ RM is a bounded

reference input. For our multivariable MRAC design, we choose the reference system

Wm(s) = ξ−1
m (s). (5.1.8)
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Based on the knowledge of the infinite zero structure, i.e., the interactor matrix and

the high frequency gain matrix, the plant-model matching condition (2.4.3) can be

established to achieve output tracking of ym(t) from (5.1.7).

Design assumptions. To proceed the design, for the system (5.1.6) with all pos-

sible damage and failure patterns (A,B,C, f0, σ) = (Ak, Bk, Ck, f0k, σk), k = 1, . . . , N ,

the following assumptions are required: (A1) Ga(s) has full rank and all zeros of Ga(s)

have negative real parts; (A2) an upper bound ν̄0 of the observability indices of all

Ga(s) is known; (A3) for Ga(s) = P−1
l (s)Zla(s), C(sI −A)−1Bσ = P−1

l (s)Zlb(s), and

C(sI−A)−1f0 = P−1
l (s)Zf(s), the transfer matrices Z−1

la (s)Zlb(s) and Z
−1
la (s)Zf(s) are

proper; (A4) there is a known modified left interactor matrix ξm(s) for allGa(s), which

is invariant for all the damage and failure patterns; (A5) all leading principal minors

∆i, i = 1, 2 . . . ,M , of the high frequency gain matrix Kpa = limt→∞ ξm(s)Ga(s) are

nonzero and the signs are known and invariant for all the damage and failure patterns.

Assumptions (A1), (A2), and (A3) ensure the existence of plant-model matching

between the system and the reference model. The assumption (A4) ensures that there

is a uniform reference system Wm(s) = ξ−1
m (s) for all uncertain adverse conditions,

and (A5) ensures that the uncertainties of Kpa can be handled for all different damage

and failure conditions when developing the adaptive control scheme.

Before developing adaptive control to compensate the failures and damage, in the

next section, we will investigate invariance of the interactor matrix ξm(s) and signs

of the leading principal minors of Kpa of linearized aircraft models to show that the

aircraft system can satisfy the design conditions.
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5.2 System Invariance of An Aircraft Model

The operating point for linearization of the aircraft system (5.1.1) is chosen as a

wings-level flight condition (x0, u0) with

x0 = [ub0, wb0, 0, θ0, 0, 0, 0, 0, ψ0]
T , (5.2.1)

which may not be an equilibrium due to damage. For the aircraft system (5.1.1), we

choose the output as

y(t) = Cx(t) = [θ(t), ψ(t)]T (5.2.2)

and the control input as

u(t) = [dTe (t), d
T
r (t)]

T , (5.2.3)

where de(t) = [del1 , del2 , der1 , der2 ]
T is the elevator group with del1 , del2 , der1 and der2

being deflections of elevator left outboard, left inboard, right outboard and right

inboard segments, and dr(t) = [dru , drl]
T is the rudder group with dru and drl being

deflections of rudder upper and lower segments. Then, for the linearized aircraft

system (5.1.3) applying the proportional actuation scheme (5.1.5): ∆v(t) = H∆v0(t),

where H = diag{H1, H2} with H1 = [1, 1, 1, 1]T and H2 = [1, 1]T to the elevator and

rudder groups, we have

∆y(t) = Ga(s)[∆v0](t) + ∆ȳ(t), (5.2.4)

where Ga(s)=C(sI−A)
−1Ba with A∈R9×9, Ba=[Ba1, Ba2]=B(I−σ)H∈R9×2, and

C =

[
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1

]
. (5.2.5)

In the following, we will investigate the invariance of infinite structure of Ga(s) under

actuator failure and damage conditions based on generic structures of A and Ba.



90

5.2.1 Generic Structures of the System Parameters

From the generic nonlinear aircraft model under damage as in (2.1.1)–(2.1.9) and the

possible actuator failure pattern σ, the generic structures of

A = ∂f/∂x
∣∣∣
(x0,u0)

, Ba = B(I − σ)H, (5.2.6)

with B = ∂f/∂u
∣∣∣
(x0,u0)

of the linearized system (5.2.4) can be derived for the following

four damage and failure cases.

A and Ba for the healthy case. When there is no damage, according to [57],

generic structures of A and B of the linearized aircraft model (5.1.3) are

A=

[
A

(4×4)
1 0(4×5)

0(5×4) A
(5×5)
4

]
, B=




B
(3×4)
1 0(3×2)

0(1×4) 0(1×2)

0(3×4) B
(3×2)
4

0(2×4) 0(2×2)


, (5.2.7)

with A1 and A4 possessing the following structures:

A1=




a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
0 0 1 0


, A4=




a55 a56 a57 a58 0
a65 a66 a67 a68 0
a75 a76 a77 a78 0
0 tan θ0 1 0 0
0 1/ cos θ0 0 0 0



.

Since no failures happen (σ = 0), we have Ba = BH .

A and Ba for the failure but no damage case. When there is no damage, the

matrices A and B are given as (5.2.7). We assume that there are qe healthy elevators

with 0 < qe ≤ 4 and qr healthy rudders with 0 < qr ≤ 2, that is

Ba = B(I − σ)H, σ = diag{σe1 , σe2 , σe3, σe4 , σr1 , σr2} (5.2.8)

where σei = 0 with i ∈ {j1, . . . , jqe} ⊆ {1, 2, 3, 4} and σei = 1 otherwise, and σri = 0

with i ∈ {l1, lqr} ⊆ {1, 2} and σri = 1 otherwise.
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A and Ba for the damage but no failure case. When damage occurs, the

longitudinal and lateral-directional dynamics are coupled. A and B become [57]

A=

[
A

(4×4)
d1 A

(4×5)
d2

A
(5×4)
d3 A

(5×5)
d4

]
, B=




B
(3×4)
d1 B

(3×2)
d2

0(1×4) 0(1×2)

B
(3×4)
d3 B

(3×2)
d4

0(2×4) 0(2×2)


, (5.2.9)

with elements and structures undergoing uncertain changes:

Ad1 =




ad11 ad12 ad13 ad14
ad21 ad22 ad23 ad24
ad31 ad32 ad33 ad34
0 0 1 0


Ad2=




ad15 ad16 ad17 ad18 0
ad25 ad26 ad27 ad28 0
ad35 ad36 ad37 ad38 0
0 0 0 0 0




Ad3 =




ad51 ad52 ad53 ad54
ad61 ad62 ad63 ad64
ad71 ad72 ad73 ad74
0 0 0 0
0 0 0 0



Ad4=




ad55 ad56 ad57 ad58 0
ad65 ad66 ad67 ad68 0
ad75 ad76 ad77 ad78 0
0 ad86 1 0 0
0 1

cosθ0
0 0 0



.

In this case, no actuator lock-in-place failure happens, that is control input u(t) =

v(t). However, some actuators may be partially or totally lost due to the structural

damage. Such a loss can be represented by variations of entries of B matrix from

the nominal values to the damaged values. Particularly, if an actuator is totally lost,

the corresponding column of B matrix becomes 0, that is such an actuator has no

control effect on the aircraft system at all. Hence, the loss of effectiveness of actuators

can be treated as a damage case. To compensate the damage, assume that not all

the actuators in each group are totally lost to ensure that the column vectors of Ba

matrix are not 0. Since no failure occurs, the index σ = 0, it follows that Ba = BH .

A and Ba for the both damage and failure case. In this case, the remain-

ing actuators after damage still suffer from the lock-in-place failures. Since damage

occurs, A and B become the damaged values (5.2.9). To compensate the damage

and failures, we assume that there are qe working elevators with 0 < qe ≤ 4 and qr

working rudders with 0 < qr ≤ 2. The working actuator in this case means that it is
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not totally lost due to damage (so that the corresponding column of B matrix is not

0) and does not suffer from the lock-in-place failure. With such an actuator failure

and damage pattern, parameter Ba is given as

Ba=B(I − σ)H, σ=diag{σe1 , σe2, σe3 , σe4 , σr1, σr2} (5.2.10)

where σei = 0 with i ∈ {j1, . . . , jqe} ⊆ {1, 2, 3, 4} and σei = 1 otherwise, and σri = 0

with i ∈ {l1, lqr} ⊆ {1, 2} and σri = 1 otherwise.

Then, we can investigate the two invariance properties for Ga(s) based on the

structures of A and Ba.

5.2.2 Invariance of Infinite Zero Structure

From Lemma 2.3.1, to determine the infinite zero structure of Ga(s) = C(sI−A)−1Ba,

we need to study relative degrees of entries of Ga(s), which is calculated as

Ga(s) =
1

α(s)
(En−1s

n−1+En−2s
n−2+· · ·+E1s+E0), (5.2.11)

where α(s) = det (sI − A) , sn + αn−1s
n−1 + · · ·+ α1s + α0, En−1 = CBa, En−2 =

CABa + αn−1CBa,. . ., E0 = CAn−1Ba + αn−1CA
n−2Ba + · · ·+ α1CBa.

Infinite zero structure of the nominal case. The parameters A and B are

given as (5.2.7) and Ba = BH . With the matrix C given as (5.2.5), we have coeffi-

cients for Ga(s) as

En−1=0, En−2=diag{
4∑

i=1

b3ei,
1

cos θ0
(b6r1+b6r2)}, (5.2.12)

with b3ei, i = 1, . . . , 4, and b6ri, i = 1, 2, being elements of the 3rd and 6th rows of

the matrix B corresponding to the elevators and rudders. Therefore, we can choose

an interactor matrix for Ga(s) as ξm(s) = diag{(s + 1)2, (s + 1)2}, so that the high

frequency gain matrix can be obtained as Kpa = lims→∞ ξm(s)Ga(s) = En−2. Since



93

the parameters b3e1, . . . , b3e4, b6r1, and b6r2 are the control gains from elevators to

pitch acceleration and rudders to yaw acceleration, the signs of these parameters

can be obtained: b3e1, . . . , b3e4 < 0, b6r1 < 0, and bbr2 < 0. The operating point is

chosen as θ0 ∈ (−π/2, π/2). That is the signs of the leading principal minors are

sign(∆1) = −1, sign(∆2) = 1.

Case I: failures occur before damage happens. When failures occur, the

matrix A is still the nominal value given in (5.2.7), but the matrix Ba changes to

(5.2.8) with certain failure patterns. En−1 and En−2 for Ga(s) are calculated as

En−1=0, En−2=diag{
∑

i=j1,...,jqe

b3ei,
1

cos θ0

∑

i=l1, lqr

b6ri}.

Therefore, we can choose ξm(s) as ξm(s) = diag{(s + 1)2, (s + 1)2}, so that Kpa =

lims→∞ ξm(s)Ga(s) = CABa. Since there is no damage, the parameters b3ei < 0, i ∈

{j1, . . . , jqe} and b6ri < 0, i ∈ {l1, lqr}, it follows that sign(∆1) = −1, sign(∆2) = 1.

After damage happens, the aircraft suffers from the simultaneous failures and

damage condition. The matrices A and Ba become the damaged values (5.2.9) and

(5.2.10), while the failure patterns {j1, . . . , jqe} and {l1, lqr} for Ba do not change.

The coefficients are calculated as En−1 = 0 and

En−2 =

[ ∑
i=j1,...,jqe

bd3ei
∑

i=l1, lqr
bd3ri

1
cos θ0

∑
i=j1,...,jqe

bd6ei
1

cos θ0

∑
i=l1, lqr

bd6ri

]
. (5.2.13)

Therefore, the interactor matrix can still be ξm(s) = diag{(s + 1)2, (s + 1)2}, and

Kpa = En−2. It can be seen that the signs of principal minors of Kpa would change

if the signs of bd3ei and bd6ri changed. The physical meaning of such sign changes is

that the elevators and rudders generate totally opposite angular accelerations after

damage. Such a situation is unlikely to occur unless the shift of center of gravity is

very large. For certain damage scenarios, such as loss of wing-tip and loss of stabilizer,

the shift of center of gravity is small, the signs of bd3ei and bd6ri remain the same with
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the ones before damage, and the coupled terms in Kpa are not large enough to change

the sign of the second leading principal minor. That is sign(∆1) = −1, sign(∆2) = 1

after damage occurs.

Case II: damage occurs before failures happen. When damage occurs first,

the matrices A and B change to the damaged values given as (5.2.9) and Ba = BH .

So, we have the coefficients En−1 = 0 and

En−2=CABa=

[ ∑4
i=1 bd3ei bd3r1+bd3r2

1
cos θ0

∑4
i=1 bd6ei

1
cos θ0

(bd6r1+bd6r2)

]
. (5.2.14)

Then, we can choose ξm(s) as ξm(s) = diag{(s + 1)2, (s + 1)2}, and Kpa = En−2.

Similar to the analysis in case I, for certain damage scenarios, such as loss of wing-tip

and loss of stabilizer, the signs are invariant: sign(∆1)=−1, sign(∆2)=1.

Then, after failures happen, some of the remaining actuators are locked. So the

matrix Ba with certain failure patterns {j1, . . . , jqe} and {l1, lqr} becomes (5.2.10).

The coefficients are calculated as En−1 = 0 and En−2 = CABa as in (5.2.13). We can

conclude that the interactor matrix is ξm(s) = diag{(s+ 1)2, (s+ 1)2}, and the signs

are invariant: sign(∆1) = −1, sign(∆2) = 1.

Summary. For these two patterns, the interactor matrix ξm(s) is invariant before

and after hazardous conditions occur, and the signs of leading principal minors of Kpa

are invariant as well, for certain damage scenarios, such as wing-tip off and stabilizer

off, which may cause small shift of the center of gravity. These invariance properties

will be further verified by the GTM simulation study.

5.3 Adaptive Control Scheme

For the control design of the linear system (5.1.6), the invariant interactor matrix

ξm(s) for all possible failure and damage patterns ensures that we can choose a com-

mon reference system Wm(s) = ξ−1
m (s). To achieve the desired output tracking and
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closed-loop system stability before and after hazardous conditions occur, we develop

the following output feedback adaptive control scheme.

The controller v0(t) for the system (5.1.6) is chosen as

v0(t) = ΘT
1 (t)ω1(t) + ΘT

2 (t)ω2(t) + Θ20(t)y(t) + Θ3(t)r(t) + Θ4(t), (5.3.1)

where ω1(t)=F (s)[v0](t), ω2(t)=F (s)[y](t), F (s)=
A0(s)
Λ(s)

, A0(s)= [I, sI, . . . , sν̄0−2I]T ,

Λ(s) is a monic stable polynomial of degree ν̄0 − 1 with the upper bound ν̄0 on

the observability indices of Ga(s), and Θ1(t), Θ2(t), Θ20(t), Θ3(t), and Θ4(t) are the

estimates of the nominal piecewise parameters Θ∗
1, Θ

∗
2, Θ

∗
20, Θ

∗
3, and Θ∗

4. In particular,

the term Θ4(t) is for compensation of the actuator failures and the unknown dynamics

offset f0. The existence of the nominal parameters Θ∗
1, Θ∗

2, Θ∗
20, Θ∗

3 and Θ∗
4 are

guaranteed by the following plant-model matching condition.

Lemma 5.3.1. There exist Θ∗
1, Θ

∗
2, Θ

∗
20, Θ

∗
3 and Θ∗

4, such that, when Θ1(t) = Θ∗
1,

Θ2(t) = Θ∗
2, Θ20(t) = Θ∗

20, Θ3(t) = Θ∗
3, and Θ4(t) = Θ∗

4, the controller (5.3.1) ensures

signal boundedness and output tracking limt→∞(y − ym) = 0 for the system (5.1.6).

Proof: Substituting the system y(t) = Ga(s)[v
∗
0](t) + ȳ(t) in the nominal control law:

v∗0(t)=Θ∗T
1 ω1(t)+Θ∗T

2 ω2(t)+Θ∗
20y(t)+Θ∗

3r(t)+Θ∗
4, (5.3.2)

we have

v∗0(t) = (I −Θ∗T
1 F (s)−Θ∗T

2 F (s)Ga(s)−Θ∗
20Ga(s))

−1

×(Θ∗T
2 F (s)[ȳ](t) + Θ∗

20ȳ(t) + Θ∗
3r(t) + Θ∗

4). (5.3.3)

As shown in Section 2.4.2, there exist Θ∗
1,Θ

∗
2,Θ

∗
20, and Θ∗

3 = K−1
pa , such that

I−Θ∗T
1 F (s)−(Θ∗T

2 F (s)+Θ∗
20)Ga(s)=Θ

∗
3W

−1
m (s)Ga(s). (5.3.4)
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Then, in view of (5.3.3), we have

y = Wm(s)[r](t)+Wm(s)Kpa((I−Θ∗T
1 F (s))G−1

a (s)[ȳ](t)+Θ∗
4)

, Wm(s)[r](t) + fp(t). (5.3.5)

From the reference (5.1.7), we have e(t)=y(t)−ym(t) as

e(t) = Wm(s)Kpa[
Λ(s)I −Θ∗T

1 A0(s)

Λ(s)
Z−1
la (s)Zlb(s)[ū]

+
Λ(s)I −Θ∗T

1 A0(s)

Λ(s)
Z−1
la (s)Zf(s)[hf ]+Θ

∗
4](t).

From (A3) where Z−1
la Zlb(s) and Z−1

la Zf(s) are proper, it can be concluded that

Λ(s)I−Θ∗T
1 A0(s)

Λ(s)
Z−1
la (s)Zlb(s) and

Λ(s)I−Θ∗T
1 A0(s)

Λ(s)
Z−1
la (s)Zf(s) are proper. Since ū(t) and

hf (t) are step signals, Wm(s) and Λ(s) are stable, and Ga(s) is minimum phase, there

exists a Θ∗
4 to make limt→∞ e(t)=0. ∇

Remark 5.3.1. The parameters Θ∗
1, Θ

∗
2, Θ

∗
20, Θ

∗
3 and Θ∗

4 are piecewise constant ma-

trices for different damage and failure patterns (Ak, Bk, Ck, f0k, σk), k = 1, 2, . . . , N .

Since the interactor matrix ξm(s) is invariant under different damage and failure con-

ditions, there exists a common reference system Wm(s) = ξ−1
m (s) for all damage and

failure conditions. �

Since the parameters are unknown due to uncertain damage and failures, the

adaptive control law (5.3.1) is employed.

Tracking error equation. Operating both sides of (5.3.4) on v0(t) and from the

system transfer function (5.1.6), we obtain

v0(t) = Θ∗T
1 ω1(t) + Θ∗T

2 ω2(t) + Θ∗
20y(t)−Θ∗T

2 F (s)[ȳ](t)

−Θ∗
20ȳ(t) + Θ∗

3ξm(s)[y](t)−Θ∗
3ξm(s)[ȳ](t). (5.3.6)
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Substituting (5.3.1) in (5.3.6), we obtain the tracking error as

e(t) = y(t)− ym(t) =Wm(s)Kpa[Θ̃
Tω](t) + fp(t), (5.3.7)

where Θ̃ = Θ − Θ∗, Θ = [ΘT
1 ,Θ

T
2 ,Θ20,Θ3,Θ4]

T , Θ∗ = [Θ∗T
1 ,Θ∗T

2 ,Θ∗
20,Θ

∗
3,Θ

∗
4]
T , and

ω = [ωT1 , ω
T
2 , y

T , rT , 1]T .

To deal with the uncertainty of Kpa, we use its LDS decomposition (2.3.5):

Kpa = LsDsS, where S = ST > 0, Ls is a unit lower triangular matrix, and

Ds = diag{sign[∆1]γ1, . . . , sign[
∆M

∆M−1
]γM} with arbitrarily chosen γi > 0, i = 1, . . . ,M

[84]. Since the signs of the leading principal minors ∆i, i = 1, 2, . . . ,M , are invariant,

we can choose a uniform Ds for the possible damage and failure patterns as a gain

matrix which will be used in the adaptive laws.

Ignoring the decaying term fp, and substituting the LDS decompensation in (5.3.7)

and operating both sides of (5.3.7) by h(s)IM , where h(s) = 1/fh(s) with fh(s) being

a stable and monic polynomial of degree equals to the degree of ξm(s), we have

L−1
s ξm(s)h(s)[e](t) = Ds S h(s)[Θ̃

Tω](t). (5.3.8)

To parameterize the unknown matrix Ls, we introduce Θ∗
0 = L−1

s − I = {θ∗ij}, where

θ∗ij = 0 for i = 1, 2, . . . ,M and j ≥ i. Then we have

ē(t)+[0,θ∗T2 η2(t), . . . ,θ
∗T
M ηM(t)]T =DsSh(s)[Θ̃

Tω](t), (5.3.9)

where ē(t) = ξm(s)h(s)[e](t) = [ē1(t), . . . , ēM(t)]T , ηi(t) = [ē1(t), . . . , ēi−1(t)]
T , θ∗i =

[θ∗i1, . . . , θ
∗
ii−1]

T ,i=2, . . . ,M .

Estimation error. We introduce the estimation error

ε(t)=[0,θT2 (t)η2(t),. . . ,θ
T
M (t)ηM(t)]T+Ψ(t)ξ(t)+ē(t), (5.3.10)

where θi(t), i = 2, 3, . . . ,M are the estimates of θ∗i , and Ψ(t) is the estimate of Ψ∗ =

DsS, and

ξ(t)=ΘT (t)ζ(t)−h(s)[ΘTω](t), ζ(t)=h(s)[ω](t). (5.3.11)
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From (5.3.9)–(5.3.11), we can derive that

ε(t) = [0, θ̃T2 (t)η2(t), θ̃
T
3 (t)η3(t), . . . , θ̃

T
M(t)ηM(t)]T+Ds SΘ̃

T (t)ζ(t)+Ψ̃(t)ξ(t), (5.3.12)

where θ̃i(t)=θi(t)−θ
∗
i , i = 2, 3, . . . ,M and Ψ̃(t)=Ψ(t)−Ψ∗.

Adaptive laws. With the estimation error model (5.3.12), we choose

θ̇i(t) = −
Γθiεi(t)ηi(t)

m2(t)
, i = 2, 3, . . . ,M (5.3.13)

Θ̇T (t) = −
Dsε(t)ζ

T (t)

m2(t)
, (5.3.14)

Ψ̇(t) = −
Γε(t)ξT (t)

m2(t)
, (5.3.15)

where the signal ε(t) = [ε1(t), ε2(t), . . . , εM(t)]T is computed from (5.3.10), Γθi = ΓTθi >

0, i = 2, 3, . . . ,M , and Γ = ΓT > 0 are adaptation gain matrices, and

m(t) = (1 + ζT (t)ζ(t) + ξT (t)ξ(t) +
M∑

i=2

ηTi (t)ηi(t))
1/2.

From the adaptive laws (5.3.13)–(5.3.15), the stability properties can be derived.

Lemma 5.3.2. The adaptive laws (5.3.13)–(5.3.15) ensure that

(i) θi(t) ∈ L∞, i = 2, 3, . . . ,M , Θ(t) ∈ L∞, Ψ(t) ∈ L∞, and ε(t)/m(t) ∈ L2 ∩L∞;

(ii) θ̇i(t) ∈ L2 ∩ L∞, i = 2, 3, . . . ,M , Θ̇(t) ∈ L2 ∩ L∞, and Ψ̇(t) ∈ L2 ∩ L∞.

Proof: Consider a positive definite function

V =
1

2
(
m∑

i=2

θ̃Ti Γ
−1
θi θ̃i + tr[Ψ̃TΓ−1Ψ̃] + tr[Θ̃SΘ̃T ]), (5.3.16)

which is continuous at each interval (tk−1, tk), k = 1, 2, . . . , N , with t0 = 0 and tN =

∞, and has a finite jump at tk, k = 1, 2, . . . , N − 1, i.e.,

V (t+k )− V (t−k ) <∞, k = 1, 2, . . . , N − 1. (5.3.17)
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From the adaptive laws (5.3.13)–(5.3.15), the time-derivative of V in each (tk−1, tk), k =

1, 2, . . . , N is obtained as

V̇ = −
εT (t)ε(t)

m2(t)
≤ 0. (5.3.18)

That is V (t−k ) ≤ V (t+k−1). From (5.3.17) and (5.3.18), V (t) is bounded for [0,∞), so

that θi(t) ∈ L∞, i = 2, 3, . . . ,M , Θ(t) ∈ L∞, and Ψ(t) ∈ L∞. Then, integration of

both sides of (5.3.18) is given as

∫ ∞

0

εT (τ)ε(τ)

m2(τ)
dτ = V (0) +

N−1∑

k=1

[V (t+k )− V (t−k )]− V (∞).

Since V is bounded for [0,∞), it follows that

∫ ∞

0

εT (τ)ε(τ)

m2(τ)
dτ <∞, (5.3.19)

from which ε(t)/m(t) ∈ L2 ∩ L∞ can be concluded. Since the normalized signals

ηi(t)/m(t) ∈ L∞, ζT (t)/m(t) ∈ L∞ and ξT (t)/m(t) ∈ L∞, it can be concluded that

θ̇i(t) ∈ L2 ∩ L∞, i = 2, 3, . . . ,M , Θ̇(t) ∈ L2 ∩ L∞, and Ψ̇(t) ∈ L2 ∩ L∞. ∇

Based on these properties, the desired closed-loop system properties can be proved:

Theorem 5.3.1. The multivariable MRAC scheme with the output feedback control

law (5.3.1) updated by the adaptive laws (5.3.13)–(5.3.15), when applied to the plant

(5.1.6), guarantees the closed-loop signal boundedness and asymptotic output tracking:

limt→∞(y(t)− ym(t)) = 0.

The first step of this theorem is to express a filtered version of the plant output

y(t) in a feedback framework which has a small gain due to the L2 properties of

Θ̇(t), θ̇i(t), and ε(t)/m(t). This step leads to the closed-loop signal boundedness. The

asymptotic tracking property follows from the complete parametrization of the error

equation (5.3.10), the L2 properties, and the signal boundedness.
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5.4 Application to the NASA GTM

In this section, the proposed linearization-based MRAC design is applied to the NASA

GTM to assess its effectiveness for the nonlinear aircraft system.

Damage and Actuator Failure Scenarios. The GTM Simulink model provides

some structural damage scenarios such as rudder off, vertical tail off, left outboard

flap off, left wing-tip off, left elevator off, and left stabilizer off. Two damage and

failure patterns are considered in this study:

• lock-in-place failures of actuator segments occur first, then the damage with a

loss of the entire left stabilizer happens;

• the damage with a loss of the entire left stabilizer happens first, then failures

of actuator segments happen.

Design Conditions. Based on the analysis of Section 5.2, to ensure the invari-

ance properties of the infinite zero structure, the operating point for the nonlinear

GTM is chosen as a wings-level flight condition (x0, u0) obtained by trimming the

nominal GTM with equivalent airspeed as 90 knots, the output signal is chosen as

y(t) = [θ(t), ψ(t)]T , and the control input signal is chosen as u(t) = [dTe (t), d
T
r (t)]

T .

Hence, the reference system ∆ym(t) =Wm(s)[r](t) is

Wm(s) = ξ−1
m (s) = diag{(s+ 2)−2, (s+ 1)−2} (5.4.1)

with ∆ym(t) = ym(t) − Cx0, where ym(t) is the GTM’s reference signal. The design

conditions (A1), (A2), and (A3) can be verified by the numerical parameter values of

the different failure and damage scenarios obtained from the GTM.
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5.4.1 Control of the Linearized GTM

Before assessing the performance of the developed linearization-based design on the

nonlinear GTM, the adaptive control design will be verified by applying

∆v0(t) = ΘT
1 (t)∆ω1(t) + ΘT

2 (t)∆ω2(t) + Θ20(t)∆y(t) + Θ3(t)r(t) + Θ4(t), (5.4.2)

to the linearized GTM given as (5.2.4). The simulation results are present as follows.

Fig. 5.1 shows the result of the first damage and failure pattern: after 300 seconds,

lock-in-place failures of the left elevator outboard segment, the right elevator inboard

segment, and upper rudder segment occur, such that the corresponding actuator

perturbation signals are fixed at some uncertain values: ∆del1(t) = ∆d̄el1 = 3deg,

∆der2(t) = ∆d̄er2 = −6deg, and ∆dru(t) = ∆d̄ru = 4deg; then after 600 seconds, the

entire left stabilizer is lost. From Fig. 5.1 , it can be seen that the linearized GTM’s

output ∆y = [∆θ,∆ψ]T (solid) tracks the reference ∆ym = [∆θm,∆ψm]
T (dotted)

after failures and damage occur. The second damage and failure pattern is shown in

Fig. 5.2: after 300 seconds, the left stabilizer is lost; then after 600 seconds, the right

inboard elevator is locked at ∆d̄er2 = −6deg, and after 650 seconds, the upper rudder

is locked at ∆d̄ru = 4deg. From Fig. 5.2, it can be seen that the linearized GTM’s

output ∆y (solid) tracks the reference ∆ym (dotted).

5.4.2 Control of the Nonlinear GTM

Since the control law ∆v = H∆v0(t) with ∆v0(t) in (5.4.2) for the linearized GTM

(5.1.3) has been obtained, the control law v(t) = ∆v + u0 can be applied to the

nonlinear GTM (5.1.1) to assess the effectiveness of this linearization-based design.

Fig. 5.3, Fig. 5.4 and Fig. 5.5 show the simulation result of the first damage

and failure case: after 200 seconds, the left elevator outboard segment is locked at

d̄el1 = 5deg and after 230 seconds the upper rudder segment is locked at d̄ru = −2deg
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Figure 5.1: Linearized GTM outputs vs. reference signals (case I).
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Figure 5.2: Linearized GTM outputs vs. reference signals (case II).
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(as shown in Fig. 5.4 and Fig. 5.5); then after 500 seconds, the entire left stabilizer

is lost. From Fig. 5.3, it can be seen that the GTM output y(t) (solid) tracks the

reference output signal ym(t) (dotted).
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Figure 5.3: GTM outputs (solid) vs. reference outputs (dotted) (case I).

The second damage and failure case is that after 200 seconds, the left stabilizer

is lost; then after 400 seconds, the right inboard elevator is locked at d̄er2 = −4deg,

and after 420 seconds, the lower rudder is locked at d̄rl = 2deg. Fig. 5.6 shows the

output tracking performance and Fig. 5.7 and Fig. 5.8 illustrate the responses of the

control surface segments.

Thus, it can be concluded that this linearization-based design is applicable for

the nonlinear GTM with damage and actuator failures around a neighborhood of the

operating point (x0, u0).

Remark 5.4.1. During the transient period after the hazardous condition occurs,

the adaptive controller automatically adjusts its parameters to accommodate the large
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Figure 5.4: Deflections of four elevator segments (case I).
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Figure 5.6: GTM outputs (solid) vs. reference outputs (dotted) (case II).
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Figure 5.7: Deflections of four elevator segments (case II).
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Figure 5.8: Deflections of two rudder segments (case II).

unknown system dynamics variations due to damage and to reject the uncertain dis-

turbances due to actuator failures. Hence, before the adaptive controller can make the

damaged or failed system go to steady state, i.e., the output tracking errors converge

to zero, there may exist oscillations (as shown in the simulation output responses)

introduced by the large system uncertainties. �

Summary

In this chapter, the modeling and control of aircraft under simultaneous failure and

damage conditions have been studied and evaluated. An extensive generic analysis

of the linearized aircraft models under failures and damage has been conducted. It

has been shown that two essential conditions for multivariable model reference adap-

tive control designs, namely, the interactor matrix and the signs of leading principal

minors of the high frequency gain matrix, can remain invariant under realistic failure
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and damage conditions for the linearized aircraft system. A multivariable model ref-

erence adaptive control scheme has been developed for aircraft under the hazardous

conditions, without the need of explicit detection of actuator failures and structural

damage. The stability analysis has shown that the proposed adaptive control scheme

is capable of ensuring closed-loop stability and asymptotic output tracking in the

presence of uncertain failures and damage. A thorough evaluation study for the non-

linear NASA generic transport model has been conducted to show the effectiveness

of the proposed adaptive compensation scheme.



Chapter 6

Adaptive Sensor Uncertainty
Compensation for MIMO Systems

This chapter develops a multivariable MRAC scheme for linear systems with parame-

terized sensor uncertainties. For sensor failure detection, a typical method is based on

neural networks and analytical sensor redundancy, such as [16,28,66,94]. Specific ap-

plications have also been developed in the field of flight control, such as [14,40,67,68].

They all need to detect and isolate the failed sensors first, before the sensor signals

can be used in feedback control. Using the feedback control based sensor uncertainty

compensation approach (to be developed in this chapter), an adaptive sensor failure

compensation scheme can be constructed without explicit failure detection, where

• sensor uncertainty compensators are designed to estimate actual signals;

• state feedback controller is constructed using sensor compensator signals;

• stable adaptive laws are derived to update the controller parameters to achieve

system stability and output tracking performance; and

• simulation results on a linear aircraft model show the desired performance.
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6.1 Problem Statement

Consider a MIMO linear time-invariant system

ẋ(t) = Ax(t) +Bu(t), y(t) = Cx(t) (6.1.1)

with A ∈ Rn×n, B ∈ Rn×M and C ∈ RM×n being unknown constant parameter

matrices, and x(t) ∈ Rn, u(t) ∈ RM and y(t) ∈ RM being the system state, input

and output vector signals.

For feedback control, we need sensors to obtain the state signal x(t) or the output

signal y(t) to construct the controller signal u(t). Often sensors may have uncer-

tainties so that the senors signals are not the actual measured signals, which can

result in deterioration of the performance of control systems. For sensor uncertainty

compensation, we also need some sensor uncertainty models.

Sensor uncertainty model. A sensor uncertainty model may be represented by

z(t) = S(ϕ(t)) = fs(ϕ(t)) + ds(t), (6.1.2)

where ϕ(t) is the actual signal, and ds(t) is a noise signal.

In this chapter, we will consider the static and parameterized sensor uncertainty

characteristic described as

z(t) = ksϕ(t) +

q∑

i=1

bifi(t), (6.1.3)

where ks and bi, i = 1, 2, . . . , q, are unknown constants, and fi(t), i = 1, 2, . . . , q, are

known bounded signals.

The sensor model (6.1.3) can represent a class of practical sensor uncertainties

such as sensor gain variations and measurement errors, as well as sensor failures

when a set of redundant sensors are used. We may use several sensors to measure
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the same signal ϕ(t), and take the weighted sum of the sensors’ output signals zi(t)

as z(t) =
∑m

i=1 αizi(t), where αi > 0, i = 1, . . . , m, such that
∑m

i=1 αi = 1. When

there is no failure for all the sensors, the summed sensor signal z(t) is the exact

measured signal ϕ(t). When there are some sensors failed, e.g., the i1, i2, . . . , ipth

sensors fail and generate some random signals z̄i(t), the summed sensor signal is

z(t) = αsϕ(t) + ds(t), where αs =
∑

i 6=i1,i2,...,ip
αi, and ds(t) =

∑
i=i1,i2,...,ip

αiz̄i(t).

Since the indexes i1, i2, . . . , ip and the signals z̄i(t) for i1, i2, . . . , ip are unknown, we

may express ds(t) =
∑m

i=1 βiz̄i(t), where some of βi are zero (for the unfailed sensors)

while others are αi. Thus, the sensor failures can be characterized by the sensor

uncertainty model (6.1.3) using redundant sensors.

Sensor uncertainty compensation problem. In this chapter, we will use state

feedback control for output tracking. There exist two sets of sensors: state sensors

and output sensors. We will consider the systems with both state sensor uncertainties

and output sensor uncertainties.

As described in Fig. 6.1 where sensors are used to measure the state vector

x(t), the state sensor vector signal is zx(t). Since the state sensors have uncer-

tainties, the output signal zx(t) = [zx1(t), zx2(t), . . . , zxn(t)]
T is not equal to the ac-

tual state signal x(t) = [x1(t), x2(t), . . . , xn(t)]
T . With (6.1.3), the output signal

zx(t) = [zx1(t), zx2(t), . . . , zxn(t)]
T of the state sensors can be described as

zxi(t) = kxixi(t) +

qi∑

j=1

bxijfxij(t), i = 1, 2, . . . , n, (6.1.4)

where kxi and bxij , i = 1, 2, . . . , n, j = 1, 2, . . . , qi, are unknown constants, and fxij(t), i =

1, . . . , n, j = 1, . . . , qi, are known bounded signals.

Since the parameters kxi and bxij , i = 1, 2, . . . , n, j = 1, 2, . . . , qi, in (6.1.4) are un-

known, we cannot retrieve the state signals xi(t), i = 1, 2, . . . , n, from (6.1.4) directly.

To overcome this difficulty, we propose to use sensor compensators, which are also
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shown in Fig.6.1, to derive a compensation vector signal x̂(t) = [x̂1(t), x̂2(t), . . . , x̂n(t)]
T

from zx(t) to estimate the actual state signal x(t). Then, we can use the estimate

signal x̂(t) to construct a state feedback controller, instead of the unavailable actual

state signal x(t).

-
r(t)

Control Law -
u(t)

ẋ = Ax+Bu -
y = Cx

�Sensors�
zx(t)

Compensator

6

x̂(t) x(t)

Figure 6.1: Control system with sensor uncertainties.

Control objective. The control objective is to construct a feedback control law

for u(t) (as shown in Figure 6.1) using the state sensor compensation signal x̂(t), for

the plant (6.1.1) with state and output sensor uncertainties, to make all the closed-

loop signals bounded and the plant output y(t) track a given reference vector signal

ym(t) ∈ RM generated from the reference model system

ym(t) = Wm(s)[r](t), Wm(s) = ξ−1
m (s) (6.1.5)

where r(t) ∈ RM is a bounded reference input signal.

Assumptions. To design a multivariable state feedback MRAC scheme, we make

the standard assumptions: (A1) all zeros of G(s) have negative real parts; (A2) G(s)

is strictly proper, has full rank and its modified left interactor matrix ξm(s) is known;

(A3) there exists a known matrix Sp ∈ RM×M such that Γp = KT
p S

−1
p = ΓTp > 0,

where Kp = lims→∞ ξm(s)G(s) is the high frequency gain matrix of G(s); (A4) (A,B)

is controllable and (A,C) is observable.
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When the output sensors do not have uncertainties, the actual output tracking

error e(t) = y(t)− ym(t) can be obtained. The adaptive compensation design can be

simplified. However, in this chapter, we mainly focus on the case when output sensors

have uncertainties, that is, the actual output signal y(t) cannot be obtained. Thus,

we need to generate an output compensation signal ŷ(t) to estimate y(t). Then, we

will develop an adaptive control scheme based on the compensation tracking error

ê(t) = ŷ(t)− ym(t).

6.2 Adaptive Compensation Scheme

Since the state sensors have uncertainties, we need to design the state sensor uncer-

tainty compensators first.

State sensor compensator design. From (6.1.4), we can retrieve the state

signals xi(t), i = 1, . . . , n, by using the inverse SIxi(·) of Sxi(·), which are given by

xi(t) = SIxi(zxi) = θ∗Txi ψxi(t), (6.2.1)

where θ∗xi = [θ∗kxi, θ
∗
bxi1, . . . , θ

∗
bxiqi

]T , ψxi(t) = [zxi(t), fxi1(t), . . . , fxiqi(t)]
T , with θ∗kxi =

1/kxi, θ
∗
bxij = −bxij/kxi, i = 1, 2, . . . , n, j = 1, 2, . . . , qi being unknown constant pa-

rameters. Thus, the state vector x(t) is expressed as

x(t) = [x1(t), . . . , xn(t)]
T = Θ∗T

x ψx(t), (6.2.2)

where Θ∗T
x = diag{θ∗Tx1 , θ

∗T
x2 , . . . , θ

∗T
xn}, ψx(t) = [ψTx1(t), . . . , ψ

T
xn(t)]

T .

Since the parameters of (6.2.1) are unknown, we can not obtain the actual state

signal x(t). To compensate such sensor uncertainties, we use the adaptive inverse com-

pensator ŜIxi(·) to generate the estimates of the unaccessible state signals xi(t), i =

1, . . . , n, which are given as

x̂i(t) = ŜIxi(zxi) = θTxi(t)ψxi(t), (6.2.3)
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where θxi(t) = [θkxi(t), θbxi1(t), . . . , θbxiqi(t)]
T , i = 1, 2, . . . , n, are the adaptive esti-

mates of the unknown constant parameters θ∗xi. The estimate of the state vector

signal x(t) can be expressed as

x̂(t) = [x̂1(t), . . . , x̂n(t)]
T = ΘT

x (t)ψx(t), (6.2.4)

where ΘT
x (t) = diag{θTx1(t), θ

T
x2(t), . . . , θ

T
xn(t)}.

Controller structure. Since the matrices (A,B,C) of the plant (6.1.1) are

unknown and the state sensors are with uncertainties, we choose u(t) as

u(t) = KT
1 (t)x̂(t) +K2(t)r(t), (6.2.5)

where x̂(t) is the state sensor uncertainty compensation signal, which is defined in

(6.2.4), and K1(t) ∈ Rn×M , K2(t) ∈ RM×M are adaptive estimates of the unknown

constant parameters K∗
1 ∈ Rn×M and K∗

2 ∈ RM×M , which satisfy the plant-model

matching equation (2.4.3)

C(sI − A− BK∗T
1 )−1BK∗

2 = Wm(s), K
∗−1
2 = Kp. (6.2.6)

Remark 6.2.1. The parametrization of the controller signal u(t) in (6.2.5) is not

suitable for adaptive design, because both the parameter ΘT
x (t) in the compensator

x̂(t) = ΘT
x (t)ψx(t) and the parameter K1(t) in (6.2.5) need to be adaptively updated.

We need to combine these two parameters together and derive a newly parameterized

controller signal u(t) to obtain an error equation suitable for adaptive law design. �

New controller parametrization. From the state sensor compensator signal

(6.2.4), we can have the new parameterized controller structure as

u(t) = KT
x (t)ψx(t) +K2(t)r(t), (6.2.7)

where KT
x (t) = KT

1 (t)Θ
T
x (t) is the estimate of K∗T

x = K∗T
1 Θ∗T

x , directly updated from

an adaptive law.
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Remark 6.2.2. Although ΘT
x (t) is a sparse matrix, we need to update all the compo-

nents of the matrix KT
x (t), since the matrix KT

1 (t)Θ
T
x (t) is not sparse. �

Substituting the newly parameterized controller signal (6.2.7) in the plant (6.1.1),

and from (6.2.2), we have

ẋ(t) = (A+BK∗T
1 )x(t) +BK∗

2r(t) +BΘ̃T (t)ω(t)

y(t) = Cx(t), (6.2.8)

where Θ̃(t) = Θ(t) − Θ∗,Θ(t) = [KT
x (t), K2(t)]

T ,Θ∗ = [K∗T
x , K∗

2 ]
T , and ω(t) =

[ψTx (t), r
T (t)]T .

Since the output sensors have uncertainties, we can not obtain the exact output

signal y(t). But the adaptive laws would need the output tracking error information.

Hence, we need to use the output sensor compensator to generate ŷ(t), which is similar

to the state sensor compensation signal x̂(t), to estimate the output signal y(t) and

obtain the compensation output tracking error ê(t) = ŷ(t)−ym(t) instead of the exact

tracking error e(t) = y(t)− ym(t) for adaptive law design. Moreover, since (A,B,C)

is unknown, a new parametrization scheme is needed.

Output sensor compensator design. The model of the output sensors with

uncertainties can be expressed as

zyi(t) = kyiyi(t) +

pi∑

j=1

byijfyij(t), i = 1, . . . ,M, (6.2.9)

where kyi, byij , i = 1, . . . ,M, j = 1, . . . , pi are unknown constants, and fyij(t), i =

1, . . . ,M, j = 1, . . . , pi are known bounded signals. Then from (6.2.9), we can retrieve

the output signals, which are given as

yi(t) = θ∗Tyi ψyi(t), (6.2.10)
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where θ∗yi=[θ
∗
kyi, θ

∗
byi1, . . . , θ

∗
byipi

]T and ψyi(t) = [zyi(t), fyi1(t), . . . , fyipi(t)]
T with θ∗kyi =

1/kyi, θ
∗
byij = −byij/kyi being unknown constant parameters for i = 1, 2, . . . ,M, j =

1, 2, . . . , pi. Then, the vector y(t) is

y(t) = [y1(t), . . . , yM(t)]T = Θ∗T
y ψy(t), (6.2.11)

where Θ∗T
y = diag{θ∗Ty1 , θ

∗T
y2 , . . . , θ

∗T
yM} and ψy(t) = [ψTy1(t), . . . , ψ

T
yM(t)]T . The output

compensation signals ŷi(t), i = 1, 2, . . . ,M, are

ŷi(t) = θTyi(t)ψyi(t), (6.2.12)

where θyi(t) is the estimate of θ∗yi. Then the output compensation signal y(t) is

ŷ(t) = [ŷ1(t), . . . , ŷM(t)]T = ΘT
y (t)ψy(t), (6.2.13)

where ΘT
y (t) = diag{θTy1(t), θ

T
y2(t), . . . , θ

T
yM(t)}.

Parameter projection. The parameter vectors θyi(t) = [θkyi, θbyi1, . . . , θbyipi ]
T ,

i = 1, 2, . . . ,M , are to be updated from some adaptive laws. It is important to ensure

that the parameters θkyi(t) do not get close to 0, in order to guarantee closed-loop

signal boundedness. This will be ensured by using parameter projection based algo-

rithms [84], using the knowledge of θ0kyi > 0 such that θ0kyi ≤ θ∗kyi, for i = 1, 2, . . . ,M ,

to modify the adaptive laws so that θ0kyi ≤ θkyi(t), for i = 1, 2, . . . ,M , is ensured.

A parameter projection modification for an adaptive law: θ̇kyi(t) = gi(t), is to

add a signal fgi(t) (such that fgi(t) = 0 if θ0kyi < θkyi(t) or if θ0kyi = θkyi(t) and

gi(t) ≥ 0, and fgi(t) = −gi(t) otherwise, that is, if θ
0
kyi = θkyi(t) and gi(t) < 0) to the

adaptive law to form the new one: θ̇kyi(t) = gi(t) + fgi(t), with the condition on the

initial estimate θkyi(0): θ
0
kyi ≤ θkyi(0). Such a modified adaptive law has the desired

properties: (i) θ0kyi ≤ θkyi(t) for all t ≥ 0, and (ii) (θkyi(t)− θ∗kyi)fgi(t) ≤ 0.

While it is not necessary (but may help) to use parameter projection for other

components of θyi(t) = [θkyi(t), θbyi1(t), . . . , θbyipi(t)]
T , i = 1, 2, . . . ,M , the adaptation
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gain matrix in the adaptive law for a parameter vector θyi(t) should be chosen to be

a diagonal one [84].

Compensation tracking error. We introduce the compensation output track-

ing error signal

ê(t) = ŷ(t)− ym(t) = e(t) + (ŷ(t)− y(t)), (6.2.14)

where e(t) = y(t)− ym(t) is the actual output tracking error.

In view of the reference model (6.1.5), the matching equations (6.2.6), the plant

(6.2.8), the output signal (6.2.11), and the compensation output (6.2.13), we have

ξm(s)[ê](t) = KpΘ̃
T (t)ω(t) + ξm(s)[Θ̃

T
y ψy](t), (6.2.15)

where Θ̃y(t) = Θy(t)−Θ∗
y.

We introduce a filter h(s) = 1
f(s)

with f(s) being a stable and monic polynomial

of degree equal to that of ξm(s). Operating h(s)IM on both sides of (6.2.15), we have

ẽ(t) = Kph(s)[Θ̃
Tω](t) + ξm(s)h(s)[Θ̃

T
y ψy](t), (6.2.16)

where ẽ(t) = ξm(s)h(s)[ê](t).

Remark 6.2.3. This error equation has the output sensor uncertainty related term

ξm(s)h(s)[Θ̃
T
y ψy](t) which needs specific treatments, especially, in the presence of an

uncertain gain matrix Kp which introduces additional technical difficulties. In the

absence of ξm(s)h(s)[Θ̃
T
y ψy](t), the knowledge of Kp can be relaxed, using LDU, LDS

and SDU decomposition based designs, for multivariable MRAC [84]. Such designs

for sensor uncertainty compensation are still not yet available. For example, it was

found that an LDS based design, directly applied to the error equation (6.2.16), may

lead to an overparametrization problem (in deriving a linear error model) undesirable

for system tracking. An SDU based design may be able to overcome such a problem

and is currently under investigation. �
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Estimation error. Based on (6.2.16), we introduce the estimation error signal

ε̃(t)=ẽ(t)+Ψ(t)ξ(t)+[ξy11(t),
2∑

i=1

ξy2i(t), . . . ,
M∑

i=1

ξyMi(t)]
T , (6.2.17)

where Ψ(t) is the estimate of Ψ∗ = Kp, and

ξ(t) = ΘT (t)ζ(t)− h(s)[ΘTω](t), (6.2.18)

ζ(t) = h(s)[ω](t), (6.2.19)

ξyij(t) = θTyj(t)ζyij(t)− hξij(s)[θ
T
yjψyj ](t), (6.2.20)

ζyij(t) = hξij(s)[ψyj ](t), (6.2.21)

with hξij(s) being the ijth component of ξm(s)h(s), for i = 1, . . . ,M , j = 1, . . . , i.

Substituting the filtered error ẽ(t) (6.2.16) in (6.2.17), we have

ε̃(t) = Ψ̃(t)ξ(t) +KpΘ̃
T (t)ζ(t) +




θ̃Ty1(t)ζy11(t)∑2
i=1 θ̃

T
yi(t)ζy2i(t)
...∑M

i=1 θ̃
T
yi(t)ζyMi(t)


 , (6.2.22)

where Ψ̃(t) = Ψ(t) − Ψ∗, Θ̃(t), and θ̃yi(t) = θyi(t) − θ∗yi, i = 1, 2, . . . ,M , are the

corresponding parameter errors.

Adaptive laws. With the estimation error (6.2.22), we choose the adaptive laws

Ψ̇(t) = −
Γε̃(t)ξT (t)

m2(t)
, (6.2.23)

Θ̇T (t) = −
Spε̃(t)ζ

T (t)

m2(t)
, (6.2.24)

θ̇yi(t) = −
Γyi
∑M

j=i ε̃j(t)ζyji(t)

m2(t)
, i = 1, 2, . . . ,M, (6.2.25)

where ε̃(t) = [ε̃1(t), ε̃2(t), . . . , ε̃M(t)]T is computed from (6.2.17), in which ẽ(t) is com-

puted from ẽ(t) = ξm(s)h(s)[ŷ − ym](t) = ξm(s)h(s)[Θ
T
y ψy − ym](t), Γ = ΓT > 0,

and Γyi = ΓTyi > 0, i = 1, 2, . . . ,M , are adaptation gain matrices, Sp satisfies the
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Assumption (A3), and

m2(t) = 1 + ξT (t)ξ(t) + ζT (t)ζ(t) +
M∑

i=1

i∑

j=1

ζTyij(t)ζyij(t). (6.2.26)

Lemma 6.2.1. The adaptive laws (6.2.23)–(6.2.25) ensure that

(i) Ψ(t) ∈ L∞, Θ(t) ∈ L∞, θyi(t) ∈ L∞, i = 1, 2, . . . ,M , and ε̃(t)
m(t)

∈ L2 ∩L∞; and

(ii) Ψ̇(t) ∈ L2 ∩ L∞, Θ̇(t) ∈ L2 ∩ L∞, and θ̇yi(t) ∈ L2 ∩ L∞, i = 1, 2, . . . ,M .

Proof: Consider the positive definite function

V =
1

2
tr[Ψ̃TΓ−1Ψ̃]+

1

2
tr[Θ̃ΓpΘ̃

T ]+
1

2

M∑

i=1

θ̃TyiΓ
−1
yi θ̃yi. (6.2.27)

From (6.2.23)–(6.2.25) and (6.2.22), we derive the derivative of V as

V̇ = −
ξT (t)Ψ̃T (t)ε̃(t)

m2(t)
−
ζT (t)Θ̃(t)KT

p ε̃(t)

m2(t)

−
M∑

i=1

M∑

j=i

θ̃Tyi(t)ζyji(t)ε̃j(t)

m2(t)
= −

ε̃T (t)ε̃(t)

m2(t)
≤ 0. (6.2.28)

From (6.2.28), we can conclude the properties in Lemma 1. ∇

Based on Lemma 6.2.1, we can have the following theorem.

Theorem 6.2.1. The sensor uncertainty compensation scheme with the control law

(6.2.7) updated by the adaptive laws (6.2.23)–(6.2.25), when applied to the plant

(6.1.1), guarantees the closed-loop signal boundedness and asymptotic compensation

output tracking: limt→∞(ŷ(t)− ym(t)) = 0.

The convergence of the actual tracking error e(t) = y(t) − ym(t) to zero is still

under investigation and it may need some additional conditions in the adaptive control

system, as similar to an adaptive observer case where the adaptive state estimation

error converges to zero under some persistent excitation conditions in the case when

the system matrix (A,B) are unknown.
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6.3 Simulation Study

In simulation study, we will consider an aircraft flight control example with system

dynamics unknown and the output signals are a part of the state signals.

Aircraft model. We choose a linearized aircraft lateral model obtained by lin-

earizing the NASA Generic Transport Model (GTM) at 70 knots trim condition,

which is described as ẋ(t) = Ax(t) + Bu(t), y(t) = Cx(t), where x = [vb, pb, rb, φ]
T ,

u = [da, dr]
T ,

A =




−0.5395 11.5510 −117.4354 32.0436
−0.5955 −4.8871 2.0548 0
0.2076 −0.2891 −1.3130 0

0 1 0.0903 0




B =




−0.0431 0.3774
−0.5705 0.2181
−0.0045 −0.3569

0 0


, C=

[
1 0 0 0
0 0 0 1

]
. (6.3.1)

The four state variables are the lateral velocity vb (ft/sec), the roll rate pb (rad/sec),

the yaw rate rb (rad/sec), and the roll angle φ (rad). The output variables are the

lateral velocity vb and the roll angle φ, which are two of the state signals. The control

inputs are the aileron position da (deg) and the rudder position dr (deg).

Sensor uncertainty models. We consider the state sensor uncertainties as

zx1(t) = 0.9x1(t)+0.2, zx2(t)=0.9x2(t), zx3(t)=x3(t),

zx4(t) = 0.9x4(t)+0.01 sin(0.03t). (6.3.2)

Since the output signals y1(t) and y2(t) are the state signals x1(t) and x4(t), the

output sensor models are

zy1(t) = zx1(t)=0.9y1(t)+0.2,

zy2(t) = zx4(t)=0.9y2(t)+0.01 sin(0.03t). (6.3.3)
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Reference model. The modified left interactor matrix ξm(s) of G(s) = C(sI −

A)−1B can be chosen as ξm(s) = diag{(s+1), (s+1)2}. Therefore, the transfer matrix

of the reference model (6.1.5) is Wm(s) = diag{1/(s+ 1), 1/(s+ 1)2}.

Verification of design conditions. The zero of G(s) = C(sI − A)−1B is z =

−118.33 which is stable, and G(s) is strictly proper and has full rank. The high

frequency gain matrix of G(s) is

Kp = lim
s→∞

ξm(s)G(s) =

[
−0.0431 0.3774
−0.5709 0.1859

]
, (6.3.4)

which has full rank.

Design parameters. Since the degree of ξm(s) is 2, we choose the filter h(s) =

1/(s + 1)2. For the adaptive laws (6.2.23)–(6.2.25), we choose Γ = Γy1 = Γy2 =

diag{1, 1}, and

Sp =

[
−0.2155 −2.8545
3.7740 1.8590

]
, (6.3.5)

which satisfies the Assumption (A3).

To prevent θky1(t) and θky2(t), which are updated in (6.2.25), getting close to 0,

we need to use parameter projection described in the “parameter projection” part

after equation (6.2.13). From the output uncertainty models (6.3.3), we have θ∗ky1 =

θ∗ky2 = 1/0.9. Then, we choose θ0ky1 = 1 < θ∗ky1 and θ0ky2 = 1 < θ∗ky2 as the lower

bound of θky1(t) and θky2(t). For simulation, we choose the initial conditions as

θky1(0) = 1.2 > θ0ky1, θky2(0) = 1.2 > θ0ky2.

Simulation results. To make a realistic aircraft flying path, we choose the

reference input r(t) as in Case I the constant input r(t) = [5, 0.1]T , and Case II

the varying reference input r(t) = [5 sin(0.01t), 0.1 sin(0.01t)]T . By applying the

compensation scheme using the adaptive laws (6.2.23)–(6.2.25), we can obtain the

following simulation results.
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In Figure 6.2 and Figure 6.4, the dotted lines represent the reference output signal

ym(t) and the solid lines represent the actual output signal y(t) which are not available

exactly because of the sensor uncertainties. From Figure 6.2 and Figure 6.4, we can

see that, in Case I and Case II, the output signals are bounded and the tracking error

e(t) = y(t)− ym(t) converges to small values.

Figure 6.3 and Figure 6.5 show that the compensator output signals ŷ(t) (solid)

asymptotically converge to the reference output signals ym(t) (dotted) for both Case

I and Case II.
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Figure 6.2: Aircraft output y(t) (solid) vs. reference ym(t) (dotted) (Case I).

Summary

In this chapter, we have developed an adaptive sensor uncertainty compensation

control scheme for the multi-input and multi-output systems with system dynamics

unknown, using state feedback for output tracking. The critical step for an adap-
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Figure 6.3: Compensator output ŷ(t) (solid) vs. ym(t) (dotted) (Case I).
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Figure 6.4: Aircraft output y(t) (solid) vs. reference ym(t) (dotted) (Case II).
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Figure 6.5: Compensator output ŷ(t) (solid) vs. ym(t) (dotted) (Case II).

tive compensation design is the development of a properly parameterized error model

in terms of the system and sensor parameter errors and the output tracking errors.

We have developed such error model. Based on a suitable error model, stable adap-

tive laws have been derived for updating the parameters of the feedback controller.

Simulation results have verified the desired performance.



Chapter 7

Discrete-Time Multivariable
Adaptive Control of MIMO
Systems with Structural Damage

In this chapter, a discrete-time multivariable MRAC framework is developed for con-

trol of continuous-time nonlinear systems with structural damage, addressing several

key technical issues. New technical contributions of this chapter in developing such

digital control design techniques include

• obtaining a relationship of infinite zero structure between the continuous-time

nonlinear system and its linearized discrete-time model;

• deriving invariance properties of infinite zero structure of the a linearized discrete-

time aircraft system model before and after damage occurs;

• developing a discrete-time multivariable MRAC scheme to compensate para-

metric and structural uncertainties due to damage and guarantee closed-loop

system stability and asymptotic output tracking; and

• verifying effectiveness of the developed linearization-based discrete-time adap-

tive control framework for control of the continuous-time nonlinear system with

damage by extensive simulation studies of the nonlinear GTM Simulink model.
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7.1 Problem Statement

Consider a continuous-time MIMO nonlinear system

ẋ(t) = f(x(t)) + g(x(t))u(t), y(t) = Cx(t), (7.1.1)

where x(t) ∈ Rn and u(t) ∈ RM are state and control input vector signals, output

vector signal y(t) ∈ RM is chosen as a linear combination of the state signals, and f

and gi, i = 1, 2, . . . ,M , (with gi being the ith column of g) are smooth (i.e., C∞) vector

fields defined on Rn. When structural damage occurs, the system dynamics f and g in

(7.1.1) may undergo uncertain parametric and structural variations. In this chapter,

we will design a discrete-time adaptive control scheme to construct a digital control

system framework with the addition of samplers and zero-order holds (ZOHs) for

control of the nonlinear system (7.1.1) to compensate its possible structural damage.

For the digital control system with ZOHs, elements of the control input signal

u(t) = [u1(t), u2(t), . . . , uM(t)]T of the nonlinear system (7.1.1) are

ui(t) = ui(kT ), kT ≤ t < (k + 1)T, (7.1.2)

for i = 1, 2, . . . ,M , i.e. within each sampling interval T , control input signals remain

constant. We expand the state signal x(t) in a Taylor series about x(kT ) within

t ∈ [kT, (k + 1)T ), it follows that [5, 50, 60]

x((k + 1)T ) = x(kT ) +

∞∑

i=1

T i

i!

dix

dti

∣∣∣
t=kT

. (7.1.3)

By taking successive partial derivatives of the right-hand side of (7.1.1) with control

input signal as in (7.1.2), we can obtain a discrete-time nonlinear model denoted as

x(k + 1) = fd(x(k), u(k)). (7.1.4)

Since damage causes unknown variations for the nonlinear system (7.1.1), the dis-

cretized nonlinear model (7.1.4) also undergoes uncertain changes. To deal with the
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uncertainties and complexities of the discrete-time nonlinear model (7.1.4), in this

chapter, we will employ a linearization-based discrete-time adaptive control design.

Linearization-based adaptive control. Block diagram of the closed-loop con-

trol system framework is illustrated in Fig. 7.1, where the linearization-based adap-

tive control design is applied. We linearize the discrete-time nonlinear model (7.1.4)

at a chosen operating point (x0, u0). The chosen operating point may not be an

equilibrium point, since the equilibrium points may not be accessible due to system

uncertainties. Then, a sequential discrete-time linear model with an unknown con-

stant dynamics offset f0 (introduced by the non-equilibrium operating point) can be

used to characterize the linearized discrete-time system with damage:

∆x(k + 1)=A∆x(k)+B∆u(k)+f0,∆y(k)=C∆x(k), (7.1.5)

where perturbation signals are ∆x(k) = x(k)−x0, ∆y(k) = y(k)−Cx0, and ∆u(k) =

u(k)−u0, and system matrices and offset are A = ∂fd
∂x

∣∣∣
(x0,u0)

, B = ∂fd
∂u

∣∣∣
(x0,u0)

, and

f0=fd(x0, u0)−x0, which are unknown piecewise constants : (A,B, fd0)=(Ai, Bi, fd0i),

i = 1, . . . , N , for N different damage conditions.

-u0 m
6

- ZOHs
u(k) -u(t) nonlinear system

with damage
-y(t)

��
x(t)

T

� x(k)m?

x0

−
�
� r(k)

discrete-time
adaptive controller

∆x(k)

∆u(k)

discretized nonlinear model

Figure 7.1: Digital control of a nonlinear system with damage.

Control objective. The objective is to develop a discrete-time adaptive control

law ∆u(k) for the sequential linearized discrete-time system (7.1.5) with uncertainties
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to make all the signals of the closed-loop system bounded and the system output signal

∆y(k) asymptotically track a reference signal ∆ym(k):

∆ym(k) = Wm(z)[r](k),Wm(z) = ξ−1
m (z), (7.1.6)

where Wm(z) is stable and r(k) is a bounded reference input signal. The symbol z is

used to denote the advance operator: z[r](k) = r(k + 1).

To proceed the multivariable MRAC design, for the sequential linearized discrete-

time system (7.1.5) with (A,B, fd0) = (Ai, Bi, fd0i), i = 1, 2, . . . , N , representing

different damage conditions, following assumptions are required: (A1) all zeros of

G(z) = C(zI−A)−1B lie within the unit circle in the z-plane; (A2) (A, B) is con-

trollable and (A, C) is observable; (A3) G(z) = C(zI−A)−1B has full rank, for all

damage scenarios, G(z) has a common modified left interactor matrix ξm(z); (A4)

all leading principal minors ∆i, i= 1, 2, . . . ,M , of Kp are nonzero, the sign of each

principal minor is known and invariant for different damage scenarios.

(A1) is needed for stable zero-pole cancelations in plant-model matching (see

(7.3.2)) (of making the closed-loop system be Wm(z)). (A2) is needed for ensuring

system internal stability (based on observability of (A,C), that is, a bounded output

y(k) implies a bounded state x(k)) and for plant-model matching (see (7.3.2)) (based

on controllability of (A,B)). (A3) is for the existence of an interactor matrix ξm(z)

used for constructing a common reference model transfer matrix (7.1.6) for all possible

damage scenarios. In next section, we will investigate the modified left interactor

matrix ξm(z) for the linearized discrete-time model (7.1.5) based on a detailed generic

structure study. (A4) ensures that there exists a common matrix Ds (a matrix of the

LDS decomposition of Kp defined in (7.3.12)) for all possible damage scenarios, which

is used for design of the adaptive law (7.3.23).
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7.2 System Infinite Zero Structures

For discrete-time multivariable MRAC, knowledge of infinite zero structure is crucial

for existence of plant-model matching (to be shown in Section 4), since the inverse

of the interactor matrix ξm(z) is chosen as the reference system (7.1.6). In this

section, system infinite zero structures will be investigated to obtain a relationship

between the continuous-time nonlinear system (7.1.1) and its linearized discrete-time

model (7.1.5), based on which the invariance design conditions (A3) and (A4) may

be obtained before and after damage (to be demonstrated by a generic study of an

aircraft model in Section 7.4.1). In order to obtain a relationship of the infinite zero

structures between the nonlinear system and its linearized discrete-time model, we

first investigate the generic structure of the linearized discrete-time model (7.1.5).

7.2.1 Linearized Discrete-Time System Model

By taking successive partial derivatives of the right-hand side of (7.1.1) with the

control input signals remaining constant in one sampling interval as in (7.1.2), the

discretized nonlinear model (7.1.3) can be denoted as [5, 50, 60]

x(k+1) = fd(x(k), u(k))

= fd0(x(k))+
M∑

i=1

gdi(x(k))ui(k)

+

∞∑

l=2

(
M∑

i1=1

· · ·
M∑

il=1

(
gdi1...il(x(k))

il∏

j=i1

uj(k)

))
. (7.2.1)

Relative degrees of the discretized nonlinear model (7.2.1) can be defined [5, 61, 93],

but, in this chapter, we only study the infinite zero structure of the linearized discrete-

time model for the discrete-time multivariable MRAC design.

We choose the operating point as (x0, u0) = (x0, 0) to linearize the discretized

nonlinear system (7.2.1) to obtain the linearized discrete-time model (7.1.5). It follows
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that system matrices A and B, and the offset f0 of the linearized discrete-time model

(7.1.5) are of the forms:

A =
∂fd
∂x

∣∣∣
(x0, 0)

=
∂fd0
∂x

∣∣∣
x0
, (7.2.2)

B =
∂fd
∂u

∣∣∣
(x0, 0)

= [gd1(x0), gd2(x0), . . . , gdM(x0)], (7.2.3)

f0 = fd(x0, 0)−x0=fd0(x0)−x0. (7.2.4)

In order to obtain the expressions of A, B, and f0 in terms of the continuous-time

nonlinear system (7.1.1) vector fields f and gi, we further investigate fd0 and gdi in

the discrete-time model (7.2.1), which can be expressed as

fd0(x(k)) = x(k) +
∞∑

i=1

T i

i!
Li−1
f f(x(k)) (7.2.5)

gdi(x(k)) = Tgi(x(k)) +

∞∑

l=2

T l

l!
LgiL

l−2
f f(x(k))

+

∞∑

l=2

T l

l!
Ll−1
f gi(x(k))

+

∞∑

l=3

T l

l!
(

l−2∑

p=1

LpfLgiL
l−p−2
f f(x(k))), (7.2.6)

with T denoting the sampling period, gi(x), i = 1, 2, . . . ,M , being the ith column

of g(x) of the nonlinear system (7.1.1), and the Lie derivatives defined as Li+1
f f =

Lf (L
i
ff) =

∂Li
f
f

∂x
f and L0

ff = f . Substituting (7.2.5) and (7.2.6) in (7.2.2)–(7.2.4),

we have

A =
∂fd0
∂x

∣∣∣
x0

= In +

∞∑

i=1

T i

i!

∂

∂x
(Li−1

f f)
∣∣∣
x0
, (7.2.7)

B = [gd1(x0), gd2(x0), . . . , gdM(x0)], (7.2.8)

f0 = fd0(x0)− x0 =

∞∑

i=1

T i

i!
Li−1
f f(x0). (7.2.9)

Remark 7.2.1. If the operating point u0 is non-zero, we can use a transformation

ū = u − u0 to transfer the nonlinear system (7.1.1) to an equivalent system ẋ =
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f̄(x)+g(x)ū, where f̄(x) = f(x)+g(x)u0, and then conduct analysis of the discretized

nonlinear model and linearized discrete-time model for the system ẋ = f̄(x) + g(x)ū

with the operating point (x0, 0). �

When (x0, 0) is an equilibrium point of the nonlinear system (7.1.1), the system

matrices and offset structures can be further simplified.

Proposition 7.2.1. If the operating point (x0, 0) is an equilibrium point of the continuous-

time nonlinear system (7.1.1), then (x0, 0) is an equilibrium point of the discretized

nonlinear system (7.2.1) as well, and the linearized discrete-time system matrices A

and B as in (7.2.2) and (7.2.3), and the offset f0 as in (7.2.4), are further reduced

to

A = eAcT , B =

∫ T

0

eAcτBcdτ, f0 = 0, (7.2.10)

where Ac,
∂f
∂x
|x0 and Bc,g(x0).

Proof: Substituting (x0, 0) in the right-hand side of the discretized nonlinear model

(7.2.1) and in view of (7.2.5), we obtain that

fd(x0, 0) = fd0(x0) = x0 +

∞∑

i=1

T i

i!
Li−1
f f(x0)

= x0+Tf(x0)+
∞∑

i=2

T i

i!

∂

∂x
(Li−2

f f)
∣∣∣
x0
f(x0). (7.2.11)

Since (x0, 0) is the equilibrium point of the continuous-time nonlinear system ẋ =

f(x) + g(x)u, we have that f(x0)=0. From (7.2.11) and f(x0)=0, it follows that

fd(x0, 0) = x0, (7.2.12)

so that the operating point (x0, 0) is the equilibrium point for the discretized nonlinear

model (7.2.1). Then the offset f0 as in (7.2.4) becomes

f0 = fd(x0, 0)− x0 = 0. (7.2.13)
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With the condition f(x0) = 0, we have

∂

∂x
(Li−1

f f)
∣∣∣
x0

=
∂

∂x

(
∂

∂x
(Li−2

f f) · f

) ∣∣∣
x0

=
∂

∂x
(Li−2

f f)
∣∣∣
x0

∂f

∂x

∣∣∣
x0

+




fT (x0)
∂
∂x

([
∂
∂x
(Li−2

f f)
]T
1

) ∣∣∣
x0

...

fT (x0)
∂
∂x

([
∂
∂x
(Li−2

f f)
]T
n

) ∣∣∣
x0




=
∂

∂x
(Li−2

f f)
∣∣∣
x0

∂f

∂x

∣∣∣
x0

= · · ·

=

(
∂f

∂x

∣∣∣
x0

)i
, i = 2, 3, . . . (7.2.14)

where [ ∂
∂x
(Li−2

f f)]j, j = 1, 2, . . . , n, denotes the jth row of the matrix ∂
∂x
(Li−2

f f).

Hence, from (7.2.14), the matrix A in (7.2.7) can be further calculated as

A = In + T
∂f

∂x

∣∣∣
x0

+
∞∑

i=2

T i

i!

∂

∂x
(Li−1

f f)
∣∣∣
x0

= In +

∞∑

i=1

T i

i!

(
∂f

∂x

∣∣∣
x0

)i
. (7.2.15)

In view of (7.2.6), (7.2.3), (7.2.14), and the condition f(x0) = 0, we have the ith

column of matrix B as

bi = gdi(x0)

= Tgi(x0) +
∞∑

l=2

T l

l!

∂

∂x
(Ll−2

f f)
∣∣∣
x0
gi(x0)

+
∞∑

l=2

T l

l!

∂

∂x
(Ll−2

f gi)
∣∣∣
x0
f(x0)

+
∞∑

l=3

T l

l!

(
l−2∑

p=1

∂

∂x

(
Lp−1
f LgiL

l−p−2
f f

) ∣∣∣
x0
f(x0)

)

= Tgi(x0) +
∞∑

l=2

T l

l!

(
∂f

∂x

∣∣∣
x0

)l−1

gi(x0), (7.2.16)
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with bi, i = 1, 2, . . . ,M , denoting the ith column of B. The matrices A as in (7.2.15)

and B with the ith column bi as in (7.2.16) can be expressed as more compact forms:

A = eAcT , B =

∫ T

0

eAcτBcdτ, (7.2.17)

where we define Ac =
∂f
∂x
|x0 and Bc = g(x0) = [g1(x0), g2(x0), . . . , gM(x0)]. ∇

Remark 7.2.2. There are two methods to obtain a linear discrete-time model as in

(7.1.5) from the continuous-time nonlinear system (7.1.1): one is discretizing the

nonlinear system (7.1.1) first, and then linearizing the discretized model, which is

used in this chapter; the other one is linearizing the nonlinear system (7.1.1) first,

and then discretizing the linearized model. It is worth noting that A and B in (7.2.10)

are actually system matrices of the discrete-time linear model obtained from the second

method with the operating point as (x0, 0). That is only if (x0, 0) is an equilibrium

point, system matrices A and B obtained from these two methods are the same. When

(x0, 0) is an arbitrary operating point, A and B from the first method as in (7.2.7) and

(7.2.8) contain more information than the second method as in (7.2.10). Therefore,

in this chapter, we use the linearized discrete-time model from the first method to do

the linearization-based design. �

7.2.2 Interactor Matrix of Linearized Discrete-Time Model

We use the following calculation of G(z) = C(zIn − A)−1B to determine the infinite

zero structure of the linearized discrete-time system (7.1.5):

G(z)=
1

det(zIn−A)

(
En−1z

n−1+· · ·+E1z+E0

)
, (7.2.18)

with det(zIn−A) , zn+αn−1z
n−1+ · · ·+α0 and coefficients being En−1=CB, En−2=

CAB+αn−1CB, . . . , E0=CA
n−1B+αn−1CA

n−2B+· · ·+α1CB.
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From expressions of matrices A and B in (7.2.7) and (7.2.8), which are related

to the continuous-time nonlinear system (7.1.1) at the operating point x0, we obtain

following properties about the infinite zero structures.

Theorem 7.2.1. For the nonlinear system (7.1.1):

ẋ=f(x)+
M∑

i=1

gi(x)ui, yi=hi(x)=Cix, i=1, . . . ,M, (7.2.19)

with the relative degree {ρ1, ρ2, . . . , ρM} at the point x0, there exist small constants

T0 > 0 and fn > 0, such that, if T < T0, i.e., the sampling period is sufficiently

small, and ||f(x0)|| < fn, i.e., the operating point (x0, 0) is sufficiently close to the

equilibrium point, the linearized discrete-time system (7.1.5) at the (x0, 0):

∆x(k+1)=A∆x(k)+B∆u(k)+f0,∆y(k)=C∆x(k), (7.2.20)

with A, B, and f0, as in (7.2.7)–(7.2.9), has a diagonal modified left interactor matrix:

ξm(z) = diag{z+a1, z+a2, . . . , z+aM}, (7.2.21)

with |ai| < 1, for i = 1, 2, . . . ,M .

Proof: For the nonlinear system (7.2.19) with the relative degree {ρ1, ρ2, . . . , ρM} at

the point x0, we have LgjL
k
fhi(x) = 0, j = 1, . . . ,M , k = 0, . . . , ρi − 2, i = 1, . . . ,M ,

in a neighborhood of x0, and the matrix

α(x0)=




Lg1L
ρ1−1
f h1(x0) · · · LgML

ρ1−1
f h1(x0)

Lg1L
ρ2−1
f h2(x0) · · · LgML

ρ2−1
f h2(x0)

...
...

...

Lg1L
ρM−1
f hM(x0) · · · LgML

ρM−1
f hM(x0)


 (7.2.22)

is non-singular, with the Lie derivatives defined as Lkfhi = Lf (L
k−1
f hi) =

∂Lk−1
f

hi

∂x
f ,

L0
fhi = hi, and LgjL

k
fhi =

∂
∂x
(Lkfhi)gj [43, 84] . For the Lie derivative LgjL

k
fhi(x),
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k ≥ 1, we can express it as

LgjL
k
fhi =

∂

∂x

(
Lkfhi

)
gj

=
∂hi
∂x

∂

∂x

(
Lk−1
f f

)
gj+(L

k−1
f f)T

∂

∂x

(
(
∂hi
∂x

)T
)
gj

+

k−2∑

l=0

∂

∂x

(
Llf

(
(Lk−2−lf f)T ·

∂

∂x

(
(
∂hi
∂x

)T
)
·f

))
gj. (7.2.23)

Since the output is a linear combination of the states, i.e. hi(x) = Cix, we can

simplify LgjL
k
fhi(x) as

Lgjhi(x) =
∂hi
∂x

gj(x) = Cigj(x), (7.2.24)

LgjL
k
fhi(x) =

∂hi
∂x

∂

∂x

(
Lk−1
f f

)
gj(x)

= Ci
∂

∂x

(
Lk−1
f f

)
gj(x)

= CiLgjL
k−1
f f(x), k ≥ 1. (7.2.25)

Then, we have that ∀x in a neighborhood of x0

Cigj(x) = 0, CiLgjL
k−1
f f(x) = 0, 1 ≤ k < ρi − 1, (7.2.26)

and the non-singular α(x0) is reduced to

α(x0)=




C1Lg1L
ρ1−2
f f · · · C1LgML

ρ1−2
f f

C2Lg1L
ρ2−2
f f · · · C2LgML

ρ2−2
f f

...
...

...

CMLg1L
ρM−2
f f · · · CMLgML

ρM−2
f f


 . (7.2.27)

To derive the interactor matrix for G(z), we investigate the first coefficient En−1=CB

of the equation (7.2.18). For the ith row E(n−1),i = [CiB1, CiB2, . . . , CiBM ], from
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(7.2.3) and (7.2.26), we obtain each element CiBj , j = 1, 2, . . . ,M as

CiBj =
T ρi

ρi!
CiLgjL

ρi−2
f f(x0)+

∞∑

l=ρi+1

T l

l!
CiLgiL

l−2
f f(x0)

+

∞∑

l=3

T l

l!
Ci

(
Ll−1
f gi(x0)+

l−2∑

p=1

LpfLgiL
l−p−2
f f(x0)

)

=
T ρi

ρi!
CiLgjL

ρi−2
f f(x0) +

∞∑

l=ρi+1

T l

l!
CiLgiL

l−2
f f(x0)

+
∞∑

l=3

T l

l!
Ci

(
∂

∂x
(Ll−2

f gi)
∣∣∣
x0
·f(x0)

)

+

∞∑

l=3

T l

l!
Ci

(
l−2∑

p=1

(
∂

∂x
(Lp−1f LgiL

l−p−2
f f)

∣∣∣
x0
·f(x0)

))
. (7.2.28)

From (7.2.28), there exist small T0 > 0 and fn > 0, such that, if T < T0 and

||f(x0)|| < fn, CiBj can be approximated as

CiBj ≈
T ρi

ρi!
CiLgjL

ρi−2
f f(x0). (7.2.29)

From (7.2.27) and (7.2.29), it follows that

En−1 = CB ≈ Pα(x0), (7.2.30)

where P=diag{T
ρ1

ρ1!
, T

ρ2

ρ2!
, . . . , T

ρM

ρM !
}, which is non-singular. Since the matrix α(x0) is

non-singular, we can conclude that the coefficient En−1 =CB is non-singular, when

the sampling period T < T0 and ||f(x0)|| < fn, i.e., the operating point (x0, 0) is close

to the equilibrium point. Hence, we choose the interactor matrix ξm(z) as

ξm(z) = diag{z+a1, z+a2, . . . , z+aM}, (7.2.31)

with |ai| < 1, i = 1, . . . ,M to make limz→∞ ξm(z)G(z) = En−1 non-singular. ∇

From the proof of Theorem 7.2.1, we can see that if the relative degree ρi ≤ 2,

the condition on the operating point (x0, 0), i.e., ||f(x0)|| < fn, can be relaxed. This

property is summarized as the following corollary.
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Corollary 7.2.1. For the continuous-time nonlinear system (7.2.19) with the relative

degree {ρ1, ρ2, . . . , ρM} at the point x0, where ρi ≤ 2, i = 1, 2, . . . ,M , there exists a

small T0 > 0, such that, if the sampling period T < T0, the linearized discrete-time

system (7.2.20) at the operating point (x0, 0) with A, B, and f0, given as (7.2.7)–

(7.2.9), has a diagonal left modified interactor matrix: ξm(z) = diag{z+a1, z+

a2, . . . , z+aM}, with |ai| < 1, for i = 1, 2, . . . ,M .

Proof: For ρi = 1, we have that the ith row of α(x0) is

αi(x0)=[Lg1hi(x0), . . . , LgMhi(x0)]=Cig(x0) 6= 0.

For ρi = 2, we obtain that, ∀x in a neighborhood of x0, Lgjhi(x) = Cigj(x) = 0,

j = 1, 2, . . . ,M , and the ith row of α(x0) is

αi(x0) = [Lg1Lfhi(x0), . . . , LgMLfhi(x0)]

= [CiLg1f(x0), . . . , CiLgMf(x0)] 6= 0. (7.2.32)

From (7.2.3), we have that the ith row of the coefficient En−1 = CB of (7.2.18) is

CiBj = TCigj(x0)+
T 2

2
CiLgjf(x0)+

∞∑

l=3

T l

l!
CiLgiL

l−2
f f(x0)

+
∞∑

l=3

T l

l!
Ci

(
Ll−1
f gi(x0)+

l−2∑

p=1

LpfLgiL
l−p−2
f f(x0)

)
. (7.2.33)

There exists a small T0 > 0, such that, for T < T0, the coefficient is approximated as

CiBj ≈ TCigj(x0)+
T 2

2
CiLgjf(x0). (7.2.34)

It follows that

En−1 = CB ≈ Pα(x0), (7.2.35)

where P is a diagonal matrix with the diagonal elements are T or T 2

2
. Hence, the first

coefficient En−1 is non-singular. So we choose the interactor matrix as

ξm(z) = diag{z+a1, z+a2, . . . , z+aM}, (7.2.36)
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with |ai| < 1, for i = 1, 2, . . . ,M , such that Kp = limz→∞ ξm(z)G(z) = CB, which is

non-singular. ∇

Theorem 7.2.1 and Corollary 7.2.1 indicate that, when structural damage occurs,

even if the relative degree of the nonlinear system is altered, infinite zero structure

of the linearized discrete-time model can be invariant, so that the key invariance

conditions (A3) can hold for adaptive damage compensation design.

7.3 A Multivariable MRAC Scheme

In this section, we will develop a new multivariable state feedback MRAC scheme for

the sequential linearized discrete-time model (7.1.5) with parametric uncertainties

due to damage.

We consider a state feedback controller, which has a simple structure suitable for

aircraft control and some other applications:

∆u(k) = KT
1 (k)∆x(k) +K2(k)r(k) +K3(k), (7.3.1)

where K3(k) is the adaptive estimate of the unknown compensation term K∗
3 for

canceling the effect of the piecewise constant offset f0, and K1(k) and K2(k) are

the estimates of the nominal K∗
1 and K∗

2 , which satisfy the plant-model matching

condition (2.4.3):

C(zI−A−BK∗T
1 )−1BK∗

2 =Wm(z), K
∗−1
2 =Kp, (7.3.2)

where the reference system transfer matrix Wm(z) is the inverse of the modified left

interactor matrix: Wm(z) = ξ−1
m (z). In particular, when the interactor matrix ξm(z)

is of a diagonal form, the existence of K∗
1 and K∗

2 of the matching condition (7.3.2)

can be treated as the solution of the dynamic decoupling problem for multivariable

systems, which is stated and solved in [22]; when the interactor matrix ξm(z) is of
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a lower triangular form, [62] gives a method to solve K∗
1 and K∗

2 for the matching

condition (7.3.2). To derive K∗
3 , we apply the nominal controller

∆u(k) = K∗T
1 ∆x(k) +K∗

2r(k) +K∗
3 (7.3.3)

to the system (7.1.5). Considering a set of A, B, and f0, we have the closed-loop

system in the z-domain as

∆y(z) = C(zI −A−BK∗T
1 )−1BK∗

2r(z) + ∆(z), (7.3.4)

with ∆(z)=C(zI−A−BK∗T
1 )−1(B

K∗

3z

z−1
+ f0z
z−1

). In view of the reference system (7.1.6):

∆ym(k) =Wm(z)[r](k), Wm(z) = ξ−1
m (z), (7.3.5)

and the matching condition (7.3.2), we have the output tracking error as

∆e(z) = ∆y(z)−∆ym(z) = ∆(z). (7.3.6)

Applying the z-domain final value theorem, we obtain

lim
k→∞

∆e(k) = lim
z→1

(z − 1)∆(z) = Wm(1)KpK
∗
3 + d (7.3.7)

with d = C(I − A− BK∗T
1 )−1f0. Then, we set

K∗
3 = −K−1

p ξm(1)d, (7.3.8)

which follows that limk→∞(∆y(k)−∆ym(k)) = 0. Therefore, there exists a nominal

controller (7.3.3) with K∗
1 , K

∗
2 , and K∗

3 , satisfying (7.3.2) and (7.3.8) to make the

output signal ∆y(k) of the linearized discrete-time model (7.1.5) track a reference

signal ∆ym(k): limk→∞(∆y(k)−∆ym(k)) = 0.

Remark 7.3.1. The multivariable discrete-time MRAC control scheme developed in

this chapter is applicable for linear discrete-time systems (7.1.5) with general inter-

actor matrix ξm(z). In this chapter, for the linearization-based discrete-time adap-

tive control design, the interactor matrix ξm(z) of the linearized discrete-time system
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(7.1.5) possesses a diagonal form with relative degree 1 (as shown in (7.2.21)) and

is invariant before and after damage occurs, so that there exists a common stable

reference system Wm(z) = ξ−1
m (z) = diag{(z + a1)

−1, (z + a2)
−1, . . . , (z + aM)−1} with

|ai| < 1, i = 1, 2, . . . ,M , for all possible damage patterns (Ai, Bi), i = 1, 2, . . . , N . �

Tracking error equation. Substituting the adaptive control law (7.3.1) in the

plant (7.1.5), we have

∆x(k+1) = (A+BK∗T
1 )∆x(k)+BK∗

2r(k)+BK
∗
3+f0

+B(K̃T
1 (k)∆x(k)+K̃2(k)r(k)+K̃3(k))

∆y(k) = C∆x(k), (7.3.9)

where K̃1(k)=K1(k)−K
∗
1 , K̃2(k)=K2(k)−K

∗
2 , and K̃3(k)=K3(k)−K

∗
3 . In view of the

reference model (7.1.6), matching conditions (7.3.2) and (7.3.8), and the closed-loop

system (7.3.9), and ignoring the exponentially decaying terms, we obtain the output

tracking error:

∆e(k) =Wm(z)Kp[Θ̃
Tω](k), (7.3.10)

where ω(k) = [∆xT(k), rT (k), 1]T , Θ̃(k) = Θ(k) − Θ∗, Θ(k) = [KT
1(k), K2(k), K3(k)]

T ,

and Θ∗=[K∗T
1 , K

∗
2 , K

∗
3 ]
T . To deal with the uncertainty of Kp, we use its LDS decom-

position (2.3.5):

Kp = LsDsS, (7.3.11)

where S is symmetric positive definite, Ls is unit lower triangular, and

Ds=diag{sign[∆1]γ1, sign[
∆2

∆1
]γ2, . . ., sign[

∆M

∆M−1
]γM} (7.3.12)

with γi > 0, i = 1, . . . ,M , arbitrarily chosen. It is worth noting that, from the

design condition (A3), there exists an invariant Ds for the piecewise constant Kp.
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Substituting the LDS decompensation of Kp (with a uniform Ds) in (7.3.10), we have

L−1
s ξm(z)[∆e](k) = DsSΘ̃

T (k)ω(k). (7.3.13)

Operating both sides of (7.3.13) by h(z) = 1/fh(z), where fh(z) is a stable and monic

polynomial of degree equals to the degree of ξm(z), it leads to

L−1
s ξm(z)h(z)[e](k) = Ds S h(z)[Θ̃

Tω](k). (7.3.14)

Introducing Θ∗
0 = L−1

s − I = θ∗ij with θ
∗
ij = 0 for i = 1, 2, . . . ,M and j ≥ i, (7.3.14) is

parameterized as

ē(k)+[0, θ∗T2 η2, . . . , θ
∗T
M ηM ]T =DsSh(z)[Θ̃

Tω](k), (7.3.15)

where

ē(k) = ξm(z)h(z)[e](k) = [ē1(k), . . . , ēM(k)]T , (7.3.16)

ηi(k) = [ē1(k), . . . , ēi−1(k)]
T , i = 2, . . . ,M, (7.3.17)

θ∗i = [θ∗i1, . . . , θ
∗
ii−1]

T , i = 2, . . . ,M. (7.3.18)

Estimation error. Introduce the estimation error

ε(k)=[0, θT2 (k)η2, . . . , θ
T
M(k)ηM ]T+Ψ(k)ξ(k)+ē(k), (7.3.19)

where θi(k), i = 2, . . . ,M are the estimates of θ∗i , Ψ is the estimate of Ψ∗ = Ds S, and

ξ(k)=ΘT (k)ζ(k)−h(z)[ΘTω](k), ζ(k)=h(z)[ω](k). (7.3.20)

From (7.3.15)–(7.3.20), we derive that

ε(k) = [0, θ̃T2 (k)η2(k), θ̃
T
3 (k)η3(k), . . . , θ̃

T
M(k)ηM(k)]T

+Ds SΘ̃
T (k)ζ(k) + Ψ̃(k)ξ(k), (7.3.21)
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where θ̃i(k) = θi(k) − θ∗i , i = 2, 3, . . . ,M , and Ψ̃(k) = Ψ(k) − Ψ∗ are the related

parameter errors.

Adaptive laws. With the estimation error model (7.3.21), we choose the adaptive

laws as

θi(k+1) = θi(k)−
Γθiεi(k)ηi(k)

m2(k)
, i=2, 3, . . . ,M, (7.3.22)

ΘT (k+1) = ΘT (k)−
Dsε(k)ζ

T (k)

m2(k)
, (7.3.23)

Ψ(k+1) = Ψ(k)−
Γε(k)ξT (k)

m2(k)
, (7.3.24)

where the signal ε= [ε1, ε2, . . . , εM ]T is computed from (7.3.19), 0<Γθi=ΓTθi< 2Ii−1,

i = 2, . . . ,M , 0<Γ=ΓT <2IM , Ds is chosen to satisfy 0<DsSDs<2IM , and

m(k)=(1+ζT (k)ζ(k)+ξT(k)ξ(k)+
M∑

i=2

ηTi (k)ηi(k))
1/2.

Lemma 7.3.1. The adaptive laws (7.3.22)–(7.3.24) ensure that

(i) θi(k) ∈ l∞, i = 2, 3, . . . ,M , Θ(k) ∈ l∞, Ψ(k) ∈ l∞, and ε(k)
m(k)

∈ l2 ∩ l∞;

(ii) θi(k + 1) − θi(k) ∈ l2 ∩ l∞, i = 2, 3, . . . ,M , Θ(k + 1) − Θ(k) ∈ l2 ∩ l∞, and

Ψ(k + 1)−Ψ(k) ∈ l2 ∩ l∞.

Proof: Consider a positive definite function

V =

M∑

i=2

θ̃Ti Γ
−1
θi θ̃i + tr[Ψ̃TΓ−1Ψ̃] + tr[Θ̃SΘ̃T ], (7.3.25)

which has a finite jump at ki, i = 1, 2, . . . , N−1 when damage occurs. Within each

interval (ki−1, ki), i = 1, 2, . . . , N with k0 = 0 and kN = ∞, the time-increment of V

V (θ̃i(k+1), Ψ̃(k+1), Θ̃(k+1))−V (θ̃i(k), Ψ̃(k), Θ̃(k))

≤ −α1
εT (k)ε(k)

m2(k)
(7.3.26)



142

for some constant α1 > 0. That is V (ki) ≤ V (ki−1). Since V (k) has a finite jump

at ki, i = 1, 2, . . . , N−1, we can conclude that V (k) is bounded. Therefore, we have

θi(k) ∈ l∞, Θ(k) ∈ l∞, Ψ(k) ∈ l∞, and ε(k)
m(k)

∈ l∞. From (7.3.26), we have ε(k)
m(k)

∈ l2.

Then, from the adaptive laws (7.3.22)–(7.3.24), we obtain θi(k+1)−θi(k) ∈ l2 ∩ l∞,

Θ(k+1)−Θ(k) ∈ l2 ∩ l∞, and Ψ(k+1)−Ψ(k) ∈ l2 ∩ l∞. ∇

These properties allow us to prove the following theorem.

Theorem 7.3.1. The multivariable MRAC scheme with the state feedback control

law (7.3.1) updated by the adaptive laws (7.3.22)–(7.3.24), when applied to the plant

(7.1.5), guarantees the closed-loop signal boundedness and asymptotic output tracking:

limk→∞(∆y(k)−∆ym(k)) = 0, for any initial conditions.

Proof: The main proof ideas are that (i) a well-defined feedback system structure

is ensured by the boundednesss of the controller parameters, (ii) a small feedback-

loop gain is ensured by the l2 properties of Θ(k + 1) − Θ(k), θi(k + 1) − θi(k) and

ε(k)
m(k)

, and (iii) a smooth tracking error ∆e(k) = ∆y(k) − ∆ym(k) is ensured by a

bounded ∆e(k + 1) − ∆e(k). The properties (i) and (ii) guarantee the closed-loop

signal boundedness and an l2 tracking error ∆e(k), and the last property (iii) leads

to a convergent tracking error ∆e(k): limk→∞(∆y(k) − ∆ym(k)) = 0. The detailed

proof is given as follows.

For clarity of presentation of the proof , we omit the symbol “∆” in the linearized

system model (7.1.5) and consider the simple version:

x(k + 1) = Ax(k) +Bu(k) + f0, y(k) = Cx(x). (7.3.27)

Then, we have the input-output expression as

y(k) = G0(z)[u](k) + C(zI −A)−1f0[us](k), (7.3.28)
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where G0(z) = C(zI − A)−1B and us(k) is a unit step response. To prove the

theorem, we need to express the closed-loop system in a feedback structure in terms

of the system input and output signals u(k) and y(k). For x(k) ∈ Rn and y(k) ∈ RM ,

based on state observation theory, under the condition that (A,C) is observable (it

can be extended to the case when (A,C) is detectable), we can express the system

(7.3.27) in a full-order state observer form:

x(k + 1) = (A− LC)x(k) +Bu(k) + Ly(k) + f0, (7.3.29)

where L ∈ Rn×M is chosen to make the eigenvalues of A−LC stable (inside the unit

circle). Note that a reduced-order state estimator can also be used. Hence, it can be

shown that

x(k) = (zI−A+LC)−1B[u](k)+(zI−A+LC)−1L[y](k)

+(zI−A+LC)−1f0[us](k)+εx(k), (7.3.30)

where εx(k) ∈ Rn is an exponentially decaying vector signal. In view of the state

feedback controller (7.3.1):

u(k) = KT
1 (k)x(k) +K2(k)r(k) +K3(k), (7.3.31)

and ignoring the exponentially decaying term εx(k), we have the feedback controller

(7.3.31) in terms of u(k) and y(k) as

u(k) = ΨT
1 (k)ω1(k) + ΨT

2 (k)ω2(k) +K2(k)r(k)

+ΨT
us(k)ωus(k) +K3(k), (7.3.32)

where Ψ1(k) ∈ RnM×M , Ψ2(k) ∈ RnM×M , and Ψus(k) ∈ Rn×M , are some parameter

estimates, and

ω1(k) = F (z)[u](k), ω2(k) = F (z)[y](k),

ωus(k) = Fus(z)[us](k) (7.3.33)
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with F (z) = Ad(z)
Λ(z)

, Fus(z) = Aus(z)
Λ(z)

, Ad(z) = [IM , zIM , . . . , z
n−1IM ]T , Aus(z) =

[1, z, . . . , zn−1]T , and Λ(z) being the monic characteristic polynomial of the stable

matrix A− LC.

Letting dm be the maximum degree of the modified interactor matrix ξm(z) of

G(z) = C(zI − A)−1B, we introduce fictitious filters H1(z), K1(z) defined from

(z−1)H1(z)=1−K1(z), K1(z)=
(1− 1

a1
)dmzdm

(z − 1
a1
)dm

, (7.3.34)

where a1 > 0 is chosen to be sufficiently large but finite. Denoting h1(k) as the

impulse response functions of the transfer functions H1(z), we have the l1 operator

norm

‖h1(·)‖1 =
dm

a1 − 1
, a1 > 1. (7.3.35)

To show (7.3.35), we express H1(z) as

1

a1

1

z− 1
a1

(
1+

(1− 1
a1
)z

z− 1
a1

+· · ·+
(1− 1

a1
)dm−1zdm−1

(z− 1
a1
)dm−1

)

=
1

a1

1

z − 1
a1

1−
(1− 1

a1
)dmzdm

(z− 1
a1

)dm

1−
(1− 1

a1
)z

z− 1
a1

=
1−

(1− 1
a1

)dmzdm

(z− 1
a1

)dm

z − 1
= H1(z).

We consider fj(k) = Z−1[ 1
z− 1

a1

(1− 1
a1

)jzj

(z− 1
a1

)j
], j = 0, 1, . . . , dm − 1, and its sum gj(k) =

∑k
τ=0 fj(τ). We see that fj(k) ≥ 0, ∀k ≥ 0, as fj(k) is the convolution of fj−1(k) and

Z−1[
(1− 1

a1
)z

z− 1
a1

], which are nonnegative, j = 1, . . . , dm−1. We also see that limk→∞ gj(k)

exists and is finite, as a1 > 1. Hence, with Gj(z) = Z[gj(k)] =
z
z−1

Fj(z) (as gj(k) is

the convolution of fj(k) and the unit step function us(k) whose z-transform is z
z−1

)
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and Fj(z) = Z[fj(k)] =
1

z− 1
a1

(1− 1
a1

)jzj

(z− 1
a1

)j
, we have

∞∑

τ=0

fj(τ) = lim
k→∞

gj(k) = lim
z→1

(
1−

1

z

)
Gj(z)

= lim
z→1

Fj(z) =
1

1− 1
a1

=
a1

a1 − 1
. (7.3.36)

Then, we have that ‖h1(·)‖1 =
∑dm

j=1
1
a1

∑∞
τ=0 fj(τ) =

dm
a1−1

for a1 > 1.

From the plant model: y(k) = G0(z)[u](k), ω1(k) in (7.3.33), H1(z) and K1(z) in

(7.3.34), we obtain

F (z)G−1
0 (z) [y] (k)=K−1

1 (z)[ω1−H1(z)(z−1)[ω1]](k)

+ F (z)G−1
0 (z)C(zI−A)−1f0[us](k). (7.3.37)

Let ω1(k) = F (z)[u](k) (where F (z) = Ad(z)
Λ(z)

) have a controllable realization (A1, B1),

that is,

z[ω1](k)=(A1+I)ω1(k)+B1u(k), (7.3.38)

where A1 + I is a stable matrix. From (7.3.32), (7.3.37), and (7.3.38), we have

ω1(k) = K1(z)F (z)G
−1
0 (z)[y](k) +H1(z)[A1ω1](k)

+ H1(z)B1[Ψ
T
1 ω1 +ΨT

2 (·)F (z)[y] +K2r

+ΨT
usωus +K3](k)

−K1(z)F (z)G
−1
0 (z)C(zI − A)−1f0[us](k). (7.3.39)

Since the filter H1(z) satisfies (7.3.35) and Θ1(k) is bounded, there exists a constant

a01 > 0 such that

T1(z, k) =
(
I −H1(z)(A1 +B1Ψ

T
1 (k))

)−1
(7.3.40)

is a stable and proper operator with a finite gain for any fixed a1 > a01. For a finite

and fixed a1 > a01 and a new signal ŷ(k)
4
= ξm(z)

z+a0
[y](k) where 0 < a0 < 1 is arbitrary,



146

it follows from (7.3.39) that

ω1(k) = G1(z, ·)[ŷ](k) + b3(k), (7.3.41)

where

G1(z, k) = T1(z, k)
(
K1(z)F (z)(z + a0)G

−1
0 (z)ξ−1

m (z)

+ H1(z)B1Ψ
T
2 (k)(z + a0)F (z)ξ

−1
m (z)

)
(7.3.42)

is stable and proper with a finite gain and

b3(k) = T1(z, ·)
[
H1(z)B1[K2r +ΨT

usωus +K3]

−K1(z)F (z)G
−1
0 (z)C(zI−A)−1f0[us]

]
(k) (7.3.43)

is bounded. Consider the estimation error ε(k) given in (7.3.19):

ε(k)=[0, θT2 η2, . . . , θ
T
MηM ]T+Ψ(k)ξ(k)+ē(k). (7.3.44)

From the definition of [0, θT2 (k)η2, . . . , θ
T
M(k)ηM ]T , we write

[0, θT2 (k)η2, . . . , θ
T
M (k)ηM ]T = Θ0(k)ē(k), (7.3.45)

where Θ0(k) is the estimate of Θ∗
0, a lower triangular matrix with zero diagonal

elements. Then, from (7.3.44), we have

ē(k) = (I +Θ0(k))
−1(ε(k)−Ψ(k)ξ(k)). (7.3.46)

From this equation, for ŷ(k) = ξm(z)
z+a0

[y](k) defined above, we have

ŷ(k)=
1

z+a0
[r]+

1

h(z)(z+a0)
[(I+Θ0)

−1(ε−Ψξ)](k). (7.3.47)

From (7.3.20), we denote ξ(k) = [ξ1(k), . . . , ξM(k)]T , Θ(k) = [θ1(k), . . . , θM(k)] with

fh(z) = zdm +adm−1z
dm−1+ · · ·+a1z+a0. Then, ξi(k) = θTi (k)ζ(k) −

1
fh(z)

[θTi ω](k),
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i = 1, . . . ,M , which, from the discrete-time swapping lemma [84], is expressed as

ξi(k) =
zdm−1+· · ·+a2z+a1

f(z)

[
(z−1)[θTi ]

z

f(z)
[ω]

]
(k)

+
zdm−2 + · · ·+ a2

f(z)

[
(z − 1)[θTi ]

z2

f(z)
[ω]

]
(k) + · · ·

+
z + adm−1

f(z)

[
(z − 1)[θTi ]

zdm−1

f(z)
[ω]

]
(k)

+
1

f(z)

[
(z − 1)[θTi ]

zdm

f(z)
[ω]

]
(k), (7.3.48)

where (z−1)[θTi ](k) = θTi (k+1)−θTi (k), i = 1, . . . ,M . Finally, from (7.3.30), (7.3.41),

(7.3.47), and (7.3.48) and the boundedness of parameter estimates, we have

‖ŷ(k)‖ ≤ β1

k−1∑

τ=0

e−α1(k−τ−1)x̄(τ)

(
τ−1∑

w=0

e−α2(τ−w−1)‖ŷ(w)‖

)

+ x̄0(k), (7.3.49)

where x̄(k) = ‖Θ(k+1)−Θ(k)‖+ ‖ ε(k)
m(k)

‖, for some β1, α1, α2 > 0, x̄0(k) is bounded.

Here we used the fact that ‖ζ(k)‖
m(k)

, ‖ξ(k)‖
m(k)

and ‖η(k)‖
m(k)

are bounded. Using the discrete-time

version of Lemma 2.3 in [84] and from Lemma 2, we can show that ŷ(k) is bounded,

so are u(k), y(k), and all signals in the closed-loop system. From the estimation

error ε(k) in (7.3.44), (7.3.48), and Lemma 2, we have ē(k) ∈ l2, which implies that

limk→∞ ē(k) = 0, where ē(k) = h(z)ξm(z)[e](k) Since ξm(z) has a stable inverse, it

follows that limk→∞ e(k) = 0, where e(k) = y(k)− ym(k). ∇

Linearization approximation errors. The adaptive control design is devel-

oped based on the linearized system without considering linearization approximation

errors. The approximation errors could be compensated when they are small and

the approximate output tracking could be achieved in an average sense. However,

the exact asymptotic output tracking might not take place, even if the perturbation

signals are small, since the perturbations could lead to some residual errors, or even
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parameter drift or instability. To avoid parameter drift, robust modifications of the

adaptive laws, such as parameter projection, switch-σ modification, can be used.

7.4 Application to the NASA GTM

In this section, the developed discrete-time adaptive control scheme will be applied

to the NASA generic transport model (GTM) to assess its effectiveness for control of

the nonlinear continuous-time aircraft flight system with structural damage. Before

applying the developed adaptive damage compensation scheme, we first investigate

the invariance conditions (A3) and (A4) based on the generic aircraft system models

before and after damage occurs, and then the assumptions (A1) and (A2) can be

verified based on the numerical values from the GTM.

An aircraft model with structural damage. Consider the aircraft model

(2.1.1)–(2.1.9) with δfi, i = 1, 2, . . . , 6, characterizing the structural variations under

damage, for which the state vector signal is x = [ub, wb, qb, θ, vb, rb, pb, φ, ψ]
T . In this

simulation study, we choose θ and ψ as two output signals, such that the output

vector signal is y=Cx=[θ, ψ]T with

C =

[
C1

C2

]
=

[
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1

]
, (7.4.1)

and only manipulate the elevator de and the rudder dr, while set the other system

input signals as the constant operating point values, such that the control input vector

signal is u = [u1, u2]
T = [de, dr]

T . Then the aircraft model used in this simulation

study can be expressed as

ẋ = f(x) +

2∑

i=1

gi(x)ui, y = Cx = [h1(x), h2(x)]
T . (7.4.2)
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7.4.1 Invariance of Infinite Zero Structure of the Aircraft
System under Structural Damage

For the aircraft model (7.4.2) before and after damage occurs, from the aircraft system

equations (2.1.1)–(2.1.9) and the chosen output matrix C in (7.4.1), we obtain that

Lgjhi(x) = Cigj(x) = 0, (7.4.3)

for i = 1, 2, and j = 1, 2, and

α(x0) =

[
C1

∂f
∂x
|x0g1(x0) C1

∂f
∂x
|x0g2(x0)

C2
∂f
∂x
|x0g1(x0) C2

∂f
∂x
|x0g2(x0)

]
(7.4.4)

is non-singular. That is the relative degree of (7.4.2) is {ρ1, ρ2} = {2, 2} before and

after damage occurs.

Invariance of interactor matrix. Since the relative degree of the nonlinear

aircraft system is {ρ1, ρ2} = {2, 2}, from Corollary 1, for a small sampling interval

T , the linearized discrete-time aircraft model (7.1.5) has the same interactor matrix:

ξm(z) = diag{z+a1, z+a2}, with |a1| < 1 and |a2| < 1, before and after damage.

Invariance of high frequency gain matrix. From the proof of Corollary 1

in the Appendix, we obtain the high frequency gain matrix (7.2.35) before and after

damage occurs as

Kp ≈

[
T 2

2
0

0 T 2

2

] [
C1AcBc1 C1AcBc2

C2AcBc1 C2AcBc2

]
, (7.4.5)

where Ac,
∂f
∂x
|x0 and [Bc1, Bc2] = Bc, [g1(x0), g2(x0)] are matrices of the linearized

continuous-time system by linearizing the aircraft system (7.4.2) at the operating

point (x0, 0). For the linearized continuous-time aircraft system (Ac, Bc, C), it has

been shown in [57] that, when operating at a wings-level flight condition, signs of

leading principal minors of the high frequency gain matrix:

Kpc =

[
C1AcBc1 C1AcBc2

C2AcBc1 C2AcBc2

]
, (7.4.6)
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are invariant before and after damage occurs. Hence, from (7.4.5), we conclude that

for the linearized discrete-time aircraft model (7.1.5), signs of leading principal minors

of Kp are invariant before and after damage occurs, when operating at the wings-level

flight condition.

7.4.2 Simulation Study for the NASA GTM

The GTM is a 5.5% dynamically scaled twin-turbine powered test aircraft used to test

flight research control laws in adverse flight conditions such as upsets, damage, and

failures [64]. We use the high-fidelity Matlab Simulink model of the GTM developed

by the NASA, which contains actuator dynamics, sensor dynamics, aerodynamics,

etc., to test the developed control design. The nonlinear GTM simulation will offer

a realistic representation of the aircraft and simulation results can provide a credible

assessment of the developed design.

Damage scenarios. The GTM simulation model contains several damage sce-

narios. In this study, we consider two damage conditions:

(i) loss of outboard left wing tip (approximately 25% semi-span of the left wing);

(ii) loss of entire left stabilizer.

Design conditions. The invariance assumptions (A3) and (A4) for the infinite

zero structure have been verified by the generic structure study in Section 7.4.1. The

assumptions (A1) and (A2) can be verified by the numerical values of the system

parameters obtained from the GTM Simulink model.

Digital control of GTM. The block diagram of the digital control system frame-

work is shown in Fig. 7.1. The operating point (x0, u0) is chosen as a wings-level

flight condition obtained by trimming the nominal GTM with the equivalent airspeed

as 90 knots. The output signals are chosen as the pitch angle θ and the yaw angle ψ:
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y(kT ) = [θ(kT ), ψ(kT )]T , and the control inputs are chosen as elevator de and rud-

der dr: u(kT ) = [de(kT ), dr(kT )]
T . From the analysis in Section 7.4.1, we have the

interactor matrix is invariant before and after damage occurs with a small sampling

interval T , which is ξm(z) = diag{z + a1, z + a2} with |a1| < 1 and |a2| < 1. Hence,

we choose the reference system as

Wm(z) = ξ−1
m (z) = diag{1/z, 1/z}, (7.4.7)

for the simulation study.

By applying the discrete-time control law u(k) = ∆u(k) + u0, where ∆u(k) is the

adaptive controller (7.3.1) with the adaptive laws (7.3.22)–(7.3.24), to the continuous-

time GTM via the ZOHs (illustrated in Fig. 7.1), we can obtain the desired system

performance of the nonlinear GTM around the chosen operating point (x0, u0), before

and after damage occurs.

Simulation results. In addition to show the output signal y(kT ) = ∆y(kT ) +

Cx0 = [θ(kT )+θ0, ψ(kT )+ψ0]
T , another state signal–roll angle φ(kT ) = ∆φ(kT )+φ0,

and the control surfaces de(kT ) = ∆de(kT ) + de0 and dr(kT ) = ∆dr(kT ) + dr0, will

be illustrated to verify that the aircraft can execute the maneuvers around the chosen

operating point (x0, u0). We consider two damage cases: the loss of the outboard left

wing-tip and the loss of the entire left stabilizer.

Case I. We choose the sampling interval T = 0.02 seconds and the reference input

as r(kT ) = [4π/180 sin(0.1kT ),−8π/180 sin(0.15kT )]T . The wing-tip damage occurs

at 30 seconds. From Fig. 7.2, it can be seen that the output signals (solid)–pitch

angle θ(kT ) and yaw angle ψ(kT ) track the reference output signals (dotted) θm(kT )

and ψm(kT ), and the GTM state signal–roll angle φ(kT ) is bounded before and after

damage occurs. Moreover, the controller positions–de(kT ) and dr(kT ) are within the

GTM limits as in Fig. 7.3.
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Figure 7.3: elevator de(kT ) and rudder dr(kT ) (Case I).

Case II. To further demonstrate the effectiveness of the developed discrete-time

control scheme, damage is chosen as the loss of the entire left stabilizer, which occurs

at 20 seconds. In the simulation, we choose the sampling interval T = 0.05 seconds

and the reference input as r(kT ) = [4π/180, 6π/180]T . Fig. 7.4 shows the GTM

output signals θ(kT ) and ψ(kT ), which track the desired reference signals, and the

GTM state signal φ(kT ), which is bounded within a reasonable boundary. The control

surface positions de(kT ) and dr(kT ) are shown in Fig. 7.5.

Remark 7.4.1. During the transient period after damage occurs, the adaptive con-

troller automatically adjusts its parameters to accommodate the unknown system dy-

namics variations due to damage. So the transient responses may highly depend on

variations of system model dynamics caused by structural damage. For the simulation

studies of Case I and Case II, the sampling time T is small (T = 0.02 sec for Case I

and T = 0.05 sec for Case II), which leads to small numerical values for parameters in
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Figure 7.5: elevator de(kT ) and rudder dr(kT ) (Case II).

A and B of the linearized discretized aircraft model. It follows that parametric vari-

ations of the linearized discretized aircraft model before and after damage occurs are

small in the sense of numerical values, so that the transient responses after damage

are small in Case I and Case II. �

Summary

In this chapter, a digital control system framework for control of continuous-time

nonlinear systems with possible structural damage was constructed, with an aircraft

flight control application to the NASA GTM. In this framework, a linearization-based

discrete-time multivariable model reference adaptive control (MRAC) scheme is ap-

plied to compensate the parameter and damage uncertainties. For control design,

we obtained the discretized nonlinear system by using the Taylor series expansion,

and then linearized the discrete-time nonlinear model at a given operating point to
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obtain a linearized discrete-time system. The infinite zero structure of the linearized

discrete-time system model of the aircraft system is shown to be invariant, which en-

sures that the plant-model matching condition holds before and after damage occurs.

With the achievable plant-model matching condition, the developed discrete-time

MRAC design makes the signals of the closed-loop system bounded and the output

signals track reference signals before and after damage occurs. Simulation results of

the proposed digital control design framework for the nonlinear NASA generic trans-

port model (GTM) have shown the desired system performance, which demonstrates

that the linearization-based discrete-time adaptive control scheme is effective for the

continuous-time nonlinear aircraft system around an operating point.



Chapter 8

Adaptive Output Feedback
Actuator Nonlinearity
Compensation for MIMO Systems

This chapter develops a framework of adaptive compensation of actuator nonlineari-

ties with unknown parameters, for output feedback control of unknown MIMO linear

time-invariant dynamic systems. A new controller parametrization is derived to deal

with bilinear parameters from the actuator nonlinearity parameters and the dynamic

system parameters, which, based on the LDU decomposition of the system high fre-

quency gain matrix, is capable of overcoming the difficulty caused by a nondiagonal

high frequency gain matrix and a special actuator nonlinearity parameter structure.

The adaptive actuator nonlinearity compensation control scheme is a model refer-

ence adaptive control based design, employing an adaptive output feedback control

law combined with an adaptive actuator nonlinearity inverse, to deal with parameter

uncertainties in the system dynamics and actuator nonlinearities. Simulation results

show the desired adaptive control system performance.
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8.1 Problem Statement

Consider a multi-input multi-output control system

ẋ(t) = Ax(t) +Bu(t), u(t) = N(v(t)), y(t) = Cx(t), (8.1.1)

with A ∈ Rn×n, B ∈ Rn×M and C ∈ RM×n being unknown and constant parameter

matrices, and x(t) ∈ Rn, v(t) ∈ RM and y(t) ∈ RM being the system state, control

and output vector signals, where N(·) is the actuator nonlinearity and the input vector

signal u(t) ∈ RM is not accessible for control and measurement. Such a system can

be expressed in the input-output form:

y(t) = G(s)[u](t), u(t) = N(v(t)), (8.1.2)

where G(s) is an M ×M strictly proper rational matrix G(s) = C(s I − A)−1B and

u(t) = [u1(t), . . . , uM(t)]T and v(t) = [v1(t), . . . , vM(t)]T are the output and input of

the multivariable actuator nonlinearity N(·) = [N1(·), . . . , NM(·)]T , that is,

ui(t) = Ni(vi(t)), i = 1, 2, . . . ,M, (8.1.3)

for some nonlinear functions Ni(·) such as deadzone, backlash or hysteresis.

Control objective. The control objective is to generate the control signals vi(t)

to cancel the effects of the nonlinearities Ni(·), using adaptive inverses vi = N̂I i(udi)

of the nonlinear characteristics Ni(·), i = 1, . . . ,M , to be combined with a commonly

used multivariable control scheme which generates the feedback control signals udi(t)

designed for unknown G(s), to ensure all signals in the closed-loop system are bounded

and the system output y(t) tracks the reference signal ym(t):

ym(t) =Wm(s)[r](t), Wm(s) = ξ−1
m (s), (8.1.4)

where r(t) is a chosen reference input signal.
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Assumptions. To proceed the adaptive control design, we make the following

assumptions for the unknown transfer matrix G(s) = C(sI − A)−1B: (A1) (A,B) is

controllable and (A,C) is observable, (A2) G(s) has full rank and a known modified

interactor matrix ξm(s), (A3) all zeros of G(s) are stable, (A4) the observability index

ν (or its upper bound) of G(s) is known, and (A5) all leading principal minors of the

high frequency gain matrix Kp are nonzero and their signs are known.

Actuator nonlinearity model and its inverse model. Consider the cases

when Ni(·) can be parameterized as

ui(t) = Ni(vi(t)) = −θ∗TNiω
∗
Ni(t) + a∗i (t) (8.1.5)

for some unknown parameter vectors θ∗Ni ∈ Rni, ni ≥ 1, i = 1, . . . ,M , and some

unknown regressor vector signals ω∗
Ni(t) ∈ Rni and scalar signals a∗i (t). Such a

parametrization has been established forNi(·) being a dead-zone, backlash, hysteresis,

or other characteristics [83], [84]. To cancel the effects of such actuator nonlinearities,

we use a multivariable nonlinearity inverse

v(t) = N̂I(ud(t)), (8.1.6)

where ud(t) = [ud1(t), . . . , udM(t)]T is a design vector signal from a feedback control

law, that is,

vi(t) = N̂I i(udi(t)), i = 1, . . . ,M. (8.1.7)

Then, each N̂I i(·) can be parametrized as

udi(t) = −θTNi(t)ωNi(t) + ai(t), i = 1, . . . ,M, (8.1.8)

where θNi ∈ Rni is an estimate of θ∗Ni and ωNi(t) ∈ Rni and ai(t) are some known

signals, as in the case of an inverse for a dead-zone, backlash, or hysteresis [83], [84].



160

The uncertainties in Ni(·) cause a control error

ui(t)− udi(t) = θ̃TNi(t)ωNi(t) + dNi(t), i = 1, . . . ,M (8.1.9)

where θ̃Ni = θNi − θ∗Ni and the unparameterized error is

dNi(t) = θ∗TNi(ωNi(t)− ω∗
Ni(t)) + a∗i (t)− ai(t), (8.1.10)

which should satisfy that conditions that dNi(t) is bounded, t ≥ 0, and dNi(t) = 0,

t ≥ t0, if θNi(t) = θ∗Ni, t ≥ t0, and N̂I i(·) is correctly initialized: dNi(t0) = 0. In the

vector form, the control error is

u(t)− ud(t) = Θ̃T
N(t)ωN(t) + dN(t), (8.1.11)

where ωN(t) = [ωTN1(t), . . . , ω
T
NM(t)]T and

Θ̃T
N(t) = diag{θ̃TN1(t), θ̃

T
N2(t), . . . , θ̃

T
NM (t)}. (8.1.12)

Synthetic jet actuator model and its inverse. A synthetic jet actuator is a

zero-net mass flux device that produces non-zero fluid momentum across an orifice. At

certain operation condition, the synthetic jet actuator can be modeled by a nonlinear

function [18]:

u(t) = N(v(t)) = θ∗2 −
θ∗1
v(t)

= −θ∗TN ωN(t), (8.1.13)

where u(t) is the equivalent virtual deflection on the airfoil, v(t) = A2
pp(t) with App(t)

being the input peak-to-peak voltage amplitude of the synthetic jet, θ∗1 and θ∗2 are

some unknown constant parameters, and θ∗N = [θ∗1, θ
∗
2]
T and ωN(t) = [ 1

v(t)
,−1]T . In

practice, there are opposite panels to produce negative commanded control input

signal v(t). From (8.1.13), to cancel the effects of the unknown nonlinearity, we use

the adaptively updated local inverse:

v(t) = N̂I(ud(t)) =
θ1(t)

θ2(t)− ud(t)
, (8.1.14)
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where θ1(t) and θ2(t) are the estimates of θ∗1 and θ
∗
2 and ud(t) is the design signal from

the feedback control law, such that θ2−ud > 0. Then, the synthetic jet actuator non-

linearity inverse (8.1.14) can be parameterized as ud(t) = θ2(t)−
θ1(t)
v(t)

= −θTN (t)ωN(t)

with θN (t)=[θ1(t), θ2(t)]
T and ωN(t) = [− 1

v(t)
, 1]T .

Since the parameters θ∗Ni of the actuator nonlinearities Ni(·) are unknown in our

adaptive control problems, we need to design adaptive schemes to update their esti-

mates θNi for implementing the adaptive inverses N̂I i(·), to be combined with feed-

back control laws for the case when G(s) is unknown.

Key technical issues. A key technical issue in adaptive control of multivariable

systems with uncertain actuator nonlinearities is parametrization of the bilinear pa-

rameters in the system high frequency gain matrix Kp and the actuator nonlinearity

parameter vectors θ∗Ni, i = 1, 2, . . . ,M . The technical difficulty was illustrated in [88]

for the simple case when y(t) = G(s)[u](t) with G(s) = Wm(s)Kp, where Wm(s) is

known and stable and Kp is nonsingular and unknown. Without special treatments,

adaptive laws may not be able to generate ΘN(t) to have the required special form

(8.1.12) in which all of the off block-diagonal elements of ΘN need to be zero and

should not be updated, for the implementation of individual adaptive inverses N̂I(·),

i = 1, 2, . . . ,M . In this chapter, we propose to use the LDU decomposition of Kp as

in (2.3.3) to solve this issue.

8.2 Adaptive Actuator Nonlinearity Compensation

In this section we develop a general framework for the design of adaptive actuator

nonlinearity compensation control schemes which employ an adaptive inverse N̂I(·)

to handle the actuator nonlinearity N(·) and an adaptive feedback control law ud to

handle G(s). We will first use a plant-model matching condition to derive an error
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signal identity, based on which the output feedback adaptive controller structure will

be developed.

Plant-model matching condition. For the system transfer matrix G(s) =

C(DI − A)−1B, there exist constant parameters Θ∗
1, Θ

∗
2, Θ

∗
20, and Θ∗

3, such that [84]

IM −Θ∗T
1 F (s)− (Θ∗T

2 F (s) + Θ∗
20)G(s)

= Θ∗
3ξm(s)G(s), Θ∗

3 = K−1
p , (8.2.1)

with F (s)= A0(s)
Λ(s)

, where Λ(s) is a monic and stable polynomial of degree ν−1 and

A0(s)=[IM , . . . , s
ν−2IM ]T with ν being the observability index.

Tracking error identity. Operating both sides of (8.2.1) on u(t) and from

y(t) = G(s)[u](t), we obtain

u(t)−Θ∗T
1 ω1−Θ

∗T
2 ω2−Θ

∗
20y(t)=K

−1
p ξm(s)[y](t), (8.2.2)

where ω1(t) = F (s)[u](t) and ω2 = F (s)[y](t). Hence, from the reference system

(8.1.4) and the equation (8.2.2), we have the tracking error e(t) = y(t)− ym(t) as

e(t)=Wm(s)Kp

[
u−Θ∗T

1 ω1−Θ
∗T
2 ω2−Θ

∗
20y−Θ

∗
3r
]
(t). (8.2.3)

8.2.1 Adaptive Controller Parametrization

For the system (8.1.2) with actuator nonlinearities u(t) = N(v(t)), we will employ

the nonlinearity inverse v(t) = N̂I(ud(t)) with N̂I(·) parameterized as (8.1.8):

ud(t) = ΘT
N(t)ωN(t) + aN(t), (8.2.4)

to cancel the effect of the actuator nonlinearities, where the design commanded signal

ud(t) will be developed based on the output feedback adaptive control design frame-

work. Next, we will present a new parametrization of the controller ud(t) based on

the tracking error equation (8.2.3) with the LDU decomposition of Kp.
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Design based on LDU decomposition. Substituting the LDU decomposition

(2.3.3) of Kp in (8.2.3), we obtain

e=Wm(s)LD
∗[u−Φ∗

0u−Φ∗T
1 ω1−Φ∗T

2 ω2−Φ∗
20y−Φ

∗
3r](t), (8.2.5)

where Φ∗
0 = I − U , Φ∗

i = UΘ∗
i , for i = 1, 2, 20, 3. In view of (8.1.11), we have

u(t) = ud(t) + Θ̃T
N(t)ωN(t) + dN(t), (8.2.6)

and then from (8.2.4), u(t) can also be expressed as

u(t) = −Θ∗T
N ωN(t) + aN (t) + dN(t). (8.2.7)

Replacing the first u(t) in the right-hand side of (8.2.5) by (8.2.6) and the second and

third u(t) (in ω1(t)) with (8.2.7), we obtain

e=Wm(s)LD
∗
[
ud+Θ̃

T
NωN+dN−Φ

∗
0(−Θ

∗T
N ωN+aN+dN)

−Φ∗T
1 F (s)[−Θ∗T

NωN+aN+dN ]−Φ
∗T
2 ω2−Φ

∗
20y−Φ

∗
3r
]
(t). (8.2.8)

With Φ∗
0 in the special structure: Φ∗

0 = {φ∗
ij} where φ∗

ij = 0 for i = 1, 2, . . . ,M , and

j ≤ i, we have

Φ∗
0(−Θ

∗T
N ω(t)+aN)=[φ

∗T
θ1 ωθ1, . . . , φ

∗T
θM−1ωθM−1, 0]

T , (8.2.9)

where the new parameter vectors are φ∗
θ1 = [−φ∗

12θ
∗T
N2, . . . ,−φ

∗
1Mθ

∗T
NM , φ

∗
12, . . . , φ

∗
1M ]T ,

φ∗
θ2 = [−φ∗

23θ
∗T
N3, . . . ,−φ

∗
2Mθ

∗T
NM , φ

∗
23, . . . , φ

∗
2M ]T , . . ., φ∗

θM−1 = [−φ∗
M−2Mθ

∗T
NM , φ

∗
M−2M ]T ,

and the new regressor signals are ωθ1(t) = [ωTN2(t), . . . , ω
T
NM(t), a2(t), . . . , aM(t)]T ,

ωθ2(t) = [ωTN3(t), . . . , ω
T
NM(t), a3(t), . . . , aM(t)]T , . . ., ωθM−1(t) = [ωTNM(t), aM(t)]T .

Similarly but in a new framework, we have

Φ∗T
1 F (s)[−Θ∗T

N ωN+aN ](t)=Φ∗T
4 ω4(t)+Φ∗T

40 ω40(t), (8.2.10)
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where ω40(t) = F (s)[aN ](t), Φ
∗
40 = Φ∗

1, and, for Φ∗T
1 = [Φ∗T

11 ,Φ
∗T
12 , . . . ,Φ

∗T
1 ν−1] with

Φ∗
1i ∈ RM×M , the new parameter matrix Φ∗T

4 = Φ∗T
1 ⊗Θ∗

N (with ⊗ denoting the Kro-

necker product) and the new regressor vector ω4(t) are Φ
∗T
4 =−[Φ∗T

11 Θ
∗T
N , . . . ,Φ

∗T
1 ν−1Θ

∗T
N ]

and ω4(t) =
Aθ(s)
Λ(s)

[ωN ](t) with Aθ = [Inθ , sInθ , . . . , s
ν−2Inθ ]

T and Inθ being the nθ × nθ

identity matrix for nθ =
∑M

i=1 ni. Then, from (8.2.9) and (8.2.10), the error equation

(8.2.8) can be parameterized as

e(t) = Wm(s)LD
∗
[
ud+Θ̃

T
NωN−[φ

∗T
θ1 ωθ1, . . . , φ

∗T
θM−1ωθM−1, 0]

T

− Φ∗T
4 ω4−Φ

∗
40ω40−Φ∗T

2 ω2−Φ
∗
20y−Φ

∗
3r+dNf

]
(t), (8.2.11)

where dNf(t) , (IM − Φ∗
0 − Φ∗T

1 F (s))[dN ](t).

Adaptive controller structure of ud(t). Based on the parameterized error

equation (8.2.11), we propose to use the adaptive controller

ud = [φTθ1(t)ωθ1(t), . . . , φ
T
θM−1(t)ωθM−1(t), 0]

T+ΦT4 (t)ω4(t)

+ Φ40(t)ω40(t)+Φ
T
2 (t)ω2(t)+Φ20(t)y(t)+Φ3(t)r(t), (8.2.12)

where φθi(t), i = 1, . . . ,M − 1, Φj(t), j = 2, 20, 3, 4, 40, are the estimates of φ∗
θi,

i = 1, . . . ,M − 1, Φ∗
j , j = 2, 20, 3, 4, 40, to be updated from adaptive laws.

8.2.2 Parameter Adaption Scheme

Applying the controller ud(t) as in (8.2.12) to (8.2.11), we obtain

e(t) = Wm(s)LD
∗
[
Θ̃T
NωN+[φ̃

T
θ1ωθ1, . . . , φ̃

T
θM−1ωθM−1, 0]

T

+Φ̃T4 ω4+Φ̃40ω40+Φ̃T2 ω2+Φ̃20y+Φ̃3r+dNf

]
(t), (8.2.13)

in which dNf(t) represents the error caused by the unparameterizable uncertainties of

the actuator nonlinearity N(·), and all other parts are in terms of their corresponding
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parameter errors, in a desired linear parametrization form. Introducing Θ∗
0 = L−1 −

I = {θ∗ij} with θ∗ij = 0 for i = 1, . . . ,M and j ≥ i, we express (8.2.13) as

ξm(s)[e](t) + Θ∗
0ξm(s)[e](t)

= D∗




(φ1(t)− φ∗
1)
Tχ1(t)

...
(φM(t)− φ∗

M)TχM(t)


+D∗dNf(t), (8.2.14)

where, for ω(t) = [ωT4 (t), ω
T
40(t), ω

T
2 (t), y

T (t), rT (t)]T , χ1(t) = [ωTN1(t), ω
T
θ1(t), ω

T (t)]T ,

χ2(t) = [ωTN2(t), ω
T
θ2(t), ω

T (t)]T , . . ., χM(t) = [ωTNM(t), ωT (t)]T , and (φi(t) − φ∗
i )
T ,

i = 1, 2 . . . ,M , are the (row) parameter error vectors corresponding to χi(t), that is,

φ1(t) = [θTN1, φ
T
θ1, [Φ

T
4 ,Φ40,Φ

T
2 ,Φ20,Φ3]1]

T ,

φ2(t) = [θTN2, φ
T
θ2, [Φ

T
4 ,Φ40,Φ

T
2 ,Φ20,Φ3]2]

T ,

...

φM(t) = [θTNM , [Φ
T
4 ,Φ

T
2 ,Φ20,Φ3]M ]T , (8.2.15)

where [ΦT4 (t),Φ40(t),Φ
T
2 (t),Φ20(t),Φ3(t)]i is the ith row of [ΦT4 ,Φ40(t),Φ

T
2 ,Φ20,Φ3].

Consider the modified interactor matrix ξm(s) given in (2.3.1). For i = 1, 2, . . . ,M ,

choose fi(s) (with f1(s) = d1(s)) as a stable polynomial whose degree is equal to

the maximum of the degrees of the polynomials dj(s) and hmkl(s), j = 1, 2, . . . , i,

k = 2, . . . , i, l = 1, . . . , k − 1, and contains di(s) as a factor, introduce the filters

hi(s) =
1

fi(s)
, i = 1, 2, . . . ,M , and H(s) = diag{h1(s), . . . , hM(s)}, and define

ē(t) = H(s)ξm(s)[y − ym](t) = [ē1(t), . . . , ēM(t)]T (8.2.16)

for y(t) = [y1(t), . . . , yM(t)]T and ym(t) = [ym1(t), . . . , ymM(t)]T . For a discrete-time

design, the polynomials fi(s) can be simply chosen as fi(s) = Dni for a specified

degree ni, i = 1, 2, . . . ,M .
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Defining the auxiliary error signals

eξ(t) = ξm(s)[y−ym](t) = [eξ1(t), . . . , eξM(t)]T, (8.2.17)

eθi(t) = [eξ1(t), . . . , eξi−1(t)]
T , i = 2, 3, . . . ,M, (8.2.18)

ηi(t) = hi(s)[eθi](t) ∈ Ri−1, i = 2, 3, . . . ,M, (8.2.19)

operating both sides of (8.2.14) byH(s), with d̄N = H(s)[D∗dNf ](t) = [d̄N1, . . . , d̄NM ]T ,

we have

ē1 = d∗1h1(s)[(φ1−φ
∗
1)
Tχ1](t) + d̄N1,

ē2 + θ∗2η2 = d∗2h2(s)[(φ2 − φ∗
2)
Tχ2](t) + d̄N2,

...

ēM+θ
∗T
M ηM = d∗MhM(s)[(φM−φ

∗
M)TχM ](t)+d̄NM , (8.2.20)

where θ∗i = [θ∗i1, . . . , θ
∗
ii−1]

T , for i = 2, . . . ,M . Introduce the auxiliary signals ζi(t)=

hi(s)[χi](t) and ξi(t)=φ
T
i (t)ζi(t)−hi(s)[φ

T
i χi](t), let di(t) be the estimate of d∗i , i =

1, . . . ,M , θi(t) be the estimate of θ∗i , i = 2, . . . ,M , and define the estimation errors

ε1(t) = ē1(t) + d1(t)ξ1(t),

ε2(t) = ē2(t) + θ2(t)η2(t) + d2(t)ξ2(t),

...

εM (t) = ēM(t) + θTM (t)ηM(t) + dM(t)ξM(t). (8.2.21)

Then, from (8.2.20)–(8.2.21), we have the error model

ε1 = d∗1(φ1 − φ∗
1)
T ζ1 + (d1 − d∗1)ξ1 + d̄N1,

ε2 = (θ2 − θ∗2)
Tη2+d

∗
2(φ2 − φ∗

2)
T ζ2+(d2 − d∗2)ξ2+d̄N2,

... (8.2.22)

εM = (θM−θ
∗
M)

TηM+d
∗
M(φM−φ

∗
M)

TζM+(dM−d
∗
M)ξM+d̄NM .



167

In this model, the parameters di(t), i = 1, 2, . . . ,M , are the estimates (to be updated

from some adaptive laws) of d∗i , i = 1, 2, . . . ,M , which are the diagonal elements of

the matrix D∗ in the LDU decomposition (2.3.3) of the high frequency gain matrixKp

of the system transfer matrix G(s). The signals d̄Ni(t), i = 1, 2, . . . ,M , are bounded

disturbances due to the unparametrizable uncertainties of the actuator nonlinearity.

Adaptive laws. Based on the error model (8.2.22), we choose the adaptive laws

θ̇i(t) = −
Γθiεi(t)ηi(t)

m2(t)
+fθi, i=2, . . . ,M, (8.2.23)

φ̇i(t) = −
sign[d∗i ]Γφiεiζi

m2(t)
+fφi, i=1,. . . ,M, (8.2.24)

ḋi(t) = −
γiεi(t)ξi(t)

m2(t)
+fdi, i=1, . . . ,M, (8.2.25)

where m(t) = (1 +
∑M

i=1 ζ
T
i ζi +

∑M
i=1 ξ

2
i +

∑M
i=2 η

T
i ηi)

1/2, and Γθi = ΓTθi > 0, i =

2, 3, . . . ,M , Γφi = ΓTφi > 0, i = 1, 2, . . . ,M , and γi > 0, i = 1, 2, . . . ,M . The

functions fθi(t), fφi(t) and fdi(t), i = 1, 2, . . . ,M , are robustifying design signals [44],

for robustness of the adaptive laws with respect to the bounded disturbances d̄Ni(t),

i = 1, 2, . . . ,M .

It is crucial for the parameter estimates θNi(t) of the actuator nonlinearity pa-

rameters θ∗Ni to stay in their required intervals for the implementation of their desired

(nonsingular, that is, no division by zero) adaptive inverses whose parameters have

certain bounds to reflect some physical meaning.

The combined parameter projection and switching-σ modification. A

switching-σ modification [42] f(t) for the estimate ψ(t) of a parameter vector ψ∗ has

the desired properties: ψ̃T (t)Γ−1f(t) ≤ 0 and and lim‖ψ(t)‖2→∞ ψ̃T (t)Γ−1f(t) = ∞,

which are crucial for stability of the adaptive laws. A parameter projection f(t) [84]

satisfies: ψ̃T (t)Γ−1f(t) ≤ 0 too, and also ensure the components of ψ(t) stay in the

bounds of ψ∗.
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A parameter projection design f(t) is applied to the portion fNi(t) of fφi(t) =

[fTNi(t), f̄
T
φi(t)]

T in (8.2.24), corresponding to θNi(t) in φi(t) =
4
= [θTNi(t), φ̄i(t)]

T in

(8.2.15), to ensure that the components of θNi(t) stay in their desired intervals.

To be combined with parameter projection, a switching-σ modification f(t) is

used to fθi(t) for θi in (8.2.23), to f̄φi(t) in fφi(t) = [fTNi(t), f̄
T
φi(t)]

T for φ̄i(t) of φi(t) =

[θTNi(t), φ̄
T (t)]T in (8.2.24), and to fdi(t) for di(t) in (8.2.25).

8.2.3 Stability

Consider the positive definite function

V (θ̃i, φ̃i, d̃i)=
M∑

i=2

θ̃Ti Γ
−1
θi θ̃i+

M∑

i=1

|d∗i |φ̃
T
i Γ

−1
φi φ̃i+

M∑

i=1

γ−1
i d̃2i

where θ̃i(t), φ̃i(t) and d̃i(t) are parameter errors, and its time-derivative of V

V̇ ≤ −
M∑

i=1

ε2i (t)

m2(t)
−

M∑

i=1

(d̄Ni(t)−εi(t))
2

m2(t)
+

M∑

i=1

d̄2Ni(t)

m2(t)
.

It follows that all parameter estimates are bounded (either from parameter projection

bounding or from the switching-σ property: lim‖ψ(t)‖2→∞ ψ̃T (t)Γ−1f(t) = ∞). From

the last inequality, it follows that

∫ t2

t1

M∑

i=1

ε2i (t)

m2(t)
dt ≤ a1 + b1

∫ t2

t1

M∑

i=1

d̄2Ni(t)

m2(t)
dt (8.2.26)

for some constants a1>0, b1>0, and any t2>t1>0. From (8.2.26) and with fθi, fφi and

fdi in (8.2.23)–(8.2.25), we can establish:

Lemma 8.2.1. The adaptive laws (8.2.23)–(8.2.25) ensure that all parameter esti-

mates are bounded, all components of θNi(t) are within desired regions, and
ε2i (t)

m2(t)
,

‖θ̇i(t)‖
2
2, ‖φ̇i(t)‖

2
2, and ḋ

2
i (t), are bounded by

d̄2Ni(t)

m2(t)
in the mean sense (8.2.26).

With these desired adaptive law properties, the closed-loop system is well-defined

(based on the boundedness of adaptive parameter estimates), a feedback structure
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can be derived whose loop gain is proportional to εi(t)
m(t)

, θ̇i(t), φ̇i(t) and ḋi(t), and

a small-gain analysis can be carried out to establish the desired closed-loop control

system properties:

Theorem 8.2.1. The adaptive control scheme consisting of an adaptive actuator

nonlinearity inverse (8.1.6) and an adaptive output feedback control law (8.2.12) up-

dated from the adaptive laws (8.2.23)–(8.2.25), when applied to the system (8.1.1)

with some specific actuator nonlinearities u(t) = N(v(t)), ensures that all closed-loop

system signals are bounded and the tracking error e(t) = y(t) − ym(t) also satisfies

(8.2.26) similarly.

Both switching-σ and parameter projection modifications have the desired feature

that they preserve the asymptotic output tracking property when the system distur-

bances and unmodeled dynamics disappear from the controlled system. Therefore,

we also have

Corollary 8.2.1. If, in addition, the actuator nonlinearity parametrization error

dN(t) disappears after t ≥ T0 for some finite T0 > 0, or dN(t) ∈ L2, then the tracking

error e(t) = y(t)− ym(t) has the desired properties: e(t) ∈ L2 and limt→∞ e(t) = 0.

In next section, we will study a MIMO System application: adaptive control of

aircraft flight control systems with synthetic jet actuators whose nonlinear character-

istics are to be compensated by adaptive inverses, and present simulation results to

show the desired performance of adaptive actuator nonlinearity compensation.
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8.3 Aircraft Flight Control Simulation Study

The system we apply our adaptive control design to is a lateral-directional of the

Innovative Control Effector (ICE) aircraft [75] with synthetic jet actuators:

ẋ(t) = Ax(t) +Bu(t), y(t) = Cx(t), (8.3.1)

where the state vector signal is x(t) = [vb(t), pb(t), rb(t), φ(t)]
T with vb(t) being the

body-axis lateral-directional velocity whose unit is ft/sec, pb(t) and rb(t) being the

roll rate and yaw rate whose units are rad/sec, and φ(t) being the roll angle whose

unit is rad, the control input signal is u(t) = [u1(t), u2(t)]
T with u1(t) and u2(t) being

the virtual deflections generated by upper leading-edge and wing-tip synthetic jet

actuators whose units are degree, and the output vector signal is chosen as y(t) =

[vb(t), φ(t)]
T . As described in Section 2.2, the nonlinearity of the synthetic jet actuator

ui(t) = N(vi(t)) can be characterized as ui(t) = Ni(θ
∗
i ; vi(t)) = θ∗i2 −

θ∗i1
vi(t)

, for i = 1, 2.

From the structure knowledge of the parameters A, B, and C, we can obtain the

interactor matrix as ξm(s) = diag{(s+1)2, (s+1)2} and the signs of leading principal

minors of Kp as sign(∆1) = 1, sign(∆2) = −1. Hence, the reference system is chosen

as Wm(s) = ξ−1
m (s) = diag{1/(s + 1)2, 1/(s + 1)2}. We then apply the adaptive

output feedback inverse compensation control law ud(t) as in (8.2.12) to generate the

control input v(t) = N̂I(ud(t)) as in (8.1.14), to make the plant output y(t) track the

reference output ym(t) =Wm(s)[r](t).

Simulation Results For the simulation (i): constant reference input r(t) =

[6(ft/s), 8π
180

(rad)]T , the response of output signal y(t), commanded input signal v(t),

plant input signal u(t), and feedback control signal ud(t) is shown in Fig. 8.1–

Fig. 8.3. From Fig. 8.1, we can see that the output signal y(t) tracks the ref-

erence signal ym(t). Since the parameters of the adaptive inverse N̂I(ud(t)) may
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not converge to the nominal values, the plant input signal u(t) may not follow the

feedback control signal ud(t), as illustrated in Fig. 8.3. The effectiveness of the

developed adaptive actuator nonlinearity compensation scheme is further verified

by the simulation (ii) as shown in Fig. 8.4–Fig. 8.6, where the reference input is

r(t) = [10+4 sin( π
50
t)(ft/s), 8π

180
sin( π

55
t)(rad)]T .
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Figure 8.1: Aircraft outputs (solid) vs. reference outputs (dotted) (case i)

Summary

Adaptive compensation of uncertain actuator nonlinearities in multi-input multi-

output systems has certain unique technical issues caused by bilinear parameters

resulted from the actuator nonlinearities and system dynamics. In this chapter we

have solved some such key issues with output feedback design, using a new controller

parametrization to deal with the uncertain parameters of the system high frequency

gain matrix and the special structure of the actuator nonlinearity parametrization.
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Figure 8.3: Plant input signal u(t) and feedback control signal ud(t) (case i)
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Figure 8.4: Aircraft outputs (solid) vs. reference outputs (dotted) (case ii)
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Figure 8.6: Plant input signal u(t) and feedback control signal ud(t) (case ii)

Such a new controller structure is based on the LDU decomposition of the high fre-

quency gain matrix, leading to a linear parametrization of the error system. An

expanded estimation error signal is introduced for stable adaptive laws updating the

controller and inverse parameters. A combined switching-σ and parameter projec-

tion modification is employed for parameter adaptation for both the robustness with

respect to actuator nonlinearity parametrization errors and the nonsingularity of the

adaptive inverse design. Such an adaptive compensation scheme has desired system

stability and tracking properties as stated in the chapter and verified by simulation

results from an aircraft flight control application example in which synthetic jet ac-

tuator nonlinearities are compensated by their adaptive inverses.



Chapter 9

Adaptive State Feedback
Disturbance Rejection for MIMO
Linear Time-Invariant Systems

In this chapter, we will study the adaptive disturbance rejection problem for MIMO

linear time-invariant (LTI) systems by using state feedback control. A nominal state

feedback control law with a parameterizable signal for disturbance cancelation will

be derived. Then, the state feedback adaptive control scheme will be developed

based on the nominal state feedback controller for LTI systems with unknown system

parameters and uncertain disturbances.

9.1 Problem Statement

Consider a MIMO LTI system with uncertain disturbances:

ẋ(t) = Ax(t) +Bu(t) +Bdd(t),

y(t) = Cx(t), (9.1.1)

where x(t) ∈ Rn, y(t) ∈ RM , and u(t) ∈ RM are state, output, and control input

vector signals, d(t) ∈ Rq represents the uncertain actuation disturbances, and A ∈

Rn×n, B ∈ Rn×M , C ∈ RM×n, and Bd ∈ Rn×q are some unknown constant matrices.
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For the study of adaptive disturbance rejection, elements of the disturbance signal

d(t) = [d1(t), d2(t), . . . , dq(t)]
T are characterized as

dj(t) = d̄j0 +

pj∑

k=1

d̄jkωjk(t), (9.1.2)

with unknown constants d̄j0, d̄jk and known signals ωjk(t), j = 1, 2, . . . , q, k =

1, 2, . . . , pj.

The objective is to design a state feedback control law u(t) to cancel the effect of

the disturbance d(t) on the output signal y(t) and make the output signal y(t) track

a given reference signal ym(t):

ym(t) =Wm(s)[r](t), Wm(s) = ξ−1
m (s), (9.1.3)

where r(t) is a bounded reference input signal.

To proceed the adaptive control design, we make the following assumptions: (A1)

the system input-output transfer matrix G0(s) = C(sI − A)−1B has full rank, all

zeros of G0(s) have negative real parts; (A2) the modified left interactor matrix ξm(s)

of G0(s) is known; (A3) all leading principal minors ∆i, i = 1, 2, . . . ,M of the high

frequency gain matrix Kp of G0(s) are nonzero and their signs are known; (A4)

(A,B) is controllable and (A,C) is observable; (A5) the transfer matrix Z−1
l (s)Zd(s)

is proper, for the fractional descriptions of the input-output transfer matrix G0(s) =

C(sI −A)−1B and the disturbance-output transfer matrix Gd(s) = C(sI − A)−1Bd:

G0(s) = P−1
l (s)Zl(s), Gd(s) = P−1

l (s)Zd(s), (9.1.4)

where Pl(s), Zl(s), and Zd(s) are polynomial matrices, and Zl(s) and Pl(s) are left

coprime with row degrees of Pl(s) satisfying degri[Pl(s)] ≤ ν, i = 1, 2, . . . ,M , where

ν is the observability index of (A,C).
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9.2 Nominal State Feedback Control Design

Before developing the adaptive state feedback control scheme for the system (9.1.1)

with unknown parameters and uncertain disturbances, we need to design a nominal

state feedback controller with a parameterizable form to cancel the disturbances and

achieve exact plant-model matching by assuming that the system parameters and

disturbance parameters are known.

We choose the nominal state feedback controller as

u(t) = K∗T
1 x(t) +K∗

2r(t) + k∗3(t), (9.2.1)

where k∗3(t) ∈ RM is used to cancel the effect of the disturbance Bdd(t) on tracking

error e(t) = y(t)−ym(t), and constant parameters K∗
1 ∈ Rn×M and K∗

2 ∈M×M satisfy

the matching equation (2.4.3):

C(sI −A−BK∗T
1 )−1BK∗

2 = Wm(s), K∗−1
2 = Kp. (9.2.2)

The existence of K∗
1 and K∗

2 of the matching equation (9.2.2) has been shown in

Section 2.4.1. Applying the controller (9.2.1) to the system (9.1.1), we obtain the

closed-loop system as

y(t) = C(sI − A− BK∗T
1 )−1BK∗

2 [r](t) + C(sI − A− BK∗T
1 )−1B[k∗3](t)

+C(sI − A−BK∗T
1 )−1Bd[d](t) + Ce(A+BK

∗T
1 )tx(0). (9.2.3)

From the reference system (9.1.3) and the matching equation (9.2.2), we have the

output tracking error e(t) = y(t)− ym(t) as

e(t)=C(sI−A−BK∗T
1 )−1B[k∗3]+C(sI−A−BK

∗T
1 )−1Bd[d]+Ce

(A+BK∗T
1 )tx(0). (9.2.4)

Remark 9.2.1. From the error equation (9.2.4), we may choose to set k∗3(t) as

k∗3(t) = K∗
2ξm(s)C(sI −A−BK∗T

1 )−1Bd[d](t) (9.2.5)
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to make e(t) = Ce(A+BK
∗T
1 )tx(0), i.e., limt→∞ e(t) = 0. However, such a choice

of k∗3(t) needs to be parameterized as k∗3(t) = Pa(s)
Λ(s)

with a known stable polynomial

Λ(s) and an unknown polynomial matrix Pa(s), such that Pa(s)
Λ(s)

is proper (such a

parametrization is crucial for the adaptive control design). Therefore, the direct choice

of k∗3(t) as (9.2.5) may not be suitable for the adaptive control design. In the following,

we will derive a parameterizable k∗3(t), which can cancel the effect of the disturbances:

C(sI − A− BK∗T
1 )−1B[k∗3](t) = −C(sI − A− BK∗T

1 )−1Bd[d](t), (9.2.6)

so that limt→∞ e(t) = 0. �

In order to obtain a parameterizable k∗3(t) to cancel the disturbances, we first

introduce a matching equation as shown in the following lemma.

Lemma 9.2.1. Given K∗
1 and K∗

2 satisfying the matching equation (9.2.2), the fol-

lowing plant-model matching equation holds:

Z−1
l (s)Pl(s)−K

∗T
1 (sI−A+LC)−1BZ−1

l (s)Pl(s)−K
∗T
1 (sI−A+LC)−1L=K∗

2ξm(s), (9.2.7)

where L is such that det(sI − A+ LC) = Λ(s) being a chosen stable polynomial.

Proof: Consider the system (9.1.1) without the disturbances by using the state ob-

server representation:

ẋ(t) = (A− LC)x(t) + Bu(t) + Ly(t),

y(t) = Cx(t). (9.2.8)

Since (A,C) is observable, there exists a matrix L ∈ Rn×M , such that det(sI − A +

LC) = Λ(s) for a chosen stable polynomial. Then, the state feedback controller can

be parameterized as

u(t) = K∗T
1 x(t) +K∗

2r(t)

= K∗T
1 (sI−A+LC)−1B[u]+K∗T

1 (sI−A+LC)−1L[y]+K∗
2r. (9.2.9)
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For the open-loop system, we have

u(t) = Z−1
l (s)Pl(s)[y](t), (9.2.10)

with Zl(s) and Pl(s) being left coprime and degri[Pl(s)] ≤ ν, i = 1, 2, . . . ,M , as

defined in (9.1.4). Substituting (9.2.10) in (9.2.9), we have

(Z−1
l (s)Pl(s)−K

∗T
1 (sI−A+LC)−1BZ−1

l (s)Pl(s)−K
∗T
1 (sI−A+LC)−1L)[y]=K∗

2r.

(9.2.11)

Substituting u(t) = K∗T
1 x(t)+K∗

2r(t) in the system (9.2.8), we obtain another closed-

loop system expression:

y(t) = C(sI −A− BK∗T
1 )−1BK∗

2 [r](t). (9.2.12)

From the matching equation (9.2.2), there exist constant parameters K∗
1 and K∗

2 to

make the closed-loop system (9.2.12) as

y(t) = Wm(s)[r](t). (9.2.13)

Since the closed-loop systems (9.2.11) and (9.2.13) are equivalent, we obtain

Z−1
l (s)Pl(s)−K

∗T
1 (sI−A+LC)−1BZ−1

l (s)Pl(s)−K
∗T
1 (sI−A+LC)−1L = K∗

2ξm(s).

(9.2.14)

Therefore, the constant parameters K∗
1 and K∗

2 , which satisfy the matching equation

(9.2.2), can also make the matching equation (9.2.7) hold. ∇

In the following Lemma 9.2.2 and Lemma 9.2.3, we will show that there exists a

parameterizable k∗3(t) such that the nominal controller (9.2.1) can reject the distur-

bance d(t) and make the output signal y(t) track the reference signal ym(t).
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Lemma 9.2.2. The state feedback controller (9.2.1) with K∗
1 and K∗

2 satisfying the

matching equation (9.2.2) and

k∗3(t) = −
(
Z−1
l (s)Zd(s)−K∗T

1 (sI −A + LC)−1BZ−1
l (s)Zd(s)

+K∗T
1 (sI −A + LC)−1Bd

)
[d](t), (9.2.15)

for det(sI−A+LC) being a chosen stable polynomial, ensures limt→∞(y(t)−ym(s)) =

0 exponentially.

Proof: From Lemma 9.2.1, we can parameterize k∗3(t) as

k∗3(t) = −
(
Z−1
l (s)Zd(s)−K∗T

1 (sI −A + LC)−1BZ−1
l Zd(s)

+K∗T
1 (sI − A+ LC)−1Bd

)
[d](t)

= −((Z−1
l (s)Pl(s)−K

∗T
1 (sI−A+LC)−1BZ−1

l (s)Pl(s)−K
∗T
1 (sI−A+LC)−1L

+K∗T
1 (sI − A+ LC)−1L)P−1

l (s)Zd(s) +K∗T
1 (sI −A + LC)−1Bd)[d](t)

= −(K∗
2ξm(s)P

−1
l (s)Zd(s) +K∗T

1 (sI −A + LC)−1LP−1
l (s)Zd(s)

+K∗T
1 (sI − A+ LC)−1Bd)[d](t). (9.2.16)

In view of (9.2.16), (9.1.4) (i.e., P−1
l (s)Zd(s) = C(sI − A)−1Bd), and the matching
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equation (9.2.2), we have

C(sI − A− BK∗T
1 )−1B[k∗3](t)

= −(C(sI −A)−1Bd+C(sI−A−BK
∗T
1 )−1BK∗T

1 (sI−A+LC)−1LC(sI−A)−1Bd

+C(sI − A− BK∗T
1 )−1BK∗T

1 (sI − A+ LC)−1Bd)[d](t)

= −C(sI −A−BK∗T
1 )−1((sI − A−BK∗T

1 )(sI − A)−1

+BK∗T
1 (sI −A + LC)−1LC(sI − A)−1 +BK∗T

1 (sI − A+ LC)−1)Bd[d](t)

= −C(sI −A−BK∗T
1 )−1(I − BK∗T

1 (sI − A)−1

+BK∗T
1 (sI −A + LC)−1LC(sI − A)−1 +BK∗T

1 (sI − A+ LC)−1)Bd[d](t)

= −C(sI−A−BK∗T
1 )−1(I−BK∗T

1 (sI−A+LC)−1((sI−A+LC)(sI −A)−1

−LC(sI − A)−1 − I))Bd[d](t). (9.2.17)

Substituting

(sI −A+ LC)(sI −A)−1 − LC(sI −A)−1 − I

= I + LC(sI − A)−1 − LC(sI − A)−1 − I

= 0 (9.2.18)

in (9.2.17), we have

C(sI − A−BK∗T
1 )−1B[k∗3](t) = −C(sI −A−BK∗T

1 )−1Bd[d](t). (9.2.19)

Then, from (9.2.4) and (9.2.19), we obtain that the output tracking error converges

to zero exponentially: limt→∞ e(t) = limt→∞Ce(A+BK
∗T
1 )tx(0) = 0. ∇

Next, we will show that k∗3(t) defined in (9.2.15) is parameterizable.

Lemma 9.2.3. The disturbance rejection signal k∗3(t) defined in (9.2.15) for the state

feedback controller (9.2.1) can be parameterized as

k∗3(t) = −
Ql(s)Zd(s) + Θ∗T

d Ad(s)

Λ(s)
[d](t), (9.2.20)
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where Λ(s) is a chosen stable polynomial of degree n, Ql(s) is a polynomial ma-

trix, such that Ql(s)Zd(s)
Λ(s)

is proper, Θ∗
d ∈ Rnq×M is a constant matrix, Ad(s) =

[Iq, . . . , s
n−1Iq]

T with Iq being the q × q identity matrix.

Proof: In order to parameterized k∗3(t), we first show that the rational matrix Z−1
l (s)−

K∗T
1 (sI −A+ LC)BZ−1

l (s) of (9.2.15) can be parameterized as Ql(s)
Λ(s)

, for some poly-

nomial matrix Ql(s).

By parameterizing K∗T
1 (sI−A+LC)−1B and K∗T

1 (sI−A+LC)−1L as

K∗T
1 (sI −A + LC)−1B = Θ∗T

1

A0(s)

Λ(s)
, (9.2.21)

K∗T
1 (sI −A+ LC)−1L = Θ∗T

2

A0(s)

Λ(s)
, (9.2.22)

where det(sI − A + LC)=Λ(s) being a chosen stable polynomial can be ensured by

some L ∈ Rn×M , due to observability of (A,C), A0(s) = [IM , sIM , . . . , s
n−1IM ]T with

IM being the M ×M identity matrix, and Θ∗
1 ∈ RnM×M and Θ∗

2 ∈ RnM×M are some

constant matrices, we have the matching equation (9.2.7) as

(Λ(s)IM −Θ∗T
1 A0(s))Z

−1
l (s)Pl(s) = Λ(s)K∗

2ξm(s) + Θ∗T
2 A0(s). (9.2.23)

Dividing Λ(s)K∗
2ξm(s) + Θ∗T

2 A0(s) on the right by Pl(s), we have

Λ(s)K∗
2ξm(s) + Θ∗T

2 A0(s) = Ql(s)Pl(s) +Rl(s), (9.2.24)

for some polynomial matrices Ql(s) and Rl(s), such that Rl(s)P
−1
l (s) is strictly proper

[3]. Substituting (9.2.24) in (9.2.23), we have

Λ(s)IM −Θ∗T
1 A0(s) = Ql(s)Zl(s) +Rl(s)P

−1
l (s)Zl(s). (9.2.25)

Since the left-hand side of the equation (9.2.25) is a polynomial matrix, the right-

hand side of (9.2.25) must be a polynomial matrix as well. Moreover, Rl(s)P
−1
l (s) is
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strictly proper, and Pl(s) and Zl(s) are coprime as defined in the assumption (A5),

we can conclude that Rl(s) must be zero to ensure that the right-hand side of the

equation (9.2.25) is a polynomial matrix. Therefore, from (9.2.25) with Rl(s) = 0,

we have

(Λ(s)IM −Θ∗T
1 A0(s))Z

−1
l (s) = Ql(s). (9.2.26)

From (9.2.21) and (9.2.26), it follows that the rational matrix Z−1
l (s)−K∗T

1 (sI−A+

LC)BZ−1
l (s) of (9.2.15) can be parameterized as

Z−1
l (s)−K∗T

1 (sI −A + LC)−1BZ−1
l (s)

=
(Λ(s)IM −Θ∗T

1 A0(s))Z
−1
l (s)

Λ(s)
=
Ql(s)

Λ(s)
, (9.2.27)

where Ql(s) is a polynomial matrix. Then, together with

K∗T
1 (sI − A+ LC)−1Bd = Θ∗T

d

Ad(s)

Λ(s)
, (9.2.28)

for some parameter matrix Θ∗
d ∈ Rnq×M and Ad(s) = [Iq, sIq, . . . , s

n−1Iq]
T with Iq

being the q × q identity matrix, we have that k∗3(t) in (9.2.15) can be parameterized

as

k∗3(t) = −
Ql(s)Zd(s) + Θ∗T

d Ad(s)

Λ(s)
[d](t). (9.2.29)

Since Z−1
l (s)Zd(s) is proper from the assumption (A5) and

Ql(s)Zd(s)

Λ(s)
=

(Λ(s)IM −Θ∗T
1 A0(s))

Λ(s)
Z−1
l (s)Zd(s) (9.2.30)

as from (9.2.27), we have that Ql(s)Zd(s)
Λ(s)

is proper. ∇

New parametrization of the state feedback controller. Since Ql(s)Zd(s)
Λ(s)

is

proper and
Θ∗T
d
Ad(s)

Λ(s)
is strictly proper as from Lemma 9.2.3, we can further parame-

terize k∗3(t) as

k∗3(t) = −
Ql(s)Zd(s) + Θ∗T

d Ad(s)

Λ(s)
[d](t) = Θ∗T

3

Ad(s)

Λ(s)
[d](t) + Θ∗T

30 d(t), (9.2.31)



184

where Θ∗
3 = [Θ∗T

31 ,Θ
∗T
32 , . . . ,Θ

∗T
3n ]

T ∈ Rnq×M with Θ∗
3i ∈ Rq×M , i = 1, 2, . . . , n, and

Θ∗
30 ∈ Rq×M are some constant matrices that depend on Θ∗

d and coefficients of the

polynomial matrices Ql(s) and Zd(s).

We express the disturbance signal d(t) = [d1(t), d2(t), . . . , dq(t)]
T as

dj(t) = d̄j0 +

pj∑

k=1

d̄jkωjk(t) = φ∗T
j ψj(t), j = 1, 2, . . . , q, (9.2.32)

where φ∗
j = [d̄j0, d̄j1, . . . , d̄jpj ]

T ∈ Rpj+1 and ψj(t) = [1, ωj1(t), . . . , ωjpj(t)]
T . Then we

have

d(t) = Φ∗TΨ(t), (9.2.33)

where Φ∗ = diag{φ∗
1, φ

∗
2, . . . , φ

∗
q} and Ψ(t) = [ψT1 (t), ψ

T
2 (t), . . . , ψ

T
q (t)]

T . Substituting

(9.2.33) in (9.2.31), we can parameterize k∗3(t) as

k∗3(t) = K∗T
3 ω3(t), (9.2.34)

where

K∗
3 = [Θ∗T

31Φ
∗T , . . . ,Θ∗T

3nΦ
∗T ,Θ∗T

30Φ
∗T ]T , ω3(t) = [(

Aψ(s)

Λ(s)
[Ψ](t))T ,ΨT (t)]T , (9.2.35)

for Aψ(s) = [Inψ , sInψ , . . . , s
n−1Inψ ]

T , where Inψ is the nψ × nψ identity matrix with

nψ =
∑q

j=1 pj + q.

With the new parametrization of k∗3(t) in (9.2.34), we obtain the nominal state

feedback controller (9.2.1) as

u(t) = K∗T
1 x(t) +K∗

2r(t) + k∗3(t) = K∗T
1 x(t) +K∗

2r(t) +K∗T
3 ω3(t), (9.2.36)

where K∗
1 , K

∗
2 , and K∗

3 are unknown due to system and disturbance uncertainties,

and the signals x(t), r(t), and ω3(t) are accessible.
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Remark 9.2.2. If Ql(s)Zd(s)
Λ(s)

is not proper, we can parameterize the disturbance re-

jection signal k∗3(t) as

k∗3(t) = −
Ql(s)Zd(s) + Θ∗T

d Ad(s)

Λ(s)
[d](t)

= Θ∗T
3

Ad(s)

Λ(s)
[d](t) + Θ∗T

30 d(t) + Θ∗T
q Aq(s)[d](t), (9.2.37)

where the proper part of −
Ql(s)Zd(s)+Θ∗T

d
Ad(s)

Λ(s)
is Θ∗T

3
Ad(s)
Λ(s)

+Θ∗T
30 and its non-proper part

is Θ∗T
q Aq(s) with Θ∗

q = [Θ∗T
q1 ,Θ

∗T
q2 , . . . ,Θ

∗T
qnq ]

T ∈ Rnqq×M and Aq(s) = [sIq, . . . , s
nqIq]

T

for some order nq. With the parametrization of d(t) in (9.2.33), we have

k∗3(t) = K∗T
30 ω30(t) +K∗T

31 ω31(t), (9.2.38)

where

K∗
30 = [Θ∗T

31Φ
∗T ,Θ∗T

32Φ
∗T , . . . ,Θ∗T

3nΦ
∗T ,Θ∗T

30Φ
∗T ]T ,

ω30(t) = [(
Aψ(s)

Λ(s)
[Ψ](t))T ,ΨT (t)]T ,

K∗
31 = [Θ∗T

q1Φ
∗T ,Θ∗T

q2Φ
∗T , . . . ,Θ∗T

qnqΦ
∗T ]T ,

ω31(t) = [s[ΨT ](t), s2[ΨT ](t), . . . , snq [ΨT ](t)]T . (9.2.39)

For this linear parametrization of k∗3(t), the signal ω30(t) is accessible, while the

accessibility of the signal ω31(t) needs assumptions that the order nq is known and

the ith order derivative (i = 1, 2, . . . , nq) of Ψ(t) can be obtained. If the ith order

derivative of Ψ(t) cannot be obtained, we may use

si

(τs + 1)i
[Ψ](t) (9.2.40)

with a small τ > 0 to approximate the ith order derivative of Ψ(t). Therefore, when

Ql(s)Zd(s)
Λ(s)

is not proper, the disturbance rejection signal k∗3(t) may still be parame-

terized as the linear combinations of some unknown parameters and known signals.

Hence, the nominal controller (9.2.1) can also be parameterized as (9.2.36). �
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Based on this new parametrization of the nominal controller (9.2.36), we can

proceed the adaptive control design for the system (9.1.1) with unknown parameters

and uncertain disturbances.

9.3 Adaptive State Feedback Control Design

From the newly parameterized nominal controller (9.2.36), we choose the adaptive

controller as

u(t) = KT
1 (t)x(t) +K2(t)r(t) +KT

3 (t)ω3(t), (9.3.1)

where K1(t), K2(t), and K3(t) are estimates of K∗
1 , K

∗
2 , and K

∗
3 .

Tracking error equation. Substituting the control law (9.3.1) in the system

(9.1.1) and from (9.2.34), we have

ẋ(t) = (A+BK∗T
1 )x(t) +B(K∗

2r(t) + k∗3(t)) +Bdd(t)

+B(K̃T
1 (t)x(t) + K̃2(t)r(t) + K̃T

3 (t)ω3(t)),

y(t) = Cx(t), (9.3.2)

where K̃1(t) = K1(t)−K∗
1 , K̃2(t) = K2(t)−K∗

2 , and K̃3(t) = K3(t)−K∗
3 . It follows

that

y(t) = C(sI −A−BK∗T
1 )−1BK∗

2 [r](t) + Ce(A+BK
∗T
1 )tx(0)

+C(sI − A− BK∗T
1 )−1B[k∗3](t) + C(sI −A−BK∗T

1 )−1Bd[d](t)

+C(sI − A− BK∗T
1 )−1B[Θ̃Tω](t), (9.3.3)

where Θ̃(t) = Θ(t) − Θ∗, Θ(t) = [KT
1 , K2, K

T
3 ]
T , Θ∗ = [K∗T

1 , K∗
2 , K

∗T
3 ]T , and ω(t) =

[xT , rT , ωT3 ]
T . In view of (9.3.3), from the matching conditions (9.2.2) and (9.2.19),

we have the tracking error e(t)=y(t)−ym(t) as

e(t) =Wm(s)Kp[Θ̃
Tω](t) + Ce(A+BK

∗T
1 )tx(0). (9.3.4)
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From the tracking error (9.3.4), ignoring Ce(A+BK
∗T
1 )tx(0), we obtain

ξm(s)[e](t) = KpΘ̃
T (t)ω(t). (9.3.5)

To deal with the uncertainty of the high frequency gain matrix Kp, we use its LDS

decomposition:

Kp = LsDsS (9.3.6)

where S ∈ RM×M with S = ST > 0, Ls is an M ×M unit lower triangular matrix,

and

Ds = diag{sign[∆1]γ1, . . . , sign[
∆M

∆M−1
]γM} (9.3.7)

with ∆i, i = 1, 2, . . . ,M , being the ith leading principal minor of Kp, such that γi > 0

are arbitrary [84]. Substituting (9.3.6) in (9.3.5), we obtain

L−1
s ξm(s)[e](t) = DsSΘ̃

T (t)ω(t). (9.3.8)

To parameterize the unknown matrix Ls, we introduce

Θ∗
0 = L−1

s − I = {θ∗ij}, (9.3.9)

where θ∗ij = 0 for i = 1, 2, . . . ,M and j ≥ i. From (9.3.8) and (9.3.9), we have

ξm(s)[e](t) + Θ∗
0ξm(s)[e](t) = DsSΘ̃

T (t)ω(t). (9.3.10)

We introduce a filter h(s) = 1/f(s), where f(s) is a stable and monic polynomial

whose degree equals to the degree of ξm(s). Operating both sides of (9.3.10) by

h(s)IM leads to

ē(t) + [0, θ∗T2 η2(t), θ
∗T
3 η3(t), . . . , θ

∗T
M ηM(t)]T = Ds S h(s)[Θ̃

Tω](t), (9.3.11)

where

ē(t) = ξm(s)h(s)[e](t) = [ē1(t), . . . , ēM(t)]T , (9.3.12)

ηi(t) = [ē1(t), . . . , ēi−1(t)]
T , i = 2, . . . ,M, (9.3.13)

θ∗i = [θ∗i1, . . . , θ
∗
ii−1]

T , i = 2, . . . ,M. (9.3.14)
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Estimation error. Based on this parameterized error, we introduce the estima-

tion error signal

ε(t) = [0, θT2 (t)η2(t), θ
T
3 (t)η3(t), . . . , θ

T
M(t)ηM(t)]T +Ψ(t)ξ(t) + ē(t), (9.3.15)

where Ψ(t) is the estimate of Ψ∗ = Ds S, and

ξ(t) = ΘT (t)ζ(t)− h(s)[ΘTω](t), ζ(t) = h(s)[ω](t). (9.3.16)

From (9.3.11)–(9.3.16), we have

ε(t) = [0, θ̃T2 (t)η2(t), θ̃
T
3 (t)η3(t), . . . , θ̃

T
M(t)ηM(t)]T+Ds SΘ̃(t)T ζ(t)+Ψ̃(t)ξ(t) (9.3.17)

where θ̃i(t) = θi(t) − θ∗i , i = 2, 3, . . . ,M , and Ψ̃(t) = Ψ(t) − Ψ∗ are the related

parameter errors.

Adaptive laws. With the estimation error model (9.3.17), we choose

θ̇i(t) = −
Γθiεi(t)ηi(t)

m2(t)
, i = 2, 3, . . . ,M, (9.3.18)

Θ̇T (t) = −
Dsε(t)ζ

T (t)

m2(t)
, (9.3.19)

Ψ̇(t) = −
Γε(t)ξT (t)

m2(t)
, (9.3.20)

where the signal ε(t) = [ε1(t), ε2(t), . . . , εM(t)]T is computed from (9.3.15), Γθi = ΓTθi >

0, i = 2, 3, . . . ,M , and Γ = ΓT > 0 are adaptation gain matrices, and

m(t) = (1 + ζT (t)ζ(t) + ξT (t)ξ(t) +
M∑

i=2

ηTi (t)ηi(t))
1/2.

For the adaptive laws (9.3.18)–(9.3.20), we can have the following properties.

Lemma 9.3.1. The adaptive laws (9.3.18)–(9.3.20) ensure that

(i) θi(t) ∈ L∞, i = 2, 3, . . . ,M , Θ(t) ∈ L∞, Ψ(t) ∈ L∞, and ε(t)
m(t)

∈ L2 ∩ L∞;

(ii) θ̇i(t) ∈ L2 ∩ L∞, i = 2, 3, . . . ,M , Θ̇(t) ∈ L2 ∩ L∞, and Ψ̇(t) ∈ L2 ∩ L∞.
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Proof: Consider the positive definite function

V =
1

2
(
M∑

i=2

θ̃Ti Γ
−1
θi θ̃i + tr[Ψ̃TΓ−1Ψ̃] + tr[Θ̃SΘ̃T ]). (9.3.21)

From (9.3.18)–(9.3.20), we obtain that the time-derivative of V satisfies

V̇ = −
M∑

i=2

θ̃Ti εi(t)ηi(t)

m2(t)
−
ξT (t)Ψ̃T ε(t)

m2(t)
−
ζT (t)Θ̃SDsε(t)

m2(t)
= −

εT (t)ε(t)

m2(t)
≤ 0. (9.3.22)

From (9.3.22), we have θi(t) ∈ L∞, i = 2, 3, . . . ,M , Θ(t) ∈ L∞, Ψ(t) ∈ L∞, ε(t)
m(t)

∈

L2 ∩ L∞, θ̇i(t) ∈ L2 ∩ L∞, i = 2, 3, . . . ,M , Θ̇(t) ∈ L2 ∩ L∞, and Ψ̇(t) ∈ L2 ∩ L∞. ∇

Based on Lemma 9.3.1, we can prove the following stability properties.

Theorem 9.3.1. The multivariable MRAC scheme with the state feedback controller

(9.3.1) updated by the adaptive laws (9.3.18)–(9.3.20), when applied to the system

(9.1.1) with unknown parameters and uncertain disturbances, guarantees the closed-

loop signal boundedness and asymptotic output tracking: limt→∞(y(t) − ym(t)) = 0,

for any initial conditions.

The proof of Theorem 9.3.1 can be carried out by using a similar way as described

in [84] for multivariable MRAC using output feedback. We first express the state

feedback control signal u(t) in terms of the output signal y(t) by using the state

observer representation of the system as given in equations (9.2.8) and (9.2.9). Then,

a filtered version of the output y(t) in a feedback framework which has a small gain

due to the L2 properties of Θ̇(t), θ̇i(t) and
ε(t)
m(t)

can be derived. Hence, the analysis

procedure in [84] can be used to conclude the closed-loop signal boundedness and

asymptotic output tracking: limt→∞(y(t)−ym(t))=0 for the state feedback case.



190

9.4 Rejection of Output Disturbance and Constant

Dynamics Offset

In this subsection, we will present an adaptive disturbance rejection scheme for MIMO

LTI systems with a constant dynamics offset and output disturbances in addition to

input disturbances.

Consider the MIMO LTI system (9.1.1) with input disturbances, output distur-

bances, and a constant dynamics offset:

ẋ(t) = Ax(t) +Bu(t) + f0 +Bddu(t),

y(t) = Cx(t) + Cddy(t), (9.4.1)

where f0 is the unknown constant dynamics offset, du(t) ∈ Rqu and dy(t) ∈ Rqy rep-

resent the input and output disturbance signals, whose elements can be characterized

as (9.1.2), and A ∈ Rn×n, B ∈ Rn×M , C ∈ RM×n, Bd ∈ Rn×qu, and Cd ∈ RM×qy are

some unknown constant matrices.

In order to design the adaptive control law to cancel the effect of the unknown

disturbances and offset on the output signal y(t) and make the output signal y(t)

track the reference signal ym(t) generated from (9.1.3), we will first derive the nominal

control law by assuming the system parameters are known.

9.4.1 Nominal State Feedback Control Design

We choose the nominal state feedback controller as

u(t) = K∗T
1 x(t) +K∗

2r(t) + k∗30 + k∗31(t) + k∗32(t), (9.4.2)

where the constant k∗30 is used to cancel the effect of the offset f0, k
∗
31(t) is to cancel

the effect of du(t), k
∗
32(t) is to cancel the effect of dy(t), and the constant parameters



191

K∗
1 and K∗

2 satisfy the matching equation (9.2.2). Substituting (9.4.2) in the system

(9.4.1), we obtain the closed-loop system as

y(t) = C(sI − A− BK∗T
1 )−1BK∗

2 [r](t) + Ce(A+BK
∗T
1 )tx(0)

+C(sI − A−BK∗T
1 )−1f0[us](t) + C(sI − A− BK∗T

1 )−1Bk∗30[us](t)

+C(sI − A−BK∗T
1 )−1Bd[du](t) + C(sI −A−BK∗T

1 )−1B[k∗31](t)

+Cddy(t) + C(sI −A− BK∗T
1 )−1B[k∗32](t), (9.4.3)

where us(t) is the unit step response. From Lemma 9.2.2, we choose k∗31(t) as

k∗31(t) = −
(
Z−1
l (s)Zd(s)−K∗T

1 (sI −A+ LC)−1BZ−1
l (s)Zd(s)

+K∗T
1 (sI −A + LC)−1Bd

)
[du](t), (9.4.4)

which can be parameterized as (9.2.34) if Z−1
l (s)Zd(s) is proper:

k∗31(t) = K∗T
31 ω31(t) (9.4.5)

with the unknown constant K∗
31 and the signal ω31(t) = [(AΨ(s)

Λ(s)
[Ψ](t))T ,ΨT (t)]T ; or

(9.2.38) if Z−1
l (s)Zd(s) is not proper:

k∗31(t) = K∗T
311ω311(t) +K∗T

312ω312(t) = K∗T
31 ω31(t) (9.4.6)

with some unknown constants K∗
311 and K∗

312 and the signals

ω311(t) = [(
AΨ(s)

Λ(s)
[Ψ](t))T ,ΨT (t)]T , ω312(t) = [s[ΨT ](t), s2[ΨT ](t), . . . , snq [ΨT ](t)]T ,

to cancel the effect of du(t), i.e.,

C(sI − A− BK∗T
1 )−1B[k∗31](t) + C(sI − A− BK∗T

1 )−1Bd[du](t) = 0, (9.4.7)
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From the matching equations (9.2.2) and (9.4.7), we have the closed-loop system

(9.4.3) as

y(t) = Wm(s)[r](t) + Ce(A+BK
∗T
1 )tx(0)

+C(sI − A− BK∗T
1 )−1f0[us](t) +Wm(s)Kpk

∗
30[us](t)

+Cddy(t) +Wm(s)Kp[k
∗
32](t). (9.4.8)

To cancel the effect of dy(t), we choose k∗32(t) as

k∗32(t) = −K∗
2ξm(s)Cd[dy](t) = K∗T

32 ω32(t), (9.4.9)

where K∗
32 ∈ R(l+1)qy×M is an unknown constant matrix and

ω32(t) = [dTy (t), s[d
T
y ](t), . . . , s

l[dTy ](t)]
T (9.4.10)

with l being the degree of ξm(s). It is worth noting that, for the adaptive control

design, the signal ω32(t) should be available for measurement. If the ith order deriva-

tive (i = 1, 2, . . . , l) of dy(t) can be obtained, we can access ω32(t) for the adaptive

control design. If the ith order derivative (i = 1, 2, . . . , l) of dy(t) cannot be obtained,

we may use si

(τs+1)i
[dy](t) with a small τ > 0 to approximate the ith order derivative

of dy(t) to obtain an approximation of the signal ω32(t).

From the reference system (9.1.3), the closed-loop system (9.4.8), and the signal

k∗32(t) as in (9.4.9), we have the output tracking error e(t) = y(t)− ym(t) as

e(t) = C(sI−A−BK∗T
1 )−1f0[us](t)+Wm(s)Kpk

∗
30[us](t)+Ce

(A+BK∗T
1 )tx(0). (9.4.11)

Next, we will show that there exists a constant k∗30 to make limt→∞ e(t) = 0. Ignoring

the exponentially decaying term Ce(A+BK
∗T
1 )tx(0), we have the error equation (9.4.11)

in s domain as

e(s) = C(sI −A−BK∗T
1 )−1f0

s
+

1

s
Wm(s)Kpk

∗
30. (9.4.12)
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Since det(sI−A−BK∗T
1 ) is a stable polynomial, which implies that det(A+BK∗T

1 ) 6=

0, i.e., A+BK∗T
1 has full rank, we can apply the Laplace final value theorem to obtain

lim
t→∞

e(t) = lim
s→0

se(s) = −C(A+BK∗T
1 )−1f0 +Wm(0)Kpk

∗
30. (9.4.13)

Then, to cancel the effect of f0, we choose

k∗30 = K−1
p ξm(0)C(A+BK∗T )−1f0, (9.4.14)

which leads to

lim
t→∞

e(t) = 0. (9.4.15)

In conclusion, when applying the nominal controller (9.4.2) with K∗
1 and K∗

2 sat-

isfying the matching equation (9.2.2), k∗30 in (9.4.14), k∗31(t) parameterized as (9.4.5)

or (9.4.6), and k∗32(t) parameterized as (9.4.9):

u(t) = K∗T
1 x(t) +K∗

2r(t) + k∗30 +K∗T
31 ω31(t) +K∗T

32 ω32(t) (9.4.16)

to the system (9.4.1), the effect of the input and output disturbances and the constant

dynamics offset on the output tracking error can be canceled and limt→∞(y(t) −

ym(t)) = 0.

9.4.2 Adaptive State Feedback Control Design

Based on the parameterized nominal controller (9.4.16), we choose the adaptive con-

troller as

u(t) = KT
1 (t)x(t) +K2(t)r(t) + k30(t) +KT

31(t)ω31(t) +KT
32(t)ω32(t), (9.4.17)

where K1(t), K2(t), k30(t), K31(t), and K32(t) are estimates of K∗
1 , K

∗
2 , k

∗
30, K

∗
31,

and K∗
32 for the nominal controller (9.4.16). Similar with the adaptive control design

process in Section 9.3, we first obtain the tracking error equation:

e(t) =Wm(s)Kp[Θ̃
Tω](t), (9.4.18)
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where Θ̃(t) = Θ(t)−Θ∗, Θ = [KT
1 , K2, k30, K

T
31, K

T
32]

T , Θ∗ = [K∗T
1 , K∗

2 , k
∗
30, K

∗T
31 , K

∗T
32 ]

T ,

and ω(t) = [xT (t), rT (t), 1, ωT31(t), ω
T
32(t)]

T , then introduce the estimation error signal

as in (9.3.15):

ε(t) = [0, θT2 (t)η2(t), θ
T
3 (t)η3(t), . . . , θ

T
M(t)ηM(t)]T +Ψ(t)ξ(t) + ē(t). (9.4.19)

Hence, we choose the adaptive laws as

θ̇i(t) = −
Γθiεi(t)ηi(t)

m2(t)
, i = 2, 3, . . . ,M, (9.4.20)

Θ̇T (t) = −
Dsε(t)ζ

T (t)

m2(t)
, (9.4.21)

Ψ̇(t) = −
Γε(t)ξT (t)

m2(t)
. (9.4.22)

It can be proved that the state feedback controller (9.4.17) updated by the adaptive

laws (9.4.20)–(9.4.22), when applied to the system (9.4.1), guarantees the closed-loop

signal boundedness and asymptotic output tracking: limt→∞(y(t) − ym(t)) = 0, for

any initial conditions.



Chapter 10

Adaptive Output Feedback
Disturbance Rejection for MIMO
Piecewise Linear Systems

In this chapter, we will present an adaptive output feedback control design framework

for multivariable piecewise linear system disturbance rejection problems.

10.1 Problem Statement

Consider a MIMO piecewise linear system model:

ẋ(t) = A(t)x(t) +B(t)u(t) +Bd(t)du(t),

y(t) = C(t)x(t), (10.1.1)

where x(t) ∈ Rn, y(t) ∈ RM , and u(t) ∈ RM are the state, output, and control input

vector signals, du(t) ∈ Rqu represents the uncertain actuation disturbance signal,

whose elements can be characterized as

dj(t) = d̄j0 +

pj∑

k=1

d̄jkωjk(t), (10.1.2)
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with unknown constants d̄j0, d̄jk, and known signals ωjk(t), for j = 1, 2, . . . , q, k =

1, 2, . . . , pj. With the signal indicator functions defined as

χj(t) =

{
1 if x(t) ∈ Ωj
0 otherwise

(10.1.3)

where Ωj , j = 1, 2, . . . , q, are the jth subspace of the operational region Ω such that

Ω0
i ∩ Ω0

k = {∅} for all i 6= k and ∪pj=1Ωj = Ω, the system piecewise constant matrices

A(t), B(t), C(t), and Bd(t) can be expressed as

A(t) =

p∑

i=1

χi(t)Ai, B(t) =

p∑

i=1

χi(t)Bi, C(t) =

p∑

i=1

χi(t)Ci, Bd(t) =

p∑

i=1

χi(t)Bdi,

(10.1.4)

with some unknown constant matrices Ai, Bi, Ci, and Bdi.

Control objective. The objective is to develop an output feedback control law

u(t) for the piecewise linear system (10.1.1) to make all the signals in the closed-loop

system bounded and the output y(t) track a reference signal ym(t) as close as possible,

with ym(t) generated from a reference system

ym(t) = Wm(s)[r](t),Wm(s) = ξ−1
m (s), (10.1.5)

where Wm(s) is stable and r(t) is bounded.

Assumptions. To proceed the adaptive control design, we make the following

assumptions: (A1) for each system mode i ∈ P = {1, 2, . . . , p}, (Ci, Ai, Bi) is control-

lable and observable; (A2) G0i(s) = Ci(sI −Ai)
−1Bi has full rank, all zeros of G0i(s)

are stable with their real parts less than −δ for some known δ > 0; (A3) the observ-

ability index vi (or its upper bound) of G0i is known; (A4) there exists a common

modified left interactor matrix ξm(s) of all G0i(s), which is known, and the reference

transfer matrix is chosen as Wm(s) = ξ−1
m (s); (A5) all leading principal minors ∆ij ,

j = 1, 2, . . . ,M , of the high frequency gain matrix Kpi of G0i(s) are nonzero and their
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signs are known; (A6) the transfer matrix Z−1
li (s)Zdi(s) is proper, for the fractional

descriptions of the input-output transfer matrix G0i(s) = Ci(sI − Ai)
−1Bi and the

disturbance-output transfer matrix Gdi(s) = Ci(sI − Ai)
−1Bdi:

G0i(s) = P−1
li (s)Zli(s), Gdi(s) = P−1

li (s)Zdi(s), (10.1.6)

where Pli(s), Zli(s), and Zdi(s) are polynomial matrices, and Zli(s) and Pli(s) are

left coprime with row degrees of Pli(s) satisfying degrj [Pli(s)] ≤ νi, j = 1, 2, . . . ,M ,

where νi is the observability index of (Ai, Ci).

10.2 Output Tracking Error Identity

When operating within the ith subspace Ωi, for the system transfer matrix G0i(s) =

Ci(sI−Ai)
−1Bi , there exist constant parameters Θ∗

1i, Θ
∗
2i, Θ

∗
20i, and Θ∗

3i, such that [84]

IM −Θ∗T
1i Fi(s)− (Θ∗T

2i Fi(s) + Θ∗
20i)G0i(s) = Θ∗

3iξm(s)G0i(s), Θ∗
3i = K−1

pi , (10.2.1)

where Fi(s) =
A0i(s)
Λi(s)

, Λi(s) is a monic and stable polynomial of degree νi− 1 and

A0i(s)=[IM , . . . , s
νi−2IM ]T with νi being the observability index.

When the system is within the ith subspace Ωi, we have

y(t) = G0i(s)[u](t) +Gdi(s)[du](t) + η3i(t), (10.2.2)

where the signal η3i(t) is due to system mode switches. Operating both sides of

(10.2.1) on u(t) and from (10.2.2), we have

χi(t)Kpi

(
u(t)−Θ∗T

1i ω1i−Θ
∗T
2i ω2i−Θ

∗
20iy−Θ∗

4i(t)+η̄3i(t)
)
=χi(t)ξm(s)[y](t), (10.2.3)

where ω1i(t) = Fi(s)[u](t), ω2i = Fi(s)[y](t), η̄3i(t) = (Θ∗T
2i Fi(s)+Θ∗

20i+Θ∗
3iξm(s))[η3i](t),

and Θ∗
4i(t) = −(IM−Θ∗T

1i Fi(s))Z
−1
li (s)Zdi(s)[du](t), which can be parameterized as

Θ∗
4i(t) = Θ∗T

5i ω5i(t), (10.2.4)
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under the assumption (A6) and a parametrization of the disturbance signal du(t) =

Φ∗TΨ(t) with Θ∗T
5i and ω5i(t) as

Θ∗
5 = [Θ∗

p1Φ
∗T ,Θ∗

p2Φ
∗T , . . . ,Θ∗

p(ν̄0−1)Φ
∗T ,Θ∗

0Φ
∗T ]T , (10.2.5)

ω5(t) = [(
Aψ(s)

Λ(s)
[Ψ](t))T ,ΨT (t)]T , Aψ(s)=[Inψ , sInψ , . . . , s

ν̄0−2Inψ ]
T . (10.2.6)

Summing up both sides of (10.2.3) from i = 1 to p and from (10.1.5):

ξm(s)[ym](t) =

p∑

i=1

χi(t)KpiK
−1
pi r(t) =

p∑

i=1

χi(t)KpiΘ
∗
3ir(t), (10.2.7)

we have the tracking error equation as

e(t) = y(t)−ym(t)

= Wm(s)

[
p∑

i=1

χiKpi

(
u−Θ∗T

1i ω1i−Θ∗T
2i ω2i−Θ∗T

20iy−Θ∗
3ir−Θ∗T

5i ω5i

)
]
(t)

+η4(t), (10.2.8)

where

η4(t) = Wm(s)

[
p∑

i=1

χiKpiη̄3i

]
(t). (10.2.9)

Remark 10.2.1. Whenever a system mode switch occurs, the part of internal system

state x(t), contributed by input u(t) over the past switching time intervals, are not

matched by ym(t) at the system output y(t). Such a mismatch of the output signal y(t)

and the reference signal ym(t) due to system mode switches is characterized as the term

η4(t) given by (10.2.9), which is small in the mean square sense under a slow switch-

ing condition [81] when applying the nominal controller u(t)=
∑p

i=1 χi(t)Θ
∗T
1i ω1i(t)+

∑p
i=1 χi(t)Θ

∗T
2i ω2i(t)+

∑p
i=1 χi(t)Θ

∗T
20iy(t)+

∑p
i=1 χi(t)Θ

∗
3ir(t)+

∑p
i=1 χi(t)Θ

∗T
5i ω5i(t). �
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10.3 Adaptive Output Feedback Control Design

Based on the tracking error equation (10.2.8), we choose the adaptive output feedback

controller as

u(t) =

p∑

i=1

χi(t)Θ
T
1i(t)ω1i(t) +

p∑

i=1

χi(t)Θ
T
2i(t)ω2i(t) +

p∑

i=1

χi(t)Θ
T
20i(t)y(t)

+

p∑

i=1

χi(t)Θ
T
3i(t)r(t) +

p∑

i=1

χi(t)Θ
T
5i(t)ω5i(t), (10.3.1)

where Θ1i(t), Θ2i(t), Θ20i(t), Θ3i(t), and Θ5i(t), are the estimates of the nominal

parameters Θ∗
1i, Θ

∗
2i, Θ

∗
20i, Θ

∗
3i, and Θ∗

5i.

Error models. Applying the adaptive controller (10.3.1) to the system (10.1.1),

then from the tracking error identity (10.2.8), we have

e(t)=Wm(s)

[
p∑

i=1

χiKpiΘ̃
T
(i)ω(i)

]
(t) + η4(t). (10.3.2)

where

Θ̃(i)(t) = [ΘT
1i−Θ

∗T
1i ,Θ

T
2i−Θ∗T

2i ,Θ
T
20i−Θ∗T

20i,Θ
T
3i−Θ∗T

3i ,Θ
T
5i−Θ∗T

5i ]
T , (10.3.3)

ω(i)(t) = [ωT1i(t), ω
T
2i(t), y

T (t), rT (t), ωT5i(t)]
T (10.3.4)

It is worth noting that, when applying the adaptive controller, the effect of the term

η4(t) on the tracking error e(t) is different from that when applying the nominal con-

troller, for which the tracking error e(t) is proportional to η4(t), while for adaptive

control in the presence of parameter uncertainties, the tracking error e(t) is propor-

tional to η4(t) only in a mean square sense. However, we can show that a normalized

version of η4(t) is still small in the mean square sense, when the system mode switching

frequency is low, with the controller parameters adaptively updated by robustifying

adaptive laws, which is critical to closed-loop system stability analysis.
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Substituting the LDS decomposition of Kpi: Kpi = LsiDsiSi in the error equation

(10.3.2), we have the error model parameterized as
p∑

i=1

([0, θ∗T(i)2η(i)2(t), θ
∗T
(i)3η(i)3(t), . . . , θ

∗T
(i)Mη(i)M (t)]T + ē(i)(t))

=

p∑

i=1

DsiSih(s)[Θ̃
T
(i)χiω(i)](t) + d(t). (10.3.5)

where θ∗(i)j ∈ Rj−1, j = 2, . . . ,M , denotes the jth row elements (non-zero part) of

Θ∗
(i)0 = L−1

si − I, and

ē(i)(t) = ξm(s)h(s)[χie](t) = [ē(i)1, ē(i)2, . . . , ē(i)M ]T , (10.3.6)

η(i)j(t) = [ē(i)1, ē(i)2, . . . , ē(i)j−1]
T ∈ Rj−1, (10.3.7)

d(t) =

p∑

i=1

L−1
si h(s)[χiξm(s)[η4]](t)− η1(t), (10.3.8)

η1(t) =

l∑

i=1

L−1
si h(s)[χiξm(s)[e]](t)−

l∑

i=1

L−1
si h(s)[ξm(s)[χie]](t). (10.3.9)

Define the estimation error signal

ε(t) =

p∑

i=1

([0, θT(i)2(t)η(i)2(t), θ
T
(i)3(t)η(i)3(t), . . . , θ

T
(i)M (t)η(i)M (t)]T

+ē(i)(t)) +

p∑

i=1

Ψ(i)(t)ξi(t) (10.3.10)

where θ(i)j(t), j = 2, 3, . . . ,M , is the estimate of θ∗(i)j , and Ψ(i)(t) is the estimate of

Ψ∗
(i) = DsiSi, and

ξi(t) = ΘT
(i)(t)ζi(t)− h(s)[ΘT

i χiω(i)](t), (10.3.11)

ζi(t) = h(s)[χiω(i)](t). (10.3.12)

Based on (10.3.5) and (10.3.10), we can obtain the following error model:

ε(t) =

p∑

i=1

([0, θ̃T(i)2(t)η(i)2(t), θ̃
T
(i)3(t)η(i)3(t), . . . , θ̃

T
(i)M (t)η(i)M (t)]T )

+

p∑

i=1

(
Ψ̃(i)(t)ξi(t) +DsiSiΘ̃

T
(i)(t)ζi(t)

)
+ d(t), (10.3.13)



201

where θ̃(i)j(t) = θ(i)j(t) − θ∗(i)j , Ψ̃(i)(t) = Ψ(i)(t) − Ψ∗
(i)(t) are the parameter errors.

Similarly, the error term d(t) is the unparameterized part of ε(t), due to system mode

switches and initial conditions.

Adaptive laws. Then we choose the following adaptive laws to update θ(i)j(t),

Θi(t), and Ψi(t), i ∈ {1, 2, . . . , p}, j = 2, 3, . . . ,M :

θ̇(i)j(t) = −
Γθ(i)jη(i)j(t)εj(t)

m2(t)
+ f(i)j(t) (10.3.14)

Θ̇T
i (t) = −

Dsiε(t)ζ
T
i (t)

m2(t)
+ Fi(t) (10.3.15)

Ψ̇i(t) = −
Γiε(t)ξ

T
i (t)

m2(t)
+Hi(t), (10.3.16)

where ε(t) = [ε1(t), ε2(t), . . . , εM(t)]T , fj(t), Fi(t), and Hi(t) are the parameter pro-

jection or switching-σ modification terms, and the adaptation gain matrices Γθ(i)j and

Γi are positive definite and diagonal, and the normalizing signal is m2(t) = 1+ms(t)

with ms(t) generated from

ṁs(t) = −2δ0ms(t) + ‖u(t)‖2 + ‖y(t)‖2, ms(0) = 0, δ0 < δ (10.3.17)

where δ0 < δ for δ in the assumption (A2).

Stability analysis. First, the parameter estimates from the adaptive laws (10.3.14)–

(10.3.16) have the desired properties that they are bounded and within their respective

parameter bounds: by considering the positive definite function

V =
1

2

M∑

j=2

θ̃Tj Γ
−1
θj
θ̃j +

l∑

i=1

(
tr[Ψ̃T

i Γ
−1
i Ψ̃i] + tr[Θ̃iSiΘ̃

T
i ]
)
, (10.3.18)

and its time derivative along (10.3.14)–(10.3.16), together with the fact that θ̃Tj Γ
−1
θj
fj ≤

0, tr[Ψ̃T
i Γ

−1
i Hi] ≤ 0, and tr[Θ̃iSiFi] ≤ 0, we can obtain that for z(t) = ε(t)

m(t)
, θ̇j(t), Θ̇i(t), Ψ̇i(t),

and some c, k > 0

∫ t+T

t

‖z(τ)‖2dτ ≤ c+ k

∫ t+T

t

‖d(τ)‖2

m2(τ)
dτ, ∀t ≥ t0, ∀T ≥ 0.
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Then, closed-loop signal boundedness can be proved by deriving a feedback struc-

ture in terms of some instrumental signals, for the control system whose loop gain is

inversely proportional to the minimum switching interval of the piecewise linear sys-

tem. Under sufficiently slow system mode switches (T0 ≥ T ∗
0 for some T ∗

0 > 0), the

boundedness of those instrumental signals can be concluded, which in turn implies

the closed-loop signal boundedness.

The mean square tracking performance can be obtained by first dividing the in-

tegration time interval [t, t + T ] into corresponding switching time intervals. The

integral of ‖e(t)‖2/m2(t) over each interval is upper bounded by a sum of those of

‖ε(t)‖2/m2(t), ‖θ̇j(t)‖
2, ‖Θ̇i(t)‖

2, and ‖Ψ̇i(t)‖
2. With their respective mean square

properties, it can be shown that

∫ t+T

t

‖e(τ)‖2dτ ≤ c2 + c3

∫ t+T

t

‖d(τ)‖2dτ (10.3.19)

for some c2, c3 > 0, from which the tracking performance

∫ t+T

t

‖e(τ)‖2 dτ ≤ C1 +K1nT , ∀t ≥ t0, ∀T ≥ 0, (10.3.20)

can be established, where nT is the number of system mode switches over [t, t + T ].



Chapter 11

Feedback-Based Adaptive Damage
Detection for MIMO Systems

This chapter addresses the design, analysis and evaluation of an adaptive feedback-

based stable damage detection scheme applied to aircraft flight systems with structure

damage and parameter uncertainties. An aircraft flight system model is presented to

capture decoupling and coupling features of the longitudinal and lateral-directional

dynamics before and after damage occurs. Two detectors are used to estimate de-

coupled healthy system parameters and coupled damaged system parameters. Unlike

most fault detection schemes which operate under the assumption that all system sig-

nals remain bounded under damage conditions, the adaptive damage detection scheme

proposed in this chapter is equipped with a stable adaptive feedback controller for

damage detection operation to ensure the desired signal boundedness condition and

smooth flight. By comparing estimation error residuals between state signals of the

detectors and the aircraft system, system damage is detected. Desired adaptive dam-

age detection performance is demonstrated by extensive GTM simulation studies.
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11.1 Problem Statement

We denote the nonlinear aircraft system model (2.1.1)–(2.1.9) as

ẋ(t) = f(x(t), u(t)), y(t) = Cx(t) = [θ, ψ]T , (11.1.1)

with the state vector signal being x(t) = [ub, wb, qb, θ, vb, rb, pb, φ, ψ]
T , where [ub, wb, qb, θ]

T

represents the longitudinal motion and [vb, rb, pb, φ, ψ]
T represents the lateral-directional

motion, and the control input vector signal being u(t) = [de, dt, dr, da]
T , where de, dr

and da are elevator, rudder and aileron deflections whose units are degree, and dt is

the engine throttle. To investigate the aircraft dynamic characteristics before and

after damage occurs, we linearize the nonlinear aircraft system (11.1.1) at a chosen

operating point (x0, u0). Then, the damage detection scheme will be developed based

on the linearized aircraft flight system model.

Detector models. To detect the damage, we will first investigate the aircraft

flight system before and after damage occurs to show that the longitudinal and

lateral-directional dynamics are decoupled for the healthy system and coupled for

the damaged system. Based on such a cross-coupling feature, detector models will be

constructed to estimate the unknown decoupled parameters for the healthy system

and the unknown coupled parameters for the damaged system, by using the state

and control input signals of the linearized aircraft system which are required to be

bounded before and after damage. With the bounded and sufficiently rich signals, the

damage can be detected by observing the response of residuals between the detector

signals and the aircraft system signals.

Multivariable adaptive control. To ensure self-stabilization of the aircraft

flight system before and after damage occurs, we will apply a multivariable MRAC

design to make all the closed-loop signals bounded and the output signal y(t) track
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a desired reference signal ym(t) generated from a reference system:

ym(t) = Wm(s)[r](t),Wm(s) = ξ−1
m (s), (11.1.2)

where r(t) is a bounded reference input signal. It is worth noting that, to make

the aircraft system before and after damage track a same reference system Wm(s) =

ξ−1
m (s), the interactor matrix ξm(s) of the aircraft system should be invariant and

known before and after damage. Moreover, to design the adaptive control scheme,

the signs of leading principal minors of the high frequency gain matrix Kp should be

known and invariant before and after damage. In the next section, we will show that

ξm(s) and sign information are known and invariant for the generic linearized aircraft

system model before and after damage occurs.

11.2 Modeling of Aircraft Systems with Damage

Before designing the damage detection scheme, some characteristics of the general air-

craft flight system as well as the GTM before and after damage, which are important

for the proposed damage detection design, will be investigated based on linearization

of the aircraft system.

We choose a wings-level flight condition as the operating point (x0, u0) for lin-

earizing the aircraft system (11.1.1), where x0 = [ub0, wb0, 0, θ0, 0, 0, 0, 0, ψ0]
T and

u0 = [de0, dt0, dr0, da0]
T . The chosen operating point may not be an equilibrium for

the aircraft system, since damage causes uncertain structure changes which makes the

equilibrium point unknown. Hence, an unknown dynamics offset f0 = f(x0, u0) will be

introduced in the linearized aircraft system. In this chapter, we only manipulate the

control surfaces elevator and rudder: [de(t), dr(t)]
T around the operating point, while

setting the other control inputs as operating point values: [dt(t), da(t)]
T = [dt0, da0]

T ,

for the nonlinear aircraft system (11.1.1). Therefore, the linearized aircraft system is
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given as

∆ẋ(t)=A∆x(t)+B∆u(t)+f0,∆y(t)=C∆x(t), (11.2.1)

where ∆x = x−x0, ∆u = [de−de0, dr−dr0]
T and ∆y = y−Cx0 are state, control input

and output signals of the linearized system, A = ∂f
∂x
|(x0,u0) ∈ R9×9, B = ∂f

∂u
|(x0,u0) ∈

R9×2, and

C =

[
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 1

]
. (11.2.2)

Since there exists uncertain damage, the system parameters (A,B, f0) are unknown

and different before and after damage occurs. Assuming the uncertain damage occurs

at t = Td with unknown Td, we have

(A,B, f0) =

{
(An, Bn, f0n), t ≤ Td
(Ad, Bd, f0d), t > Td

, (11.2.3)

where (An, Bn, f0n) denote the unknown healthy system parameters and (Ad, Bd, f0d)

denote the unknown damaged system parameters. Without loss of generality, the

symbol “∆” in Eq. (11.2.1) will be omitted in the following discussions for the

linearization-based design, i.e. the linearized aircraft system is expressed as

ẋ(t) = Ax(t) +Bu(t) + f0, y(t) = Cx(t). (11.2.4)

Cross-coupling. From the aircraft dynamic equations (2.1.1)–(2.1.9), generic

structures of system parameters (A,B) can be obtained.

When there is no damage, the longitudinal and lateral-directional dynamics are

decoupled, where the parameters A and B are given as

A=

[
A

(4×4)
n1 0(4×5)

0(5×4) A
(5×5)
n4

]
, B=

[
B

(4×1)
n1 0(4×1)

0(5×1) B
(5×1)
n4

]
, (11.2.5)

with

An1=




a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
0 0 1 0


, Bn1=




b11
b21
b31
0


, An4=




a55 a56 a57 a58 0
a65 a66 a67 a68 0
a75 a76 a77 a78 0
0 tan θ0 1 0 0
0 1/ cos θ0 0 0 0



, Bn4=




b52
b62
b72
0
0



.
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After damage occurs, the longitudinal and lateral-directional dynamics are cou-

pled, where the parameters A and B become to be

A=

[
A

(4×4)
d1 A

(4×5)
d2

A
(5×4)
d3 A

(5×5)
d4

]
, B=

[
B

(4×1)
d1 B

(4×1)
d2

B
(5×1)
d3 B

(5×1)
d4

]
, (11.2.6)

with

Ad1=




ad11 ad12 ad13 ad14
ad21 ad22 ad23 ad24
ad31 ad32 ad33 ad34
0 0 1 0


, Bd1=




bd11
bd21
bd31
0


, Ad2=




ad15 ad16 ad17 ad18 0
ad25 ad26 ad27 ad28 0
ad35 ad36 ad37 ad38 0
0 0 0 0 0


, Bd2=




bd12
bd22
bd32
0


,

Ad3=




ad51 ad52 ad53 ad54
ad61 ad62 ad63 ad64
ad71 ad72 ad73 ad74
0 0 0 0
0 0 0 0



, Bd3=




bd51
bd61
bd71
0
0



, Ad4=




ad55 ad56 ad57 ad58 0
ad65 ad66 ad67 ad68 0
ad75 ad76 ad77 ad78 0
0 ad86 1 0 0
0 1

cosθ0
0 0 0



, Bd4=




bd52
bd62
bd72
0
0



.

Based on such a cross-coupling characteristic before and after damage, two damage

detectors will be established to estimate the block-diagonally decoupled (healthy) and

coupled (damaged) system parameters (A,B) to detect the damage.

Invariance properties. Invariance of the infinity zero structure of the aircraft

system before and after damage is crucial for the multivariable model reference adap-

tive control design, since the invariant interactor matrix ξm(s) ensures that the aircraft

system can track a reference system Wm(s) = ξ−1
m (s) before and after damage occurs

and invariant signs of leading principal minors of Kp are required for the adaptive

control design. To investigate the infinity zero structure for the linearized aircraft

system (11.2.4) before and after damage, we first study the relative degrees of entries

of the system transfer matrix G(s) = C(sI − A)−1B, which can be calculated as

G(s)=
1

det (sI−A)
(En−1s

n−1+En−2s
n−2+· · ·+E0),

where n is the dimension of A, det (sI −A) = sn+αn−1s
n−1+ · · ·+α1s+α0, En−1 =

CB, En−2 = CAB + αn−1CB, . . ., and E0 = CAn−1B + αn−1CA
n−2B + · · ·+ α1CB.
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For the healthy aircraft system, where the parameters A and B are given in Eq.

(11.2.5) and C is given in Eq. (11.2.2), the coefficients En−1 and En−2 for G(s) are

calculated as

En−1=CB=0, En−2=CAB=diag{b31,
b61

cos θ0
}.

Based on Lemma 1, the interactor matrix for G(s) can be chosen as

ξm(s) = diag{(s+ 1)2, (s+ 1)2}, (11.2.7)

it follows that the high frequency gain matrix is given as

Kp = lim
s→∞

ξm(s)G(s) = CAB = diag{b31,
b61

cos θ0
}. (11.2.8)

Since the parameters b31 and b61 are the control gains from elevator to pitch acceler-

ation and rudder to yaw acceleration, the signs of these parameters can be obtained:

b31 < 0 and b61 < 0. Hence, signs of leading principal minors are given as

sign(∆1) = sign(b31) = −1, sign(∆2) = sign(
b31b61
cos θ0

) = 1. (11.2.9)

After damage occurs, the matrices A and B change to the damaged values given

in Eq. (11.2.6). Hence, the coefficients En−1 and En−2 are calculated as

En−1=0, En−2=CAB=

[
bd31 bd32
1

cos θ0
bd61

1
cos θ0

bd62

]
.

The interactor matrix of G(s) can be chosen as

ξm(s) = diag{(s+ 1)2, (s+ 1)2}, (11.2.10)

and the high frequency gain matrix is

Kp = lim
s→∞

ξm(s)G(s) = En−2=

[
bd31 bd32
1

cos θ0
bd61

1
cos θ0

bd62

]
. (11.2.11)
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If the shift of center of mass is small, the signs of bd31 and bd62 may still be negative,

and the coupling terms may be very small. Therefore, signs of leading principal

minors are still

sign(∆1) = −1, sign(∆2) = 1. (11.2.12)

From the above generic structure analysis, it follows that the infinity zero structure

is invariant before and after damage, which is ξm(s) = diag{(s + 1)2, (s + 1)2}, and

the signs of the leading principal minors of high frequency matrix are invariant when

the shift of center of mass is small, which are sign(∆1) = −1 and sign(∆2) = 1.

Summary. Since the above analysis is based on the generic aircraft model (11.2.4)

linearized at an arbitrarily given wings-level flight operating point, the coupling fea-

ture and the invariance properties hold for any general aircraft systems linearized at

a wings-level flight operating condition. In the GTM simulation study, we will assess

the developed detection scheme around several different operating conditions.

11.3 Feedback-Based Damage Detection Scheme

In this section, we will present the detailed adaptive feedback-based damage detection

design based on the cross-coupling and invariance properties of the linearized aircraft

system model (11.2.4). To build the detector models, the aircraft state signal and

control input signal are required to be bounded. Therefore, a self-stabilization feed-

back control will be developed to ensure the signal boundedness requirement before

and after damage occurs.

11.3.1 Self-Stabilization Feedback Control

To achieve the closed-loop signal boundedness and output tracking objectives, we

apply the multivariable model reference adaptive control scheme to the aircraft system



210

(11.2.4) with damage.

State feedback controller structure. To compensate the uncertainties of the

system parameters A and B, and the unknown constant offset term f0 in (11.2.4)

before and after damage, we choose the state feedback controller structure as

u(t) = KT
1 (t)x(t) +K2(t)r(t) + k3(t). (11.3.1)

Plant-model matching. The parameters K1(t), K2(t), and k3(t) in (11.3.1) are

the adaptively updated estimates of the nominal parametersK∗
1 , K

∗
2 , and k

∗
3 satisfying

matching conditions [37]

C(sI − A− BK∗T
1 )−1BK∗

2 =Wm(s), K∗−1
2 = Kp, k∗3 = −D−1d, (11.3.2)

withKp being the piecewise constant high frequency gain matrixKp = lims→∞ ξm(s)G(s),

and D = −C(A + BK∗
1 )

−1B and d = −C(A + BK∗
1 )

−1f0. Since the parameters

(A,B, f0) of the system (11.2.4) are piecewise constants due to damage, the nominal

parameters K∗
1 , K

∗
2 , and k

∗
3 are piecewise constants before and after damage occurs.

From the matching conditions (11.3.2), applying the nominal controller

u(t) = K∗T
1 x(t) +K∗

2r(t) + k∗3 (11.3.3)

to the system (11.2.4), we have that the closed-loop signals are bounded and the out-

put signal y(t) tracks the reference signal ym(t) =Wm(s)[r](t): limt→∞(y(t)−ym(t)) =

0. However, since the parameters K∗
1 , K

∗
2 , and k

∗
3 in (11.3.2) are unknown due to the

uncertainties of the aircraft system, we will apply the adaptively updated control law

(11.3.1) to the aircraft system (11.2.4) with damage. To derive the adaptive laws, we

first parameterize the tracking error equation.

Tracking error equation. From the reference model (11.1.2), the aircraft system

(11.2.4) with the control law (11.3.1) and the matching conditions (11.3.2), we have
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that the output tracking error e(t) = y(t)− ym(t) can be parameterized as

e(t) =Wm(s)Kp[Θ̃
Tω](t), (11.3.4)

where Θ̃(t) = Θ(t)−Θ∗, Θ(t)=[KT
1(t), K2(t), k3(t)]

T, Θ∗ = [K∗T
1 , K

∗
2 , k

∗
3]
T, and ω(t) =

[xT(t), rT (t), 1]T. To deal with the uncertainty of Kp, we use its LDS decomposition

Kp = LsDsS, where S = ST > 0, Ls is a unit lower triangular matrix, and Ds =

diag{sign[∆1]γ1, . . . , sign[
∆M

∆M−1
]γM} with arbitrarily chosen γi > 0, i = 1, . . . ,M [84],

where M is the dimension of the input signal u(t). Since the signs of the leading

principal minors ∆i, i = 1, 2, . . . ,M , are invariant before and after damage occurs, we

can choose a uniform Ds before and after damage as a gain matrix which will be used

in the adaptive laws. Substituting the LDS decompensation in (11.3.4) and operating

both sides of (11.3.4) by h(s)IM , where h(s) = 1/fh(s) with fh(s) being a stable and

monic polynomial of degree equals to the degree of ξm(s), we have

L−1
s ξm(s)h(s)[e](t) = Ds S h(s)[Θ̃

Tω](t). (11.3.5)

To parameterize the unknown matrix Ls, we introduce Θ∗
0 = L−1

s − I = {θ∗ij}, where

θ∗ij = 0 for i = 1, 2, . . . ,M and j ≥ i. Then we have

ē(t) + [0, θ∗T2 η2(t), . . . , θ
∗T
M ηM(t)]T = DsSh(s)[Θ̃

Tω](t), (11.3.6)

where ē(t = ξm(s)h(s)[e](t) = [ē1(t), . . . , ēM(t)]T , ηi(t) = [ē1(t), . . . , ēi−1(t)]
T , and

θ∗i = [θ∗i1, . . . , θ
∗
ii−1]

T .

Estimation error. We introduce an estimation error signal

ε(t) = [0, θT2 (t)η2(t), . . . , θ
T
M(t)ηM(t)]T +Ψ(t)ξ(t) + ē(t), (11.3.7)

where θi(t), i = 2, 3, . . . ,M are the estimates of θ∗i , and Ψ(t) is the estimate of Ψ∗ =

DsS, and

ξ(t) = ΘT (t)ζ(t)− h(s)[ΘTω](t), ζ(t) = h(s)[ω](t). (11.3.8)
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From (11.3.6)–(11.3.8), we can derive that

ε(t) = [0, θ̃T2 (t)η2(t), θ̃
T
3 (t)η3(t), . . . , θ̃

T
M(t)ηM(t)]T+Ds SΘ̃

T (t)ζ(t)+Ψ̃(t)ξ(t), (11.3.9)

where θ̃i(t) = θi(t)− θ∗i and Ψ̃(t) = Ψ(t)−Ψ∗.

Adaptive laws. With the estimation error model (11.3.9), we choose

θ̇i(t) = −
Γθiεi(t)ηi(t)

m2(t)
, i = 2, 3, . . . ,M (11.3.10)

Θ̇T (t) = −
Dsε(t)ζ

T (t)

m2(t)
(11.3.11)

Ψ̇(t) = −
Γε(t)ξT (t)

m2(t)
(11.3.12)

where the signal ε(t) = [ε1(t), ε2(t), . . . , εM(t)]T is computed from (11.3.7), Γθi = ΓTθi >

0, i = 2, 3, . . . ,M , and Γ = ΓT > 0 are adaptation gain matrices, and

m(t)=(1 + ζT (t)ζ(t)+ξT (t)ξ(t)+

M∑

i=2

ηTi (t)ηi(t))
1/2

is a standard normalization signal.

Stability analysis. The multivariable MRAC scheme with the state feedback

control law (11.3.1) updated by the adaptive laws (11.3.10)–(11.3.12), when applied

to (11.2.4), guarantees the closed-loop signal boundedness and asymptotic output

tracking: limt→∞(y(t)− ym(t)) = 0, for any initial conditions.

11.3.2 Adaptive Damage Detection

In this section, we will present two detector models constructed by using the bounded

control input signal u(t) and state signal x(t). The key feature of aircraft system

before and after damage is that the system parameters A and B are block-diagonally

decoupled before damage and coupled after damage. To detect the damaged status,

the parameters A andB will be adaptively estimated by the proposed detector models.
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With some sufficiently rich input signals, the damage can be detected by observing

the residuals between the state signals of the detectors and the state signals of the

aircraft system.

11.3.2.1 Detector for healthy aircraft system

Based on the healthy aircraft model (11.2.4) with decoupled system parameters (A,B)

given in (11.2.5), we choose the detector model as

ẋ(1)m (t)=Amx
(1)
m (t)+(Â(1)(t)−Am)x(t)+B̂

(1)(t)u(t)+f̂
(1)
0 (t), (11.3.13)

where x(t) and u(t) are the state and input signals of the aircraft system (11.2.4)

which are bounded, Am = diag{A
(4×4)
m1 , A

(5×5)
m2 } is a chosen stable matrix, and

Â(1)=

[
Â

(1)
11 0

0 Â
(1)
22

]
, B̂(1)=

[
B̂

(1)
11 0

0 B̂
(1)
22

]
, f̂

(1)
0 =

[
f̂
(1)
01

f̂
(1)
02

]

are the estimates of healthy aircraft system parameters.

Adaptive laws. The residual between the detector state signal x
(1)
m (t) and the

linearized aircraft state signal x(t) is defined as e
(1)
m (t) = x

(1)
m (t)− x(t). For designed

adaptive laws, we partition u(t), x(t) and e
(1)
m (t) into

u(t) = [u1(t), u2(t)]
T = [de(t), dr(t)]

T , (11.3.14)

x(t) = [xT1 (t), x
T
2 (t)]

T , (11.3.15)

e(1)m (t) = [e
(1)T
m1 (t), e

(1)T
m2 (t)]T , (11.3.16)

where x1(t) ∈ R4, x2(t) ∈ R5, e
(1)
m1(t) ∈ R4, and e

(1)
m2(t) ∈ R5. Then, we choose

adaptive laws for Â
(1)
11 (t), Â

(1)
22 (t), B̂

(1)
11 (t), B̂

(1)
22 (t), f̂

(1)
01 (t), and f̂

(1)
02 (t) as

˙̂
A

(1)

11 (t) = −Γ1P1e
(1)
m1(t)x

T
1 (t),

˙̂
A

(1)

22 (t) = −Γ2P2e
(1)
m2(t)x

T
2 (t), (11.3.17)

˙̂
B

(1)

11 (t) = −Γ3P1e
(1)
m1(t)u1(t),

˙̂
B

(1)

22 (t) = −Γ4P2e
(1)
m2(t)u2(t), (11.3.18)

˙̂
f
(1)
01 (t) = −Γ5P1e

(1)
m1(t),

˙̂
f
(1)
02 (t) = −Γ6P2e

(1)
m2(t), (11.3.19)
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where Γi, i = 1, 2, . . . , 6 are symmetric positive definite gain matrices, P1 = P T
1 > 0

and P2 = P T
2 > 0, such that P1Am1 + ATm1P1 = −Q1 and P2Am2 + ATm2P2 = −Q2

with Q1 = QT
1 > 0 and Q2 = QT

2 > 0.

With the adaptive laws (11.3.17)–(11.3.19) and the bounded state signal x(t) and

control input signal u(t) from the closed-loop linearized aircraft system, the residual

e
(1)
m (t) = x

(1)
m (t)− x(t) has the following properties before and after damage occurs.

Proposition 11.3.1. When there is no damage, the residual e
(1)
m (t) = x

(1)
m (t)− x(t)

between the detector model (11.3.13) updated by (11.3.17)–(11.3.19) and the linearized

aircraft system (11.2.4) with the adaptive controller (11.3.1) updated by (11.3.10)–

(11.3.12) satisfies that limt→∞ e
(1)
m (t) = 0.

Proof: When there is no damage, the longitudinal and lateral-directional dynamics

are decoupled:

ẋ(t) = Ax(t) +Bu(t) + f0, (11.3.20)

where A = diag{An1, An4} and B = diag{Bn1, Bn4} given in Eq. (11.2.5). Consider

a positive definite function:

V = e
(1)T
m1 P1e

(1)
m1 + e

(1)T
m2 P2e

(1)
m2 + tr[Ã

(1)T
11 Γ−1

1 Ã
(1)
11 ]

+tr[Ã
(1)T
22 Γ−1

2 Ã
(1)
22 ]+B̃

(1)T
11 Γ−1

3 B̃
(1)
11+B̃

(1)T
22 Γ−1

4 B̃
(1)
22

+f̃
(1)T
01 Γ−1

5 f̃
(1)
01 +f̃

(1)T
02 Γ−1

6 f̃
(1)
02 , (11.3.21)

with Ã
(1)
11 = Â

(1)
11 −An1, Ã

(1)
22 = Â

(1)
22 −An4, B̃

(1)
11 = B̂

(1)
11 −Bn1, B̃

(1)
22 = B̂

(1)
22 −Bn4, and

f̃
(1)
01 = f̂

(1)
01 −f01 and f̃

(1)
01 = f̂

(1)
01 −f01, where [fT01, f

T
02]

T = f0. From the linearized

aircraft system (11.3.20) without damage and the detector model (11.3.13), we have

the residual dynamics as
[
ė
(1)
m1

ė
(1)
m2

]
=

[
Am1e

(1)
m1

Am2e
(1)
m2

]
+

[
Ã

(1)
11x1

Ã
(1)
22x2

]
+

[
B̃

(1)
11u1

B̃
(1)
22u2

]
+

[
f̃
(1)
01

f̃
(1)
02

]
. (11.3.22)
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From the adaptive laws (11.3.17)–(11.3.18), we obtain

V̇ = −e
(1)T
m1 (t)Q1e

(1)
m1(t)− e

(1)T
m2 (t)Q2e

(1)
m2(t) ≤ 0. (11.3.23)

Then, we conclude that e
(1)
m (t) = [e

(1)T
m1 (t), e

(1)T
m2 (t)]T , Ã

(1)
11 (t), Ã

(1)
22 (t), B̃

(1)
11 (t), B̃

(1)
22 (t),

f̃
(1)
01 (t), and f̃

(1)
02 (t) are bounded. Since the state signal x(t) = [xT1 (t), x

T
2 (t)]

T and

the control input signal u(t) = [u1(t), u2(t)]
T are bounded, we further have ė

(1)
m (t) =

[ė
(1)T
m1 (t), ė

(1)T
m2 (t)]T ∈ L∞. Eq. (11.3.23) implies that e

(1)
m (t)= [e

(1)T
m1 (t), e

(1)T
m2 (t)]T ∈L2.

With e
(1)
m (t) ∈ L2∩L∞ and ė

(1)
m (t) ∈ L∞, applying Barbalat lemma, we have that

limt→∞ e
(1)
m (t)=0. ∇

When damage occurs, the parameters (A,B) of linearized aircraft system (11.2.4)

are coupled as given in Eq. (11.2.6). Then, we obtain the residual dynamics as

[
ė
(1)
m1

ė
(1)
m2

]
=

[
Am1e

(1)
m1

Am2e
(1)
m2

]
+

[
Ã

(1)
11 x1

Ã
(1)
22 x2

]
+

[
B̃

(1)
11 u1

B̃
(1)
22 u2

]
+

[
f̃
(1)
01

f̃
(1)
02

]
−

[
Ad2x2
Ad3x1

]
−

[
Bd2u2
Bd3u1

]
, (11.3.24)

with Ã
(1)
11 = Â

(1)
11 −Ad1, Ã

(1)
22 = Â

(1)
22 −Ad4, B̃

(1)
11 = B̂

(1)
11 −Bd1, and B̃

(1)
22 = B̂

(1)
22 −Bd4. Hence,

based on the adaptive laws (11.3.17)–(11.3.18), we have

V̇ = −e
(1)T
m1 Q1e

(1)
m1 − e

(1)T
m2 Q2e

(1)
m2 − 2e

(1)T
m1 P1Ad2x2

− 2e
(1)T
m1 P1Bd2u2 − 2e

(1)T
m2 P2Ad3x1 − 2e

(1)T
m2 P2Bd3u1,

where the coupling terms may prevent V̇ ≤ 0, that is the residual is not guaranteed

to converge to zero in the presence of damage. To further investigate the performance

of residual after damage occurs, we have the following proposition.

Proposition 11.3.2. When damage occurs, if each element ui, i = 1, 2 of control

input u is sufficiently rich of order n + 1 and uncorrelated, i.e., each ui contains

different frequencies, where n is the dimension of the aircraft system state signal,

then the residual e
(1)
m (t) = x

(1)
m (t)−x(t), between the detector model (11.3.13) updated
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by (11.3.17)–(11.3.19) and the aircraft system (11.2.4) with the adaptive controller

(11.3.1) updated by (11.3.10)–(11.3.12), does not converge to 0.

Proof: When damage occurs, we have the residual dynamics as (11.3.24). Defining

θ̃
(1)
1 = [ã

(1)T
11 , ã

(1)T
12 , . . . , ã

(1)T
14 , B̃

(1)T
11 ]T,

θ̃
(1)
2 = [ã

(1)T
21 , ã

(1)T
22 , . . . , ã

(1)T
25 , B̃

(1)T
22 ]T ,

where ã
(1)
1i is the ith column of Ã

(1)
11 and ã

(1)
2i is the ith column of Ã

(1)
22 , we can write

Ã
(1)
11 x1 + B̃

(1)
11 u1 = F T

1 θ̃
(1)
1 , (11.3.25)

Ã
(1)
22 x2 + B̃

(1)
22 u2 = F T

2 θ̃
(1)
2 , (11.3.26)

where F T
1 (t)=[x11I4, . . . , x14I4, u1I4] with x1i being the ith element of x1 and F

T
2 (t)=

[x21I5, . . . , x25I5, u2I5] with x2i being the ith element of x2. For simplicity, we set

Γ1 = Γ3 and Γ2 = Γ4 for the adaptive laws (11.3.17) and (11.3.18). Then, the

adaptive laws (11.3.17) and (11.3.18) can be expressed as

˙̃
θ
(1)
1 =−Γ1P1F1(t)e

(1)
m1,

˙̃
θ
(1)
2 =−Γ2P2F2(t)e

(1)
m2. (11.3.27)

From (11.3.24), (11.3.25), (11.3.26) and (11.3.27), we have

[
ė
(1)
m1
˙̃
θ
(1)
1

]
= A01

[
e
(1)
m1

θ̃
(1)
1

]
+

[
f̃
(1)
01 −Ad2x2−Bd2u2

0

]
, (11.3.28)

[
ė
(1)
m2
˙̃
θ
(1)
2

]
= A02

[
e
(1)
m2

θ̃
(1)
2

]
+

[
f̃02−Ad3x1−Bd3u1

0

]
. (11.3.29)

where

A01=

[
Am1 F T

1

−Γ1P1F1 0

]
, A02=

[
Am2 F T

2

−Γ2P2F2 0

]
.

Consider a positive definite function

V1 = e
(1)T
m1 P1e

(1)
m1 +

4∑

i=1

ã
(1)T
1i Γ−1

1 ã
(1)
1i + B̃

(1)T
11 Γ−1

1 B̃
(1)
11 = zT1 P01z1, (11.3.30)
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where zT1 = [e
(1)T
m1 , θ̃

(1)T
1 ] and P0 = diag{P1,Γ

−1
1 , . . . ,Γ

−1
1 }. From the time derivative of

V1 along with the adaptive laws in (11.3.17) and (11.3.18), we can have

AT01P01 + P01A01 + ν1C01C
T
01 ≤ 0, (11.3.31)

where ν1 = λmin[Q1] and C
T
0 = [I4, 0]. Since ui(t), i = 1, 2 is sufficiently rich of order

n+1 and (A,B) is controllable, it follows that ϕ(t) = [xT , uT ]T is PE [44]. Then, we

have ϕ1(t) = [xT1 , u1]
T is PE [44, Lemma 4.8.3], which together with (11.3.31) results

in closed-loop exponential stability [44, Lemma 5.6.3] of the system ż1 = A01z1. Since

the system (11.3.28) has input signals, we have that e
(1)
m1(t) does not converge to 0.

Similarly, we obtain that e
(1)
m2(t) does not converge to 0. ∇

From the above proposition, the residual e
(1)
m does not converge to zero after

damage occurs. However, there may exist other possible situations to prevent e
(1)
m

converging to zero such as some disturbance to the aircraft system. Hence, the condi-

tion that e
(1)
m does not converge to zero may not be enough to detect damage. We will

build another detector to work with detector for healthy aircraft system to identify

the damaged system.

11.3.2.2 Detector for damaged aircraft system

Here, we build a detector to estimate the coupled system parameters (A,B) after

damage occurs:

ẋ(2)m (t)=Amx
(2)
m (t)+(Â(2)(t)−Am)x(t)+B̂

(2)(t)u(t)+f̂
(2)
0 (t), (11.3.32)

where x(t) and u(t) are the state and input signals of the aircraft system (11.2.4)

which are bounded, Am is a chosen stable matrix, and Â(2)(t), B̂(2)(t) and f̂
(2)
0 (t) are

the estimates of damaged aircraft system parameters A, B and f0.

Adaptive laws. The residual is defined as e
(2)
m (t) = x

(2)
m − x(t). Then, adaptive
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laws for Â(2)(t), B̂(2)(t), and f̂
(2)
0 (t) are chosen as

˙̂
A

(2)

(t) = −Γd1Pe
(2)
m (t)xT (t), (11.3.33)

˙̂
B

(2)

(t) = −Γd2Pe
(2)
m (t)uT (t), (11.3.34)

˙̂
f
(2)
0 (t) = −ΓdfPe

(2)
m (t), (11.3.35)

where Γd1,Γd2, and Γdf are the symmetric positive definite matrices, and P = P T > 0,

such that PAm + ATmP = −Q with Q = QT > 0.

With the adaptive laws (11.3.33)–(11.3.35) and the bounded signals x(t) and u(t)

guaranteed by the adaptive control design, the residual e
(2)
m (t) possess the following

property for the healthy or damaged aircraft systems.

Proposition 11.3.3. The residual e
(2)
m (t) = x

(2)
m (t)− x(t) between the detector model

(11.3.32) updated by (11.3.33)–(11.3.35) and the linearized aircraft system (11.2.4)

with the adaptive controller (11.3.1) updated by (11.3.10)–(11.3.12) satisfies that

limt→∞ e
(2)
m (t) = 0 for both the healthy and damaged aircraft systems. Moreover,

if each element ui, i = 1, 2 of control input u is sufficiently rich of order n + 1 and

uncorrelated, then Â(2)(t) and B̂(2)(t) converge to the system parameters A and B

exponentially fast for both the healthy and damaged systems.

Proof: Consider a positive definite function given as

V = e(2)TPe(2) + tr[Ã(2)TΓ−1
d1 Ã

(2)] + tr[B̃(2)TΓ−1
d2 B̃

(2)] + f̃
(2)T
0 Γ−1

nf f̃
(2)
0 , (11.3.36)

where Ã(2) = Â(2) − Ad, B̃
(2) = B̂(2) − Bd, and f̃

(2)
0 = f̂

(2)
0 − f0d for the damaged

system, or Ã(2) = Â(2) − An, B̃
(2) = B̂(2) − Bn, f̃

(2)
0 = f̂

(2)
0 − f0n, for the healthy

system. For both the healthy and damaged systems, the residual dynamic equation

can be expressed as

ė(2)(t) = Ame
(2)(t) + Ã(2)(t)x(t) + B̃(2)(t)u(t) + f̃

(2)
0 (t). (11.3.37)
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From (11.3.37), (11.3.36), and the adaptive laws (11.3.33)–(11.3.35), we obtain the

time-derivative of V as

V̇ = −e(2)T (t)Qe(2)(t) ≤ 0. (11.3.38)

It follows that e(2)(t) ∈ L2 ∩ L∞ and ė(2) ∈ L∞, along with the bounded x(t) and

u(t). Then, we have limt→∞ e(2)(t) = 0 for both the healthy and damaged systems.

If each element ui, i = 1, 2 of control input u is sufficiently rich of order n + 1

and uncorrelated, following the proof of Theorem 5.2.3 in [44], we can conclude that

Â(2)(t) and B̂(2)(t) converge to the parameters A and B exponentially fast for the

healthy and damaged systems. ∇

From Proposition 11.3.3, we can see that the residual e
(2)
m from the damaged

detector (11.3.32) converge to zero for both the healthy and damaged cases, if there

is no other disturbance in the system. Hence, when the residual e
(2)
m does not converge

to zero, it may indicate that there is disturbance. Since the disturbance may also

prevent the residual e
(1)
m from converging to zero, only using e

(1)
m not converging to

zero as a detection criterion may introduce false alarms. Therefore, we need to check

the response of e
(2)
m to prevent false alarms. Moreover, if the control input signal

u(t) is rich enough, the damaged detector (11.3.32) can give a good estimate of the

damaged aircraft system parameters, which can be used for fault-tolerant feedback

control designs.

11.3.2.3 Determination of damage status

From the steady state response of residuals e
(1)
m and e

(2)
m as concluded in the above

propositions, we obtain the following detection criteria:

• if both e
(1)
m and e

(2)
m converge to zero, then there is no damage;

• if e
(1)
m does not converge to zero, but e

(2)
m converges to zero, then damage occurs.
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Since disturbance in the aircraft system may prevent the residuals e
(1)
m and e

(2)
m con-

verging to zero, in the damage detection criteria, we need to check the response of

e
(2)
m to avoid false alarms.

11.4 Application to the GTM

In this section, we will use the GTM to assess the performance of the developed

feedback-based damage detection scheme.

Damage scenarios. The GTM Simulink model provides some structural damage

scenarios such as rudder off, left outboard flap off, left wing-tip off, left elevator off,

and left stabilizer off. In this study, we choose the damage case as the loss of outboard

left wing-tip, which is approximate 25% semi-span of the left wing.

11.4.1 Simulation Study for the Linearized GTM

We linearize the healthy and damaged GTMs (11.1.1) at an operating condition

(wings-level flight at 100 knots) (x0, u0). Then, the linearized GTM is given as

(11.2.1): ∆ẋ = A∆x + B∆u + f0, ∆y = C∆x. We obtain the numerical values

for the system parameters before and after the loss of wing-tip damage occurs.

Verification of design conditions. The numerical values are only used for

building the simulation model, but not used for the detection scheme design. From

the numerical values, we can see that the longitudinal and lateral-directional dynamics

are decoupled before damage occurs and coupled after damage occurs. The invariant

properties of infinity zero structure and signs of leading principal minors have been

shown by the generic linearized models. Here, we further verify the design conditions

by using the numerical values. We can calculate the interactor matrix as ξm(s) =

diag{(s+1)2, (s+1)2} for both healthy and damaged GTMs. Then, we have the high
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frequency gain matrix for the healthy GTM is

Kp = lim
s→∞

ξm(s)G(s) =

[
−1.348 0

0 −0.737

]

and the high frequency gain matrix for the damaged GTM is

Kp = lim
s→∞

ξm(s)G(s) =

[
−1.327 −0.0027
0.0069 −0.7576

]
.

Therefore, the leading principal minors are invariant before and after damage, where

sign(∆1) = −1, sign(∆2) = 1.

Adaptive feedback control. The reference model is chosen as ∆ym(t) =

Wm(s)[r](t), where Wm(s) = ξ−1
m (s) = diag{1/(s + 1)2, 1/(s + 1)2}. We apply

∆u(t) = KT
1 (t)∆x(t)+K2(t)r(t)+k3(t) with the adaptive laws (11.3.10)–(11.3.12) to

the linearized model (11.2.1) to ensure the signal boundedness and output tracking.

Detector models. We run the detector (11.3.13):

∆ẋ(1)m (t) = Amx
(1)
m (t) + (Â(1)(t)−Am)∆x(t) + B̂(1)(t)∆u(t) + f̂

(1)
0 (t) (11.4.1)

with the adaptive laws (11.3.17)–(11.3.19) and the model (11.3.32):

∆ẋ(2)m (t) = Amx
(2)
m (t) + (Â(2)(t)−Am)∆x(t) + B̂(2)(t)∆u(t) + f̂

(2)
0 (t) (11.4.2)

with the adaptive laws (11.3.33)–(11.3.35) in parallel to obtain the detector state

signals ∆x
(1)
m (t) and ∆x

(2)
m (t) for the linearized simulation. Then, we can have the

residuals as ∆e
(1)
m = ∆x

(1)
m −∆x and ∆e

(2)
m = ∆x

(2)
m −∆x. It is worth noting that the

signals ∆x and ∆u are the state and control signals of the linearized aircraft system.

Simulation results. The output response and residual response are shown in

Fig. 11.1 and Fig. 11.2, where the reference input signal r(t) is rich of frequencies.

The damage (loss of wing-tip) occurs at 100 seconds. From Fig. 11.1, we can see that
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the output signal tracks the reference signal before and after damage occurs. The

response of the 8th elements of ∆e
(1)
m and ∆e

(2)
m (i.e. errors between roll angle ∆φ

whose unit is degree and its estimates) are illustrated in Fig. 11.2. From Fig. 11.2,

we have that both residual ∆e
(1)
m and ∆e

(2)
m converge to zero before damage occurs.

Then, after some transient response starting at 100 seconds, ∆e
(1)
m fails to converge

to zero, while ∆e
(2)
m converges to zero. Therefore, we conclude that damage occurs at

100 seconds.
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Figure 11.1: Linearized GTM outputs (solid) vs. reference outputs (dotted).

11.4.2 Simulation Study for the Nonlinear GTM

Since the simulation study for the linearized GTM has verified the proposed design,

we will apply it to the original nonlinear GTM to assess the effectiveness of this

linearization-based design. For the nonlinear GTM simulation study, we will investi-

gate three cases: Case I is that GTM is operated around an operating point (x0, u0)



223

0 20 40 60 80 100 120 140 160 180 200

−5

0

5

The 8th element of residual ∆ e
m
(1) (deg) vs. time (sec)

 

 

0 20 40 60 80 100 120 140 160 180 200

−5

0

5

The 8th element of residual ∆ e
m
(2) (deg) vs. time (sec)

 

 

∆ e(1)
m

8

=∆ x(1)
m

8

−∆φ (deg)

∆ e(2)
m

8

=∆ x(2)
m

8

−∆φ (deg)

Figure 11.2: Detector residuals ∆e
(1)
m8 and ∆e

(2)
m8.

obtained by trimming the healthy GTM at a wing-level flight condition with equiva-

lent airspeed as 100 knots; Case II is that GTM is operated around another operating

point (x0, u0) obtained by trimming the GTM at a wing-level flight condition with

equivalent airspeed as 90 knots; Case III is that GTM is operated from the second

case operating point to the first case operating point. For all these three cases, the

wing-tip off damage can occur at any moments.

We apply the control law u(t) = ∆u(t)+u0 to the nonlinear GTM around a small

neighborhood of (x0, u0). Then, we construct the detectors (11.4.1) and (11.4.2) by

using the signals ∆x(t) and ∆u(t). It is worth noting that the signals ∆x(t) and

∆u(t) are calculated from the nonlinear GTM state signal x(t) and control input

signal u(t), i.e. ∆x(t) = x(t)− x0 and ∆u(t) = u(t)− u0. The simulation results are

given as follows.

Case I: around (x0, u0) with airspeed as 100 knots. Fig. 11.3 and Fig. 11.4 show
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the response of the GTM state and control input signals, where we can see that the

signals are bounded and the output signals track the reference signals. From the

response of the 8th elements of ∆e
(1)
m and ∆e

(2)
m (i.e. errors between roll angle ∆φ and

its estimates) in Fig. 11.5, where both residuals converge to zero before 80 seconds

and ∆e
(1)
m does not converge to zero while ∆e

(2)
m converges to zero, we can conclude

that the damage happens at 80 seconds.
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Figure 11.3: GTM responses: pitch θ(t), yaw ψ(t), and roll φ(t) (case I).

Case II: around (x0, u0) with airspeed as 90 knots. From Fig. 11.6 and Fig. 11.7,

we can see that the signals are bounded and the output signals track the reference

signals around a small neighborhood of the given operating point. Then, from the

response of the 8th elements of ∆e
(1)
m and ∆e

(2)
m shown in Fig. 11.8, where both

residuals converge to zero before 120 seconds and ∆e
(1)
m does not converge to zero

while ∆e
(2)
m converges to zero after 120 seconds, we conclude that the damage happens

at 120 seconds.
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Figure 11.4: Control surface positions: elevator de(t) and rudder dr(t) (case I).
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Figure 11.5: Detector residuals ∆e
(1)
m8 and ∆e

(2)
m8 (case I).
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Figure 11.6: GTM responses: pitch θ(t), yaw ψ(t), and roll φ(t) (case II).
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Figure 11.7: Control surface positions: elevator de(t) and rudder dr(t) (case II).
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Figure 11.8: Detector residuals ∆e
(1)
m8 and ∆e

(2)
m8 (case II).

Case III: around the neighborhood of (x0, u0) with airspeed as 90 knots to the

neighborhood of (x0, u0) with airspeed as 100 knots. In this simulation, we change the

operating condition at 120 seconds. Fig. 11.9 and Fig. 11.10 show the response of the

GTM state and control input signals, where we can see that the signals are bounded

and the output signals track the reference signals. Fig. 11.11 illustrates the detectors

response. Although there is some transient response of the GTM signals in Fig. 11.9

when we change the operating condition at 120 seconds, from Fig. 11.11, we can see

that both the residuals converge to zero before and after 120 seconds, which means

that there are no damage occurring. But after 180 seconds, ∆e
(1)
m does not converge

to zero while ∆e
(2)
m converges to zero, where we conclude that the damage happens at

180 seconds. It is worth noting that when we change operating conditions or damage

occurs, there can be some transient response of the GTM state signals, so that we

need the damage detection scheme to enhance the awareness of flight situations for



228

the flight control personnel.
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Figure 11.9: GTM responses: pitch θ(t), yaw ψ(t), and roll φ(t) (case III).

Summary

In this chapter, the self-stabilization based damage detection scheme have been devel-

oped for the aircraft systems. When damage happens, the longitudinal and lateral-

directional dynamics are coupled. To capture such a feature, two detection models

have been established to estimate the decoupled and coupled parameters for the

healthy and damaged cases. To ensure the signal boundedness, the multivariable

state feedback for output tracking MRAC scheme has been applied to the aircraft

systems with damage. Simulation studies of the linearized and nonlinear GTM have

been conducted to show the performance of the proposed damage detection scheme

and the effectiveness of this linearization-based damage detection design.
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Figure 11.10: Control surface positions: elevator de(t) and rudder dr(t) (case III).
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Chapter 12

Feedback-Based Adaptive Sensor
Uncertainty Detection

In this chapter, an adaptive feedback-based stable fault detection scheme is developed

for linear time-invairant systems with sensor uncertainties and system parameter un-

certainties. A parametric sensor uncertainty model with additive faults and multi-

plicative faults is introduced. To employ the model-based fault detection method,

the sensor dynamics is derived. Based on the newly developed sensor dynamic mod-

els, a set of estimation model systems are established to estimate the sensor signals.

Unlike most fault detection schemes which operate under the assumption that all sys-

tem signals remain bounded under sensor uncertainty conditions, the adaptive sensor

detection scheme proposed in this chapter is integrated with an adaptive feedback

controller which is designed to ensure the desired signal boundedness requirement

needed for stable sensor uncertainty detection operation. By observing residuals be-

tween the sensor signals and the estimation model signals, the sensor uncertainty

can be detected and specific uncertainty patterns can be identified. Desired adaptive

sensor uncertainty detection performance is demonstrated in the simulation study for

a linearized longitudinal aircraft flight control system.
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12.1 Problem Statement

Consider a single-input and single-output (SISO) linear time-invariant system

ẋ(t) = Ax(t) +Bu(t), y(t) = Cx(t), (12.1.1)

where A ∈ Rn×n, B ∈ Rn×1, and C ∈ R1×n, are unknown constant parameter

matrices, and x(t) ∈ Rn, u(t) ∈ R, and y(t) ∈ R are system state, input, and output

signals. For feedback control designs, construction of the input signal u(t) is based on

sensor measurements of the state signal x(t) or the output signal y(t). Performance

of the feedback control system can be deteriorated when there are uncertainties in

the sensor measurements.

Sensor uncertainty model. For the detection and compensation designs, a

sensor uncertainty model is given as

z(t) = ksϕ(t) +

q∑

i=1

bifi(t), (12.1.2)

where ϕ(t) is the actual signal to be measured, which can be the state x(t) or output

y(t), ks > 0 and bi, i = 1, 2, . . . , q, are some unknown constant sensor uncertainty

parameters, and fi(t), i = 1, 2, . . . , q, are known bounded signals with bounded deriva-

tive ḟi(t).

Remark 12.1.1. The sensor uncertainty modeling problem can be addressed by using

redundant sensors. We can use several sensors to measure the same signal ϕ(t), and

take the weighted sum of the sensors’ output signals zi(t) as z(t) =
∑m

i=1 αizi(t), where

αi > 0, i = 1, . . . , m, such that
∑m

i=1 αi = 1. When there is no uncertainty for all

the sensors, the summed sensor signal z(t) is the exact measured signal ϕ(t). When

there are some sensor uncertainties, e.g., the i1, i2, . . . , ipth sensors fail and generate

some random signals z̄i(t), the summed sensor signal is z(t) = αsϕ(t) + ds(t), where
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αs =
∑

i 6=i1,i2,...,ip
αi, and ds(t) =

∑
i=i1,i2,...,ip

αiz̄i(t). Since the indexes i1, i2, . . . , ip

are unknown, we may express ds(t) =
∑m

i=1 βiz̄i(t), where some of βi are zero (for the

unfailed sensors) while others are αi, and z̄i is accessible in the bias-uncertainty part

of the uncertainty model (12.1.2). �

Feedback-based uncertainty detection problem. Based on the sensor uncer-

tainty models (12.1.2), we will develop a model-based adaptive diagnosis scheme to

detect the modeled sensor uncertainty. More specifically, a set of state sensor detec-

tors and output sensor detectors are designed, which are a set of adaptive estimation

models to estimate the unknown parameters in the sensor uncertainty models. By

comparing residuals between the detection models and the sensor uncertainty models,

detection criteria can be derived to identify particular uncertainty scenarios.

Feedback uncertainty compensation problem. The construction of detec-

tion models requires that the control input signal u(t), the state sensor signal zx(t),

and the output sensor signal zy(t) are bounded. To ensure the signal boundedness re-

quirement, an adaptive feedback control law will be developed for the system (12.1.1)

to compensate the sensor uncertainty and make all the closed-loop signals bounded

including the signals u(t), zx(t), and zy(t).

Since the parameters ks and bi, i = 1, 2, . . . , qi, of the state or output sensor

model (12.1.2) are unknown, the state signal x(t) or the output signal y(t) cannot be

retrieved from the sensor measurement z(t). To overcome this difficulty, we propose

to use sensor compensator signals x̂(t) and ŷ(t) from the sensor measurement z(t)

to construct an adaptive feedback control law u(t), which can make all the closed-

loop signals bounded and the plant output signal y(t) track a given reference signal

ym(t) ∈ R generated from a reference model system

ym(t) =Wm(s)[r](t), (12.1.3)
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with r(t) ∈ R being a bounded reference input signal.

Assumptions. To proceed the control and detection scheme designs, for the

system (12.1.1):

y(t) = C(sI −A)−1B[u](t) =
Z(s)

P (s)
[u](t), (12.1.4)

where Z(s) = zms
m + · · ·+ z1s + z0 with zm 6= 0 and P (s) is a monic polynomial of

degree n, we assume that (A1) Z(s) is a Hurwitz polynomial; (A2) the degree m of

Z(s) is known, and Wm(s) = 1
Pm(s)

where Pm(s) is a Hurwitz polynomial of degree

n−m; (A3) the sign of zm is known; (A4) (A,B,C) is controllable and observable.

12.2 Feedback-Based Sensor Uncertainty Detection

Scheme

In this section, we will present the detailed adaptive feedback-based sensor uncertainty

detection design. To develop the uncertainty detection scheme, dynamic models with

signals being the state sensor zx(t) and the output sensor zy(t) will be given first.

State sensor dynamic model. From the sensor uncertainty model (12.1.2), the

state sensor signal zx(t) is expressed as

zx(t) = Kxx(t) + ΘT
bxfx(t), (12.2.1)

where the unknown parameters K = diag{kx1, . . . , kxn}, Θ
T
bx = diag{θTbx1, . . . , θ

T
bxn}

with θbxi = [bxi1, . . . , bxiqi]
T , and the signal fx(t) = [fTx1(t), . . . , f

T
xn(t)]

T with fxi(t) =

[fxi1(t), . . . , fxiqi(t)]
T , i = 1, . . . , n. In view of (12.2.1) and the system (12.1.1), we

have the state sensor dynamics as

żx(t) = Azzx(t) +Bzu(t) + ΘT
z fx(t) + ΘT

bxḟx(t), (12.2.2)

where the unknown parameter matrices are given as

Az = KxAK
−1
x , Bz = KxB,Θ

T
z = −KxAK

−1
x ΘT

bx. (12.2.3)
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Output sensor parametric model. The output sensor with uncertainties is

given as

zy(t) = kyy(t) + θTbyfy(t) (12.2.4)

where θby = [by1, . . . , byp]
T and fy(t) = [fy1, . . . , fyp]

T . Operating both sides of the

transfer function (12.1.4) by a filter 1/Λ(s), where Λ(s) is a chosen stable and monic

polynomial of degree n, we can obtain

y(t) =
Z(s)

Λ(s)
[u](t) +

Λ(s)− P (s)

Λ(s)
[y](t). (12.2.5)

Substituting y(t) = 1
ky
zy(t)−

θT
by

ky
fy(t) in (12.2.5), we have

zy(t) = θTuφu(t)+θ
T
z φz(t)+θ

T
bffy(t)+

p∑

i=1

θTi φi(t), (12.2.6)

where the signals are

φu(t) = [
1

Λ(s)
[u](t),

s

Λ(s)
[u](t), . . . ,

sm

Λ(s)
[u](t)]T ,

φz(t) = [
1

Λ(s)
[zy](t),

s

Λ(s)
[zy](t), . . . ,

s(n−1)

Λ(s)
[zy](t)]

T ,

φi(t) = [
1

Λ(s)
[fyi](t),

s

Λ(s)
[fyi](t), . . . ,

s(n−1)

Λ(s)
[fyi](t)]

T ,

for i = 1, . . . , p, and θu, θz, and θi, are the corresponding unknown parameters.

Signal boundedness. The uncertainty detector models will be developed based

on the dynamic models (12.2.2) and (12.2.6) with bounded signals. To ensure the

signal boundedness requirement, an adaptive control design will be applied.

12.2.1 Self-stabilization Feedback Control Design

Since the state sensors have uncertainties, a state sensor compensator will be used to

constructed the controller.
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State sensor compensator. From the state sensor uncertainty model (12.2.1),

the state signal x(t) can be retrieved as

x(t) = [x1(t), . . . , xn(t)]
T = Θ∗T

x ψx(t), (12.2.7)

where ψx(t) = [ψTx1, . . . , ψ
T
xn]

T with ψxi(t) = [zxi, fxi1, . . . , fxiqi]
T and the unknown

parameter Θ∗
x is given as Θ∗T

x = diag{θ∗Tx1 , θ
∗T
x2 , . . . , θ

∗T
xn} with θ∗xi, i = 1, . . . , n being

the corresponding unknown parameters. Since the parameter Θ∗
x is unknown, the

actual signal x(t) is not accessible. Thus, a sensor compensator is introduced:

x̂(t) = [x̂1(t), . . . , x̂n(t)]
T = ΘT

x (t)ψx(t), (12.2.8)

where ΘT
x (t) = diag{θTx1(t), θ

T
x2(t), . . . , θ

T
xn(t)} is the adaptively updated estimate of

the unknown parameter Θ∗T
x .

Controller structure.We choose the controller u(t) as

u(t) = KT
x (t)ψx(t) + k2(t)r(t), (12.2.9)

where KT
x (t) = KT

1 (t)Θ
T
x (t) and k2(t) are the estimates of the unknown nominal

parameters K∗T
x = K∗T

1 Θ∗T
x and k∗2. The nominal parameters K∗

1 and k∗2 satisfy the

following plant-model matching equations:

det(sI −A− BK∗T
1 ) =

Z(s)

zmWm(s)
, k∗−1

2 = zm. (12.2.10)

Closed-loop system. Substituting the controller signal (12.2.9) in the plant

(12.1.1) and applying the state signal model (12.2.7), we have the closed-loop system

ẋ = (A+BK∗T
1 )x+Bk∗2r +BΘ̃Tω, y = Cx, (12.2.11)

where Θ̃(t) = Θ(t) − Θ∗,Θ(t) = [KT
x , k2]

T ,Θ∗ = [K∗T
x , k∗2]

T , and ω(t) = [ψTx , r
T ]T .

From the matching equation (12.2.10), if Θ(t) = Θ∗, we have limt→∞(y(t)−ym(t)) = 0.
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That is, the controller (12.2.9) with nominal parameter Θ∗ can make the output

track the reference output. However, Θ∗ is unknown, we need to apply the controller

(12.2.9) with adaptively updated parameter Θ(t).

To develop an adaptive law for the parameter Θ(t), the output tracking error

information is needed. Since the output sensors have uncertainties, we cannot obtain

the exact output signal y(t). An output sensor compensator ŷ(t) is introduced to

estimate the output signal y(t).

Output sensor compensator. From the output sensor uncertainty model (12.2.4),

we retrieve that

y(t) = θ∗Ty ψy(t), (12.2.12)

where θ∗y = [θ∗ky, θ
∗
by1, . . . , θ

∗
byp]

T and ψy(t) = [zy(t), fy1(t), . . . , fyp(t)]
T with θ∗ky = 1/ky

and θ∗byj = −byj/ky, j = 1, 2, . . . , pi being unknown constant parameters. Then, the

output compensation signal ŷ(t) is given as

ŷ(t) = θTy (t)ψy(t), (12.2.13)

where θy(t) is an estimate of the unknown parameter θ∗y .

Compensation tracking error. We introduce a compensation output tracking

error signal as

ê(t) = ŷ(t)− ym(t) = e(t) + (ŷ(t)− y(t)), (12.2.14)

where e(t) = y(t)− ym(t) is the actual output tracking error.

In view of the closed-loop system (12.2.11), the reference system (12.1.3), and the

matching condition (12.2.10), we have

ê(t) = ρ∗Wm(s)[Θ̃
Tω](t) + θ̃Ty (t)ψy(t), (12.2.15)

where ρ∗ = zm and θ̃y(t) = θy(t)− θ∗y.
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Estimation error. We introduce an estimation error as

ε̂(t) = ê(t) + ρ(t)ξ(t), (12.2.16)

where ρ(t) is an estimate of the unknown ρ∗ and

ξ(t) = ΘT (t)ζ(t)−Wm(s)[Θ
Tω](t), (12.2.17)

with ζ(t) = Wm(s)[ω](t). Substituting (12.2.15) in (12.2.16), we have

ε̂(t) = ρ∗Θ̃T (t)ζ(t) + ρ̃(t)ξ(t) + θ̃Ty (t)ψy(t), (12.2.18)

where ρ̃(t) = ρ(t)− ρ∗.

Adaptive laws. With the estimation error model (12.2.18), adaptive laws for

Θ(t), ρ(t), and θy(t) are chosen as

Θ̇(t) = −
Γsign(zm)ζ(t)ε̂(t)

m2(t)
, (12.2.19)

ρ̇(t) = −
γξ(t)ε̂(t)

m2(t)
, (12.2.20)

θ̇y(t) = −
Γyψy(t)ε̂(t)

m2(t)
, (12.2.21)

where ε̂(t) is computed from (12.2.16), in which ê(t) is computed from ê(t) = ΘT
y (t)ψy(t)−

ym(t), Γ = ΓT > 0 and Γy = ΓTy > 0 are adaptation gain matrices, and

m(t) = (1 + ξ2(t) + ζT (t)ζ(t) + ψTy (t)ψy(t))
1/2

is a standard normalization signal.

The sensor uncertainty compensation scheme with the control law (12.2.9) up-

dated by the adaptive laws (12.2.19)–(12.2.21), when applied to the plant (12.1.1),

guarantees the closed-loop signal boundedness and asymptotic compensation output

tracking: limt→∞(ŷ(t)− ym(t)) = 0.
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The convergence of the actual tracking error e(t) = y(t)− ym(t) to zero is under

investigation and it may need some additional conditions in the adaptive control

system, as similar to an adaptive observer case where the adaptive state estimation

error converges to zero under some persistent excitation conditions in the case when

(A,B) are unknown.

12.2.2 Sensor Uncertainty Detection Designs

Since the adaptive state feedback controller (12.2.9) with the adaptive laws (12.2.19)–

(12.2.21) can ensure the boundedness of the closed-loop signals, the bounded control

input signal u(t), state sensor signal zx(t), and output sensor signal zy(t) are used to

construct detector models. By observing residuals between the sensor signals (zx(t)

or zy(t)) and the corresponding detector model signals, we can determine whether

there exist sensor uncertainties.

12.2.2.1 State sensor uncertainty detection scheme

Based on the state sensor dynamic model (12.2.2), we start with design and analysis

of a benchmark detection model system which will be used to develop a bank of

detector model systems for different sensor uncertainty patterns.

Total uncertainty sensor estimation model. We introduce an estimation

model to estimate the unknown parameters in sensor dynamic model (12.2.2), which

is given as

żm = Amzm + (Âz −Am)zx + B̂zu+ Θ̂T
z fx + Θ̂T

bxḟx, (12.2.22)

where Am is a chosen stable matrix, and Âz(t), B̂z(t), Θ̂z(t), and Θ̂bx(t) are the

adaptive estimates of Az, Bz, Θz, and Θbx in the total uncertainty dynamic model

(12.2.2). From (12.2.2) and (12.2.22), we obtain the error dynamic system as

ėx = Amex + Ãzzx + B̃zu+ Θ̃T
z fx + Θ̃T

bxḟx, (12.2.23)
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where ex(t) = zm(t) − zx(t), Ãz(t) = Âz(t) − Az, B̃z(t) = B̂z(t) − Bz, Θ̃z(t) =

Θ̂z(t)−Θz, Θ̃bx(t) = Θ̂bx(t)−Θbx. Then, the adaptive laws are chosen as

˙̂
Az = −Γ1Pexz

T
x ,

˙̂
Bz = −Γ2Pexu, (12.2.24)

˙̂
ΘT
z = −Γ3Pexf

T
x ,

˙̂
ΘT
bx = −Γ4Pexḟ

T
x , (12.2.25)

where Γi = ΓTi > 0, i = 1, 2, 3, 4, P = P T > 0 satisfying PAm + ATmP = −Q with

Q = QT > 0.

Since the proposed adaptive control law (12.2.9) ensures that zx(t) and u(t) are

bounded, we have

Proposition 12.2.1. Given that the signals zx(t), u(t), fx(t), and ḟx(t) are bounded,

the proposed estimation model system (12.2.22) with the adaptive laws (12.2.24)

and (12.2.25) ensures that zm(t), Âz(t), B̂z(t), Θ̂z(t), and Θ̂bx(t) are bounded, and

limt→∞ ex(t) = limt→∞(zm(t)−zx(t)) = 0, when zx(t) is of the total sensor uncertainty

pattern (12.2.1).

The proof of this result is standard. Consider a positive definite function

V = eTxPex + tr[ÃTz Γ
−1
1 Ãz] + [B̃T

z Γ
−1
2 B̃z]

+tr[Θ̃zΓ
−1
3 Θ̃T

z ] + tr[Θ̃bxΓ
−1
4 Θ̃T

bx]. (12.2.26)

From the adaptive laws (12.2.24) and (12.2.25), we obtain its time-derivative as

V̇ = −eTx (t)Qex(t) ≤ 0. (12.2.27)

Then, the properties in Proposition 12.2.1 can be derived.

The above estimation model is designed for the general uncertainty signal ΘT
bxfx(t)

in the state sensor model (12.2.1). For a specific situation, some of the terms θTbxifxi(t)

may be not in the sensor uncertainty model (12.2.1), that is the corresponding pa-

rameter θbxi = 0. To identify the specific sensor uncertainty patterns, some partial



240

sensor uncertainty estimation model system will be designed. A special one is for

the case when no sensor bias uncertainty is present, i.e. ΘT
bxfx(t) = 0 in the sensor

uncertainty model (12.2.1).

Bias-uncertainty free sensor estimation model. The sensor dynamic model

without bias-uncertainties is given as

żx(t) = Azzx(t) +Bzu(t). (12.2.28)

Based on (12.2.28), we design a bias-uncertainty free sensor estimation model:

żm(t) = Amzm(t) + (Âz(t)− Am)zx(t) + B̂z(t)u(t), (12.2.29)

where Âz(t) and B̂z(t) are updated from the adaptive laws in (12.2.24). This es-

timation model has similar properties to that in Proposition 12.2.1, in particular,

limt→∞(zm(t)−zx(t)) = 0, for the bias-uncertainty free sensor dynamic model (12.2.28).

On the other hand, when the sensor has bias-uncertainties such as the model (12.2.2),

the tracking property may not hold, that is zm(t)− zx(t) does not converge to 0.

Therefore, the bias-uncertainty free sensor output estimation model can be used

to detect the sensor bias-uncertainties. The detection criterion is that if zm(t) from

the bias-uncertainty free estimation model (12.2.29) cannot track the state sensor

signal zx(t), the state sensors have bias-uncertainties.

To identify which state sensor has bias-uncertainty, we need to design a bank of

uncertainty-specific sensor output estimation model systems.

Uncertainty-specific sensor estimation models. The bias-uncertainty model

in (12.2.1):

ΘT
bxfx(t) = [θTbx1fx1(t), θ

T
bx2fx2(t), . . . , θ

T
bxnfxn(t)]

T (12.2.30)

contains all possible cases of sensor uncertainties with θbxi = 0 or not. To identify and

isolate some uncertainty patterns where a part of the state sensors do not have bias-



241

uncertainty, i.e. θbxi = 0, for i = j1, j2, . . . , jk with {j1, j2, . . . , jk} ⊂ {1, 2, . . . , n},

while others have bias-uncertainty, we need to construct some estimation models to

ensure that the error ex(t) = zm(t)− zx(t) converges to zero only when zx(t) is of the

specific uncertainty patterns.

Then, we will give an illustrative design to isolate the uncertainty pattern where

θbx2 6= 0, θbx4 6= 0, and θbxi = 0, for i = 1, 3, 5, 6, . . . , n, i.e. only the 2nd and the 4th

sensors have bias-uncertainties. For this particular uncertain sensor signal zx(t), we

have

ΘT
bxfx(t) = [0, θTbx2fx2(t), 0, θ

T
bx4fx4(t), 0, . . . , 0]

T . (12.2.31)

Then the state sensor dynamics (12.2.2) becomes

żx(t) = Azzx(t) +Bzu(t) + ΘT
z2fx2(t) + ΘT

z4fx4(t)

+[0, θTbx2ḟx2(t), 0, θ
T
bx4ḟx4(t), 0, . . . , 0]

T , (12.2.32)

where ΘT
z2 = a2θ

T
bx2 with a2 being the second column of −KxAK

−1
x and ΘT

z4 = a4θ
T
bx4

with a4 being the fourth column of −KxAK
−1
x . Based on (12.2.32), we choose the

estimation model as

żm = Amzm + (Âz − Am)zx + B̂zu+Θ̂T
z2fx2 + Θ̂T

z4fx4

+[0, θ̂Tbx2ḟx2, 0, θ̂
T
bx4ḟx4, 0, . . . , 0]

T. (12.2.33)

We obtain the error dynamics from (12.2.32) and (12.2.33) as

ėx = Amex + Ãzzx + B̃zu+Θ̃T
z2fx2 + Θ̃T

z4fx4

+[0, θ̃Tbx2ḟx2, 0, θ̃
T
bx4ḟx4, 0, . . . , 0]

T , (12.2.34)

where Θ̃zi = Θ̂zi −Θzi and θ̃bxi = θ̂bxi − θbxi, for i = 2, 4.
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The adaptive laws for Âz and B̂z are chosen as (12.2.24), and the adaptive laws

for Θ̂zi and θ̂bxi (i = 2, 4) are chosen as

˙̂
Θ
T

z2 = −Γ5Pexf
T
x2,

˙̂
Θ
T

z4 = −Γ6Pexf
T
x4, (12.2.35)

˙̂
θTbx2 = −Γ7p

T
2 exḟ

T
x2,

˙̂
θTbx4 = −Γ8p

T
4 exḟ

T
x4, (12.2.36)

where Γi = ΓTi > 0, i = 5, 6, 7, 8, P = P T > 0 satisfying PAm + ATmP = −Q with

Q = QT > 0, and pi, i = 2, 4, is the ith column of P .

Similar with Proposition 12.2.1, the residual converges to 0: limt→∞(zm− zx) = 0

when the bias-uncertainty pattern is ΘT
bxfx(t) = [0, θTbx2fx2(t), 0, θ

T
bx4fx4(t), 0, . . . , 0]

T .

Then, we have the following detection criteria.

If the residual ex = zm − zx converges to zero, where zm is from the estimation

model (12.2.33), we can obtain that there exist three possible patterns for the sensor

zx = [zx1, zx2, . . . , zxn]
T :

(i) all the state sensors zxi do not have the bias-uncertainty terms;

(ii) either zx2 has the bias-uncertainty term θTbx2fx2 or zx4 has the bias-uncertainty

term θTbx4fx4;

(iii) both zx2 and zx4 have bias-uncertainty terms.

To further isolate the sensor uncertainty pattern, we need to observe the residuals ex

obtained from the bias-uncertainty free estimation model (12.2.29) and the estimation

models corresponding to the sensor uncertainty patterns: ΘT
bxfx = [0, θTbx2fx2, 0, . . . , 0]

T

and ΘT
bxfx(t) = [0, 0, 0, θTbx4fx4, 0, . . . , 0]

T respectively. The isolation of particular un-

certainty patterns will be shown in the simulation.
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12.2.2.2 Output sensor uncertainty detection scheme

Since the system only has one output signal, we only detect whether the output

sensor has bias-uncertainty. Based on the output sensor model (12.2.6), we have the

following design.

Total uncertainty estimation model. We introduce an estimation model sys-

tem to estimate the parameters in (12.2.6):

ẑy = θ̂Tuφu + θ̂Tz φz + θ̂Tbffy +

p∑

i=1

θ̂Ti φi, (12.2.37)

where θ̂u(t), θ̂z(t), θ̂bf (t), and θ̂i(t), i = 1, . . . , p are the estimates of corresponding

unknown parameters. Then, the estimation error ey(t) = ẑy(t)− zy(t) is obtained as

ey = θ̃Tuφu + θ̃Tz φz + θ̃Tbffy +

p∑

i=1

θ̃Ti φi, (12.2.38)

where θ̃u(t), θ̃z(t), θ̃bf (t), and θ̃i(t) for i = 1, 2, . . . , p, are the parameter errors. We

choose the adaptive laws as

˙̂
θu = −

Γuφuey
m2

,
˙̂
θz = −

Γzφzey
m2

, (12.2.39)

˙̂
θbf = −

Γbfφbfey
m2(t)

,
˙̂
θi = −

Γfiφiey
m2

, (12.2.40)

where Γu, Γz, Γbf , and Γfi, i = 1, 2, . . . , p, are positive definite and symmetric gain

matrices, and

m(t) = (1 + φTuφu + φTz φz + φTbfφbf +

p∑

i=1

φTi φi)
1/2.

Proposition 12.2.2. Given that the signals zy(t), u(t), fy(t), and ḟy(t) are bounded,

the proposed estimation model system (12.2.37) with the adaptive laws (12.2.39)–

(12.2.40) ensures that limt→∞ ey(t) = limt→∞(ẑy(t)− zy(t)) = 0, when zy(t) is of the

total sensor uncertainty pattern (12.2.6).
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Bias-uncertainty free sensor estimation model. The above estimation model

(12.2.37) is based on the total sensor uncertainty pattern (12.2.6). To detect the no

bias-uncertainty case, i.e. zy(t) = kyy(t), we build the estimation model as

ẑy(t) = θ̂Tu (t)φu(t) + θ̂Tz (t)φz(t), (12.2.41)

where θ̂u(t) and θ̂z(t) are updated from the adaptive laws in (12.2.39). This estimation

model has similar properties to that in Proposition 2, which is limt→∞(ẑy(t)−zy(t)) =

0, for the case when θTbyfy(t) = 0 in the sensor model (12.2.4). When there is bias-

uncertainty, the tracking property may not hold, that is limt→∞(ẑy(t) − zy(t)) 6= 0.

Thus, the detection criterion is that if ẑy(t) from the bias-uncertainty free estimation

model (12.2.41) cannot track the output sensor signal zy(t), the output sensor has

bias-uncertainty.

12.3 Simulation Study

In this simulation study, we consider a linearized aircraft longitudinal dynamic model

with sensor uncertainties and system parameter uncertainties.

Longitudinal aircraft model. The linearized aircraft longitudinal model can

be described as

ẋ(t) = Ax(t) +Bu(t), y(t) = Cx(t), (12.3.1)

with state and input variables: x = [ub, wb, qb, θ]
T and u = de, where ub and wb are the

body-axis velocity components of the origin of the body-axis frame whose units are

ft/sec, qb is the body-axis component of the angular velocity whose unit is deg/sec, θ

is the Euler pitch angle whose unit is degree, and de is the elevator angular position

whose unit is degree.

In this study, we choose the pitch angle θ(t) as the output signal y(t), so the
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matrix C is given as

C =
[
0 0 0 1

]
. (12.3.2)

Although the parameters in A and B have uncertainties, the structures can be ob-

tained from the generic aircraft dynamics, which are given as

A =




a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 0
0 0 1 0


 , B =




b11
b21
b31
0


 . (12.3.3)

Sensor uncertainty models. We consider a state sensor uncertainty model

zx1(t) = x1(t), zx2(t) = kx2x2(t) + bx1sin(t),

zx3(t) = x3(t), zx4(t) = kx4x4(t) + bx4sin(2t), (12.3.4)

where only the 2nd and 4th state sensors have bias-uncertainties. Since the state

signal x4 = θ is the output signal, the sensor zx4 is also used as an output sensor.

Verification of control design conditions. From the structure information

(12.3.2) and (12.3.3), we can obtain that the system is controllable and observable,

the degree of Z(s) in (12.1.4) is m = 2 and zm = b31. Based on the physical meaning

of the parameter b31, which is a control gain from elevator to pitch acceleration, we

have b31 < 0, that is sign(zm) = sign(b31) = −1. The minimum phase condition

(A1) can be verified by the numerical values of A and B, which are used to build the

simulation system.

Since the design conditions hold for the aircraft flight system, we apply the pro-

posed adaptive controller (12.2.9) to the longitudinal aircraft model (12.3.1) with

sensor uncertainties (12.3.4) to ensure the closed-loop signal boundedness. Then, we

can use the sensor estimation models to detect and identify the sensor uncertainties.

Simulation results of uncertainty detection. Since the state sensor for pitch
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angle θ is also used as the output sensor, in this simulation study, we only consider

the state sensor uncertainty detection problem.

To detect the sensor uncertainties of (12.3.4) and also identify that only the 2nd

and 4th sensors have bias-uncertainties, we observe four sensor estimation models:

(i) bias-uncertainty free sensor estimation model (12.2.29);

(ii) uncertainty-specific sensor estimation model (12.2.33) for the case when ΘT
bxfx(t) =

[0, θTbx2fx2(t), 0, θ
T
bx4fx4(t)]

T ;

(iii) uncertainty-specific sensor estimation model (12.2.33) for the case when ΘT
bxfx(t) =

[0, θTbx2fx2(t), 0, 0]
T ;

(iv) uncertainty-specific sensor estimation model (12.2.33) for the case when ΘT
bxfx(t) =

[0, 0, 0, θTbx4fx4(t)]
T .

Fig. 12.1 shows the residual ex(t) = zm(t) − zx(t) obtained from the estimation

model (i), which does not converge to zero. From Fig. 12.1, we can see that there

exist uncertainties in the state sensors. Fig. 12.2 shows the residual ex(t) obtained

from the estimation model (ii), which converges to zero, which means that there are

uncertainties in the 2nd state sensor or the 4th state sensor. Since the residual ex(t)

in Fig. 12.3 obtained from the estimation model (iii) and the residual ex(t) in Fig.

12.4 obtained from the estimation model (iv) do not converge to zero, we can conclude

that both the 2nd and 4th sensors have bias-uncertainties.

Summary

This chapter addressed the design, analysis and evaluation of the adaptive feedback-

based sensor uncertainty detection scheme. The sensor dynamics has been derived

based on the parametric sensor uncertainty model, and a set of sensor estimation
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Figure 12.1: Residual ex(t) = zm(t)− zx(t) for the estimation model (i).
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Figure 12.2: Residual ex(t) = zm(t)− zx(t) for the estimation model (ii).
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Figure 12.3: Residual ex(t) = zm(t)− zx(t) for the estimation model (iii).
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Figure 12.4: Residual ex(t) = zm(t)− zx(t) for the estimation model (iv).
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model systems have been constructed to estimate the uncertain sensor signals. To

ensure the signal boundedness requirement of the estimation model, the adaptive

feedback control design has been applied to the system with the sensor uncertainty.

By comparing the estimation model signals with the sensor signals, we can determine

whether there are sensor uncertainties or not, and the uncertainty patterns can also be

identified. The simulation study of the linearized longitudinal aircraft system showed

the effectiveness of the proposed feedback-based sensor uncertainty design.



Chapter 13

Conclusions

This research mainly focus on development of adaptive fault-tolerant control and

fault detection designs for multi-input and multi-output systems under damage and

component failure conditions with applications to the nonlinear aircraft flight system.

For the fault-tolerant adaptive control, it has been shown that the essential condi-

tion for multivariable model reference adaptive control designs, namely, the infinite

zero structure, can remain invariant under failure and damage conditions. Under

such an invariant property, state feedback and output feedback for output tracking

designs can be developed to compensate damage and failures. Equipped with the

feedback adaptive fault-tolerant control, bounded control input signals and system

state signals are used to construct adaptive detector models based on system models

under different damage and failure patterns to identify and isolate the fault condi-

tions. Thorough evaluation studies of the nonlinear NASA generic transport model

have been conducted to show the effectiveness of the developed linearization-based

adaptive fault-tolerant control and fault detection schemes for the nonlinear system

around the neighborhood of the chosen operating points. The detailed research topics

included in this dissertation are concluded as follows:

• Multivariable state feedback for output tracking MRAC of MIMO systems under
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parametric uncertainties with application to the GTM (Chapter 3).

• Adaptive structural damage compensation design using multivariable state feed-

back for output tracking MRAC with application to the GTM (Chapter 4).

• Adaptive simultaneous actuator failure and structural damage compensation

design using multivariable output feedback for output tracking MRAC with

application to the GTM (Chapter 5).

• Adaptive sensor failure compensation design using multivariable state feedback

for output tracking MRAC with application to the GTM (Chapter 6).

• Discrete-time multivariable adaptive control design for damage compensation

of nonlinear systems with application to the GTM (Chapter 7).

• Adaptive output feedback actuator nonlinearity compensation design with ap-

plications to aircraft systems using synthetic jet actuators (Chapter 8).

• Adaptive state feedback disturbance rejection for MIMO linear time-invariant

systems and adaptive output feedback disturbance rejection for MIMO piecewise

linear systems (Chapter 9 and Chapter 10).

• Feedback-based adaptive structural damage detection and sensor uncertainty

detection designs with applications to the GTM (Chapter 11 and Chapter 12).

For our future research, we may focus on expanding the operation regions of such

linearization-based adaptive fault-tolerant control designs for the nonlinear systems.

A possible method is to approximate the nonlinear system as a global linear time-

varying model constructed by linearizing the nonlinear system at different operat-

ing points with some continuous indicator functions for more precise approximation

(which may be different from the piecewise linear system models in Chapter 10), then

develop adaptive fault-tolerant control designs based on such a global linear model.
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