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Abstract

In current computing systems, the transfer of data between the off-chip memory and the processor takes

two orders of magnitude more time and consumes three orders of magnitude higher energy than the actual

computation. This dissertation presents two approaches for alleviating the data movement overhead: (i)

enabling flexible-bitwidth value representation in the memory hierarchy of general-purpose processors and (ii)

processing data inside the memory.

In the first approach, we propose a narrow-bitwidth and overflow-free value representation technique in

the cache and main memory of general-purpose processors, which provides 1.23× speed up compared to the

state-of-the-art cache compression techniques.

In the second approach, we explore deviating from conventional Von Neumann architectures to minimize

data movement by adding processing units as close as possible to the memory cells, i.e., processing in memory

(PIM). We show that realizing the true potential of PIM requires rethinking and simplifying the control,

access, communication, and load balancing mechanisms of PIM units.

Accordingly, first, we propose a PIM-based accelerator, Fulcrum, that introduces a new architecture for

in-memory processing units. The architecture offers a trade-off between (i) full control and access divergence

support in SISD and (ii) no/costly control or divergence support in SIMD/SIMT approaches. Fulcrum

outperforms a server-class GPU with three stacks of HBM2 and, on average, provides 70× speedup per

memory stack and reduces the energy consumption by 96%.

Next, we observe that rethinking communication and load balancing mechanisms can unlock the benefits

of PIM for a wider range of applications. Accordingly, in the second version of Fulcrum, dubbed Gearbox,

we add hardware support for (i) offloading accumulations operations from one memory segment to another

memory segment, and (ii) balancing the load among processing elements. Gearbox can outperform Gunrock,

a GPU-based graph-processing framework, by 15.73×. In the third version of Fulcrum, dubbed Pulley, we add

hardware support that enables every group of processing elements cooperatively generate an intermediate

array. Pulley, on average, delivers 20× speedup compared to Bonsai, an FPGA-based sorting accelerator.
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Chapter 1

Introduction

Big data applications have enormous impact on many industries by extracting valuables information from

data represented in large tables, graphs, etc. Similarly, machine learning, and particularly deep learning

approaches based on artificial neural networks, has recently revolutionized many fields including computer

vision, speech recognition, natural language processing, helping address the grand challenges facing our

society.

Big data and machine learning applications increasingly require massive computing capacity, parallelism,

and data movement between memory and processors, outpacing existing semiconductor technology. Year-

over-year improvement in general-purpose CPU performance has been stagnating due to physical limits in

processor technology (from doubling performance every 1.5 years (1985 through 2003) and two years (2003 to

2010) to now when the performance is expected to be doubled only every 20 years). This exacerbates the

longstanding memory wall problem. Moving data to and from memory is becoming a huge bottleneck. For

example, in current systems, the transfer of data, from the off-chip memory to the processor, takes two orders

of magnitude more time and consumes three orders of magnitude higher energy consumption than the actual

computation (e.g., a single-precision addition) [4]. Large working sets of some modern applications (with

low temporal locality) or irregular access patterns (with low spatial locality) make caches (our traditional

solution to the memory wall) less effective.

Recent integration technologies, such as 2.5D integration of memory and processing elements (e.g.,

integration of GPU/FPGA with HBM2 memories) have not completely solve the problem, and data movement

still remains the main bottleneck for memory-intensive applications, where each loaded data elements from

memory will only be the subject of a single or few compute operation. The overhead stems from the fact

that memory is designed in a multi-level structure, and data should move along all the buses that connect
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these structures. For example, each 3D memory stack has many memory layers (and sometimes a logic layer),

each layer has many banks, each bank has many subarrays, each subarray has many rows, and each row is

composed of many words (e.g., 64 words). When data are accessed, they traverse across all the buses and

across the distance between the memory stack and the processing elements. To alleviate the cost of data

movement of data-intensive applications, we have two options: (i) shrinking the size of data to reduce data

transfer and (ii) processing data inside the memory by adding processing units near memory cells.

To reduce the cost of data movement in general-purpose processors, prior works have explored cache

and memory compression to reduce the data transfer and also increase the effective capacity of on-chip and

off-chip memory elements, which in turn reduces data movement (due to reduced cache misses and redcued

memory page faults). We can categorize prior approaches into two groups: (i) lossless compression and (ii)

lossy compression. Lossless compression impose significant overheads for conversion, metadata handling, and

locating the compressed values. As a result, they are often only amenable for L3 [5, 6]. More importantly,

they have low compression ratio for floating point values and cache blocks with multiple data types. The

inefficiencies stem from the fact that compressor and decompressor have minimum information about the

program and obliviously search for value locality within each cache block that they receive [5, 7]. Some

prior works propose to trade off the accuracy for the size of transferred data by (i) quantizing floating point

values or (iii) omitting (truncating) a certain number of least significant bits (LSBs) in the mantissa of

floating-point numbers [1, 8] (we refer to these techniques as OLSB). These approaches can be considered as

light-weight lossy compression technique. Quantization is popular in accelerators, where the bitwidth can

be customized [9, 10, 11]. However, employing quantization in general-purpose processors is challenging. A

software implementation of quantization imposes a significant conversion overhead and programmer’s effort,

and more importantly, cannot unlock maximum benefit for variables that require less bitwidth than standard

variables. It has to use only 8-bit, 16-bit, or 32-bits variables and hence it imposes significant (e.g., 100%,

77%, or 88% for 4-bit, 9-bit, or 17-bit variables, respectively) cache space and memory bandwidth overhead.

More importantly, the floating-point format and the exponent part are necessary for supporting a wide range

of values. In fact, the floating-point format is popular among developers because it supports a wide range of

values and decreases the probability of overflow during arithmetic operations. The other category of lossy

compression techniques often keeps the exponent intact and reduces the bitwidth of values by truncating

LSBs. Two factors limit the benefit of such techniques: (i) the overhead of eight bits for the exponent, and

(ii) the high error that grows with the value of the exponent. In other words, the larger the magnitude of the

value, the higher the absolute error (the magnitude of error).

The second option for reducing the cost of data movement is to add processing units closer to the

memory cells, i.e., to subarrays so that the data is processed in situ. Processing at the subarray level
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provides higher parallelism, lower access latency, and lower energy consumption compared to other levels

of processing in memory. However, due to the small size of each subarray and the inefficiency of logic in

memory technology, adding traditional cores per subarray or adding row-wide arithmetic units per subarray

is impractical. Therefore, many of the existing subarray-level methods [2, 12] add only simple row-wide

logic units to the row buffer of each memory subarray. In our paper, Fulcrum [13], we have shown that

row-wide logic units fail to fully capitalize on the benefits of in situ processing because they require multiple

energy-draining row activations. Furthermore, in previous in-situ techniques, the row-wide logic units perform

the same operation on all the words in a row, making operation with data dependency and predicate-based

operations inefficient. The inflexibility limits the range of operations that can benefit from in-situ computing.

1.1 Contributions

This dissertation explores two main research questions: (i) how can we enable light-weight narrow-bitwidth

value representation and avoid overflows? (ii) how can we increase the flexibility and efficiency of in-memory

processing units and widen the range of applications that can benefit from in-situ processing?

Accordingly, we hypothesize that light-weight compression and flexible near-data processing

can significantly mitigate the cost of data movement. To evaluate this hypothesis, this dissertation

proposes: (i) An Overflow-free Quantized Memory Hierarchy in General-Purpose Processors, (ii) Fulcrum: a

Simplified Control and Access Mechanism toward Flexible and Practical In-situ Accelerators, (iii) Gearbox:

A Case for Supporting Accumulation Dispatching and Hybrid Partitioning in PIM-based Accelerators, and

(iv) Pulley: An Algorithm/Hardware Co-optimization for Multi-device In-memory Sorting.

1.1.1 An Overflow-free Quantized Memory Hierarchy in General-Purpose Pro-

cessors

Accelerator designers exploit quantization to reduce the bitwidth of values and reduce the cost of data

movement. However, any value that does not fit in the reduced bitwidth results in an overflow (we refer

to these values as outliers). Therefore accelerators use quantization for applications that are tolerant to

overflows. We observe that in most applications, the rate of outliers is low and values are often within a narrow

range, providing the opportunity to exploit quantization in general-purpose processors. However, a software

implementation of quantization in general-purpose processors has three problems. First, the programmer

has to manually implement conversions and the additional instructions that quantize and dequantize values,

imposing a programmer’s effort and performance overhead. Second, to cover outliers, the bitwidth of the
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quantized values often become greater than or equal to the original values. Third, the programmer has to use

standard bitwidth; otherwise, extracting non-standard bitwidth (i.e., 1-7, 9-15, and 17-31) for representing

narrow integers exacerbates the overhead of software-based quantization. The key idea of this chapter is to

propose hardware support in the memory hierarchy of general-purpose processors for quantization, which

represents values by few and flexible number of bits and stores outliers in their original format in a separate

space, preventing any overflow. We minimize metadata and the overhead of locating quantized values using a

software-hardware interaction that transfers quantization parameters and data layout to hardware. As a

result, our approach has three advantages over cache compression techniques: (i) less metadata, (ii) higher

compression ratio for floating-point values and cache blocks with multiple data types, and (iii) lower overhead

for locating the compressed blocks. It delivers on average 1.40/1.45/1.56× speedup and 24/26/30% energy

reduction compared to a baseline that uses full-length variables in a 4/8/16-core system. Our approach also

provides 1.23× speedup, in a 4-core system, compared to the state of the art cache compression techniques

and adds only 0.25% area overhead to the baseline processor.

1.1.2 Fulcrum: a Simplified Control and Access Mechanism toward Flexible and

Practical In-situ Accelerators

In-situ approaches process data very close to the memory cells, in the row buffer of each subarray. This

minimizes data movement costs and affords parallelism across subarrays. However, current in-situ approaches

are limited to only row-wide bitwise (or few-bit) operations applied uniformly across the row buffer. They

impose a significant overhead of multiple row activations for emulating 32-bit addition and multiplications

using bitwise operations and cannot support operations with data dependencies or based on predicates.

Moreover, with current peripheral logic, communication among subarrays is inefficient, and with typical data

layouts, bits in a word are not physically adjacent.

The key insight of this chapter is that in-situ, single-word ALUs outperform in-situ, parallel, row-wide,

bitwise ALUs by reducing the number of row activations and enabling new operations and optimizations.

Our proposed light-weight access and control mechanism, Fulcrum [13], sequentially feeds data into the

single-word ALU and enables operations with data dependencies and operations based on a predicate [14]. For

algorithms that require communication among subarrays, we augment the peripheral logic with broadcasting

capabilities and a previously-proposed method for low-cost inter-subarray data movement. The sequential

processor also enables overlapping of broadcasting and computation, and reuniting bits that are physically

adjacent. In order to realize true subarray-level parallelism, we introduce a light-weight column-selection
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mechanism through shifting one-hot encoded values. This technique enables independent column selection in

each subarray.

1.1.3 Gearbox: A Case for Supporting Accumulation Dispatching and Hybrid

Partitioning in PIM-based Accelerators

Recent PIM works employ processing units with a SIMD architecture to provide high parallelism.

However, kernels with random accesses cannot effectively exploit the parallelism of these approaches.

Without efficient support for random accesses, ALUs remain idle until all the operands are collected from

local memory segments (memory segment attached to the processing unit) or remote memory segments (other

segments of the memory).

Generalized sparse-matrix-dense-vector (SpMV) and sparse-matrix-sparse-vector (SpMSpV), used in a

wide range of applications, require random accesses. For SpMV and SpMSpV, properly partitioning the

matrix and the vector among the memory segments is also very important. Partitioning affects (i) how much

processing load will be assigned to each processing unit and (ii) how much communication is required among

the processing units. In SpMSpV, unlike SpMV, the load assigned to each processing unit depends on the

non-zero entries of the input vector, making partitioning even more challenging.

In this chapter, first, we propose a highly parallel architecture that can exploit the available parallelism

even in the presence of random accesses. Second, we observed that, in SpMV and SpMSpV, most of the

remote accesses become remote accumulations with the right choice of algorithm and partitioning. The

remote accumulations could be offloaded to be performed by processing units next to the destination memory

segments, eliminating idle time due to remote accesses. Accordingly, we introduce a dispatching mechanism

for remote accumulation offloading. Third, we propose Hybrid partitioning and associated hardware support.

Our partitioning technique enables (i) replacing remote read accesses with broadcasting (for only a small

portion of data that will be read by all processing units), (ii) reducing the number of remote accumulations,

and (iii) balancing the load.

Our proposed method, Gearbox [15], with just one memory stack, delivers on average (up to) 15.73×

(52×) speedup over a server-class GPU, NVIDIA P100, with three stacks of HBM2 memory.

1.1.4 Pulley: An Algorithm/Hardware Co-optimization for Multi-device In-

memory Sorting

Processing-in-memory (PIM) minimizes data movement overheads and provides high parallelism by placing

one/few ALUs near each memory segment (e.g., bank or subarray). Current PIM approaches are inefficient
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for three types of kernels: (i) kernels that require significant random accesses, which are costly in PIM, (ii)

kernels that require a large intermediate memory per ALU, because the capacity overhead is multiplied by

the number of ALUs, and (iii) kernels that require an operation across all the large intermediate arrays,

because such operations in PIM are often performed through a core far from memory segments.

Parallel sorting is an important and widely used kernel with these requirements. In this paper, we propose

an algorithm and hardware co-optimization for sorting that reduces the capacity and performance overhead of

intermediate arrays and eliminates random accesses. To this end, we add hardware support that enables every

group of processing elements to share an intermediate array, reducing the number of required arrays. We also

modified the sorting algorithm to eliminate random accesses. Our hardware/algorithm optimizations, Dubbed

Pulley, on average, delivers 20× speedup compared to Bonsai [16], an FPGA-based sorting accelerator and

13× speedup compared to IMC [17], an in-logic-layer-based sorting accelerator.

1.2 Overview of Dissertation

Our evaluations of our proposed methods shows that light-weight compression and flexible near-data processing

can significantly mitigate the cost of data movement. Our light-weight compression provides 1.23× speed

up compared to the state-of-the-art cache compression techniques and can significantly reduce the cost of

data movement, supporting the first part of our hypothesis. Fulcrum [13], our near-data processing approach,

provides 70× speedup per memory stack and reduces the energy consumption by 96%, significantly reducing

the cost of data movement and supporting the second part of our hypothesis. Our second version of our

near-data accelerator outperforms Gunrock, a GPU-based graph-processing framework, by 15.73×, confirming

that near-data processing can significantly reduce the cost of data movement for graph processing applications,

supporting the second part of our hypothesis. The third version of our near-data accelerator, on average,

delivers 20 × speedup compared to Bonsai, an FPGA-based sorting accelerator, supporting the second part

of our hypothesis.

The remainder of this dissertation is organized as follows:

Chapter 2: Background and Prior Works introduces the problem of data movement, memory

hierarchy, and prior works.

Chapter 3: An Overflow-free Quantized Memory Hierarchy in General-Purpose Processors

presents a light-weight, overflow-free, and narrow-bitwidth value representation in the memory hierarchy of

general-purpose processors. This chapter, in full, is a reprint of the material as it appears in the proceeding

of IISWC 2019 [18]. I was the primary investigator and author of this paper.
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Chapter 4: Fulcrum: a Simplified Control and Access Mechanism toward Flexible and

Practical In-situ Accelerators presents a flexible but practical subarray-level processing approach. This

chapter, in full, is a reprint of the material as it appears in the proceeding of HPCA 2020 [13]. I was the

primary investigator and author of this paper.

Chapter 5: Gearbox: A Case for Supporting Accumulation Dispatching and Hybrid Parti-

tioning in PIM-based Accelerators presents how we extend Fulcum for highly sparse operations. This

chapter, in full, is a reprint of the material that is accepted to appear in ISCA 2022 [15]. I was the primary

investigator and author of this paper.

Chapter 6: Pulley: An Algorithm/Hardware Co-optimization for Multi-device In-memory

Sorting presents how we extend Fulcrum for large-scale sorting. I am the primary investigator of this work.

Chapter 8: Conclusions summarizes the dissertation and discusses the implications of this work and

potential future directions of research.



Chapter 2

Background and Related works

2.1 Background

In this section, we introduce the structure of 3D stacked DRAM memories and their specific components that

we have employed in our proposed method.

In 3D stacked DRAM memories, unlike DIMM-based memories, data is not interleaved among several

chips. This characteristic is the first characteristic that makes 3D stacked memories suitable for PIM-based

accelerators because processing inside memory is most efficient when all the bits of values are physically

adjacent.

3D stacked DRAM is organized in a multi-level hierarchy, as illustrated in Figure 2.1 (a). Each 3D stacked

memory has one logic layer and multiple (e.g., 4 or 8) memory layers. Each stack is divided into multiple

vertical partition [19]] (e.g., 16 or 32), vaults/channels. Each with its own memory controller in the logic layer,

connected to DRAM partitions. Layers are connected via TSVs (through-silicon via). The TSV is shared

among all the banks in the vault. This shared bus is a bottleneck, as it serializes access to all subarrays in a

vault. It is possible to employ a segmented TSV [20, 21], where every two layers are connected through one

separate TSV, and data from upper layers are buffered in each layer before being sent to the lower layers.

Although segmented TSVs increase the access bandwidth (because it acts as a pipeline, where the latency of

each stage is lower than the latency of one-segment TSV), the segmented TSV increase the latency and the

energy consumption of data movement (due to the extra cost of buffering and arbitration) [20, 21].

In each layer of each vault, there are a few banks (e.g., 2 or 4). Figure 2.1 (b) shows the structure of a

memory bank. A bank comprises several subarrays. Each subarray has multiple rows. Each row contains

multiple columns of data. The column width varies in different DRAM configurations. The most common

8
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column widths are 32, 64, 128, and 256 bits. To access one column of the data from a bank, a row address is

sent to all row decoders in all subarrays through the address bus in the bank. The row decoder selects the

corresponding subarray and the corresponding row. The whole row that contains multiple columns is read

out at once and will be stored in a row-wide buffer in the subarray, which is called the row buffer. To select

one column from the row buffer, the column address should be sent to the column decoder, at the edge of the

bank. The column decoder decodes the column address and sends the decoded bits to each subarray through

column selection lines (CSL). The pass transistors/multiplexers in each subarray receive the decoded column

address on CSLs and select the requested column and send it to the local data line (LDL), in each subarray.

The data on LDL is sent to the logic-layer via global data lines (GDL). Two components make 3D stacked

memories more suitable for Fulcrum: (i) the logic layer, and (ii) shared TSVs. The logic layer is more efficient

for implementing logic than memory layers. Therefore, we can place flexible core and SRAM memories in the

logic layer and exploit these components for parts of the applications that are not suitable for in-memory

processing. We also employ the shared TSVs for broadcasting, because TSVs are shared among all banks in

a vault and provide an efficient medium for broadcasting.

Logic layer Memory banks

Memory layers TSV

(a) High-level hierarchy
Column Decoder

Row Buffer

R
ow

 D
ec

od
er

Subarray 1

GDLCSL

Row Buffer

Subarray n

(b) A bank

Figure 2.1: 3D DRAM: (a) each 3D stack has a logic-layer and a few memory layers containing multiple
memory banks, (b) each bank comprises several subarrays

2.2 Related Work

This section introduces several categories of prior works on reducing the cost of data movement.
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2.2.1 Bit-width Reduction Techniques.

Several studies employed the OLSB method for ASIC and FPGA designs to customize the bit-width [8, 9].

Prior works also show the energy reduction of quantization with arbitrary bit-width in acceleretor design and

provide a framework for deciding the bit-width [10, 11]. However, these solutions cannot be adopted in the

general-purpose processors, because the bitwidth of variable in general-purpose processors are limited to only

a few standard options (e.g., 8, 16, and 32). The only general-purpose solution, ACME [1] employs the OLSB

method which has lower accuracy and lower performance than quantization. We evaluate both our proposed

method and ACME with the specific bit-width that achieves the same level of average relative error (ARE)

and maximum absolute error (MAE). Our evaluations show that our proposed method can achieve up to

31%/26% performance improvement with ARE/MAE fixed to 5%. Our approach provide the same accuracy

with shorter variables and therefore, it achieve higher speedup.

2.2.2 In-situ Computing with Bitwise Operations

SRAM-based [22] and DRAM-based [23, 2, 12, 24] in-situ accelerators often support only bitwise operations.

An NVM-based in-situ accelerator, Pinatubo [25], also proposes to change the sense amplifiers to enable

bitwise operation for NVMs. A limited number of applications can benefit from bitwise operation. Recent

works [2, 26] implemented binarized and 2-bit quantized deep neural networks using in-situ accelerators. In

most memory technologies, employing row-wide complex ALUs imposes a significant hardware overhead. Li

et al., [2] evaluated the overhead of adding a 4-bit adder per every four bits of the row buffer and concluded

that it imposes more than 100% area overhead. Our proposed method has two advantages over these works.

First, we enable 32-bit complex operations such as multiplication and addition operations without imposing

a substantial hardware overhead. Second, our proposed method increases the flexibility of accelerators by

supporting conditional operations, operations with data/position dependency, and independent random

accesses to support a wider range of applications.

2.2.3 In-situ NVM-based Computing

Several prior works [27, 28, 29] employed the analog computation capability of ReRAM technology to perform

matrix-vector multiplication. Our proposed method differs from such methods in three aspects. First, these

technologies are memory-technology dependent and often use multi-bit memristor devices, which are unreliable.

These techniques are neither applicable to SRAM/DRAM, nor commercialized NVM memories [30] such as

3DXpoint [31]. Second, they require analog-to-digital converter (ADC) and digital-to-analog converter (DAC)

(ADC/DAC) blocks that impose significant hardware overhead (98% of the total area) and power overhead
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(89% of the total power consumption) [30]). Third, performing multiplication and addition operations by

approximately measuring the current introduces potential imprecision. A recent work, FloatPIM [30], designs

a CNN accelerator for training by enabling floating-point matrix-vector multiplication in memory blocks,

without requiring ADC/DAC. To this end, this approach copies the vector (which is the shared value), not

only in each subarray but per each row of the matrix, to enable parallel multiplication and addition, imposing

capacity and energy overhead. They change the entire memory architecture and interconnection, and as

a result, the memory cannot be efficiently be accessed as a normal memory. Furthermore, it implements

addition and multiplication using multiple bitwise operations and depends on the computation capability

of memristors. Furthermore, it implements addition and multiplication using multiple bitwise operations

and depends on the computation capability of NV memories. Since NV memories allow a limited number of

write operations, NVM-based solutions that frequently write to memory have low endurance. For example,

GRAM blocks fail after only one day. Therefore GRAM’s authors propose to employ endurance management

techniques that extend the lifetime to 496 days [32].

2.2.4 Flexible Cores in DRAM Layers

In the first round of research on processing in memory, in the 1990s, a variety of works [33, 34, 35, 36, 37, 38])

proposed to add flexible cores per each bank or per entire DRAM chip. Some of these proposals [39] add one

processor per entire DRAM, plus multiple bank-level buffers. In these proposals, each column of these buffers

moves toward the single processor. This imposes a high cost of data movement, is not scalable for modern

DRAMs with many banks and subarrays, and limits parallelism. Our buffers enable sequential word-level

access with subarray-level parallelism. Recently UPMEM [40] has described a product with a complex core

per each bank of 64 MB. Fulcrum instead adds a simple processing unit per 1 MB and consequently provides

higher parallelism and imposes less overhead for data movement (Our evaluations show that the energy

consumption of accessing data at the edge of a bank through GDLs is at least 3× as much as that of a

floating-point addition). More importantly, traditional cores impose a significant overhead of control and

access for sequential operations. This overhead might be acceptable for far-memory cores for two reasons.

First, for these cores, the ratio of this overhead compared to the overhead of data movement is negligible.

Second, these cores use the small technology size and have a high frequency, whereas cores in DRAM layers

have to use large technology size and have a low frequency. Consequently, the overhead of the extra cycles for

such control and access mechanism becomes significant for in-memory cores. Fulcrum accelerates sequential

operations and reduces the overhead of access and control.



Chapter 3

An Overflow-free Quantized Memory

Hierarchy in General-Purpose

Processors

3.1 Introduction

Data transfer across the memory system and interconnect constitute a significant fraction of the total energy

and performance in memory-intensive applications [41, 42, 43, 44, 45, 46]. Prior works [4] show that the

energy cost of fetching a 32-bit word of data from off-chip DRAM is 6400× higher than an ADD operation.

This trend worsens as the processor technology moves to smaller nodes.

Prefetching and forwarding techniques [47] can alleviate the performance cost but they can not reduce

the energy cost of data movements. Therefore, several approaches proposed to trade off the accuracy for

the size of transferred data by omitting (truncating) a certain number of least significant bits (LSBs) in

the mantissa of floating-point numbers [1, 8]. We refer to these methods as OLSB. Two factors limit the

benefit of such techniques: (i) the overhead of eight bits for the exponent, and (ii) the high error that

grows with the value of the exponent. In other words, the larger the magnitude of the value, the higher

the absolute error (the magnitude of error). Despite the unfavorable effects, the floating-point format and

the exponent part are necessary for supporting a wide range of values. In fact, the floating-point format

is popular among developers because it supports a wide range of values and decreases the probability of

overflow during arithmetic operations. Due to this popularity, processor vendors added floating-point ALUs

12
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as soon as there were enough transistors available on the chip.

Our characterization demonstrates that, in real applications, most of the data values lie within a limited

range and only a small fraction of data values are located at the tail of the distribution where these values

are relatively further from the average. We define these values as outliers. Based on this observation, we

make a case for using a specific type of quantization (biased fixed-point), as a mean to reduce the bitwidth of

the variables and reduce the cost of data movement. This type of quantization maps a range of values to a

set of discrete indexes and therefore it requires few bits to represent indexes [4, 48, 49, 50].

Figure 3.1: Quantizing a range of values to 3-bit integers

Figure 3.1 shows that this type of quantization reduces the number of bits required for representing values

in the range of 1.25 to 2.75 by dividing the range into six steps (∆=0.25) and mapping them into 3-bit

integers (step-index). In this method, outliers can significantly expand the range and consequently increase

the number of bits required to represent the quantized values, even though they are accessed very infrequently.

A simple solution for handling outliers is to map values that result in overflows to the maximum or minimum

of the range. The effect of such mapping depends on the application. For example, in BlackSholes, mapping

outliers to the maximum or minimum of the range increases maximum absolute error by 116%, 333% and

69355% for bitwidth of 4, 8, and 12, respectively (as bitwidth increases our method’s error decreases and

hence the ratio of the error caused by outliers to our method's error increases).

A software implementation of quantization in general-purpose processors imposes a significant conversion

overhead and programmer’s effort, is prone to overflow, and more importantly, can not unlock maximum

benefit for variables that require less bitwidth than standard variables. It has to use only 8-bit, 16-bit, or

32-bits variables and hence it imposes significant (e.g., 100%, 77%, or 88% for 4-bit, 9-bit, or 17-bit variables,

respectively) cache space and memory bandwidth overhead (more details in Section 3.2).

Due to these constraints, quantization is popular in accelerators, where the bitwidth can be customized [9,

10, 11]. However, having one accelerator for each application, especially in consumer devices, is impossible,

due to space constraints, scheduling overheads, communication overheads and, interconnection limitations.

The goal of this work is to propose and evaluate an overflow-free and transparent architectural support

for quantization in memory hierarchy of general-purpose processors to accelerate a large domain of memory-
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intensive applications, where variables can be represented with minimum and flexible number of bits. Our

hardware modules act as accelerators for conversions that transparently quantize and dequantize cache blocks

as they move between L1 and L2 (or alternatively between L2 and L3). Accordingly, the data values are

quantized in the memory hierarchy in L2 and beyond and are de-quantized when transferred to L1, saving

the capacity of L2, L3, and memory as well as bandwidth of L3 and memory. The values are in their original

format in L1 and hence quantization causes no overflow during computation. To prevent overflow while we

quantize and transfer data to L2, we propose to store and represent outliers in a separate space, assigned to

outliers, and propose a mechanism for retrieving these values.

Quantization could be considered as a specific type of compression. However, cache compression techniques

impose a significant metadata overhead and need a complex mechanism for locating the address of compressed

values in compressed caches (translating the address). Due to these overheads, most of the cache compression

techniques are only amenable for L3 [5, 6] and not applicable for L2 (more details in Section 3.2). We observed

that the inefficiencies stem from the fact that compressor and decompressor have minimum information about

the program and obliviously search for value locality within each cache block that they receive [5, 7]. We

exploit the predictability of the range of values and fixed bitwidth in quantization and devised a software-

hardware interaction to address inefficiencies in cache compression techniques. The interaction transfers

specific characterization of applications such as data layout, distribution of values, and tolerable error

(translated to mid, step-size, and bit-width) to hardware. Our hardware modules use this information to track

which pages belong to which array of the application and hence store metadata only once for all pages of

an array, reducing the metadata overhead. More importantly, our hardware modules exploit the bitwdith

information for a light-weight address translation mechanism, implemented by arithmetic operations. This

simplified address translation mechanism enables us to have a compressed L2 in addition to L3.

This paper makes the following contributions:

• We characterize 11 real data sets to show that real applications operate on data values within a particular

narrow range, with only few outliers out of the range, suggesting that a significant portion of values can

be represented by few bits.

• We propose efficient techniques to provide support for quantization in hardware. First, we propose a

simple software-hardware interface to specify quantized variables and the necessary parameters. Second,

we introduce efficient hardware modules that transparently quantize and dequantize cache blocks between

a upper-level cache and a lower level cache. Third, we propose an efficient way of supporting outliers.

• Our evaluation of approximate applications shows that quantization provides on average 39-98% better

accuracy compared to the techniques that omit the LSBs. Quantization provides on average a speedup of
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1.40/1.45/1.56× and energy reduction of 24/26/30% compared to a baseline that uses full-length variables

in a 4/8/16-core system. We have synthesized the RTL implementation of our hardware modules [51] and

the synthesize report shows that our method adds only 0.25% area overhead to the baseline processor.

3.2 Motivation

In this section, we explain the benefit of hardware-based quantization over three alternative approaches: (i)

quantization in software, (ii) OLSB, and (iii) cache compression.

3.2.1 Quantization in Hardware versus Software

A software-based implementation of the quantization method suffers from four disadvantages. First, it imposes

the overhead of multiple instructions for each conversion. Figure 3.2 (a) demonstrates multiple examples of

necessary conversion points: (i) quantization before storing values in arrays ( 1 and 3 ), (ii) dequantization

before functions that requires the real values, such as sine and cosine ( 2 ), (iii) dequantization before

computation on non-quantized values ( 4 ), (iv) conversion to avoid overflow ( 5 ), and (v) dequantization

before storing the final results in the output file ( 6 ). Second, it is error-prone as programmers should

manually detect the locations of necessary conversions. Third, when the required bit-width is 1-7, 9-15, 17-31,

it uses 8-bit, 16-bit and 32-bit variables, respectively (to avoid the overhead of addressing and extracting a

few bits in a sequence of bits), imposing up to 700%, 77% and 88% overhead of cache space and memory

bandwidth. Fourth, it cannot represent outlier values, which is quite common in real data sets (explained in

Section 3.3). For example, in Blackscholes, most price values can be represented by 6 bits but the maximum

price requires 18 bits. With no support for outliers, software-based quantization has to use 32 bits for all

values. We can implement our proposed method for outliers in software and store them in a separate array.

However, in this case, quantization ( 7 ) and dequantization ( 8 ) functions becomes more complex as they

have to check outliers and read/write outliers from/in a separate space( Figure 3.2 (b)).

3.2.2 Quantization versus Omitting the LSBs.

This section discusses two major benefits of using quantization in approximate applications.

(i) Lower relative error/shorter bit-width. Figure 3.3 (a) compares the error introduced by quantization

to the error introduced by OLSBs while varying the bit-width from 4 to 30 in eight popular approximate

applications (details on the methodology is available in Section 3.6.1). For OLSB, we use one bit for the

sign and the rest of the bits for mantissa (unless the bitwidth is 4 bits, where we use one bit for the sign

and three bits for exponent and assume mantissa is one). The accuracy metric here is the average relative
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Figure 3.2: Quantization in software
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Figure 3.3: Final output error using quantization vs. OLSB

error (average of the percentage of error for all output variables), which has been used in prior works on

approximation [1, 58, 59]. This figure clearly shows that, for any given bit-width, quantization’s error is lower

than OLSB’s error. It also shows that, for the same level of error, quantization requires fewer bits. Shorter

bit-width stems from the fact that, unlike OLSB, quantization does no need eight bits for the exponent part.
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(a) Angles

(b) Coordinates

Figure 3.4: Relative error for (a) angles, and (b) coordinates
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Figure 3.5: Variables in real datasets exhibiting a limited range (details in Table 3.1)

(ii) Lower absolute error/shorter bit-width. When the accuracy metric is the relative error, the

magnitude of the error can grow with the magnitude of the original value. However, many approximate

applications expect that the magnitude of error remains limited regardless of the original value. For example,

Inversek2j (an application from AxBench suit [58]), is an application that calculates the rotation angle

for a 2-joint robotic arm. Assume that we define a relative error of 10% as the tolerable error. In this

case, if the arm moves a small angle to hold the object, such as 30°, it will be off by only 3°, but for

large angles, such as 120°, the error becomes 12°, which is quite high and can potentially make the arm

miss the target object (Figure 3.4(a)). In reality, the acceptable error depends on the diameter of the

target object, which is a fixed value and does not depend on the original value of the rotation. Another

example is the inputs of Jmeint (from AxBench suit [58]) that analyzes the overlap of a pair of triangles

in the 3-D space. In the real world, the acceptable error for the coordinates of the point A should not

depend on the location of the center of the cartesian system (Figure 3.4(b)). For these applications, the

absolute difference between the original value and the approximate value defines the proper accuracy metric.



An Overflow-free Quantized Memory Hierarchy in General-Purpose Processors 18

0 200 400 600
Open price

0

500

Fr
eq

ue
nc

y

(a) Blksh, NYSE [52]

10 0 10
Net change

0

1000

Fr
eq

ue
nc

y

(b) Financial,
NYSE [52]

10 0 10
Sound amplitude

0

500000

Fr
eq

ue
nc

y

(c) FFT, ASD [53,
54])

3500 4000 4500 5000
EEG amplitude

0

20000

Fr
eq

ue
nc

y

(d) FFT, EEG [55]

10 0 10
Activation values

0

50000

Fr
eq

ue
nc

y

(e) VGG, Cifar10 [56,
57])

Figure 3.6: Histograms of data values in various applications

Unfortunately, when we omit the LSBs from the mantissa, the absolute error depends on the value of the

exponent (Error = (−1)S ×
(∑23

i=23−(l+1) M23−i2
−i
)
× 2E) which can lead to a high absolute error if the

exponent value is large whereas quantization limits the maximum possible absolute error to the step-size.

Figure 3.3 (b) demonstrates that, compared to OLSB, quantization lowers maximum absolute error in the

output of our evaluated approximate applications when the bit-width is varied from 4 to 30.

3.2.3 Quantization versus Cache Compression.

Cache compression techniques have three problems. First, they require metadata per cache block. For

example, Base-delta [7] shrinks the size of each cache block by subtracting the values within the block from

a base value. It requires 1-4 bytes for the base value per block. For a compression ratio as high as four,

the four bytes, per compressed block, imposes 25% overhead. Second, they can not achieve a reasonable

compression rate for two types of arrays: (i) arrays containing single-precision floating point values, where

variation in the least significant bits is high and (ii) arrays of structure or any other composite data type

with consecutive variables that are inherently different. Third, cache compression techniques, compress each

block of the cache into different size which requires a complex mechanism for locating the cache blocks. As a

result, they employ one of the three following techniques: (i) padding that pads compressed block so that the

size of each compressed block becomes an integer and power of two fraction of the size of the original cache

block (e.g. LCP [60]) (i) dividing the original cache block into integer number of segments and assigning

one tag per each segment (e.g. HyComp [5]), (ii) employing a completely decoupled tag array and data

array, where the tag array points to the start of the compressed block in the data array (e.g. Decoupled

compressed cache [6]). The first and second approach constraint compression ratio and the third approach

requires modification in the cache and a defragmentation mechanism for the data array. More importantly,

tag and data can not be accessed in parallel and will be accessed sequentially, doubling the latency of

caches (which is already around 36 cycles for modern large last level caches). Since the complex decoupling

mechanism cannot be employed for L2 caches, most cache compression techniques only compress the last

level cache. In quantization, the compressed bitwdith is fixed and the page offset of each compressed variable

can be determined by arithmetic operations. Section 3.4.4 explains that we exploit the fixed bitwidth to
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locate our compressed values using simple arithmetic operations and keep the original structure of the cache,

eliminating the decoupling mechanism. This enables us to quantize values in L2 in addition to L3. More

importantly, by transferring information about data layout to hardware, we track which pages belong to

which array of the application and hence store metadata only once for all pages of an array.

3.3 Key Observations and Key Ideas

This section explains three key observations that form three key ideas of this paper.

Observation 1: Data Values in a narrow Range. We characterize 11 real data sets [61, 62, 63, 64, 65,

66, 52, 54, 55, 57] used in different domains, such as machine learning, weather forecast, financial analysis,

signal processing, image recognition, etc. (details in Table 3.1). Figure 3.5 illustrates the box plot for several

variables in these datasets, where the box shows the range of values in the first to third quartile, the bars

show the lower and upper limit within 1.5× of the first and third quartile, and the values outside that range

are shown as dots. This figure clearly demonstrates that data sets for many approximate applications exhibit

values within a narrow range. The first key idea is that, given the narrow range of values, quantization can

be applicable to a wide range of applications and efficiently reduce the cost of data movement.
Table 3.1: Description of real data sets

Variable name Data set description

V1, V2, Amnt Credit card fraud detection data set [61]
CO, T, RH, AH Sensor data for air quality [62]
Temp, Wind, ISI Weather index for forest fire [63]
Loc, Abs, Rap, Ddp Speech data from parkinson patients [64]
X1, X2, Y2 Intrusion detection data set [65]
Sam, Dif Building shapes for energy efficiency [66]
W1, Nm1 Purchase in sale transactions [67]
Price, Net Stock exchanges [52]
SndA Sound amplitudes [54]
EEGA EEG amplitudes [55]
Actv (VGG) Images for deep learning [57]

Observation 2: Outliers. Figure 3.5 also demonstrates that some values will be outside the limited range

(outliers) and Figure 3.6 shows that data values in most real applications exhibit a normal/folded normal

distribution. According to the normal distribution definition, 99.99% of the data values are within 8 standard

deviation and only 0.0001 (0.01%) of the values fall outside this range. There are two common approaches to

deal with outliers in data analysis techniques [68]: (i) mapping outliers to a minimum or maximum value,

or (ii) processing the outliers with their original values if the outliers provide meaningful insight to the

analysis [68, 69, 70, 71]. Our proposed method provides support for both approaches. The second key idea
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is to use the lowest possible number of bits for the most common values and store and represent outliers

separately, for applications that require support for the second approach.

Figure 3.7: (a) Original and (b) quantized array of structure

Observation 3: Common data layout in memory intensive applications. Pointers impose a significant

overhead [72, 73, 74]. Consequently, memory intensive applications, with high spatial locality, layout data

in two different ways: (i) array of structures (AoS), or (ii) structure of arrays (SoA). For example, in

graph processing applications (which intuitively should use a linked list), we prefer arrays of edges and

vertices or sparse matrices[75], partly, because pointer chasing, dynamic memory allocation (for each element

of the data structures such as linked list) and additional random memory access of linked lists imposes

a significant overhead. Supporting quantized SoA is straightforward as consecutive elements have same

quantization parameters. However, providing support for AoS requires a complex metadata handling and

address translation mechanism (Figure 3.7 shows how AoS should be quantized). Accordingly, the third key

idea is communicating data layout to hardware and track which pages belong to which arrays to keep metadata

once per whole array and use the layout information for simplifying address translation. Communicating

the layout, also enables eliminating the unused bits before byte variables (used for alignment of composite

data types, as shown in Figure 3.7), compressing boolean values (which only need one bit), and compressing

integers within narrow range (assuming the step-size is equal to one).

3.4 Mechanism

We quantize and dequantize value in the memory hierarchy and keep the ISA, pipeline, load-store module,

controller, and data-path intact for three reasons. First, providing support for quantization in the processing

unit calls for invasive modifications in cores. Second, previous studies show that employing short variables in

the computation part of the systems, such as ALU, can significantly increase the error (due to arithmetic

overflow and inaccurate intermediate values) [1, 76]. Third, the cost of moving data is 6400 times higher

than ALU operations in modern processors [4]. Therefore, we focused on reducing the cost of data movement.

The location of conversion can be decided based on different tradeoffs (performance vs. power). Hereafter,

we assume that the conversion occurs between L1 and L2 caches, as it provides higher speedup by increasing

the effective size of L2. However, we also evaluate the performance improvement when the conversion point

is between L2 and L3 cache such that values are stored in the full-length format in both L2 and L1 caches
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(Section 3.6.6). In this section we answer seven questions: (i) how to determine the quantization parameters?,

(ii) how to transfer metadata to Hardware?, (iii) how to retrieve metadata?, (iv) how to locate quantized

values?, (v) how to quantize and de-quantized values?, (vi) how to handle corner cases?, and (vii) how to

avoid overflows?.

3.4.1 How to Determine the Quantization Parameters (Metadata)?

We observe that quantization parameters only depend on the nature of data and do not change significantly

with different data sets. For example, many speech recognition applications process the amplitude of people’s

voice [53, 54], which does not drastically change across different datasets. In the modern development process,

applications (such as machine learning applications) are trained and tested using some data set before the

deployment. During the execution (inference) phase, the application process data with the same nature.

Therefore, the quantization parameters can be derived using an offline profiler during the training and testing

phase. To determine the effectiveness of the offline profiling, we divide our dataset into training and testing

sets. Similar to machine learning training and testing, we kept at least 10% of the data for testing. For

datasets such as NYSE [52], we tracked the stock prices for 20 days to have more than 80000 observations for

training and ten days for testing. Some datasets such as CIFAR-10 [57] already have separated testing and

training sets (There are 50000 training images and 10000 test images). We used their partitioning for testing

and training. We profile applications using the training set to find the parameters for some specific average

relative error (e.g., less than 10%/5%/1%) and find that the parameters provide similar accuracy even with

the testing sets (the average relative error is 7%/2.2%/ 0.64%). Note that the quantization parameters can

be selected conservatively with a small overhead. For example, a conservative selection of 0.5×step-size (the

smaller the step-size, the lower the error) increases the bit-width only by one bit. Additionally, the offline

profiling does not need to be 100% accurate as our mechanism is capable of handling a small fraction of

outliers (explained in section 3.4.7).

Profiling can be a automated process. A parser detects arrays and the structure of arrays, then passes

this information to the profiler. The profiler detects whether the arrays are large enough and extracts the

quantization parameters for the specified tolerable error. A similar automated approach is being used for

accelerator designs [11, 8].

3.4.2 How to Transfer Metadata to Hardware?

After profiling, we need to communicate the quantization parameters obtained by profiler to software and

then from software to hardware. We have two options for transferring quantization parameters to software:
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//@quant<bitwidth, stepsize, mid> 
struct element{ 

    @quant <3, 0.25, 1> float price

    @quant <1, , > bool type

    @quant <5, 0.5, 0> float yield };

@quant element array1; 

array1(element*)malloc(n*sizeof(element));
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Figure 3.8: Software-hardware interaction

(i) automatic and static annotation of arrays with quantization parameters as shown in Figure 3.8 (a), and

(ii) putting the parameters in input arguments, so that it can be read at run-time, dynamically (useful for

API and library developers).

There are three essential steps involved in the communication of quantization parameters to hardware. First,

the compiler extracts the metadata from the annotated code. It extracts Bit-width, Step-size, and Mid values

of each filed of the structure (or address of the variables, in which these values are stored), as shown in

Figure 3.8 (a) and Figure 3.8 (b), step 1 . (For this step, we are mimicking the compiler support and do not

change the compiler itself). Then, the compiler passes this data to OS, using a specialized malloc function

(system call in step 2 ). Second, the malloc function assigns a page aligned space to the array and calculates

other required metadata (explained in Section 3.4.3). At this point, OS stores a few fields of metadata

required in the critical path in the page table (we extended page table entries to store these fields), and the

rest of metadata, in our proposed table, MetaData-Table (step 3 ). Third, once a page is requested, memory

management unit (MMU), as a part of its normal process, transfers page table entries to TLB, meaning that

metadata stored in the page table are transferred to TLB automatically. Our customized MMU also transfers

the corresponding metadata, stored in MetaData-Table, to our hardware module, called MetaData-Buffer

(step 4 ).

3.4.3 How to Retrieve Metadata?

Our proposed method requires two types of metadata. The first type of metadata, such as DeQWordCount,

is required for address translation between L1 and L2. DeQWordCount determines how many words (of L1

values) can fit in a quantized L2 block. DeQWordCount is an integer number (in Section 3.4.6 we explain

why it should be an integer number). Access to DeQWordCount is in the critical path as it is required for
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sending a miss request to lower level cache (L2). Hence, DeQWordCount is stored in the TLB so that it can

be accessed when the processor accesses the TLB for the traditional virtual to physical address translation.

Existing systems, such as Intel x86-64 systems [77] have up to 15 unused bits in their TLB entries. Our

proposed method requires 18 bits [78]. Accordingly, we only add three bits to the original TLB entry and

the total overhead per core is 216 bytes (in a system with 64-entry first level TLB and 512-entry second

level TLB). The second type of metadata, including Step-size, Bit-width, and Mid, is required for data

conversion, We introduce a new hardware module, the MetaData-Buffer, to store the metadata required for

data conversion. Thanks to our MetaData-Buffer, our method can mix compressible and non-compressible

data. In our MetaData-Buffer (a full description of each field and its purpose is available at our online

documentation [78]), for each variable of the structure, we have a one-bit field, called “Conv?” that determines

whether that field needs conversion or not.

3.4.4 How to Locate Quantized Values?

When compression/decompression happens between two level of caches, page number and page offset of the

values in the decompressed cache are different from those of compressed cache. Unlike most cache compression

techniques, we do not need decoupling the tag array and the data array for address translation. In fact, our

fixed bitwidth enables address translation using arithmetic operations, which is performed by two modules:

(i) BitLocationFinder, and (ii) Offset-Divider.

We built upon prior works [60, 79] that allocate smaller page within a 4KB page and add few bits in the

page table entries that point to the start of the smaller page within 4KB pages. Therefore we only need to

translate page offset. We explain this process using two examples.

Example 1, an array of float numbers (float Arr[1000]: In this example, each element can be quantized

with 5 bits, and each cache line of the system has 64 bytes (512 bits). As a result, each L2 block accommodates

102 quantized words(DeQWordCount=512/5=102 (the division is implemented by multiplication by reciprocal

and takes 2.5 cycles)). Step 1 , an L1 eviction happens. Step 2 : Offset-Divider simply divides the word

number of the virtual offset(Vofset) by DeQWordCount, to determine the index of the L2 block that contains

the missed L1 block(index = (V ofset >> 2)/102). Since the index is ready, L1 can send the write-back

request to L2. Step 3 : while L2 is finding the L2 block containing the evicted block, the BitLocationFinder

finds the exact location of the evicted L1 block within the L2 block. To this end, the BitLocationFinder

multiplies the quantized bitwidth by the remainder of the last division ((V ofsett >> 2%102) ∗ 5).

Example 2, an AoS: In this case, BitLocationFinder needs two metadata: (i) AccLen and (ii) StartWord.

AccLen is a field of our MetaData-Buffer. Per each variable of the structure, AccLen stores the accumulated
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quantized length of preceding variables in the structure. This field optimizes BitLocationFinder to lower the

complexity of address location calculation. StartWord is a field in the TLB extension that indicates with

which word of the structure the page starts. BitLocationFinder first finds how many complete structures

exist before the start of the L1 block and then multiply this number by the quantized size of the structure.

lengthOfCompleteStructures =((( Vofsett >>2)% DeQWordCount)/NumWordInStructure)*

QntStructBits.

Then it uses AccLen and StartWord to calculate how many bits are required for any partial structure before

the start of the L1 block. The remainder of the last division determines how many words exist in the partial

structure.

remainder =((( Vofsett >>2)%DeQWordCount)% NumWordInStructure)

BitLocationFinder determines with which word of the structure, the partial structure ends

end =(( Vofsett >>2)+StartWord)%NumWordInStructure

Then it calculates the number of bits in the partial structure and adds this to the lengthOfCompleteStructures.

if(end > remainder) {

start=end -remainder

BitLocationStart= AccLen[end]-AccLen[start]+ lengthOfCompleteStructures;

}else{

start=NumWordInStructure+end -remainder

BitLocationStart= AccLen[NumWordInStructure +1]- AccLen[start ]+ AccLen[end]+

lengthOfCompleteStructures;

}

This operation, on cache misses, overlaps with reading the block from L2 and, on writebacks, lies out of the

critical path and does not hurt performance (The above pseudo code is developed to simplify the explanation

and differs from our optimized Verilog implementation).

3.4.5 How to Quantize and De-quantized Values?

The de-quantization process is on the critical path of a L1 miss whereas quantization only happens during

the writebacks. Therefore, we design a parallel de-quantizer for efficient and fast conversion that performs

the computation shown in Equation 3.1. Since the Step-size is a power of two number, the multiplication

in Equation 3.1 can be implemented as a summation of the exponent of Step-size and exponent of Index+

QuantizedMid (In fact, we store the exponent of Step-size in the MetaData-Table) and a leading one detector

module (LOD) can calculate the exponent of Index+QuantizedMid. We propose a 16-way parallel module

where each of the ways takes a 32-bit word (extracted through a crossbar) from the cache block as its input
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and converts them in parallel (Figure 3.9). We synthesize the modules using an industry-standard 1xFinFET,

and the latency of the whole process is 1.6 ns (4.8 cycles in 3GHz frequency).

X̃ = (Index+QuantizedMid)× step− size (3.1)
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Figure 3.9: The De-quantizer module

3.4.6 How to Handle Corner Cases?

As an extra optimization, we relax the constraint of fitting only integer number of L1 blocks in L2 blocks to

avoid the overhead of padding. As a result, naively unpacking a L2 block generates one or two partial L1

blocks on de-quantization, wasting cache space and requiring some extra metadata per cache block to track

the valid words of the block. Alternatively, we place the partial blocks in the prefetch buffer until the rest of

the block arrives to avoid extra metadata and wasted space in L1. We evaluate a 4-entry prefetch buffer

(similar to the original prefetch-buffer paper [80]). As our method is word-aligned, we only add one valid bit

per word to the prefetch buffer (total overhead of 64 bits). On a L1 miss, our Offset-Divider generates

a miss for the L2 cache block that contains the missed address. Subsequent requests to the valid part of

the partial block are serviced from the prefetch buffer and cause no miss. Once an address from the rest of

the partial block is requested, the Offset-Divider module will generate a miss request for the subsequent

L2 block. Note that we always store an integer number of quantized words in an L2 block (determined

by DeQWordCount). Therefore, No L1 word spans two L2 blocks, ensuring that Offset-Divider never

generates two L2 miss for one word, avoiding complexity in miss status history register (MSHR).
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3.4.7 How to Avoid Overflows?

We provide two options for dealing with the outliers that does not fit in short bitwidth and may cause

overflows: (i) mapping the outliers to the maximum or minimum of the range that can be represented using

the same bit-width used in the quantization process, and (ii) storing the outliers in the original floating point

format in a separate space. We explain how we support the second option using a walk-through example that

shows a scenario with an outlier in a block.

Step 1 : L1 evicts a cache block. Step 2 : the converter tries to quantize the evicted block and send it to the

L2 but it detects an oulier in the evicted block. Step 3 : the converter fills the location of the value in the L2

block with an outlier indicator (we assign both all-one or positive-all-one values as outlier indicators. For

example, for a quantized value with bit-width of four, outliers will be stored as ”1111”). Therefore, the layout

of data in L2 does not change. Step 4 : to preserve the real value of the outlier, the converter also sends a

message to memory, containing the real value of the outlier along with Voffset of the value to be stored in the

reserved space, extra b blocks at the end of each page, after the quantized values (In case the reserved block

space cannot accommodate a new outlier, the memory controller informs the OS to convert the quantized

page to a normal page). Step 5 : when this block is requested again (on a L1 miss), the converter sees the

indicator and detects that the related value is stored as an outlier. Thus, the converter sends a memory

request to get the real value of the outlier from the reserved space. To this end, the memory controller reads

the reserved blocks for outliers and scans these blocks until it finds the Voffset of the requested variable. The

real value of the outlier is stored next to the Voffset. Therefore, while L2 stores the outlier indicator, with

the same bitwidth of quantized values, L1 always stores the real value of the outlier and we never give up the

wide range that floating point format can support.

In our evaluation with real data sets, we notice that the fraction of outliers is significantly low (less than

0.005%) and the overhead of retrieving the outliers does not hurt the performance (evaluated in Section 3.6.6).

3.5 More Walk-Through Examples

In this section, we explain the necessary steps during loading a new page, a L1 miss, and a L1 eviction. The

steps are marked in Figure 3.10.

Steps during loading a new page: There are three steps involved in this process: (i) once processor loads

a new page, our proposed boolean filed, IsQuant in the TLB entry indicates whether the page is quantized or

not, (ii) if the page is quantized, our proposed MetaDataID field of the TLB entry specifies the Id of the

corresponding MetaData-Set in MetaData-Table of the corresponding virtual space, (iii) when a TLB entry
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Figure 3.10: Overall architecture of hardware quantization

is loaded, the Address Space ID (ASID) + MetaDataID of the TLB entry is compared against the ASID+

MetaDataID of all the sets. In case of a miss, MMU assigns one of the free sets in the MetaData-Buffer to the

MetaDataID and loads the corresponding MetaData-Set of the MetaData-Table in the MetaData-Buffer

(Figure 3.10 13). Note that each TLB entry traditionally has the ASID. Accordingly, we store ASID+

MetaDataID in each set of the MetaData-Buffer.

Steps during a L1 cache miss: There are three steps.

1. finding the address of the L2 block that contains the quantized values: Traditionally, for each load or store

instruction, processor uses virtual offset (Voffset) to access L1 and virtual page number (VPN) to read the

corresponding TLB entry and extract the the physical page number (PPN). In our method, on a L1 miss, if

the IsQuant of the TLB entry indicates that the missed address belongs to a quantized page, L1 sends the

Voffset to the Offset-Divider (Figure 3.10 1 ) and send PPN to L2 ( 2 ). The translator divides the Voffset

by the DeQWordCount value to generate the page offset (Poffset) of the L2 block and sends this offset to the

L2 cache ( 3 ).

2. Getting quantization parameters: While, waiting for the L2 block to be received, the TLB sends the

MetaDataID to the Converter ( 4 ). The Converter uses the MetaDataID to read the quantization parameters

from the MetaData-Buffer ( 5 and 6 ).

3. Conversion: When L2 sends the quantized block to the Converter ( 7 ), the Converter uses the

quantization parameter to de-quantize the block and sends back multiple de-quantized blocks to L1 ( 8 ).

Steps during a L1 write-back: There is no TLB access during the write-back. Accordingly, we store the

MetaDataID, in the L1 cache tag. Quantization in write-back has two steps.

1. Getting quantization parameters: When L1 evicts a dirty block from a quantized page ( 9 ), the MetaDataID

is read from its tag and the Converter uses this MetaDataID value to read the quantization parameters from

the MetaData-Buffer (10 and 11).
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2. Conversion: The Converter quantizes the block and calculates the location of the block in the quantized

L2 block (using the BitLocationFinder module), and sends the quantized block to L2 (12). Upon receiving

the block, L2 updates data at the correct location within the quantized block.
Table 3.2: The configuration of simulated systems

Component Parameters

Processor 4/8/16 cores, 3 GHz, 8-wide issue

L1
64B cache-line, 2-way associative,
32KB, private, 4 cycles

L2 8-way associative, 256KB, private, 12 cycles

L3
16-way associative, 8/16/32 MB, shared,
36/43/58 cycles

Prefetch buffer 4-entry
Memory system DDR3 1600 x64, 2 channels
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Figure 3.11: Effect of bitwidth on speedup for microkernels.

3.6 Evaluation

3.6.1 Methodology

To evaluate the performance and energy consumption of our proposed method, we augmented Gem5 [81] and

McPAT [82] with timing and energy model of our proposed components. For simulation configuration, we

use the specification of Intel Core-i7 Haswell processor (listed in Table 5.1) and add a penalty of five cycles

(explained in Section 3.4.5) to model the conversion latency of a parallel converter module. We evaluated

four microkernels: (i) Hist (calculates the histogram of a vector of values), (ii) Mean (calculates the mean of

a vector), (iii) Axpy (Y = α×X + Y ), and (iv) VecAdd (Z = X + Y ). We also evaluated eight applications

from different domains: four applications from AxBench [58] (Blksh, Sbl, Inv2j, and FFT), three convolution

with configuration of three different layers of the deep learning application with high, moderate, and low

locality (FstAlx, Conv, and LstVg), and a Dot product kernel (Dot). For the eight applications, we used

standard data sets for each application [53, 54, 55, 83, 56, 57, 52]. Our evaluated workloads represent modern

applications, which are highly memory-intensive and exhibits a large memory footprint. Prior works have

shown that these applications are bottlenecked by the cost of data movement [4, 43, 84]. However, in order



3.6 Evaluation 29

4 8 12 16 20 24 28 32
Bitwidth

1.000

1.025
Sp

ee
du

p 
ov

er
 fu

ll-
le

ng
th

4 Cores 8 Cores 16 Cores

10
610
510
410
310
210
110

010
1

M
A

E 
(lo

g 
sc

al
e)

Max absolute error (right axis)

(a) FstAlx
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(b) Blksh
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(c) Conv
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(e) FFT

4 8 12 16 20 24 28 32
Bitwidth

1.0

1.1

Sp
ee

du
p 

ov
er

 fu
ll-

le
ng

th

4 Cores 8 Cores 16 Cores

10
3

10
2

10
1

10
0

M
A

E 
(lo

g 
sc

al
e)

Max absolute error (right axis)

(f) Inv2j
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Figure 3.12: Effect of bitwidth on speedup and maximum absolute error
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Figure 3.13: Energy reduction
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Figure 3.14: Source of improvement
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Figure 3.15: Comparison against ACME [1]

to be comprehensive, we also evaluated two computation-intensive applications (FstAlx and Inv2j), which

inherently do not benefit from reducing the cost of data movement.
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3.6.2 Performance Improvement and Error Analysis

Figure 3.11 illustrates the effect of bitwidth on speedup for four microkernels. Mean has one memory access

per compouation, Hist has two memory accesses but one of them is often cached, Axpy has two memory

accesses per computation and VecAdd has three memory accesses per computation. This figure shows that

the narrower the bitwidth, the higher the speedup. It also shows that for VecAdd with three memory access

per computation, a small reduction in bitwidth (e.g. bitwidth of 24) can not compensate the conversion

penalty. However, for smaller bitwidth, such as four, the reduced memory bandwidth provide a significant

speedup. Figure 3.12 shows the speedup (on the left axis) and maximum absolute error (on the right axis)

per bitwidth for eight applications using real data sets. Our proposed mechanism achieves on average 1.6×

(up to 2.7×) speedup over the baseline system.

There are four observations that we draw from Figure 3.12. First, the shorter the bit-width, the higher the

speedup, demonstrating that reduction in data movement directly impacts the overall performance. In rare

cases, such as Sobel, access pattern with the 8-bit variables causes more conflict misses than 12-bit variable,

causing unexpected slowdown in a 4-core system. Second, a system with a higher number of cores gains

higher speedup from reduction in data movement, due to the higher contention in caches and memory. Third,

applications with a low temporal locality, such as LstVg, gains the most benefit from our proposed method.

On the contrary, applications that have a high temporal locality gain the least speedup (e.g., FstAlx [85]

achieves less than 1.04× speedup). Fourth, the shorter the bit-width, the higher the maximum absolute

error, except for applications such as Sbl, where the values (pixel values) inherently can be represented by 8

quantized bits, without significant accuracy loss.
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Figure 3.16: Sensitivity analysis

3.6.3 Energy Consumption

We model the energy consumption of all memory elements (such as MetaData-Table, etc.) and all arithmetic

operations using McPAT [82]. Figure 4.13 demonstrates the average energy reduction of the evaluated

benchmarks over the baseline when we vary bit-width and number of cores. It shows that the energy cost of

data movement decreases when the applications use shorter bit-width.
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3.6.4 Source of Improvement

The performance and energy benefits of quantization stem from two sources: (i) reducing the number of

cache misses (due to an increase in the effective size of L2 and L3 and also due to loading one quantized block

instead of multiple full-length blocks), and (ii) decreasing the memory bandwidth consumption. Figure 3.14

demonstrates that reducing the variable length from 32 bits to 6 bits reduces L2 misses/L3 misses/BW

consumption on average by 77%/82%/74% in a 16-core system. None of the evaluated application fit in L1

and L2. Since the L3 is shared among cores, LstVg does not fit even in its share of L3 (before quantization).

Some applications such as Blksh, fit in L3, but they do not show locality with long reuse distance, so they

experience a high L3 miss rate. As an example, for Blksh, the L1 miss rate is 0.006052, the L2 miss rate is

0.877949, and the L3 miss rate is 0.999938. For FFT, L1 miss rate is 0.039064, L2 miss rate is 0.966428, and

L3 miss rate is 0.34570956478. for LstVg, the L1 miss rate is 0.006861, the L2 miss rate is 0.917308 and

0.9999.

3.6.5 Comparison with Prior Works

Figure 3.15 compares the performance of our proposed method against ACME [1] that omits the LSBs to

shorten the variable lengths. We evaluate both of the mechanisms with the specific bit-width that achieves

the same level of average relative error (ARE) and maximum absolute error (MAE). Figure 3.15 (a) and 3.15

(b) show that our proposed method can achieve up to 31%/26% performance improvement with ARE/MAE

fixed to 5%. We provide the same accuracy with shorter variables and therefore, achieve higher speedup.

Figure 3.15 (c) and 3.15 (d) show the reduction in the number of bits compared to ACME when we vary the

accuracy. On average, the bit width reduction in the quantized variables are 5.62/5.25/5.1/6.2 bits (ARE)

and 6.62/6.62/6.5/5.7 bits (MAE) when the error rate is 10%/5%/1%/0.1%.

3.6.6 Sensitivity Analysis

In this section, we analyze the effect of four parameters: (i) de-quantization latency, (ii) quantization latency,

(iii) the fraction of the outliers, and (iv) the location of the conversion in the memory hierarchy, in a system

with 4 cores.

(i) De-quantization and (ii) Quantization latency. The conversion latency depends on many design

parameters (e.g. technology size, parallel vs serial Converter, etc.). Figure 3.16(a) shows that for a de-

quantization latency as large as 20 cycles, our proposed method achieves 1.38× speedup on average. The low

sensitivity to the quantization latency stems from the fact that a quantized L2 block fills multiple de-quantized

L1 blocks and consequently subsequent L1 hits amortize the additional conversion penalty on a L1 miss. The
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speedup is insensitive to the quantization latency (Figure 3.16(b)) because quantization occurs on writeback

requests which are out of critical path.

(iii) The fraction of the outliers. We find that the fraction of the outliers is very low (the highest rate

belongs to Blackscholes and FFT where the fraction is 0.00001, 0.00002, respectively) that they impose a

negligible overhead. In order to analyze the overhead of the outliers, we synthetically varied the fraction of

outliers from 0.00001 to 0.1. Figure 3.16(c) shows that the fraction of outliers does not affect the performance

except for a high fraction such as 0.1. The insensitivity to the fraction of outliers stems from the fact that

the access to outliers is not on the critical path unless the outlier is in the missed L1 block ( and not in the

rest of unpacked blocks). Figure 3.16(d) shows that for some applications such as FFT (with relatively high

L2 miss rate), the accesses to outliers may occur on the critical path and in that case, even a lower fraction

such as 0.01 can significantly impact the performance.

(iv) Location of the conversion. So far, we evaluated the performance of our proposed method when

data conversion occurs between L1 and L2. Figure 3.16(e) evaluates the alternative design, where conversion

happens between L2 and L3. As a result, the conversion happens less frequently, decreasing the energy

consumption. This figure shows that placing the conversion point between L2 and L3 provides on average,

1.22× and up to 1.4× speedup.

3.6.7 Quantization vs. Compression

The most related cache compression technique that takes into account the effect of data type and the effect

of floating point is Hycomp [5].

Figure 3.17(a) illustrates that Hycomp yields only a compression ratio of 1.85 on average whereas our

method itself yields the ratio of 4.78. Although, quantization on top of compression achieves a higher

compression rate (7.83), a variable cache block size of compresssion will again require a complex mechanism

for finding the location of cache blocks. We evaluated the effect of decoupling the tag array and data

array in the last level cache. Figure3.17 (b) shows that the latency of access to the decoupled tag and

data array nullifies the higher compression rate that can be achieved by employing compression on top

of quantization. Figure 3.18 demonstrates that address translation by BitLocationFinder and corner case

handling (Section 3.4.6) outperforms padding (which is proposed by LCP [60] to avoid the cost of decoupling

tag array and data array), on average by 20% and up to 45%, in a 4-core system, where average bit-width is

18.
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Figure 3.17: Quantization vs. compression
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Figure 3.18: Padding (LCP) vs. BitLocationFinder

3.6.8 Software-based Quantization vs Hardware-based Quantization

Figure 3.19 demonstrates that our hardware-based design delivers 1.54× speedup compared to software-based

approach, in a 4-core system. The speedup stems from less data movement and lower conversion overhead.

We tried our best to manually optimize the code and perform conversion only when it is required. One of the

benefits of our method is that the programmer does not need to think about optimizations, overflows, and

outliers for every line of arithmetic computations in the code. In software, for applications such as Blackscholes

we had to use standard 32-bit variables to cover the outliers that require 18 bits. With quantization in

hardware we can employ 6-bit variables for Blacksholes and store outliers in their original format in a separate

space.

3.6.9 Quantization vs. Prefetching

Unlike our method, prefetching can not alleviate the energy cost of data movement and do not increase the

effective size of caches or decrease the memory bandwidth consumption. However, we can employ quantization

in tandem with a prefetcher to hide the conversion latency. Prefetcher tracks physical addresses and does not

need address translation. Therefore, we modified the prefetcher to record the MetaDataID for the previous
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Quantization

in hardware vs. software
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Figure 3.20:
Quantization vs. prefetching

misses and use it for de-quantizing the prefetched blocks. Figure 3.20 shows that our method achieves on

average 1.6× speedup over prefetcher. Figure 3.20 also demonstrates that our method along with prefetchers

can achieve on average 1.46× speedup over the baseline system.

3.6.10 Hardware Overhead

We design and synthesize the modules using an industry-standard 1xFinFET technology with foundry

models.The total area of our modules, per core, is 0.012455 mm2. Accordingly, 16 modules in a 16-core

processor impose 0.2% area overhead (we scaled the area of the processor in 22 nm technology, obtained from

McPAT [82], to derive the area of the processor in 1xFinFET technology). The total overhead is 0.25% of the

original processor.

3.7 Related Work

Bit-width Reduction Techniques. Several studies employed the OLSB method for ASIC and FPGA

designs to customize the bit-width [8, 9]. Prior works also show the energy reduction of quantization with

arbitrary bit-width in acceleretor design and provide a framework for deciding the bit-width [10, 11]. However,

these solutions cannot be adopted in the general-purpose processors. The only general-purpose solution,

ACME [1] employs the OLSB method which has lower accuracy and lower performance than quantization.

Software-based Quantization for Specific Applications.

Due to high overhead, software-based quantization is not a popular technique unless in three following

cases: (i) to compress data before storing in storage [86], (ii) to compress data before offloading data to

accelerators [4, 87], and (ii) in some cheap embedded processors [88, 89] that cannot accommodate floating

point ALU, where the cost of conversions is less than the emulation of floating point operations on integer

ALU and programmer’s effort for manipulating integers pays off.
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Approximate cache techniques. Cache approximation techniques [90, 91] also reduce the cost of movement

and storage of data. We do not compare against any other approximate cache techniques, as ACME [1]

(to which we have compared our method in Section 3.6.5) shows performance improvement over the prior

approximate cache techniques, Doppelganger [90].



Chapter 4

Fulcrum: a Simplified Control and

Access Mechanism toward Flexible and

Practical In-situ Accelerators

4.1 Introduction

The energy consumption and execution time of applications with low computational intensity (low computation

per datum) is mainly due to the high cost of data movement [92, 93]. This is illustrated by a prior work

that shows the energy cost of fetching a 32-bit word of data from off-chip DRAM is 6400× higher than

an ADD operation in 45 nm technology [4]. We refer to applications with low computational intensity as

memory-intensive applications. In the Big Data era, many applications, such as data analytics, scientific

computing, graph processing, and machine learning, are memory-intensive.

To minimize the cost of data movement, recent studies have explored the possibility of processing data

near or even inside the memory (PIM), for example, TOP-PIM [94], DRISA [2], Ambit [12], SCOPE [95],

PRIME [29], ISAAC [28], and TOM [96].

Memory is designed in a multi-level hierarchy, consisting of vaults (in 3D stacked memories), banks,

subarrays, etc. (more details in Section 6.2). PIM designs vary based on the level of the memory hierarchy at

which the computation is performed. In-situ [2, 12] computing is one of the most aggressive forms of PIM

that processes data in the row buffer, very close to the subarrays in which the data are stored. The subarray

level provides a high throughput for two reasons: (i) the low latency of each access at the subarray level, and

36
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(ii) high subarray-level parallelism (e.g., Hybrid Memory Cube (HMC) has 512 banks [19], and assuming 32

subarrays per bank, the HMC will have 16384 subarrays.).

In-memory processing architectures are not limited to conventional DRAM configurations and interfaces

(e.g., DIMM or HBM). Some prior in-situ approaches [95, 2, 29, 28, 97] target their design as a peripheral-

attached accelerator instead of as a host memory to avoid the tight area and cost constraints for commodity

DRAM. Indeed, these designs can be thought of as high-throughput accelerator architectures that happen to

use DRAM as the most effective technology, based on parallelism, proximity to data, and overall capacity.

DRAM, compared to SRAM/eDRAM, provides a higher capacity for the accelerator. Compared to

NVM, DRAM provides a lower latency. DRAM is also more tolerant to frequent writing of partial results.

Therefore, in this paper, we focus on DRAM-based in-situ accelerators. Although computation in DRAM

technology is inefficient [98] compared to a traditional logic process, the low computation requirement of the

memory-intensive applications justifies the slower computations in DRAM-based in-situ accelerators.

In this project, we identified four problems that limit the benefit of current in-situ computing approaches.

The first limitation is the lack of flexibility for supporting a wide range of applications, which in turn,

limits the market for the product. Prior in-situ approaches [2, 12] perform the same operation in all subarrays

and on all bytes (e.g., 256 bytes) of the row buffer (row-wide operations). As a result, they cannot efficiently

support operations with data dependencies along the row buffer or operations with a condition or predicate.

For example, prior works cannot efficiently support reduction and scans (which are more efficient with serial

operations along the row buffer), database operations such as Sort, FilterByKey, and FilterByPredicate (which

require filtering based on predicate), or sparse operations (which require multiplications and accumulations

only for nonzero values with matched indexes). Unfortunately, enabling operations with data dependency or

operations based on a predicate, at a subarray level, using the traditional control and access mechanism is

not practical (the area of a simple in-order core, such as ARM Cortex-A35 with 8KB of cache, excluding the

SIMD units and scaled to 22 nm, is 25× larger than the area of a subarray).

The second issue is the capacity of the accelerator, which can be limited by the hardware overhead of the

computing elements. At the subarray level, we read an entire row at once and store it in the row buffer. A

processing unit with the capability of performing bitwise operations, addition, and multiplication (integer

and single-precision floating point) on all bytes of the row buffer is at least 52× larger than the subarray.

Thus, in-situ approaches only employ bitwise ALUs. It means any other operation should be emulated

using multiple bitwise operations, requiring multiple subarray accesses and hundreds of cycles. We will

show that the cost of emulating complex operations using bitwise ALU is higher than the cost of moving

data out of the vaults. Some in-situ approaches use the analog computation capability of memory cells of
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ReRAM-based non-volatile memories (NVM) for multiplication and addition, without requiring any adder

or multiplier [97, 28, 29]. However, this type of in-situ computation requires analog-to-digital converters

(ADC), which also incur a significant hardware overhead. For example, the area overhead of ADCs in [97] is

45× higher than the area of the subarray. More importantly, analog computing introduces a high error rate

and therefore, these accelerators suit applications that are highly tolerant of error, such as deep learning

applications [29, 28]

The third problem is the physical layout of words in DRAM. The subarray itself is typically divided

into smaller units, called mats. Due to circuit design constraints (which are explained in Section 4.2.4), in

current memory designs, every four bits of a 32-bit word is stored in a separate mat. We refer to this as mat

interleaving. Accordingly, prior in-situ approaches [2, 12] perform computation only on 1-bit, 2-bit, and 4-bit

values.

The fourth limitation is inefficient peripheral logic. Many applications require sharing values among

subarrays. For example, in matrix-vector multiplication, we can map each row of the matrix to a subarray.

To perform matrix-vector multiplication, all subarrays need the values of the vector. A variety of applications

require data movement among subarrays. For example, for the Sort application, the data is partitioned among

subarrays. Then, all sorted partitions (which reside in different subarrays) should be merged. The merge

requires inter-subarray data movement. Finally, many applications require parallel and independent column

selection for each subarray. For example, in FilterByPredicate, in every subarray, we check a condition on

each column and store the data in the row buffer, only if the condition is met. Therefore, different subarrays

may write into different columns of the row buffer. Current peripheral logic serializes movement of shared

values, inter-subarray movement, and column selection in different subarrays (more details in Section 4.2.3).

To resolve the aforementioned problems, we propose Fulcrum, where we rethink the design of in-situ

accelerators to increase flexibility, practicality, and efficiency.

First, we propose a new lightweight access and control unit that processes data sequentially and determines

the next operation based on the outcome of the previous operation (if necessary).

Second, we accommodate a processing unit capable of 32-bit addition, subtraction, and multiplication (in

addition to bitwise operations) in the subarray level and limit the hardware overhead by performing operations

on only a word of the row buffer at a time. Although this processing unit processes only a fraction (1/64) of

the row buffer per cycle, it can provide a significant performance improvement overall. Our evaluation shows

that performing complex operations on a subset of the row buffer outperforms prior in-situ approaches that

perform computation on the whole row buffer but emulate complex operations by multiple bitwise operations.
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Third, we slightly modified the mat-interleaving circuits to transfer all bits of a word to the side of a

subarray (reuniting interleaved bits) so that all bits are physically close to each other. Since we only process

one word at each cycle, the circuits for reuniting one word do not impose significant hardware overhead.

Fourth, we optimized peripheral logic for computation. To satisfy the data-sharing requirement, we

enable broadcasting. For applications with inter-subarray data movement requirement, we employ a prior

work [3] (Low-cost Inter-linked SubArrays (LISA)) that transfers a whole row from one subarray to another

at once, reducing the overhead of inter-subarray data movement. For applications with independent column

access requirements, we enable a light-weight independent column selection mechanism through storing

one-hot-encoded values of the column address in latches.

Our processing unit in each subarray has four parts: (i) Walkers, that provide sequential access with our

lightweight column-selection mechanism. Walkers store the input operands of the computation (which are

read from the memory array) or the output of the computation (to be written in the memory subarray),

(ii) a small programmable instruction buffer, where we store the pre-decoded signals for the computation,

(iii) a simple controller that determines the next operation and direction of the sequential access, and (iv) a

single-word ALU. We show the flexibility of our design by mapping important kernels from different domains

such as linear algebra, machine learning, deep learning, database management system (DBMS), as well

as sparse matrix-vector multiplication and sparse matrix-matrix multiplication that appears in scientific

computing, graph processing, and deep learning.

We integrate Fulcrum with CXL [99], a new class of interconnect that extends PCIe to significantly

reduce the latency of access to the data in peripheral devices. Therefore, CXL provides high bandwidth

and high power delivery of PCIe while supporting memory-like access to the data stored in Fulcrum. The

low access latency enables communication through a single memory model. As a result, CXL can connect

multiple in-memory accelerators, such as Fulcrum, and create a pool of disaggregated in-memory accelerators,

providing scalability. The memory-like access of CXL also benefits workloads with phase behavior, where

some phase is suitable for in-situ computing while other phases are not. In these cases, the host or other

devices can access the output of Fulcrum with the latency in the order of latency of accessing normal memory.

Our paper makes the following contributions:

• Broadening the range of supported applications by in-situ accelerators

• Optimizing peripheral logic

• Optimizing mapping of important memory-intensive kernels and applications to Fulcrum.
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• Releasing the source code of three artifacts: (i) MoveProf, a tool that uses profiled performance metrics

for evaluating the cost of data movement, (ii) InSituBench, an in-situ computing benchmark suite, and

(iii) the RTL code of our proposed method.

• Integrating Fulcrum with CXL to increase the power budget and enable scalability and disaggregation.

We evaluated our method against three approaches: (i) a prior work on DRAM-based in-situ computing

(DRISA [2]), (ii) a server-class GPU that has three stacks of high-bandwidth memory (NVIDIA P100 with

HBM2), and (iii) an ideal model of a GPU, where we take into account only the cost of data movement between

GPU and the memory, assuming zero overhead for on-chip data movement and computation. Our evaluation

shows that, for memory-intensive applications, our method delivers, on average (up to), 70 (228)× speedup

per memory stack over the GPU. Our area evaluation shows that an 8GB integer Fulcrum (which supports

bitwise operations and integer addition and multiplication) requires 51.74mm2 (8 layers) and single-precision

float Fulcrum (integer and bitwise functionality, plus floating-point addition and multiplication) require

55.26mm2. The GPU die size of the NVIDIA P100 is 601mm2. Accordingly, Fulcrum provides up to 839×

higher throughput per area than the NVIDIA P100.

4.2 Problem statement

In order to reduce the cost of data movement for tasks that are data-intensive and have locality within a

row or subarray, prior works have proposed in-situ computing, where we perform computation on the row

buffer, and therefore, there is no need to move data out of the subarray. We identified four problems that

have hindered adoption and realization of in-situ approaches.

4.2.1 Lack of flexibility

Recent in-situ approaches employed non-flexible row-wide operations. As a result, they cannot support

operations with any form of dependency along the row buffer. For example, in operations such as Scan,

the value of each partial sum depends on the value of the previous partial sum. They also cannot support

algorithms that check a condition on a value and perform a different operation based on the outcome of

the condition. For example, radix sort is an algorithm that sorts data by grouping values by the individual

digits, which share the same significant position. Each iteration of this sort algorithm packs values into two

different buffers. The target buffer for the value is determined by the digit that is being processed at that

iteration. Another example is sparse matrix-vector multiplication, where we often store the non-zero values
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next to their indices (instead of wasting the capacity by storing the whole matrix with mostly zero values).

Consequently, we only perform multiplication and accumulation on non-zero values, whose index matches.

4.2.2 Lack of support for complex operations

Prior works have evaluated a spectrum of in-situ computing. Seshadri et al. [12], evaluated row-wide bitwise

operations using computation capability of bitlines without adding any extra gate, realized by activating

two rows at the cost of destroying the values in both rows, requiring extra copies before each operation. Li

et al. [2], evaluated row-wide bitwise ALUs, shifters, and latches (the latches eliminate the extra copies),

emulating 4-bit addition and 2-bit multiplication using bitwise ALUs. They also evaluated adding row-wide

4-bit adders to the row buffer and reported that this increases the area by 100%. Unfortunately, emulating

complex operations such as addition or multiplication using bitwise ALUs requires reading and writing

multiple rows. Since row activation is very costly, the energy consumption of row activation for emulating

complex operations by bitwise operations surpasses the energy consumption of sending data to the logic layer,

as shown in Figure 4.1.
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Figure 4.1: Energy consumption of accessing a row in the logic layer vs. energy consumption of multiple row
activations, required for emulating complex operations by bitwise operations

4.2.3 Inefficient peripheral logic

Currently, there are three shared resources in the design of the memory: (i) the TSVs, shared among all

layers in a vault (as explained in Section 6.2 and shown in Figure 2.1), (ii) the shared CSLs, and (iii) the
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GDLs, shared among all subarrays in a bank. With shared CSL, we can only select one column from a whole

bank at a time and with shared GDLs we can transfer only one column at a time. As a result, the current

peripheral logic and interconnect limit the performance of in-situ approaches in three ways: (i) although they

act as a shared bus, they are not capable of broadcasting values for efficient data sharing, (ii) narrow GDLs

are the only means for movement of an entire row from one subarray to another, (ii) the peripheral logic for

column access (the column decoder) is shared among all subarrays (Figure 2.1 (b)). This shared peripheral

logic limits the flexibility and parallelism of any potential in-situ approach that requires independent and

parallel column access to the row buffer of individual subarrays.

4.2.4 Interleaving

In current commercial DRAMs, we have two types of interleaving: (i) mat interleaving, and (ii) subarray

interleaving. Mat interleaving is shown in figure 4.2, where each subarray is divided into multiple mats [100,

101]. The GDLs are distributed among mats, and each mat has 4 bits of the GDLs. Therefore, for selecting

the same column from all mats, CSLs are repeated for each mat. Pass transistors (PTs) receive CSLs, select

a column, and place it on LDLs. This design is called mat interleaving and is efficient for random column

access, as it reduces the LDLs’s latency (LDLs in Figure 4.2 are shorter than LDLs in Figure 2.1 (b)).

Without mat interleaving, LDLs become wide and long, where the latency of the last column is much longer

than the latency of the first column.

The second type of interleaving is subarray interleaving or open-bitline architecture [3, 102]. Since the size

of a sense amplifier is larger than a cell [102], modern DRAM designs accommodate only as many as sense

amplifiers in a row to sense half a row of cells. To sense the entire row of cells, each subarray has bitlines

that connect two rows of sense amplifiers, one above and one below the subarray.

As a side benefit, mat interleaving and subarray interleaving make the memory more robust against

multiple-bit upset, where soft errors change the value of adjacent cells. In fact, when bits in a column are not

physically close to each other, multiple-bit upset only changes one bit from a column and then error detection

mechanisms (which can detect one error) can detect the error. Therefore, keeping the current interleaving

and not changing the layout is desirable.

However, with interleaving, row-wide computation on more than 4-bit values is impractical, as the result

of an addition and multiplication in each 4 bits of the output depends on the values in other mats. With

row-wide operations, the circuits for reuniting the interleaved bits impose a significant hardware overhead as

many wires cross each other.
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4.3 Key ideas

The key insight of this paper is that a narrow ALU with adder and multiplier, placed at the edge of each

pair of subarrays, can outperform row-wide bitwise ALUs, because bitwise ALUs suffer from the drawbacks

previously described. We show that these capabilities are important for a variety of computational kernels.

Figure 4.3 (a) shows the architecture of our in-situ processing unit, which has two parts: (i) Walkers and

(ii) AddressLess Processing Unit (ALPU). The Walkers are implemented by three rows of latches that are

connected through a bus similar to LDLs (implementation details in 4.4).

The ALPU itself comprises four components: (i) a controller, (ii) three temp registers, (iii) an ALU, and

(iv) an instruction buffer.

In this section, we explain the role of these components in resolving prior in-situ approaches’ limitations

and elaborate on implementation detail in Section 4.4.

4.3.1 A simplified control and access mechanism

Since a narrow ALU only processes a word of row buffer, we need a sequential access mechanism for selecting

consecutive words. Due to the significant hardware overhead, employing a core with traditional access and

control mechanism, for sequentially selecting a word from a row buffer at the subarray level, is impractical. We

could give up subarray-level parallelism and employ only one traditional core per bank to limit the hardware

overhead. Unfortunately, other than losing subarray-level parallelism, this solution imposes a significant

overhead for control and access. Since logic in DRAM layers is slow, and the cost of data movement is low,

unlike far-memory processors, this overhead comprises a significant portion of total energy consumption

and execution time. Figure 4.4 (top) illustrates the control and access overhead of a traditional core at

the bank-level for adding two vectors and storing the result in a third vector. In this example, the core
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generates an address for each element of the three vectors, imposing access overhead. Since the core is placed

at the edge of each bank, the decoded addresses should be sent to the subarray through CSLs (Section 6.2

and Figure 2.1). Data read from the subarray also should move toward the core through GDLs, imposing

data movement overhead. The decoding of all these instructions, branch prediction, and checking for data

dependency in the pipeline of traditional cores impose control overheads. Despite the significant overhead,

such a control and access mechanism provides full flexibility.

Our proposed method provides a tradeoff between flexibility and the overhead of control and access. In

fact, while we enable operations with data dependency and operation based on predicates, we avoid the

overhead of sophisticated control mechanisms and the overhead of accessing data by address. We observed

that for almost any memory technology, an entire row is read/activated at once and stored in a buffer. We

introduced Walkers, where each Walker either captures a row of input operands (read from the subarray) or

stores a row of target variables (before being written to the subarray). We read/write to/from these rows

sequentially and implement the sequential accesses using shifting of a one-hot-encoded value that determines

which column of the row should be selected to be placed on the bus. Our simple controller determines

the direction of shifts in each Walker and also determines the next operation based on the outcome of

the previous operation, providing flexibility. Accordingly, for example, our simplified access and control

mechanism performs an addition of two vectors by iteration of an instruction over the row buffer, similar to

the instruction shown in Figure 4.4 (down) (Section 4.4 presents the exact format of Fulcrum’s instructions

and discuses how our hardware modules control loading new rows of each vector to Walkers).
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(b) Fulcrum
Shift_Read a[i], shift_Read b[i], Shift_Write c[i] , c[i]=a[i]+b[i]

(a) Traditional control and access mechanisms
1. RA=RA+1 // address generation for vector a[i] + control
2. RB=RB+1 // address generation for vector b[i] + control
3. RC=RC+1 // address generation for vector c[i] + control
4. Read RA, X1 // decoded address movement on CSLs 

//  data movement on GDL + control
5. Read RB, X2 // data movement on GDL + control
6. X3=X2+X1   // the actual computation + control
7. Store X3, RC  //decoded address movement on CSLs 
8. i=i+1 // iteration counting + control
9. If (i< 1000000) Jump 1 // iteration checking+ control

Figure 4.4: A traditional control and access mechanism vs. Fulcrum

4.3.2 Narrow and simple ALU

Our sequential access to Walkers enables processing only one word (one column) at a time, and consequently we

do not need row-wide ALUs. We observed that addition, comparison, multiplication, and bitwise operations

are the most common operations that appear in modern memory-intensive applications. Therefore, we

included a single-word ALU, which supports these common operations. The input operands of the ALU can

come from one of the four resources: (i) the value sequentially accessed from one of the Walkers, (ii) temp

registers, (iii) the GDLs, or (iv) one of the outputs of the ALU (our controller supports two operations in one

cycle). Section 6.4 explains that although our ALU is narrow, it outperforms row-wide bitwise operations

and supports modern memory-intensive applications.

4.3.3 Efficient peripheral logic

We have introduced minor modifications in the peripheral logic to increase flexibility, parallelism, and efficiency

of data movement for our method. First, we added a broadcasting command, by which every processing unit

receives and captures the data on shared buses. Second, we build upon Low-cost Inter-linked SubArrays

(LISA) [3] to transfer an entire row at once to any other subarray in the same bank (otherwise we had to

transfer the entire row, column by column, through the narrow GDL bus). Third, for independent column

access in each subarray, instead of using column decoder and column address buses, which are shared among
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subarrays, we employ column selection latches in each subarray, where we store a one-hot-encoded value that

determines the selected column. In each cycle, based on the outcome of the previous operation, the controller

decides in which direction the on-hot-encoded value should be shifted.

4.3.4 Reuniting interleaved bits

Unlike reuniting the whole row, reuniting one word is possible through a slight modification of the current

mat interleaving circuits. Therefore, we can transfer and reunite interleaved bits of a word at the side of the

subarray to perform arithmetic operations.

To resolve subarray interleaving, we simply use only one processing unit per two subarrays. Figure 4.3

shows that per every two subarrays, we only have one ALPU.

To resolve the mat interleaving, we propose two solutions. Our first solution is to change the layout and

completely remove the mat interleaving (if the target application does not need efficient random column

access or is resilient against soft errors). As a side benefit of eliminating mat-interleaving, we will save the

area overhead of CLSs and columns selection logics (repeated for each mat). The second solution is to keep
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Figure 4.5: Reuniting interleaved bits

the mat interleaving. In the traditional design of memory, each segment of the LDL corresponding to each

mat is connected to four flip-flops (called helper flip flops (HFF)). We connect these flip flops to the segment

of the LDL of the adjacent mat and form a pipeline so that we can transfer all values to the side of the

subarray in a pipeline fashion. In a memory structure with four mats per subarray, this pipeline requires

four cycles to transfer 32 bits (16 bits from the upper Walker and 16 bits from the lower Walker). If we
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use the TSV for sending the clock signal, the clock cycle should be at least twice as long as the latency

of the TSV (according to CACTI-3DD, the latency of TSV with eight memory layers and one logic layer

is more than 4.4 ns). This will significantly degrades our throughput. To resolve this issue, we employed

segmented TSV [20, 21] (explained in Section 6.2) for the clock signal (according to CACTI-3DD, the latency

of segmented TSV is 0.3 ns).
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4.4 Implementation detail

This section elaborates on hardware and software implementation.

4.4.1 Hardware

This section provides more implementation details about six hardware components: (i) Walkers, (ii) the

controller, (iii) the instruction buffer, (iv) our in-logic layer components, (v) interconnect, and (vi) the walker

renamer.

The Walkers

Walkers provide sequential accesses. We have two options for implementing the Walkers. The first option

is changing the layout, employing shift registers (or shift latches, implemented by ping-pong shifting [23]),

and accessing the row sequentially by shifting the values. The second solution is keeping the interleaved

layout, employing the structure of traditional row buffers and local buses (similar to LDLs, explained in

Section 6.2) along with a column-selection mechanism that selects a column to be placed on each Walker’s

LDL. In addition to keeping the interleaved format, the second solution has two side advantages: (i) enabling

sequential read and write in both directions (with the first option, we can only read by shifting to the right

and write by shifting to the left (in Figure 4.3)), and (ii) consuming less energy (with first option, per each

shift, there will be value transition in all latches, whereas with the second solution, only the value of the bus

and only one latch changes).

The only difference between the structure of the traditional row buffer and our Walkers is the column-

selection mechanism. As we explained in Section 6.2 and Section 4.2, traditional memories share the

peripheral logic for column selections. Figure 2.1 (b) shows that the CLSs (on which the decoded column

address is placed), are shared among subarrays. Figure 4.2 shows that CLSs are repeated for each mat. To

support operations based on predicates, we need independent column access for all Walkers and subarrays.

Hence, we introduced column-selection latches where we store the one-hot-encoded value of a column and

shift the value to access the next column, without requiring one column decoder per Walker, per subarray,

and per mat.

The controller

Our controller employs a few counters: (i) a 6-bit counter (6 = log2 of the number of words in a row (64))

per Walker for detecting a fully-accessed Walker (fully read or written). Each Walker has a 2-bit latch that

determines to which Walker we should switch and rename when the Walker is fully accessed (elaborated in
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Section 4.4.1), (ii) a 4-bit counter (4 = ceil of log2 of the number of wait cycles (9)) for counting the wait

time for a new row to be read from the subarray and be stored in a Walker, or for a Walker to be written to

the subarray, and (iii) three 11-bit (11 = log 2 of the number of rows in each pair of subarrays (2048)) row

counters which are initialized to the row address of the beginning of the data and will be compared against

the end of the data in the subarray.

The instruction buffer

Figure 4.6 illustrates the format of each entry of the instruction buffer. This format allows two operations at

the same time and has the following fields: (i) NextPc1 and NextPc2 that determine the program counter

of the next instruction, (ii) NextPc Cond determines the condition under which the controller switches to

instruction determined by NextPc1 (otherwise, it switches to NextPc2). When NextPc1 equals NextPc2,

the NextPc Cond is used for determining which comparison flag should be the input bit of the bitwise shift

operation, (iii) opCode1 and opCode2 are the operation codes of each operation, (iv) Src1Op1, Src2Op1,

Src1Op2, and Src2Op2 select a source for each input of the operation, (v) ShiftCon1, ShiftCon2, and ShiftCon3

specify the condition under which the corresponding Walker should be shifted, (vi) ShiftDir1, ShiftDir2,

and ShiftDir3 determine the direction of shifts in each row, (vii) repeat filed is the number of repeat before

shifting when any of the shift conditions are IF REPEAT ENDS SHIFT”, and (vii) OutSrc selects the value

shifted to the destination row among the two operation outputs and the two outputs of the first two Walkers.

Although for the evaluated benchmarks an instruction buffer with four entries is enough, we also evaluated

our area overhead with an instruction buffer that has eight entries.
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Figure 4.6: The format of instructions

In-Logic layer components

For in-logic layer operations, we use an ARM Cortex-A35 which is used in prior works [84] as the processing

unit in logic layer (because it has low power consumption), along with a 128 KB buffer for buffering shared

values.
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Interconnect

Fulcrum can be integrated into a system in two ways. The first option is to integrate Fulcrum with CPU/GPU

through current 3D interfaces. For this option, we have to lower the power budget to 10 Watt [94, 84]

(we evaluate Fulcrum under different power budgets in Section 6.4). The second option is to use CXL [99]

interface (similar to GPU and FPGA), which allows a higher power budget. This option allows a memory-like

access to the data stored in Fulcrum. As a result, for workloads that have phase behavior, where some phases

are suitable for in-situ while other phases are not, the host, GPU, FPGA, or any other device can access the

output of Fulcrum (output of in-situ phases).

The Walker renamer

Fulcrum exploits broadcasting for reducing the cost of data movement. To overlap computation and

broadcasting, all subarrays should work in lockstep so that the broadcasted value is used for computation

and can be discarded in the next cycle, eliminating the need for storing broadcasted values. However, in

some applications, the processing time for each Walker in each subarray might vary, hindering the lockstep

computation. We propose to exploit Walker renaming to solve this problem. As an example, we explain the

role of Walker renaming in SPMV.

To represent sparse matrices (where most of the values are zero), we can employ a few formats. One of

the most popular formats is the compressed sparse row (CSR) format, which represents a matrix M by three

arrays containing: (i) nonzero values, (ii) the positions of the start of the rows, and (iii) column indices. A

naive implementation lays out the three vectors in three different rows and uses all Walkers. Since the values

of the vector are being broadcasted, when a controller detects a fully accessed Walker in any of the subarrays,

the process, in all subarrays, should wait until a new row is read into the Walker. To avoid this overhead,

we place each non-zero value and its corresponding column index subsequently in the same array. This

way, we only need one Walker for computation. Therefore, for example, while Walker A is being processed,

another row can be captured in Walker B. When Walker A is fully accessed, the computation can continue

by processing Walker B. However, the ALPU’s instruction buffer is programmed to process Walker A. Here

Walker renaming can help. As explained in Section 4.4.1, when Walker A is fully accessed, Walker B will be

renamed to Walker A so that computation can continue with the same ALPU instruction.

4.4.2 Software

In this section, we discuss programming, data placement, and high-level programming.
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Programming

Fulcrum’s programs comprise two parts: (i) the in-logic layer portion, and (ii) the ALPUs’ portion.

Our in-logic layer programs interact with vault controllers for generating commands for setting ALPU’s

registers and instruction buffer, sending broadcast values, and collecting the partial results. It also reduces

the partial results or performs specific functions on intermediate results. Our in-logic layer core is an ARM

Cortex-A35 and can be programmed by high-level programming languages such as C++.

To program the ALPU, we used the low-level instructions explained in Section 4.4.1 (Figure 4.6). Our

online repository [103] contains ALPU programs for the evaluated applications. A non-expert programmer

can easily use ALPU libraries, written by experts (similar to machine-learning users with no CUDA knowledge

that are using NVIDIA libraries).

Therefore, a Fulcrum kernel call first loads the in-logic layer program. The in-logic layer program generates

commands for the vault controller to load the ALPU programs and other ALPU settings and start the

computation.

Data placement

The layout of data highly affects the performance benefit of Fulcrum. The data should be partitioned and

laid out carefully to enable exploiting subarray-level parallelism, broadcasting, and the light-weight sequential

access mechanism. For example, in matrix-vector multiplication, we use a row-oriented layout for the matrix

and map each row of a matrix to one pair of subarrays. In each cycle, we broadcast one element of the vector

to all ALPUs, and each ALPU multiplies the broadcasted value by the corresponding element of the row of

the matrix. To choose the best strategy for placing data in the desirable layout, we categorize data as either:

(i) long-term and (ii) temporary resident data. The first category resides in Fulcrum for a long time, but the

second group is the input of the application or the intermediate results that reside in Fulcrum temporarily.

For example, DNN algorithms are composed of several layers. The core of computation in each layer is a

matrix-vector multiplication, where a matrix of weights are multiplied by a vector of activations (for batch

size of one). The output of each layer is a vector, which is the activation vector for the next layer. The matrix

of weights can reside in Fulcrum for a long time. However, the activation vectors, which are the output of

each layer, only reside in Fulcrum for a short time. Machine learning models such as reference points in KNN

or database tables are other examples of long-term resident data. The query points in KNN are examples of

temporary resident data.

For long-term data, we assume an offload paradigm for both the 3D and CXL deployments. So an API

similar to CUDA’s API (cudaMemcpy()) manages the data transfer. Mapping the address space to DRAM
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rows, banks, and subarrays is configurable in the memory controller [19]. Therefore, by copying data in a

specific address, the programmer can place data in the desirable layout. For this group, we can ignore the

overhead of laying out the data as this is a one-time cost.

The temporary resident data itself can be categorized into two groups. The first group are the data that

we broadcast and do not need to be stored, such as the activation vectors or the query points in KNN. We

store these values in our in-logic layer buffer. The space in this broadcasting buffer has also a memory address.

If these data are generated outside Fulcrum (for example, in GPU, in the previous phase of the applications

which are not suitable for in-situ computing), an API copies these data to the in-logic layer buffer. If these

data are generated inside Fulcrum, our in-logic layer core’s program collects these data from the memory and

stores it in the in-logic layer buffer. The second group are the data that cannot be broadcast. If these data

are generated outside Fulcrum, we propose to employ on-the-fly layout optimization methods [104] that are

proposed for GPUs. If these data are generated inside Fulcrum but need to be laid out differently for the

next phase, our in-logic layer core’s program collects and changes the layout for the next phase.

High-level programming

We realize that a non-expert programmer will not write an assembly program for ALPUs. Our future work

will develop a high-level programming language and a software stack. We hypothesize that a programming

model similar to TensorFlow suits Fulcrum. Accordingly, we envision a software stack composed of two steps.

The first step is to implement the important kernels of most commonly used libraries, such as cuBLAS [105],

cuSPARS [106], and Thrust [107] and any other useful primitive such as Reduction, Scan, Sort, and Filter

that are amenable for in-situ computing. The second step is to develop a programming model similar to

TensorFlow([97]). The TensorFlow programs are Data-Flow Graphs (DFG) where each operator node can

have multi-dimensional vectors, or tensors, as operands. The compiler transforms the input DFG into a

collection of primitives and kernels which are implemented in step1. A similar approach is used for TPU and

prior in-situ accelerators [97, 95].

4.5 Evaluation

In this section, we first describe our evaluation methodology. Second, we compare the performance of our

method against three approaches: (i) a server-class GPU, (ii) a prior work on in-situ computing, and (iii) an

ideal model of the GPU, where we only incorporate the cost of data movement. Third, we discuss applications’

characteristics that affect the Fulcrum’s performance and energy benefit. Fourth, we evaluate the effect
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of each problem. Finally, we present area, energy, and power evaluation results, as well as performance

evaluation under specific power budgets.

4.5.1 Methodology

We evaluated performance, area, and energy consumption of Fulcrum. For performance evaluation of Fulcrum,

we divided applications into multiple phases, where each phase could either be an ALPU processing phase or

an in-logic layer processing phase. We evaluated ALPU processing by modeling the ALPU’s computation time,

including both the row activation time and processing time. We also modeled the in-logic layer processing

time, including data movement and partial-result calculations.

We evaluated Fulcrum with both integer and floating-point configurations: Integer Fulcrum is capable of

integer addition and multiplication, as well as bitwise operations, whereas float Fulcrum adds single-precision

floating-point addition and multiplication.

The major benefit of Fulcrum is reducing the cost of data movement. Accordingly, to abstract away

from architectural details of GPUs, we also evaluated against an ideal model of the GPU, where we only

incorporate the cost of data movement to and from the GPU’s global memory. To this end, we measured the

data that are read or written to the GPU’s DRAM (using NVProf [108]) and divided the measured data

movement by the raw bandwidth of the memory stack to obtain the performance cost of the data movement.

Our RTL and CACTI-3DD [101] evaluations show that Fulcrum can work at a frequency of 199 MHZ, in

22nm technology. We added slack of 21.5% (to incorporate the delay penalty of logic in DRAM technology [98])

and evaluated Fulcrum with 164 MHZ.

Table 5.1 lists the configuration of our evaluated systems, and Table 5.2 introduces our in-situ benchmark

suite, InSituBench [109] (a combination of memory-intensive kernels, suitable for in-situ computing, from

different domains). We selected Sort, Scan, Reduction, GEMM (matrix-matrix multiplication), and GEMV

(matrix-vector multiplication) from the NVIDIA SDK benchmark [110]. We also included sparse matrix-

vector (SMPV) and sparse matrix-matrix (SPMM), LSTM (a deep learning application), K-nearest neighbor

(KNN) [111, 112] (a classical machine learning application), Scale, and AXPY (representatives of simple

kernels). We also added FilterByKey, FilterByPredicate, Bitmap (from DBMS domain [113, 114, 115,

84]), and Xor (representative of bitwise kernels, used in bitmap indexing [116] and bitmap-based graph

processing [117, 2, 25, 12]).

For area evaluation, we designed the ALPU in RTL and synthesized the modules using an industry-

standard 1xFinFET technology with foundry models (in modern technologies the node number does not

refer to any feature in the process, and foundries use slightly different conventions. We use 1x to denote the
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Table 4.1: The evaluated applications

Application Implementation Operation DRISA ? input options
AXPY cuBLAS [105] add and multiply Yes –Num=1000000000
Bitmap Thrust [107] compare and bitwise shift No –Num=1000000000

FilterByKey Thrust [107] compare No –Num=100000000
FilterByPredicate Thrust [107] compare No –Num=1000000000

GEMM cuBLAS [105] add and multiply Yes –numRowA=25600 numColA=19200 –numRowB=19200 –numColB=12800
GEMV cuBLAS [105] add and multiply Yes –numRow=25600 –numCol=19200 –IsVector=1
KNN Fast KNN [111, 112] add and multiply NO –global mem –ref nb=100000 –query nb=1
LSTM cuDNN [118] add and multiply Yes –seqLength=100 –numLayers=4 –hiddenSize=4096 –miniBatch=1

Reduction NVIDIA SDK [110] add Yes –Num=16777216
SPMM cuSPARSE [106] compare, add and multiply No –NumRowA=8192 –NumColA=100000 –NumColB=8192 –percentage=0.2
SPMV cuSPARSE [106] compare, add and multiply No –NumRow=8192 –NumCol=100000 –percentage=0.2
Scale Thrust [107] multiply Yes –Num=1000000000
Scan NVIDIA SDK [110] add No –Num=1073741824
Sort NVIDIA SDK [110] compare No –Num=10000000
Xor Thrust [107] bitwise Yes –Num=1000000000

14/16nm FinFET nodes offered by the foundry.). Then we scaled the area estimation (both pessimistic and

optimistic) to 22 nm technology. We modeled the area of Walkers in CACTI-3DD [101].

To evaluate the energy consumption, we extracted the energy consumption of ALPU by RTL simulation,

and used the energy consumption modeling of CACTI3DD [101] for Walkers. To evaluate the breakdown of

energy consumption for the GPU, we developed MoveProf [119] that integrates NVIDIA’s NVProf [108] with

GPUWattch [120]. GPUWattch [120] uses RTL models for processing elements and CACTI [101] for memory

elements. Therefore our evaluation of Fulcrum is comparable to GPUWattch [120].
Table 4.2: Configuration details for evaluated architectures

Component Parameters

GPU
Tesla P100 [121], 12 GB memory
3 HBM2 memory stacks at 549 GB/s
(183 GB/s per stack)

Fulcrum

technology:22 nm, 32 vaults
32 subarray, open-bitline structure
4 mats per subarray, 256 bytes per row
64 banks per layer, 8 memory layers,
row cycle:50 ns, frequency:164 MHz
In-logic layer:
128 KB SRAM-based FIFO
ARM Cortex-A35

Ideal machine HBM2, bandwidth:183 GB/s

4.5.2 Performance improvement over GPU

Figure 4.7 illustrates the throughput of Fulcrum over a server-class GPU, NVIDIA P100. This figure shows

that Fulcrum outperforms the GPU, on average by 23.4×, and up to 76× (achieved for Bitmap). For

applications such as Sort, with lower memory-intensity, the speedup is around one order of magnitude (8.8×).

Applications such as GEMM, which can employ blocking to significantly increase locality, gain lower speedup

(1.5×). NVIDIA P100 has three memory stacks and Fulcrum has one memory stack. Therefore, Fulcrum

delivers, on average (up to), 70 (228)× speedup per memory stack over the GPU.
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Figure 4.7: Throughput comparison against NVIDIA P100

4.5.3 Comparison against an ideal model and bitwise row-wide ALUs

The most beneficial aspect of in-situ computing is reducing the cost of data movement. Therefore we evaluated

our method against an ideal model of GPU, where we only incorporated the cost of data movement between

DRAM and GPU. We also evaluated our method against DRISA [2] for applications that do not have

branches, where the complex operations can be emulated using bitwise operations. Figure 4.8 illustrates the

throughput per memory stack of the ideal model, DRISA [2], GPU, and Fulcrum. This figure shows that

Fulcrum outperforms the ideal model, on average, by 19× and up to 178.9×. However, it can not outperform

the ideal model for GEMM, which has a higher locality. This figure also shows that Fulcrum can outperform

DRISA [2] (the last column of Table 5.2 indicates applications that DRISA can support), often by more than

two orders of magnitude. However, Fulcrum is 3.5× slower than DRISA for Xor–a bitwise task ideally suited

for DRISA.

4.5.4 The effect of application characteristics

Figure 4.9 shows detailed performance metrics, collected by the NVIDIA profiler [108]. Tables 4.3 presents

the definition of the metrics used in this Figure. In this Figure, the y-axis shows the normalized value of

the metric, so that the y-axis value for the application with the highest metric value is one. This Figure

demonstrates that applications such as Bitmap that have very high memory read per computation benefit

more from Fulcrum. Since reading data from DRAM is in the critical path, memory read per computation

is more important than memory write per computation. KNN, which gains a high speedup, has a high value

of sm inefficiency.
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Figure 4.8: Throughput per stack comparison against the ideal model, DRISA [2], and GPU

Table 4.3: Metrics used in Figure 4.9

Metric Definition
dram read bytes Total bytes read from DRAM to L2 cache
dram write bytes Total bytes written from L2 cache to DRAM.

inst integer Number of integer instructions executed by nonpredicated threads
inst fp 32 Number of single-precision floating-point instructions

executed by non-predicated threads (arithmetic, compare, etc.)
stall memory dependency Percentage of stalls occurring because a

memory operation cannot be performed due to
the required resources not being available or fully utilized, or
because too many requests of a given type are outstanding

sm efficiency The percentage of time at least one warp is active
on a multiprocessor averaged over all multiprocessors on the GPU

sm inefficiency 1-sm efficiency
memory read per computation dram read bytes/( inst integer+ inst fp 32 )
memory write per computation dram write bytes/( inst integer+ inst fp 32 )

It also shows that SPMV on GPU has the highest

stall memory dependency, which is the result of indirect memory accesses such as x[col[j]] [122]. To implement

SPMV on Fulcrum, we partition rows of the matrix among subarrays and store column indexes and non-zero

values consecutively. We broadcast the index of the vector elements, followed by the corresponding value. In

each subarray, the ALPU checks the column index of the non-zero value with the broadcasted index and

perform multiplication and addition for matched indexes. While our implementation does not require indirect

memory accesses, for highly sparse vectors, we waste many cycles for broadcasting values that will not be

matched in any subarray. However, the simplified control and access mechanism and in-situ computing (which

reduces the energy consumption of data movement) still provide energy benefits. Figure 4.10 illustrates that
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the higher the density, the lower normalized energy-delay product (EDP) (the lower, the better). Therefore

we can conclude that Fulcrum benefits applications with the density of 3-100%. Prior works have shown that

many problems in statistics and sparse neural networks have such density [123].
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Figure 4.9: Performance metrics that affect Fulcrum’s speedup
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Figure 4.10: The effect of density on the EDP benefit

4.5.5 The impact of each problem

Section 4.2 lists four problems for prior in-situ approaches. In this Section, we discuss the impact of each

problem.

1. Lack of flexibility: The fourth column of Table 1 demonstrates that DRISA [2], a prior in-situ approach,

can not efficiently support applications such as Sort, Scan, FilterByKey, and FilterByPredicate. The hardware

overhead of solutions such as a simple in-order core is 25× larger than the size of each subarray.

2. No support for complex operations: Figure 4.1 illustrates that the energy consumption of several

row activations, required for emulating complex operations using bitwise operations, is higher than the energy
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consumption of accessing the same data in the logic layer, nullifying the advantages of in-situ computing over

in-logic layer computing.

3. Interleaving: Without reuniting interleaved bits, computation on more than 4-bit values is impractical,

as bits are not physically adjacent (Section 6.3).

4. Inefficient interconnections: Figure 4.11 illustrates the overhead of copying shared values. In this

figure, the y-axis shows the percentage of Fulcrum’s execution time that would be spent on copying shared

values in all subarrays vs. the percentage of Fulcrum’s time that is spent on broadcasting. Since broadcasting

is often overlapped with computation, it imposes negligible performance overhead.

Figure 4.12 shows the performance overhead of inter-subarray data movement through GDLs. This figure

shows that LISA data movement can alleviate the inter-subarray data movement overhead and improve the

performance of applications with inter-subarray data movement requirement such as Scan, Sort, and KNN.
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Figure 4.11: The performance overhead of copying shared values vs. the performance overhead of broadcasting.
Since broadcasting and computation are often overlapped, broadcasting imposes zero/negligible overhead.
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Figure 4.12: The performance overhead of inter-subarray data movement through GDL vs. LISA [3] for
applications with inter-subarray data movement requirement.
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Table 4.4: Area evaluation of Fulcrum

Area mm2

Per two subarrays Per layerComponent
Optimized Pessimistic Optimized Pessimistic

Original DRAM – – – 34.95
Walkers – 0.011 – 11.26

Integer+Bitwise ALPU (4 entries) 0.0054 0.0076 5.53 7.87
Integer+Bitwise ALPU (8 entries) 0.0059 0.0083 6.09 8.51

Integer+Bitwise+Float ALPU(4 entries) 0.0088 0.0166 9.05 17.09
Integer+Bitwise+Float ALPU(8 entries) 0.0093 0.0173 9.52 17.73

4.5.6 Area evaluation

A high capacity accelerator is desirable as it can support applications with large footprints. Therefore we

targeted an 8GB accelerator with eight layers (1GB per layer). Fulcrum has two major types of components

added to the commodity DRAM: (i) Walkers and (ii) ALPUs. Table 5.5 lists the optimistic and pessimistic

area evaluation of these components with different configurations. Our evaluation shows that an 8GB integer

Fulcrum, with 4 entries of the instruction buffer, is achievable by eight layers, where the area of each layer

optimistically (pessimistically) is 51.74mm2 (54mm2). A 4-entry, 8GB float Fulcrum is achievable by eight

layers, where the area of each layer optimistically (pessimistically) is 55.26mm2 (63.3mm2).

4.5.7 Energy consumption

Figure 4.13 compares the energy consumption of two configurations of Fulcrum: (i) integer Fulcrum, and

(ii) float Fulcrum to GPU. This Figure illustrates the energy consumption spent (both dynamic and static)

on three parts: (i) data movement (on on-chip and off-chip memory elements and interconnections), (ii)

control (instruction fetch units and instruction schedulers), and (iii) computation (ALUs and FPUs). Fulcrum

reduces the total energy consumption, compared to GPU, on average by 96%. Our evaluation shows that float

Fulcrum reduces the energy consumption of movement, control, and computation by 97%, 73%, and 24%,

respectively. Unlike the energy reduction in control and data movement (which are expected), the energy

reduction in computation is unexpected as Fulcrum uses larger technology size than GPU for computation.

Our evaluation shows that the dominant factor in energy reduction, for memory-intensive applications (where

the computation units are often waiting for the data), is the reduced execution time, which reduces the

static power consumption. For computation-intensive applications such as GEMM, Fulcrum increases the

computation energy by 509%, as expected.
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1.0

Figure 4.13: Breakdown of energy consumption

4.5.8 Power evaluation

Figure 4.14 compares the power consumption of GPU, float Fulcrum, and integer Fulcrum. This figure

illustrates that, on average, float Fulcrum (integer Fulcrum) decreases the power consumption by 72.3%

(73.8%). Our detailed evaluation shows that 33.2% percent of the power consumption of float Fulcrum is spent

on row activation, 34.71% is spent on moving data to the side of the subarray, 13.1% is spent on computation,

and 14.6% is spent on control. The rest is spent other forms of data movement such as broadcasting, LISA

movement, and collecting the partial results.
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Figure 4.14: Power consumption of integer Fulcrum and float Fulcrum vs. GPU
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4.5.9 Performance under power budget

The power budget of any accelerator directly affects the choice of interface and cooling system. Prior

works [94, 84] suggest that a power budget of 10 Watts is practical through current 3D-stacked memory

interfaces. With a higher power budget, deployment as a PCIe/CXL peripheral is required to deliver the

required power for the accelerator and more complex and, consequently more expensive cooling system is

required. To change the power consumption of Fulcrum, we can simply change the frequency (however, we

do not increase the frequency beyond 164 MHz, which we treat as our maximum frequency). Figure 4.15

illustrates the throughput of Fulcrum (normalized to GPU) under three power budgets: 10, 40, and 60

Watts. This Figure shows that even with the power budget of 10 watts, Fulcrum (one stack) outperforms a

high-performance GPU (with three stacks of memory) by 6× on average, and up to 25×. However, under

this power budget, Fulcrum slows down GEMM and SPMM.
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Figure 4.15: Performance under different power budgets

4.6 Related Work

Traditional solutions for reducing the cost of data movement have limited benefits. Prefetching techniques

can not alleviate the energy cost of data movements. Forwarding on-chip blocks techniques [47] are only

applicable when cores share values. New techniques such as quantized memory hierarchies [18] mostly benefit

applications that can tolerate errors. Therefore, in this section, we discuss only prior works with processing

units near memory elements. We categorize these works into three groups. The first group only supports

bitwise operations. The second group uses the analog computing capability of memory cells of some of the
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NVM technologies such as multi-bit memristors. Finally, the third group places flexible cores in the DRAM

layer. This Section discusses how Fulcrum differs from such approaches.

In-situ computing with bitwise operations

SRAM-based [22] and DRAM-based [23, 2, 12, 24] in-situ accelerators often support only bitwise operations.

An NVM-based in-situ accelerator, Pinatubo [25], also proposes to change the sense amplifiers to enable

bitwise operation for NVMs. A limited number of applications can benefit from bitwise operation. Recent

works [2, 26] implemented binarized and 2-bit quantized deep neural networks using in-situ accelerators. In

most memory technologies, employing row-wide complex ALUs imposes a significant hardware overhead. Li

et al., [2] evaluated the overhead of adding a 4-bit adder per every four bits of the row buffer and concluded

that it imposes more than 100% area overhead. Our proposed method has two advantages over these works.

First, we enable 32-bit complex operations such as multiplication and addition without imposing a substantial

hardware overhead. Second, our proposed method increases the flexibility of accelerators to support a wider

range of applications.

Complex operations using analog computation capability of memory cells

Several prior works [27, 28, 29] employed the analog computation capability of ReRAM technology to perform

matrix-vector multiplication. Our proposed method differs from such methods in three aspects. First, these

technologies are memory-technology dependent and often use multi-bit memristor devices, which are unreliable.

These techniques are neither applicable to SRAM/DRAM, nor commercialized NVM memories [30] such as

3DXpoint [31]. Second, they require ADC/DAC blocks that impose significant hardware overhead (98% of the

total area) and power overhead (89% of the total power consumption) [30]). Third, performing multiplication

and addition operations by approximately measuring the current, introduces potential imprecision. A

recent work, FloatPIM [30] designs a CNN accelerator for training by enabling floating-point matrix-vector

multiplication in memory blocks, without requiring ADC/DAC. To this end, this approach copies the vector

(which is the shared value), not only in each subarray but per each row of the matrix, to enable parallel

multiplication and addition, imposing capacity and energy overhead. Furthermore, it implements addition and

multiplication using multiple bitwise operations and depends on the computation capability of memristors.

More importantly, they change the entire memory architecture and interconnection, and as a result, the

memory cannot be efficiently be accessed as a normal memory.

Flexible cores in DRAM layers

In the first round of research on processing in memory, in the 1990s, a variety of works [33, 34, 35, 36, 37, 38])

proposed to add flexible cores per each bank or per entire DRAM chip. Some of these proposals [39] add one

processor per entire DRAM, plus multiple bank-level buffers. In these proposals, each column of these buffers

moves toward the single processor. This imposes a high cost of data movement, is not scalable for modern
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DRAMs with many banks and subarrays, and limits parallelism. Our buffers enable sequential word-level

access with subarray-level parallelism. Recently UPMEM [40] has described a product with a complex core

per each bank of 64 MB. Fulcrum instead adds a simple processing unit per 1 MB and consequently provides

higher parallelism and imposes less overhead for data movement (Our evaluations show that the energy

consumption of accessing data at the edge of a bank through GDLs is at least 3× as much as that of a

floating-point addition.). More importantly, as Section 4.3.1 explains, traditional cores impose a significant

overhead of control and access for sequential operations. This overhead might be acceptable for far-memory

cores for two reasons. First, for these cores, the ratio of this overhead compared to the overhead of data

movement is negligible. Second, these cores use the small technology size and have a high frequency, whereas

cores in DRAM layers have to use large technology size and have a low frequency. Consequently, the overhead

of the extra cycles for such control and access mechanism becomes significant for in-memory cores. Fulcrum

accelerates sequential operations and reduces the overhead of access and control.

4.7 Conclusion and Future works

For memory-intensive tasks, data movement dominates computation. Keeping computations close to the

subarray’s row buffer avoids these data-movement overheads, while simultaneously enabling high throughput,

thanks to subarray-level parallelism. Fulcrum overcomes key limitations of prior in-situ architectures, by

placing a scalar, full-word processing unit at the edge of each pair of subarrays. We show that sequentially

processing a row (instead of bit-parallel processing of the entire row buffer) with full-word computation

ability allows a much wider range of tasks to leverage in-situ processing, such as a full range of arithmetic

operations, key sparse and dense linear algebra tasks, operations with data dependencies, operations based on

a predicate, scans and reductions, and so forth. This significantly broadens the market for an accelerator for

memory-intensive processing. Leveraging DRAM technology as the basis for in-situ processing also enables

high total data capacity and high total parallelism, thanks to the large number of subarrays. Our proposed

method provides, one average (up to), 70 (228)× speedup per memory stack over a server-class GPU.

So far we discussed the challenges regarding implementing our method for DRAM. However we believe

the same simplified control and access mechanisem can be employed for SRAM-based and NVM-based

accelerators.

Fulcrum with SRAM-based memory technologies can benefit from the high frequency and more efficient

logic of SRAM technologies. Recent works have utilized SRAM for in-situ pattern matching and have

shown at least two orders of magnitude higher throughput per unit area than a prior in-DRAM solution

[124, 125, 126, 127, 128, 129]. More importantly, due to the flexibility of SRAM-based designs, we can include
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memory elements with efficient random access, which can support a broader range of applications. However,

due to the lower capacity of SRAM, the number of subarrays are lower than DRAM, limiting parallelism.

Furthermore, the current structure of SRAM-based memories is less suitable for Fulcrum as the row buffers

are shorter. Therefore, a future work can optimize SRAM structures for employing Fulcrum.

NVMs have a higher capacity and higher number of subarrays and, hence, it can provide higher parallelism.

Current NVM-based in-situ approaches use the computation capability of memory cells. This type of in-situ

computing has three problems: (i) the ADC and DAC impose a significant hardware overhead, (ii) it is

not flexible, and (iii) it introduces error, and the error depends on the number of rows in each subarray,

limiting the size of each subarray and limiting the capacity. A future work can evaluate Fulcrum for NVM

and investigate the challenges such as low endurance.



Chapter 5

Gearbox: A Case for Supporting

Accumulation Dispatching and Hybrid

Partitioning in PIM-based

Accelerators

5.1 Introduction

In current computing systems, the latency and energy consumption of fetching data from off-chip memory

can be 2-3 orders of magnitude higher than an arithmetic operation [4]. Processing-in-memory (PIM)

architectures alleviate this data movement overhead by placing processing units near memory segments

(banks or subarrays) [130, 2, 131, 13].

SpMV and SpMSpV are essential computational kernels that are widely used and memory-intensive

(requiring few computations per loaded datum from memory). The generalized forms of SpMV and SpMSpV,

where the multiplication and addition can be replaced by other operations, appear in many important

application domains such as machine learning (e.g., Support Vector Machine and Sparse K-Nearest Neighbor)

and graph processing (e.g., Page Rank) [132, 133, 134]. Due to SpMV and SpMSpV kernels’ memory-bound

nature and widespread applications in various domains, they are natural candidates for PIM acceleration.

Adding support for these kernels to PIM-based accelerators can boost such applications’ performance, expand

the market for PIM, and increase vendors’ motivation in PIM investment.

65
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However, existing PIM architectures often are only optimized for regular kernels by providing high

parallelism using SIMD units [131, 135] or bit-level parallelism [130, 2]. In this paper, we introduce a PIM

architecture that provides high parallelism for SpMV and SpMSpV. Later, we demonstrate that our proposed

architecture outperforms SIMD approaches for regular kernels as well.

There are two major approaches for SpMV and SpMSpV: i) row-oriented or matrix-driven approach

(Figure 5.1(a)), and ii) column-oriented or vector-driven approach (Figure 5.1(b)). The row-oriented approach

requires processing every non-zero element of the input matrix for both SpMV and SpMSpV. On the other

hand, for SpMSpV, the column-oriented approach processes only the columns corresponding to the non-zero

entries of the input vector. We refer to these columns and their non-zero entries as activated columns and

activated entries. As a result, the column-oriented approach is more efficient for SpMSpV [136].

While the column-oriented approach is common in GPU, CPU, FPGA, and ASIC solutions for SpM-

SpV [137, 138, 139, 140, 141, 142, 143, 144, 145, 134, 133], none of the prior bank-level or subarray-level

PIM-based SpMV accelerators [146, 132] have implemented column-oriented processing. To maximize the
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benefits of column-oriented processing, we need to address two issues: i) random accesses to remote memory

segments and ii) power-law column length distribution.

Random accesses to remote memory segments:

Processing SpMV and SpMSpV in PIM requires the compressed matrix, the input vector, and the output

vector to be partitioned among memory segments. With both row-oriented and column-oriented approaches,

the processing units near each segment require access to data that is stored in another memory segment.

For example, in Figure 5.2 (a), one of the multiplication and addition required for generating Output[3] is

Output[3]+ = Matrix[3, 0] ∗ Input[0]. However, Figure 5.2 (a) shows that Input[0] and Matrix[3, 0] reside

in Subarray 1 (S1), but Output[3] resides in Subarray 2 (S2). Therefore, the processing unit in S1 does the

multiplication part (Input[0] ∗Matrix[3, 0]) locally but has to access Subarray 2 (S2) to write the result of

multiplication in Output[3].

The remote write accesses are remote accumulations that do not require any mechanism for enforcing the

order of operations. Therefore, the result of multiplications can be sent to be accumulated in the destination

memory segment. For example, S1 can send the multiplication result to S2 to be added to Output[3] in S2

and continue processing another multiplication and do not need to wait until the accessed operand arrives

from a remote memory segment.

Accordingly, we propose Accumulation dispatching. In this mechanism, one dedicated subarray in every

bank acts as a dispatcher for remote accumulations. Without the dispatcher, each remote accumulation would

interrupt the normal processing of the processing unit in the remote subarray. The dispatcher collects all the

remote accumulations and sends them to their destination once the destination subarray’s processing ends.

This solution sacrifices only 6% of capacity. In Section 5.7.3, we evaluate an alternative albeit impractical

approach.

Power-law column length distribution:

Real-world sparse matrices’ column lengths follow the power-law distribution [147]. That means most of

the rows/columns contain very few non-zero entries (referred to as short rows/columns), while the remaining

row/columns have orders of magnitude higher numbers of non-zero entries (referred to as long rows/columns).

The natural way of partitioning a matrix for the column-oriented approach is to assign a few full columns to

each memory segment, where the input entries that activate these columns reside. However, with a power-law

column length distribution, whenever a long column gets activated, the processing unit of the subarray

that has this column has to perform many more multiplications than other processing units, causing load

imbalance. We also observed that, with naive column-oriented partitioning, most of the remote accumulations

are due to long columns.
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To address these issues, we propose Hybrid partitioning scheme that treats short and long columns

differently. We partition the short columns in a normal column-oriented way. The long columns’ non-zero

entries are distributed among all memory segments, so that each non-zero entry and its corresponding entry

in the output vector reside in the same memory segment. We also propose hardware support for our proposed

partitioning technique. To lower the overhead of our hardware support, we reorder the matrix so that the

long columns/rows are the first columns/rows of the matrix and their index is lower than a threshold. As a

result, distinguishing the indexes corresponding to these long columns and long rows can be implemented

using a comparator and a latch that holds the threshold.

Figure 5.2 (b) shows that with Hybrid partitioning, the long column no longer causes any remote

accumulation, since Matrix[3 : 5, 0] and Output[3 : 5] reside in the same subarray. This partitioning also

alleviates load imbalance, because all processing units co-operate on processing an activated long column.

With Hybrid partitioning, for multiplications, all subarrays need to access the input vector entries that

activate long columns. We place these entries in the logic layer (one of the layers in 3D stack memories,

introduced in Section 6.2) and broadcast them to all subarrays. For example, in Figure 5.2 (b), we place

Input[0] in the logic layer.

Based on these two key ideas, we propose Gearbox, which adds efficient hardware supports for column-

oriented processing to PIM-based accelerators. We use Fulcrum [13] as the baseline PIM architecture for

Gearbox. Fulcrum places one lightweight single-word processing unit at every two subarrays to achieve high

parallelism. The subarray-level single-word processing allows parallel and independent access per single-word

ALU. Therefore, unlike SIMD approaches, the ALUs do not have to wait for all the operands to be collected.

However, Fulcrum [13] only supports sequential accesses. It does not support local random accesses (i.e.,

random access within the same subarray) and remote accesses required by the SpMV and SpMSpV kernels.

We modify Fulcrum to add support for a new important range of applications by enabling local random

accesses, as well as adding support for our proposed Accumulation dispatching and Hybrid partitioning. Our

support for local random accesses, Accumulation dispatching, and Hybrid partitioning is programmable,

enabling future works to map more irregular kernels to our proposed architecture.

Our proposed method, Gearbox, with just one memory stack, delivers on average (up to) 15.73× (52×)

speedup over a server-class GPU, NVIDIA P100, with three stacks of HBM2 memory. Note that the P100 is

not the state-of-the-art GPU and newer GPUs have even more memory stacks. Compared to GPUs with

more memory stacks, Gearbox remains highly competitive in terms of speedup per stack because Gearbox

delivers on average 45× speedup per stack compared to NVIDIA P100.
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Gearbox also outperforms an ideal model of SpaceA [146], a PIM-based SpMV accelerator that only

supports row-oriented processing (assuming no area overhead, perfect load balancing, and no penalty for

remote reads for SpaceA) by 58× (447×) per area.

Our paper makes the following contributions:

• Proposing a highly parallel architecture that can exploit the parallelism for regular kernels, as well as

SpMV and SpMSpV.

• Proposing the first in-memory-layer approach (near banks/subarrays) that implements column-oriented

processing, which is more efficient than row-oriented processing.

• Proposing Hybrid partitioning to reduce remote accumulations and alleviate load balancing.

• Proposing hardware support for remote accumulations and Hybrid partitioning.

5.2 Background

5.2.1 HMC-like configuration vs HBM-like configuration

HMC has short rows (e.g., 256 bytes) and narrow columns (e.g., 32-bit) and GDLs, whereas HBM2E [148]

has wide rows (e.g., 1 KB) and wide columns and GDLs (e.g., 256 bit).

We choose memory configurations with short rows (e.g., 2048 bits), such as HMC [19, 13], because memory

configurations with short rows are more efficient for parallel row activations and random accesses, where only

a few words of a row are useful.

5.2.2 Sparse operations

We denote generalized matrix-vector multiplication as Output[:] = Matrix[:, :] × Input[:], where Input[:]

and Output[:] are vectors, and Matrix[:, :] is a matrix. By “generalized”, we mean multiplications and

accumulations can be replaced by any other operation with similar properties (e.g., commutativity). In most

applications, we need an extra step on the output vector finalOutput[:] = Output[:] + αy[:], where α is a

scalar value and y[:] is a vector. The addition and multiplication in this step can also be replaced by any

other operation. We refer to this step as Applying.

Many applications can be formulated as SpMV and SpMSpV [132, 134, 133]. For example, Single-Source

Shortest Paths (SSSP), a graph processing application, can be formulated as SpMSpV, in which multiplication

is replaced by addition, and the accumulation operation is replaced by minimization.
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5.2.3 Sparse matrix representations

There are two main data representations for sparse matrices: (i) compressed sparse rows (CSR) and (ii)

compressed sparse columns (CSC). CSC/CSR stores the matrix in three arrays containing: (i) non-zero values

(V alues), (ii) row/column indices of non-zero values (Indexes), and (iii) offsets (Offsets) that refer to the

positions of the start of the columns/rows in both V alues and Indexes arrays.

CSC representation is more efficient for column-oriented processing, as it has the position of the start of

each column. We can pair the V alues and Indexes arrays into one array (CSC Pair), as shown in Figure 5.3.

5.3 Motivation and key ideas

5.3.1 Support for column-oriented processing using accumulation dispatching

Figure 5.5 shows that the column-oriented algorithm only processes the columns that correspond to non-zero

entries of the input vector. Therefore, column-oriented processing operates on the sparse format of the

input vector (lines 4-5). We refer to this format of the input vector as the frontier (line 5, currFrontier

in Figure 5.5). Column-oriented processing also requires random access to the output vector (lines 20-21).

When we partition the matrix and the input/output vectors among memory segments, the accumulation in

line 21 can be remote or local. For example, in Figure 5.5, consider a subarray containing Matrix[:, j : k],

Input[j : k], and Output[j : k]. In line 21, if j ≤ row index ≤ k, the accumulation is a local accumulation.

Otherwise, it is a remote accumulation.

Key idea 1: Accordingly, we add hardware support for distinguishing remote accumulations from local

accumulations by placing a comparator and two latches that hold the range of index of local accumulations.

We also propose a mechanism for dispatching remote accumulations, Accumulation dispatching. In this

mechanism, one specialized subarray in every bank acts as a dispatcher for the remote accumulations. We

elaborate on the details of this mechanism in Section 5.4.

5.3.2 Reducing remote accumulations and balancing the load by supporting

Hybrid partitioning

Figure 5.4 shows the column length distribution of our evaluated datasets, where the x-axis (log scale) shows

the column length and the y-axis is the percentage of columns within that range. This figure demonstrates

that there are only a few long columns, but they are orders of magnitude longer than the other columns.

Same goes for the long rows. We refer to the top X% (e.g., 0.01%) of columns/rows as long columns/rows.

This threshold is configurable in our architecture.
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Figure 5.2 (a) in Section 6.1 demonstrates that, with column-oriented partitioning, where each subarray

has a few full columns, the long columns can cause many remote accumulations and significant load imbalance

among processing units.

Key idea 2: Given these observations, to both balance the load and reduce the number of remote

accumulations, we propose Hybrid partitioning. Figure 5.2 (b), in Section 6.1, illustrates that Hybrid

partitioning treats short and long columns differently. We partition the short columns in a column-oriented

way but divide the long columns among all subarrays. Consequently, each part of a long column resides in the

same subarray in which its corresponding part of the output vector resides, eliminating remote accumulations.

Furthermore, all subarrays cooperate for processing long columns, alleviating the load imbalance.

In iterative algorithms, the output vector becomes the input vector of the next iteration. Therefore, in

the next iteration, all subarrays for multiplication require accessing the output vector entries that activate

a long column. We place the output vector entries corresponding to long columns in the logic layer. In

the subsequent iterations, they are broadcast to all subarrays from the logic layer, eliminating the need of

copying from the output vector to the input vector. Since there are only a few activated long columns in each

iteration, the broadcasting imposes negligible overhead. The overhead is evaluated in Section 5.7.4.

Real-word matrices may also contain a few long rows. Figure 5.6 (a) shows that these long rows can

trigger many remote accumulations. To reduce this remote accumulation overhead, we place the output

entries corresponding to the long rows in the logic layer. The logic layer provides more efficient random

accesses, since it has SRAMs.

To implement Hybrid partitioning, our subarray-level processing units should be able to distinguish

among input/output entries corresponding to the long columns. We reorder the matrix so that the long

columns/rows of the matrix and their index are lower than a threshold. As a result, we can implement this

distinction by using a comparator and a latch that keeps the index of the last long column/row. Section 5.6

explains that this one-time cost is acceptable [147, 149, 146, 150, 151].

To further minimize the overhead of accumulation of long columns/rows, we added an optional optimization,

where we replicate the output vectors corresponding to the long columns/rows in all subarrays. Then we

accumulate the long rows, first locally in each subarray and then in the logic layer (Figure 5.6 (b)). If we

choose 0.01% of rows/column as long rows/columns, the capacity overhead of this technique stays below

1.7%.
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5.4 Proposed Architecture

We use Fulcrum[13] as the baseline PIM-based architecture. Motivated by characteristics of memory-intensive

applications, where there are few simple operations per loaded datum from memory, Fulcrum places one

simplified sequential processing unit per pair of subarrays. Each subarray-level processing unit (SPU) has a

few registers, an 8-entry instruction buffer, a controller, and an ALU. In Fulcrum, every pair of subarray

has three row-wide buffers, called Walkers. The Walkers load an entire row from the subarray at once, but

the processing units sequentially access and process one word at a time. The sequential access is enabled

by using a one-hot-encoded value, where the set bit in this value selects the accessed word. Therefore, to

sequentially process the row, the processing unit only needs to shift the one-hot encoded value.

We chose Fulcrum because it is more flexible and more efficient than bank-level SIMD approaches for three

reasons. First, the three Walkers enable three concurrent sequential accesses. Second, Fulcrum can exploit

the parallelism for operations with data dependency because Fulcrum processes row-wide buffers sequentially.

Third, Fulcrum can efficiently exploit the parallelism for operations with branches because each subarray has

an 8-entry instruction buffer that allows each ALU to perform a different operation independently.

However, Fulcrum can only support sequential accesses and is inefficient for irregular kernels that require

random accesses, communications among subarrays, or load balancing. In this paper, we: (i) modify

the sequential access mechanism of Fulcrum to enable local random accesses, (ii) add in-memory-layer

interconnection and a dispatching mechanism to enable remote accumulations, (iii) add ISA and hardware

support for our proposed Hybrid partitioning, which minimizes communications among subarrays and provide

hardware support for load balancing. Our modifications add only 10.93% area overhead to Fulcrum but

enable exploiting the high parallelism of Fulcrum for a new range of important applications.

Figure 6.2 illustrates our proposed architecture, which is based on 3D-stacked memories. Similar to prior

works [84, 13], every vault has a simple in-order core with a 32KB SRAM scratchpad underneath it, in

the logic layer. A ring interconnection topology (Figure 6.2 (a)) connects the banks in each memory layer.

Subarrays within a bank are connected through a line interconnection topology (Figure 6.2 (b)).

As shown in Figure 6.2 (b), we have two types of SPUs. Subarrays closest to the ring interconnect contain

Dispatcher SPUs. Other subarrays contain Compute SPUs.

The logic layer components launch a kernel (or one step of a kernel) by broadcasting at most 8 instructions

to all Compute and Dispatcher SPUs and loading new values from each subarray to the associated latches.

Our launching mechanism is similar to Samsung’s PIM [131] and poses negligible overhead compared to the

total execution time.
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In this section, we elaborate on the role of each part of our architecture, using a simple kernel, C[A[:]]+ =

B[:]. At a high level, a Compute SPU reads the ith entry of array A[:], compares this entry against three

latches, and processes the accumulation differently based on the result of this comparison. These three latches

are FirstLocal3, LastLocal3, and LastLong3. If FirstLocal3 ≤ A[i] ≤ LastLocal3, the accumulation is a

local accumulation. If 0 ≤ A[i] ≤ LastLong3, the accumulation is again a local accumulation but on the

replicated part, C[0 : LastLong3]. Otherwise, the accumulation is a remote accumulation. In this case, the

Compute SPU sends the index-value pair (A[i] and B[i]) to the Dispatcher.

We use this simple example to introduce our modifications to Walkers, provide a walk-through example,

and explain the role of Dispatchers. In the end, we elaborate on the details of the instruction format.

5.4.1 Walkers and indirect accesses

PIM targets memory-intensive applications that process large arrays. In our architecture, each Walker read

from or write to one of these large arrays. The Start1/2/3, shown in Figure 6.2 (c), determine the row address.

The End1/2/3 latches determine the end address of the arrays associated with Walker1/2/3, respectively.

For example, Walker1 loads one row from A[:]. Then, the controller accesses the row one word at a time

by shifting the one-hot-encoded value of Walker1. Once the set bit in the one-hot-encoded value reaches the

last position, the controller loads a new row from array A[:].

In our previous example, however, the array C[:] was being accessed randomly using A[:]’s entries. When

an array is the index of another array, the access is called an indirect access. To enable indirect accesses,

we add two fields to the instruction format that determine which register contains the index of the indirect

access and which Walker should be used for loading the row containing the accessed word. Our controller

derives the row address and column address using the index. To select the accessed word from the row, we

shift the one-hot-encoded value and increment a counter until the counter equals the column address. To

hide the overhead of shifting, we overlap loading a new row into the Walker and shifting the one-hot-encoded

value and use the sub-clock, introduced in [13]. This simple modification enables parallel and independent

random access per ALU in the accelerator, enabling applications with high access divergence.

5.4.2 A walk-through example

Figure 5.8 illustrates a walk-through example of how our architecture processes the first step of C[A[i]]+ = B[i],

using four instructions. The Compute SPUs iterate over these instructions for each entry of A[:] and B[:].
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Figure 5.8 1 shows the pseudo format of instruction[0], and Figure 5.8 2 illustrates the operation

performed by instruction[0]. With this instruction, the Compute SPUs load one word from Walker1 into

Walker1Reg and one word from Walker2 into Walker2Reg.

With instruction[1], as shown in Figures 5.8 3 and 4 , the SPU moves Walker2Reg to reg1 and compares

the Walker1Reg against the three latches (FirstLocal3, LastLocal3, and LastLong3). If FirstLocal3 ≤

Walker1Reg ≤ LastLocal3, the Compute SPU derives the row address and column address of C[Walker2Reg],

using Start3 latch. If 0 ≤ Walker1Reg ≤ LastLong3, the row address is derived using the LongStart3 latch

that stores the start of the replicated part of C[:] (i.e., C[0 : LastLong3]). Using the indirect mechanism that

we explained in the previous subsection, SPU loads C[Walker1Reg] into Walker3Reg. If the accumulation

is a remote accumulation, the controller places the index and the value stored in Reg1 and Walker1Reg on

the line interconnection’s port (DownPort in Figure 6.2 (c)) and returns to instruction[0].

Otherwise, Instruction[2], as shown in Figures 5.8 5 and 6 , performs the accumulation (Walker3Reg+ =

Reg1).

Instruction[3], as shown in Figure 5.8 7 , writes the Walker3Reg register to the Walker3, loads one word

from Walker1 into Walker1Reg, loads one word from Walker2 into Walker2Reg, and returns to Instruction[1].

The controller iterates over these instructions until all A[i] entries are processed.

5.4.3 Dispatcher and the bank-level switch

The Dispatcher SPUs are located in the subarrays closest to the ring interconnect (Figure 6.2 (c)). They are

primarily responsible for routing remote accumulation packets. To assist in packet forwarding, the Dispatcher

SPUs contain a switch that keeps the range of the indexes assigned to its bank and its layer in corresponding

latches.

In our previous example, the Compute SPUs send any non-local index-value pairs to the Dispatcher in

the bank. When the Dispatcher receives an index-value pair, if the index belongs to its bank, the Dispatcher

loads the index-value pair in one of its walkers. If the index-value pair belongs to the same memory layer, the

Dispatcher places it on the ring interconnection’s port. Otherwise, the Dispatcher forwards the index-value

pair to a different memory layer via TSVs. As a result, multiplications and local accumulations are overlapped

with sending remote accumulations.

After the multiplication and local accumulation, to complete the remote accumulations, we need two

additional steps. In the first step, the Dispatchers start sending the index-value pairs to Compute SPUs in

the same bank. In the second step, each Compute SPU processes the received index-value pairs to perform

the final accumulation (using instructions that are very similar to the instructions in the first step).
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5.5 SpMSpV walk-through

We can map SpMSpV to our architecture using the following steps.

Step1 (FrontierDistribution): In Section 6.2, we explained that the sparse format of the input vector is

called the frontier. In the first iteration, we partition and distribute the frontier among subarrays. In most

algorithms, the first frontier is very small (e.g., one entry for BFS). In iterative applications, the frontier is

generated in previous iterations and already resides in subarrays in which their corresponding columns reside,

except for the output entries that correspond to long row/columns, which reside in the logic layer. At the

start of each iteration, we broadcast the entries residing in the logic layer to all subarrays and append them

to the frontier array in each subarray.

Step2 (OffsetPacking): This step packs the column offset, column length, and the values from the frontier

array that should be multiplied in the column into a new array. Figure 5.9 shows the pseudo-code of this step.

Step3 (LocalAccumulations): This step multiplies each value of the frontier with its corresponding column.

Figure 5.10 demonstrates the pseudo-code of this step. In this step, if a clean value is being updated, the

clean value indicator and its row index will be sent to the Dispatcher.

Step4 (Dispatching): In this step, the Dispatcher sends all the stored entries (index-value pairs) to their

destination subarrays. Here, the Dispatcher’s Walker acts as a buffer.

Step5 (RemoteAccumulations): In this step, the SPU sequentially processes index-value pairs received in

the previous step and performs the accumulations. Also, in this step, if the value in the index-value pair is a

clean-value indicator, the index of clean-value is appended to the corresponding array.

step6 (Applying): This step processes the array containing the non-zero indexes to generate the frontier for

the next iteration, initializes the output vector to clean indicators, and sends long-activating entries to the logic

layer to be reduced and applied there. It also performs the apply operation (finalOutput[:] = Output[:]+αy[:],

which is explained in Section 6.2.

5.6 Software stack

PIM-based accelerators [131, 13, 2, 130] are most efficient for applications that can offload a large dataset to

the accelerator once and process any incoming input using the data stored in the accelerator. For example,

database tables, as well as matrices for deep learning, graph, and classic machine learning applications, can

be offloaded to the accelerator once and used for processing many inputs.

In all these domains, the one-time cost of pre-processing and data placement has typically been considered

acceptable. For example, in graph processing, several studies [147, 149, 146, 150, 151] propose pre-processing
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techniques that improve the execution time. In machine learning applications, the pre-processing time is even

more negligible compared to the training cost.

Pre-processing: In Gearbox, we need to partition long columns and replicate the column offset for each

partition. To balance the load, we randomize the order of columns assigned to a bank and then reorder the

matrix so that the long columns and long rows are the first columns and rows of the matrix.

Data placement: For placing data, we use the offload paradigm. Therefore, an API similar to CUDA’s API

(cudaMemcpy()) manages the data transfer. We allocate contiguous memory space for each array in each

subarray independently and then store the row address of each array as metadata. Then, in each step, we

load these metadata in the Start and End latches (as shown in Figure 6.2 (c) and (d)).

Programming model: Similar to Samsung’s PIM [152, 131], we are relying on a library-based programming

model, where a compiler would link the kernels in computation graphs of a high-level framework (such as

TensorFlow). We will release our assembly library for the evaluated kernels.

Scaling the proposed method for larger datasets:

We evaluated our approach using datasets that are as large as datasets evaluated by prior works [153,

149, 146], as evaluation with significantly larger datasets, in the slow simulation environments, is impractical.

Gearbox provides high parallelism in one stack. Therefore, unlike prior works[153, 149, 146], Gearbox does

not need multiple stacks for these dataset sizes.

However, to employ Gearbox for large-scale graphs, we can use multiple stacks accompanied with well-

studied partitioning techniques [150, 154, 155, 156, 157]. These techniques partition the graph data into shards

(i.e., coarse-grain partitions) with limited inter-shard communications. Prior work in the area of distributed

graph processing software frameworks [150, 154], multi-stack PIM-based approaches [153, 149, 146], and

low-capacity analog-based accelerators [132] have employed, developed, and optimized these partitioning

techniques. We evaluated our approach using datasets that are as large as datasets evaluated by prior

works [153, 149, 146]. Evaluation with significantly larger datasets in the slow simulation environments is

impractical. To extend the architecture for larger datasets, we use multiple stacks (4-16) per device, similar to

prior works [153, 149, 146]. To extend the capacity even more, we assume multiple devices will be connected

by NVLink3 and NVswitch [158] or similar inter-device interconnection, which allows all-to-all bandwidth

of 600 GB/s for up to 12 devices. To extend the algorithm for multiple devices and multiple stacks, we

can partition the matrix into several blocks, where each block is assigned to one stack. This technique is

used by prior accelerators with limited capacity [159, 132]. In this case, we require an additional step that

reduces the results of all blocks. NVLink supports collective operations [160] (e.g., broadcast and allReduce

operations) that efficiently support the required inter-device communications for our proposed method. We

leave evaluations for multi-device Gearbox as a future work. Supporting kernels with more than three
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arrays or more than eight instructions: SpMSpV is an example of a kernel that requires more than

three arrays. Since we have only three Walkers, we break the first step of this algorithm into two steps, where

each step has three arrays. Given that in-memory-layer PIM-based accelerators with high parallelism target

memory-intensive application, with few instructions per loaded data, a few-entry instructions buffer is enough.

For example, for our evaluated regular applications 4-entries and for SpMSpV 8-entry instruction buffer is

enough. If a future work identifies a widely-used memory intensive application that require more instruction

buffer entries, the instruction buffer can be extended at the cost of higher area overhead. A software solution

for mapping a kernel with more than 8 instructions is to break the algorithm into few steps, similar to what

we do for SpMSpV.

Handling corner cases: If the amount of remote accumulations is high, the Dispatcher SPU in the

LocalAccumulations step or a Compute SPU in the Dispatching step may not find enough space for storing

the received index-value pairs. To address this issue, we add a software-hardware-based mechanism. Section 5.4

explains that each Walker has an End latch that indicates the end of its corresponding array. When a Walker

reaches the row address that is one less than the row address of the End latch, the SPU raises a signal that

lets the logic layer know that the reserved space is about to be full. Then the logic layer controller stalls the

senders (depending on the step, could be the Compute SPUs or the Dispatchers) and initiates the next step,

making the array empty again.
Table 5.1: Configuration details for evaluated architectures

Component Parameters

GPU
Tesla P100 [121], 12 GB memory
3 HBM2 memory stacks at 549 GB/s
(183 GB/s per stack)

Ideal in-logic-layer GPU 512 GB/s per stack [153]

Gearbox

technology:22 nm, 32 vaults
32 subarray, open-bitline structure,
256 bytes per row, 64 banks per layer
8 memory layers, row cycle:50 ns, fre-
quency:164 MHz
in-logic-layer components per vault:
4-32 kB SRAM, an ARM Cortex-A35
[84]
interconnection: 1.2 GHZ, 64 lane, la-
tency: 0.8 ns for each interconnection
segment [146, 19]

5.7 Evaluation

5.7.1 Methodology

Following prior works [132, 32, 146, 149, 153, 159], we evaluate Gearbox using three graph algorithms and two

sparse machine learning kernels: Breadth-First Search (BFS), Page Rank (PR), Single-Source Shortest Path
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Table 5.2: Evaluated datasets

Matrix Full name Rows Non-Zeros Density Size (Bytes)
Holly hollywood 2009 1139905 112751422 0.0086% 911,130,616
Orkut soc orkut 2997166 212698418 0.0023% 1,725,564,672
Patent cit Patents 3774768 33037896 0.00023% 294,501,312
Road road usa 23947347 57708624 0.00001% 653,247,768

Twitter soc twitter-2010 21297772 530051618 0.0001% 4,410,795,120

(SSSP), Sparse K-Nearest neighbors (SPKNN), and Support Vector Machine (SVM). We vary datasets to

capture different characteristics of applications for different inputs. Table 5.2 introduces the datasets, which

are real-world matrices from the SuiteSparse matrix collection [161], and Table 5.1 lists the configurations of

the evaluated systems.

There is no established simulator for bank-level and subarray-level computing with simplified processing

elements, as these approaches are only recently getting popular. Therefore, we developed an in-house

event-accurate simulator for Gearbox and prior works. Furthermore, we integrated our simulator with

Gunrock [162] to validate the algorithms. We further evaluate our simulator with assertion testing and

analytical evaluations.

We developed the RTL model of our SPUs in 14 nm technology and incorporated an overall penalty of

3.08× for processing in 22 nm DRAM. The penalty incorporates the effect of larger technology node and

other inefficiencies [98]. Consequently, we evaluated Gearbox with a frequency of 164 MHZ.

We evaluated latency, energy consumption, and area of memory elements and interconnect elements using

CACTI-3DD [101]. For the breakdown of energy consumption of GPUs, we used Moveprof [119], which is a

tool based on integrating NVIDIA’s NVProf [108] and GPUWattch [120].

5.7.2 Speedup

Figure 5.11 compares our proposed method (GearboxV3) against a server-class GPU and a prior work,

SpaceA [146]. Gearbox, with just one memory stack, delivers on average (up to) 15.73× (52×) speedup

over a server-class GPU, NVIDIA P100, with three stacks of HBM2 memory. Gearbox also outperforms an

ideal model of SpaceA [146], a PIM-based SpMV accelerator that only supports row-oriented processing.

However, SpaceA [146] reports only 4.86% area overhead. Therefore, a fairer comparison is speedup per area.

Generously assuming no area overhead, perfect load balancing, and no penalty for remote reads for SpaceA,

Gearbox outperforms SpaceA, on average (up to), by 58× (447×) per area. The speedup over SpaceA stems

from the fact that Gearbox provides higher parallelism and efficient support for column-oriented processing.
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Although we chose Fulcrum as the baseline architecture, the two key ideas can enable column-oriented

processing for all PIM approaches, such as SpaceA [146], Newton [135], and Samsung PIM [131]. Our ideas

enable column-oriented processing for all PIM approaches and can improve them. For example, our ideas can

speed up SpaceA by 3.4 times. To this end, we can add our hardware support for our Hybrid partitioning by

adding our latches and comparators to spaceA. Similarly, we can add accumulation dispatching to SpaceA

and use the bank-level CAM in SpaceA for accumulating remote results.

The speedup of Gearbox against GPU stems from three sources: (i) higher internal bandwidth compared

to GPU, (ii) lower overhead for random accesses where only a few words out of a cache line is useful, and (iii)

inefficiency of SIMD units in GPU for irregular applications.
Table 5.3: Each Gearbox version shown in Figure 5.12.

Description

GearboxV0
row-oriented processing+local random access for accessing a row+

broadcasting the frontier+
using sequential index matching for processing each row

GearboxV1
column-oriented processing+column-oriented partitioning+

our proposed Accumulation dispatching

HypoGearboxV2

column-oriented processing+our Accumulation dispatching+
an impractical partitioning

(partitioning the matrix with Hybrid partitioning
but placing the entire input and output array in the logic layer)

GearboxV2
column-oriented processing+Accumulation dispatching+

Hybrid partitioning
without replication long activating entries in each subarray

GearboxV3
column-oriented processing+reduction dispatching+

Hybrid partitioning+replicating long activating entries

5.7.3 The effect of each optimization

Figure 5.12 illustrates the effect of the proposed optimizations in Gearbox. Table 5.3 lists the description of

each version. Figure 5.12 shows that GearboxV0 and GearboxV1 are three orders of magnitude and two orders

of magnitude slower than Gunrock, respectively. One hypothetical version of Gearbox, HypoGearboxV2,

which places the entire input and output array in the logic layer, provides, on average, 4.28× speedup

compared to GPU. HypoGearboxV2 is not practical, as SRAMs in the logic layer memory elements do

not have enough capacity for the entire input and output vector. GearboxV2, on average, provides 12.48×

speedup over GPU by placing only long activating entries of the output/input vectors in the logic layer. The

SRAM capacity for this solution is (2 ∗ n × (4 + 4) ∗ P/100, where n is the number of rows and P is the

percentage of input/out entries placed in the logic layer. For the evaluated datasets and P of 0.01 % , we

need 34 KB SRAM in total in the logic layer. GearboxV3 is the final version, whose performance is discussed

in Section 5.7.2.
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5.7.4 Execution time and energy breakdown

Figure 5.13 (a) shows the breakdown of execution time spent on each of the six steps of the algorithm

for GearboxV2 and GearboxV3. Here, most of the execution time is spent on LocalAccumulations and

RemoteAccumulations. Step1 in this figure includes the overhead of broadcasting of non-zero entries placed

in the logic layer, which is on average 1.1% of the total execution time.

Figure 5.13 (b) presents the breakdown of the energy consumption of Gearbox, demonstrating that

Gearbox reduces the energy consumption, compared to GPU, on average (up to) by 97 (99)%. This figure

shows that in most applications, row activations are the major source of energy consumption. The exception

is SPKNN, where the input vector and the output vector have many non-zero values corresponding to the

long columns/rows, increasing the energy consumption of the operations in the logic layer.

5.7.5 Comparison against non-in-memory-layer approaches

Figure 5.14 compares the speedup of Gearbox against three ideal models. The ideal models only account for

the overhead of data movement and provide an upper bound for non-in-memory-layer approaches. Figure 5.14

shows that Gearbox provides 7.94× (31×), on average (up to), speedup per memory stack, compared to the

ideal model of a GPU. We also evaluated Gearbox against a purely in-logic-layer approach under aggressive

assumptions such as (i) 512 GB/s raw bandwidth, (ii) having enough parallelism to utilize the raw bandwidth,

and (iii) having 56 64 kB L1 and 4 MB L2 cache to capture any locality.

Gearbox offers, on average (up to), 2.83× (11×) speedup per memory stack, compared to this ideal model

of an in-logic-layer GPU. The main bottleneck of in-logic-layer approaches is the limited bandwidth in the

logic layer, which is 29× lower than the bandwidth of in-memory layers. Table 5.4 compares Gearbox against

a few non-in-memory layer approaches based on the reported speedup in their paper on the two common

algorithms evaluated by all these accelerators (Page Rank and SSSP). The comparison overestimates the

speedup of these accelerators, as we convert their reported CPU speedups to GPU speedups based on the

GPU speedups reported in Graphicionado[159], which has no HBM2 memory and has half the memory

bandwidth.

Tesseract [153] and GraphP [149] in Table 5.4 are using HMC-like configuration. Our speedup against

these approaches shows that our speedup comes from our in-memory-layer design and not from using HMC-like

configuration. Our speedup against these approaches also proves that Gearbox can outperform GPUs with

Fine-Grained DRAM [163], with narrow, dedicated TSVs to each bank, similar to HMC.
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Table 5.4: Speedup against non-in-memory-layer approaches.

Graphicionado[159] Tesseract[153] GraphP[149]
Per stack/chip 10.01 27.08 21.99

Per area – 13.47 10.9

5.7.6 The effect of load balancing

Figure 5.15 (a) shows that for most datasets and algorithms, labeling 0.01% of rows/columns as long can

significantly improve performance. This figure also shows that increasing the percentage only slightly improves

the performance.

We also evaluated the effect of distributing consecutive columns (Figure 5.15) (b). In real-world matrices,

consecutive columns (e.g., neighboring nodes in a graph) are most likely to get activated together. Our

evaluations show that distributing consecutive columns among subarrays in a bank (SameBank) provides,

on average (up to), 22.3× (76.9×) speedup compared to storing consecutive columns in the same subarray

(SameSubarray).

5.7.7 Power and temperature constraints

Figure 5.16 (a) shows that Gearbox reduces power consumption by 75%, compared to the GPU. It consumes,

on average, 32.72 watts. Our power density is 465 mW/mm2, which reduces the power density of SpaceA

by 12% and is safely under the power density budget of a PIM-based accelerator with a commodity-server

active heat sink [164, 94] and under the power budget of the PCIe/CXL peripheral interface. We evaluated

the performance of Gearbox under two power budgets: (i) 10W and (ii) 40W. Figure 5.16 (b) presents the

speedup of Gearbox under these two power budgets. To lower the power consumption, we lower the frequency.

This figure shows that even under a restricted power budget of 10 watts, Gearbox (with one memory stack)

outperforms a high-performance GPU (with three memory stacks), on average (up to) by 6.8× (38.65×).
Table 5.5: Area evaluation of Gearbox

Area mm2

Per two subarrays Per layerComponent
Optimistic Pessimistic Optimistic Pessimistic

Original DRAM – – – 34.95
Walkers – 0.011 – 11.26

Bank-level logic and interconnection – – – 4.56
Integer SPUs 0.0067 0.010 6.86 10.42
Float SPUs 0.0098 0.019 10.03 19.45
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5.7.8 Area evaluation

Table 5.5 lists the optimistic and pessimistic areas of our hardware components. Our optimistic area numbers

are the ones reported by our synthesizer, scaled to 22nm. Our pessimistic area evaluation is the maximum of

scaling the optimistic area for 4 layers (using the scale factor derived from [165]) and the pessimistic area

reported by our synthesizer. For Walkers, we evaluate the area using CACTI-3DD [166], which is equivalent to

pessimistic area evaluations. Gearbox optimistically (pessimistically) imposes 2.42% (10.93)% area overhead

compared to a prior work, Fulcrum [13]. In comparison with regular HMC memory, Gearbox optimistically

(pessimistically) imposes 73% (100)% area overhead.

5.7.9 Evaluation for regular kernels

GearBox is based on Fulcrum. Therefore, GearBox/Fulcrum can also support and speed up regular workloads.

Figure 5.17 evaluates performance for a range of regular applications from the InSituBench [13] suit. For these

evaluations, both Gearbox/Fulcrum and our bank-level SIMD have the same number of ALUs and have the

same frequency. Gearbox provides, on average, 4.4× higher throughput than the bank-level SIMD approach.

Gearbox can also outperform DRISA [2], a row-wide bitwise-based SIMD approach, which implements

arithmetic operations using bit-wise operations on horizontally laid-out data, by more than two orders of

magnitude. SIMDRAM [130], another row-wide bitwise-based SIMD approach that implements arithmetic

orations on vertically laid out data, cannot support floating-point operations of the evaluated applications.

The vertical layout is also highly inefficient for random accesses, as we would have to activate 32 rows to

access a single 32-bit word, one bit per row (the rest of bits in all rows will not be used).

5.7.10 Evaluation per dataset

We varied datasets to capture different characteristics of applications for different inputs. Figure 5.18

illustrates the speedup achieved for each algorithm and each dataset listed in 5.4.

5.8 Related Work

SIMD and row-wide bitwise approaches: Bank-level SIMD approaches [131, 135] or subarray-level

bit-parallel and bit-serial approaches [130, 2, 12] perform the same operation on multiple aligned words.

These approaches cannot efficiently support SpMV and SpMSpV. Section 5.7.9 compares Gearbox against

these approaches for regular kernels.
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Logic-layer-based approaches: This category of prior works [153, 149, 167, 168] employs a few processing

units with traditional or decoupled access/execute architectures[74] in the logic layer. These approaches still

move data along subarrays, banks, and layers, imposing data movement overheads. Section 5.7.5 discusses

these approaches.

NVM-based techniques: These approaches employ NVM computation capabilities (e.g., CAM capability,

analog MAC, and digital computation capabilities) [32, 132, 169]. Due to several issues with NVM-based

approaches, including the hardware and energy overhead of analog-to-digital/digital-to-analog converters

(which can limit the capacity to 64 MB [132]), low endurance, and high error rate, in this paper, we have

focused on DRAM-based accelerators.

ASIC/FPGA-based accelerators: Several ASIC and FPGA designs [133, 170, 159, 171, 134] target

SpMSpV and graph processing. The advantage of these approaches is that their performance, similar to

other non-PIM approaches, does not highly depend on the data placement in memory. Therefore, they

do not require careful offline data placement. For example, they can handle load imbalance at runtime by

distributing tasks among processing elements. However, these approaches have to transfer data from memory

to the accelerator, imposing data movement overhead. We evaluate Gearbox against Graphicionado [159],

an ASIC-based approach, in Table 5.4.

5.9 Conclusions

Gearbox extends the range of applications that highly parallel PIM-based accelerators can support, by

proposing hardware support for Accumulation dispatching, Hybrid partitioning, and subarray-level random

accesses.

We can envision three types of future works: (i) extending Gearbox for other irregular kernels, (ii) applying

Gearbox in an SRAM/EDRAM setting, (iii) augmenting Gearbox with a reliability mechanisms for memory

technologies with higher error rate. (In this work, we employ Gearbox for graph processing, which is tolerant

to error and uses DRAM, where the probability of error per byte in one month, in memory layers, is as low

as 1.86375e-8 (85% of DRAM errors caused by the memory controller and memory channel [172])).
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Figure 5.4: Column length distribution in real-world matrices (both x and y-axis are in log scale).

Input: 1 
    CSC_offsets[0:n] 2 
    CSC_Pair[0: numNonZeros(Matrix)*2-1], 3 
    //pair sparse format of the input vector 4 
    currFrontier[0: numNonZeros(Input)*2-1] 5 
Output: 6 
    OutputDense[0:n-1]=0 7 
    numOutputNonZeros=0 8 
    //pair sparse format of the output vector 9 
    nxtFrontier[0: 2*n-1]            10 
//processing only columns corresopnding to non-zeros of the input 11 
for (i=0; i< numNonZeros(Input)*2; i+=2): 12 
    f_column= currFrontier[i] 13 
    f_value= currFrontier[i+1] 14 
    col_offset= CSC_offsets[f_column] 15 
    col_length= CSC_offsets[f_column+1]-CSC_offsets[f_column] 16 
    for (j=0; j< col_length; j+=2): 17 
   row_index= CSC_Pair[col_offset +j]; 18 

  row_value= CSC_Pair[col_offset+j+1]   19 
   //random write to the output vector 20 
        OutputDense[row_index]+= row_value * f_value 21 
//generating the sparse format of the output vector 22 
for (i=0; i<n, i++): 23 
    If(OutputDense[i]!=0): 24 

  t= numOutputNonZeros*2 25 
   nxtFrontier[t]= i 26 
        nxtFrontier[t+1]= OutputDense[i]  27 
   numOutputNonZeros++ 28 

Figure 5.5: The column-oriented algorithm.
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Input: 1 
    CSC_offsets[0:n] 2 
    //pair sparse format of the input vector 3 
    frontier[0: numNonZeros(Input)*2-1] 4 
Output: 5 
 pack[0: packLength-1] 6 
 packLength            7 
j=0; 8 
// pack frontier value with correponding column information 9 
for (i=0; i< numNonZeros(Input)*2; i=i+2): 10 
    index= frontier[i] 11 
    pack[j]= CSC_offsets[index] 12 
    pack[j+1]= CSC_offsets[index+1]-CSC_offsets[index] 13 
    pack[j+2]= frontier[i+1] 14 
    j=j+3 15 
packLength=j+1 16 
 17 

Figure 5.9: OffsetPacking.
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Input:  1 
pack[0 : numNonZeros(Input)*3-1] 2 
CSC_Pair[0: numNonZeros(Matrix)*2-1] 3 

Output:  4 
OutputDense[0:n-1] 5 

OutputDense[:]=0 6 
for (i=0; i< numNonZeros(Input)*3; i=i+3): 7 
    offset=pack[i] 8 
    length= pack[i+1] 9 
    f_Value= pack[i+2]  10 
    for (j=0; j< length;j=j+2): 11 
   row_index= CSC_Pair[offset+j] 12 
        row_value= CSC_Pair[offset+j+1] 13 
        //the fisrt step for generating nxtFrontier 14 
        if(OutputDense[row_index]==0) 15 
  send (0,row_index) to the dispatcher 16 
        OutputDense[row_index] +=f_Value* row_value 17 

Figure 5.10: LocalAccumulations.
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Figure 5.18: The speedup of our final solution (GearboxV3) against a GPU framework (Gunrock) and a prior
work (SpaceA) for each dataset and algorithm.



Chapter 6

Pulley: An Algorithm/Hardware

Co-optimization for Multi-device

In-memory Sorting

6.1 Introduction

In current computing systems, the latency and energy consumption of fetching data from off-chip memory can

be 2-3 orders of magnitude higher than an arithmetic operation [4]. Processing-in-memory (PIM) architectures

alleviate this data movement overhead by processing data inside the memory.

Sorting is an important task that requires many passes over data, where each pass performs only a few

operations per loaded datum from memory. As a result, for datasets too large for the processor’s caches, the

overhead of moving data from memory to processor is much higher than the overhead of computation for

sorting algorithms.

Sorting is widely used and appears in many big data applications and database operations, such as index

creation, sort-merge joins, and user-requested output sorting [173]. Accordingly, many studies have focused

on accelerating sorting using GPU, FPGA, and ASIC [173, 16, 17, 174]. Sorting is thus a natural candidate

for PIM acceleration.

Among sorting algorithms, radix sorting is highly parallel and can exploit the parallelism of PIM. With

the emergence of high-bandwidth interconnect (e.g., NVLink, and CXL) (which enable even more parallel

multi-device and multi-stack PIM-based accelerators), it is crucial to employ highly parallel and scalable

algorithms such as radix sorting.

93
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//Fields per bucket 1 
Struct bucket{ 2 

int hist; 3 
int prefix; 4 
int index; 5 

}; 6 
//The intermediate array 7 
//n processing unit 8 
//r buckets 9 
bucket intmdt[n][r]; 10 

(a)

//Step 1: Local Histogram 1 
Input: keys[],mask,nShift 2 
Output: intmdt[][]=0 3 
//-------------------------------- 4 
//each processing unit(PU) 5 
for(i=0;i<n;i++) 6 
   for(j=0;j< keys.length;j++) 7 
      bkt=(keys[i]& mask)>>nShift; 8 
  //bkt is random a number 9 
  //next access is random access 10 
  intmdt[i][bkt].hist++;  11 

(b)

Step 2: Prefix-sum  1 
Output: intmdt[][] 2 
Input: intmdt[][] 3 
---------------------------- 4 
t=0 5 
//for each bucket 6 
for(bkt=0;bkt<r;bkt++) 7 
   //for each PU 8 
   for(i=1;i<n;i++) 9 
   t+=intmdt.hist[i][bkt]; 10 
   intmdt.prefix[i][bkt]=t  11 

(c)

Step 3:Key placement  1 
Output: sortedKeys[] 2 
Input: intmdt[][],keys[], 3 
       mask,nShift 4 
--------------------------------- 5 
for(i=0;i<n;i++)//Each PU 6 
   for(j=0;j< keys.length;j++) 7 

bkt=(keys[j]& mask)>>nShift; 8 
      pos=intmdt[i][bkt].prefix++ 9 
       intmdt[i][bkt].index; 10 
      intmdt[i][bkt].index++ 11 
      sortedKeys[pos]=key[j] 12 

(d)

Figure 6.1: Parallel Radix sorting: (a) the structure of the intermediate array, (b) in step 1 each processing
unit (PU) generates a local histogram array, (c) in step 2, we need a prefix-sum on all local histogram arrays,
and (d) in step 3, each PU determines the location of each key by deriving the bucket number (line 8 ) and
adding the prefix value of the bucket to the current index of the bucket (line 9).

Radix sorting comprises several passes. In each pass, each processing unit places a key in a bucket in

three steps. First, the Histogram generation step, where each processing unit generates a histogram array by

counting the number of keys in each bucket. Second, the Prefix-sum step, where the algorithm requires a

prefix sum across all local histogram arrays generated by all processing elements. Finally, the Key placement

step, where each processing uses the prefix-sum array for finding the address of each key in the sorted sequence

and writing it in the correct address.

Implementing Radix sorting in PIM is challenging for three reasons. First, the histogram generation step

introduces random accesses and is most efficient with fine-grained random access memories (e.g., SRAMs).

PIM units often lack such memory elements. In fact, memory reads the data at a row granularity, which is

often quite large, several Kbits. As a result, random accesses to the memory segments are very costly because

each random access reads an entire row of data. Second, the larger the number of buckets in each pass, the

fewer the numbers of passes (more details in Section 6.2.1). Accordingly, to limit the number of passes, we

need to reserve a large histogram array per processing element, wasting the capacity. Third, radix sorting

requires prefix-sum across all memory segments, which impose significant overhead if performed using a core

far from memory segments.

In this paper, we propose an algorithm and hardware co-optimization for sorting, Pulley, that (i) reduces

the number of required intermediate arrays and (ii) eliminates random accesses.

To reduce the number of required intermediate arrays, we propose hardware and software optimization,

by which every group of processing units can efficiently share an intermediate array. Since we share

the intermediate array among every m processing element, the number of intermediates arrays decreases,

decreasing the capacity overhead of intermediate arrays and the performance overhead of the prefix-sum

operations.

To eliminate the random accesses, we employ a baseline PIM architecture, Fulcrum [13], that is highly

efficient for the operation of dichotomizing keys into two groups (more details in Section 6.3.1). We optimize
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this baseline architecture for locally sorting keys in each memory segment using binary radix sorting. Our

modified algorithm exploits locally sorted keys and performs the histogram generation step only with sequential

accesses.

Our paper makes the following contributions:

• Proposing an algorithm/hardware co-optimization approach for enabling large-scale sorting on PIM-based

accelerators.

• Evaluating the effect of our proposed method against a near-HBM FPGA-based approach [16] and an

in-logic-layer-based sorting accelerator [17].

6.2 Background and Motivation

6.2.1 Parallel Radix Sorting

Radix sorting is a sorting algorithm that is highly parallel and can exploit the parallelism of recently proposed

PIM-based accelerators, where each memory segment has one processing element.

This algorithm splits the k bits of keys into smaller d-bit digits and sorts data in ⌈k/d⌉ passes. In each

pass, the algorithm partitions the keys into radix = 2d distinct buckets. Therefore, the fewer passes, the

larger the number of buckets. For example, for 32-bit keys, if we uses radix = 216, we need only two passes

but216 buckets. As explained in the introduction, radix sorting requires 216 buckets. Figure 6.1 (a) shows the

structure of the intermediate array, which has one element per bucket for each processing unit. To save the

memory space, the prefix-sum can be performed in place so that we only need one field for histogram and

prefix-sum values. However, in the Key placement step, we need another intermediate value (field) that keeps

the current index of the bucket. Accordingly, we need to reserve at least 542 MB per processing element for

the intermediate arrays.

In addition to the capacity overheads, the intermediate arrays impose performance overhead due to (i)

random accesses and (ii) the prefix-sum operation. Figure 6.1 (b), (c), and (d) illustrates how the sorting

algorithm uses the intermediate array in each step. Line 11 in Figure 6.1 (b) and line 12 in 6.1 (d) also

shows that radix sorting requires random access to the intermediate array. Line 7 and 9 in Figure 6.1 (c)

show that with inefficient implementation, the overhead of the prefix-sum operations can be in the order

of n× r, where n is the number of processing elements, and r is the number of buckets. In this paper, we

reduce the overhead of random accesses and the overhead of prefix-sum operations.
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Figure 6.2: Our proposed architecture: (a) The circles are subarrays, the rectangles are banks, and the
pentagons are switches. Banks and subarray connected using a interconnection with dragonfly topology (b) a
bank with an SPU and three Walkers per subarray, (c) architecture of each SPU, and (d) an example of local
binary radix sorting.

6.3 Our proposed method

Figure 6.2 illustrates the architecture of our proposed method, where the memory stack has a few layers;

within each layer, banks are connected through an interconnection network with a dragon-fly topology, and

within each bank, subarrays are connected through a line interconnection topology.

6.3.1 Baseline PIM architecture

We use a subarray-level PIM approach, Fulcrum[13], as the baseline PIM architecture. In Fulcrum each pair

of subarrays have one simplified sequential processing unit (Figure 6.2 (b)). Each subarray-level processing

unit (SPU) has a few registers, an 8-entry instruction buffer, a controller, and an ALU (Figure 6.2 (c)). The

simplified design is motivated by the characteristics of memory-intensive applications, where there are few

simple operations per loaded datum.

In Fulcrum, every subarray pair also has three row-wide buffers, called Walkers. The Walkers load an

entire row from the subarray at once, but the processing units sequentially access and process one word at

a time. The sequential access is enabled by using a one-hot-encoded value, where the set bit in this value

selects the accessed word. Therefore, to sequentially process the row, the processing unit only needs to shift

the one-hot encoded value.

6.3.2 Fulcrum’s shortcomings for Sorting

Fulcrum [13] employs its efficient local sequential processing for in-memory sorting. In this approach, first,

data is bucketed among subarrays based on the most significant bits, assuming no bucket is larger than the

reserved size for buckets in each subarray. This bucketing is performed by iteratively dichotomizing keys into

two groups and transferring one group from one subarray to another, using an efficient inter-subarray data
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movement mechanism [2]. Then, data in each subarray is sorted using binary radix sorting (r = 2). Again,

for each bucket of the binary radix sorting, Fulcrum reserve a space and assumes that no bucket is larger

than the reserved size for buckets. Accordingly, Fulcrum can only efficiently sort Megabytes of data uniformly

distributed among buckets and wastes capacity for Gigabytes and non-uniformly distributed keys.

Moreover, Fulcrum cannot efficiently support sorting across banks and only sort data within a bank,

assuming data is already is bucketed among banks during data transfer among the host and the accelerator.

This assumption is not true in many scenarios.

In this paper, we address Fulcrum’s shortcoming by enabling radix sorting that uses histogram and index

arrays for finding the exact address of each key in a sorted stream, eliminating the need for reserving any

extra space for each bucket.

To reduce the number of passes, we use use the radix of 216. Therefore, for 32-bit/64-bit keys we

require two/four passes of bucketization on data, where each pass comprises four steps: (i) Local sorting, (ii)

Histogram generation, (iii) Prefix-sum, (iv) Merging and key placement. In the following subsection, we will

explain our contribution in each step.

6.3.3 Local sorting

The three Walkers with shift-based sequential access mechanisms are highly efficient for binary radix sorting,

where we need to dichotomies an array of keys into two buckets (Bucket0 and Bucket2). To this end, we load

the key array row-by-row in Walker1, employ Walker 2 as Bucket0 and Walker3 as bucket1. Then, as shown

in Figure 6.2 (d), in each clock cycle, the SPU shifts the one-hot-encoded value to read one key from Walker1

and write it to either Walker2 or Walker3 based on the digit being processed by shifting the one-hot-encoded

value of the corresponding Walker. The binary radix sorting is efficient because it requires no random access.

The only problem is that, with non-uniformly distributed keys, the size of each binary bucket can be very

different in each pass. To address these issues, instead of reserving a large space for each binary bucket, we

propose to reserve a space that is almost the size of the key array. Then, we design a hardware controller

that starts Bucket0 from the bottom of the space and fills it upward and starts Bucket1 from the end of the

space and fills it downward. The reverse ordering of keys in Bucket1 can violate stability, a requirement for

radix sorting. Therefore, our controller processes Bucket1 from end to start.

6.3.4 Histogram generation

With radix of 216 the required space for histogram and index values is 542 MB per processing element. We

propose that 15 processing units of 15 subarrays in a bank share a space for the intermediate array in the



Pulley: An Algorithm/Hardware Co-optimization for Multi-device In-memory Sorting 98

lower subarray in the bank. This step comprises three substeps: (i) each SPU generates the histogram values

of the first 256 buckets, (ii) reduce the histogram values of each of these buckets in the lower subarray, (ii) go

to sub-step (i) to generate the histogram values of the next 256 buckets until the histogram values of all the

216 buckets are processed.

As we explained, the second sub-step requires reducing the histogram values of 256 buckets. We can

perform the reduction by a processing unit at the bank’s edge that reads data from all 15 subarrays and

performs the required operations. When the number of data elements per subarray is small, the overhead of

this approach is negligible. However, when the number of data elements per subarray is small, the overhead

becomes significant. Therefore, to propose an approach that is efficient for any number of data elements

per subarray, we propose Cooperative operations, where 15 processing elements cooperate to reduce their

histogram values in the last subarray of the bank.

Assuming the histogram array in ith subarray is Hist[i][:], the Cooperative reduction is as follows: the ith

processing unit receives a value from (i− 1)th processing unit, adds it to its Hist[i][j] entry and passes the

result to the (i+ 1)th processing element.

6.3.5 Prefix-sum

In a 3d-stacked memory, in our configuration, 256 subarrays share a bus (TSVs). Current PIM approaches

require reading histogram values from all these subarrays through the shared bus and writing the prefix-sum

values back to all 256 subarrays. Since we reduce the number of intermediate arrays, the overhead of

prefix-sum decreases to reading and writing to only 16 subarrays in a vault.

Similar to reduction operations explained in Section 6.3.4, when the number of data elements per subarray

is small, the overhead of this approach is negligible. However, when the number of data elements per subarray

is small, the overhead becomes significant. Therefore, to propose an approach that is efficient for any number

of data elements per subarray, we can use Cooperative prefix sum, where all processing elements in a memory

stack cooperate to reduce their histogram values in the last subarray of the bank.

Assuming the histogram array in ith memory segment is Hist[i][:] and the prefix-sum array in ith memory

segment is Prefix[i][:] the Cooperative prefix sum is as follows: the ith memory segment receives the jth

entry of prefixe-sum ( Prefix[i − 1][j] ) from (i − 1)th memory segment. The ith memory segment adds

Prefix[i − 1][j] ) to its Hist[i][j] to form the Prefix[i][j] and forwards Prefix[i][j] to (i + 1)th memory

segment.
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6.3.6 Merging and key placement

Since, in our proposed method, all the 15 subarrays in a bank share an intermediate array, we need to

merge the sorted keys in these arrays for correct key placement by deriving the address of each key using

the prefix-sum values (as shown in Line of Figure 6.1) (d). However, naive merging imposes significant

overhead because out of 16 SPUs only the last SPU will perform the merging, decreasing the parallelism.

Our Cooperative merging addresses this issue. Using our proposed Cooperative merging, ith SPU in a bank

receives a key, compares it with its current key. If the received key is less than its current key, the SPU

forwards the received key. Otherwise, the SPU forwards its current key. Once the minimum key reaches the

lower SPU in the bank, this SPU derives the address of each key using the prefix-sum values.

6.4 Evaluation

6.4.1 Methodology

Pulley targets sorting Gigabytes of data, where the capacity of one memory stack is not enough. Given that

new interconnection technologies, such as NVLink [158] provide high-bandwidth fully-connected topology

among multiple devices, we can increase the capacity of our accelerator by connecting multiple devices. We

evaluated Pulley in a 6-device setting, where each device has four stacks of 8-GB memories, providing 192

GB capacity. We chose to place four stacks per device to ensure that the power consumption of each device

is less than 300 Watt. We chose the 6-device setting because the second generation of NVLink allows 6

Links per device. The third and the fourth generations allow 12 and 18 links per device. However, our

current simulation environment cannot evaluate significantly larger datasets. For the same reason, we only

evaluate 24 GB of data but distribute data among the 24 stacks of our 6-device configuration to incorporate

the overhead of communications among devices and stacks. For each stack, we follow the configurations of

fulcrum [13]. We developed an in-house event-accurate simulator for Pulley and will release the source code

of the simulator.

6.4.2 Throughput

We compared our proposed method against an (i) state-of-the-art near-HBM FPGA-based sorting accelerator

Bonsai [16]) and an in-logic-layer sorting accelerator (IMC-Sort [17]). The two evaluated approaches are the

most related works that can support sorting Gigabytes of data.
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Figure 6.3: The throughput comparison.

6.4.3 Power and temperature constraints

We evaluated the energy consumption of the memory elements and interconnect elements in Pulley using

CACTI3DD [166] and evaluate the energy consumption of processing units using the RTL synthesize. The

average power consumption of Pulley per stack is 38.6 watts. Our average power density is 540 mW/mm2,

which is under the power density budget of a PIM-based accelerator with a high-end server active cooling

(1214 mW/mm2 [146, 164, 94]) and under the power budget of the PCIe peripheral interface (300 Watts per

device and 75 per stack).

We could not add performance per watt against Bonsai [16] and IMC. Bonsai provides no energy number.

IMC [17] only provides energy numbers normalized to CPU, and we do not know what the absolute energy

consumption of this method is.

6.5 Conclusions and future Work

This paper motivates providing hardware support for sharing intermediate arrays in sorting. As future works,

we envision investigating the benefits of shared intermediate arrays for other important kernels such as graph

processing and database operations. We also optimized operations on the shared intermediate by providing

hardware support for Cooperative operations. Future works can investigate what other applications can

benefit from these operations.



Chapter 7

Conclusions and Future Works

For memory-intensive tasks, data movement dominates computation. To reduce the cost of data movement,

we have two options: (i) reducing the size of data, (ii) processing data inside the memory. This dissertation

explores both approaches.

This dissertation, first, presents a light-weight compression method by exploiting quantization in general-

purpose processors. Our method represents values with few bits to reduce the size of data. It ensures

that values that require more than a few bits are represented in their original format, preventing overflows

and limiting the maximum absolute error. To this end, we propose a software-hardware interface whereby

we transfer information of our high-level abstraction to hardware modules and transparently convert the

short values to the original format before being used in the computation. Our evaluation demonstrates that

our light-weight compression provides 1.23× speed up compared to the state-of-the-art cache compression

techniques and can significantly reduce the cost of data movement, supporting the first part of our hypothesis.

Next, this dissertation explores the second approach by presenting an in-situ PIM design that keeps

computations close to the subarray’s row buffer to avoid substantial data-movement overheads. Our proposed

method, Fulcrum, overcomes key limitations of prior in-situ architectures by placing a scalar, full-word

processing unit at the edge of each pair of subarrays. We show that sequentially processing a row (instead

of bit-parallel processing of the entire row buffer) with full-word computation ability allows a much wider

range of tasks to leverage in-situ processing, including a full range of arithmetic operations, essential sparse

and dense linear algebra tasks, operations with data dependencies, operations based on a predicate, scans

and reductions, and so forth. Our evaluations show that Fulcrum outperforms a server-class GPU with

three stacks of HBM2 and, on average, provides 70× speedup per memory stack and reduces the energy

101
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consumption by 96%. Therefore, our near-data processing approach can significantly reduce the cost of data

movement, supporting the second part of our hypothesis.

Continuing exploring the PIM approach, we observe that rethinking communication and load balancing

mechanisms can unlock the benefits of PIM for a wider range of applications. Accordingly, this dissertation

presents Gearbox, where we augment Fulcrum with hardware support for (i) offloading accumulations

operations from one memory segment to another memory segment and (ii) balancing the load among

processing elements. We find that Gearbox can outperform Gunrock, a GPU-based graph-processing

framework, by 15.73×, showing that near-data processing can significantly reduce the cost of data movement

for graph processing applications, supporting the second part of our hypothesis.

Finally, we extended Fulcrum to support multi-device in-memory sorting by adding hardware support

that enables every group of processing elements cooperatively generate an intermediate array, eliminating the

capacity overhead of reserving one intermediate array per processing element. Our evaluations show that

Pulley (FulcrumV3), on average, delivers 20 times speedup compared to Bonsai, an FPGA-based sorting

accelerator, and can significantly reduce the cost of data movement by processing near data, supporting the

second part of our hypothesis.

Lesson Learned and Future Works

After exploring the effect of the quantized memory hierarchy in general-purpose CPUs, we realized CPUs

could not efficiently exploit the higher effective memory bandwidth provided by our quantized memory

hierarchy. If we had known this fact, we would have proposed a quantized memory hierarchy for SIMD or

SIMT architectures that can exploit the higher memory bandwidth.

Recent works show that, for few-bit integer operations, such as 4-bit multiplications, the row-wide bitwise

approaches are highly efficient. If we had it to do over again, we would have designed an architecture that

could exploit the benefits of both approaches.

We envision six types of future works: (i) evaluating the effect of quantized memory hierarchy for GPGPU,

SIMD and embedded processors, (ii) developing software stacks for simplified in-situ designs, (iii) mapping

new processing or pre-processing to Fulcrum, (iv) evaluating and optimizing Fulcrum for other memory

technologies, (v) enhancing the reliability and security of system using Fulcrum, (vi) designing a subarray-level

architecture that supports both row-wide bitwise operations and single-word processing units.

• Evaluating the effect of quantized memory hierarchy for GPGPU, SIMD and embedded

processors: Cost of data movement is much higher for GPGPU and SIMD applications as they require

a higher memory bandwidth. Cost of data movement is also high for consumer devices where we use a
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low-bandwidth memory. We believe with slight modifications, we can employ and evaluate an overflow-free

quantized memory hierarchy in these processors.

• Developing a software stack: We envision a software stack composed of two steps. The first step is to

implement the important kernels of the most commonly used libraries. The second step is to use automatic

tools that map Data-Flow Graphs (DFG), where each operator node can have multi-dimensional vectors

or tensors into a collection of primitives and kernels, which are implemented in the first step.

• Mapping new processing and pre-processing: We believe that many kernels can be accelerated

using Fulcrum. Thus, researchers in the domain of high-performance computing can use Fulcrum to

map the memory-intensive parts of their applications to Fulcrum and evaluate the end-to-end speedup.

Fulcrum has also the potential to aid as a pre-processor that eliminates unnecessary computation and

data movement in the actual computation. As an example, Fulcrum can be used in pattern matching to

filter those parts of the text that do not match the exact part of the pattern.

• Fulcrum with other memory technologies: In Fulcrum, we discussed the challenges regarding

implementing our method for DRAM. However, we believe the same simplified control and access

mechanism can be employed for SRAM-based and NVM-based accelerators. Fulcrum with SRAM-based

memory technologies can benefit from the high frequency and more efficient logic of SRAM technologies.

non-volatile memories also have higher capacity. However, frequent write operations to non-volatile

memories can lower endurance. Future works can evaluate Fulcrum for NVM and investigate solutions for

increasing endurance. For example, our error detection mechanism proposed in the previous section could

help to increase endurance.

• Enhancing reliability and security: Most current in-situ approaches ignore the error detection and

correction mechanisms and often target only approximate applications. However, even for approximate

applications, enhancing reliability and reducing error is desirable. The single-word and sequential

processing of a row-buffer proposed in this dissertation may enable an early error detection mechanism for

in-situ accelerators. To this end, we can assign the last column of the Walker to parity values, where each

binary digit is the parity bit, for all the bits in the same digit in all columns. Consequently, adjacent bits

will have different parity bits and multiple adjacent errors are still detectable. Thanks to our sequential

column processing, we can xor sequentially accessed columns in each cycle. At the end of the process,

the result must be equal to the last column. On the other hand, in-situ approaches are vulnerable to

row hammer attacks that may flip the bit values, and the aforementioned solution for error detection can

alleviate that. Moreover, the sequential processing and the three Walkers enable in-situ shuffling. The
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shuffling, in addition to our xor operations can be used to implement a light-weight in-situ protection

mechanism for data and enhance the security of systems.

• Designing a subarray-level architecture that supports both row-wide bitwise operations

and single-word processing units: Recently proposed in-situ row-wide bitwise approaches (e.g.,

SIMDRAM [130]) implements arithmetic operations using bit-serial computation on vertically laid-out

data (where each bit of a 32-bit value is in a different row). The vertical layout eliminates the extra shifts

for addition operations and highly benefits few-bit integer operations. However, these approaches still are

inefficient; for example, 32-bit multiplication operations require 11,103 row activations. SIMDRAM[130]

also cannot support floating-point operations, because it cannot support the required shift operations. We

propose to design a new in-situ approach that can exploit the benefits of row-wide bitwise for few-bit integer

operations and the benefits of single-word processing for floating-point operations, 32-bit multiplication,

operations with data dependency, and conditional operations.
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