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Abstract

With the ever growing demand for computational resources, universities struggle to provide

the cyber-infrastructure (CI) required to satisfy the needs of their researchers both in terms of

quantity and diversity. Purchasing resources for peak demand for all resource types is not always

plausible, and more importantly not at all efficient. Renting capacity from the commercial clouds

can be an alternative, however, commercial clouds expect to be paid and are often very expensive.

In this research, we present the Campus Compute Cooperative (CCC), which provides an

alternative to commercial providers that yields increased value to member institutions at reduced

cost. In CCC, member institutions trade their resources with one another in a market based

environment to meet both local peak demand as well as provide access to resource types not

available on the local campus. CCC also supports multiple differentiated qualities of service for

the users.

Contrary to prior market based grid approaches, we focused our study towards a production

level deployment. As a prelude to production deployment in multiple campuses we analyzed the

challenges and prospects of such a federation with simulation. In this research, we simulated the

CCC in a multi-campus environment with real production data traces from multiple institutions

and evaluated the performance of the CCC with the current non-federated alternatives. Our

simulation included data traces from three (3) institutions over the last quarter of 2017. From the

results, we observe that, all the participating institutions can benefit from both the differentiated

QoS and federation features of CCC and achieve a better net value individually and combined.
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Our simulation shows that CCC increases the overall net value of the federation by $350,000 in a

month. This research also provides some interesting insights about the data traces which would

help other prospective institutions to decide weather they could benefit from joining the

federation or not.
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1
INTRODUCTION

1.1 Motivation

With the perpetual growth in computing and storage systems, computational techniques have be-

come an essential resource in virtually all aspects of today’s research. Universities are facedwith the

strategic challenge of providing researchers with the necessary computational infrastructure while

managing costs.
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The challenge in providing affordable computational resources is even more acute right now

because the use of cyber-infrastructure (CI) has become ubiquitous across all the sciences and

increasingly widely used in humanities research. Moreover, there are now a multitude of compu-

tational modalities to support research. Researchers perform many different types of simulation

and analysis within and between disciplines, which requires different types of CI systems, i.e. GPU

based systems, large memory systems, hadoop clusters, commercial clouds, tightly coupled HPC

clusters etc. To make matters more complicated researchers may make use of multiple compu-

tational modalities at different points in a research project or even a single distributed workflow

making use of resources at a variety of scales with a variety of temporal access patterns (continu-

ous versus bursty usage). As a result, even for institutions with huge existing infrastructure, it is

not possible to meet the demands of their researchers all the time.

Most universities maintain a set of shared resources to support the computational needs of their

researchers. The typical schedulingmodel for these shared resources is first comefirst serve (FCFS).

However “FCFS” policies on shared resources often lead to organizationally sub-optimal outcomes

as not all jobs have the same value for the researchers and often the jobs with higher value have

to wait on the queue while the regular or low priority jobs are running. This leads the funded re-

searchers to buy their own cluster1 rather than using the shared infrastructure, which are frequently

underutilized.

Another alternative sometimes used by researchers is the use of commercial clouds (Amazon

AWS, Microsoft Azure, Google cloud). With the commercial cloud however, it is not possible for

the institutions to trade their resources in return. Whichmakes commercial cloud a very expensive

alternative.
1During our survey of some of the cluster owners [66] [65], we found that the in-ability to immediately start jobs

that are of higher value to them was a show-stopper for using shared university resources
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Henceforth, for themajority of the institutions the obvious next step is to share theCI resources

among each other to increase resource volume and diversity. However, sharing without proper

accounting can lead to the tragedy of the commons where one institution can keep using resources

from other institutions while nor allowing others to use their resources (or allowing very little),

making the institution a chronic debtor.

Trading resources with each other rather than plain sharing can take care of this problem. This

is where CCC [60] fits in. The basic idea of the CCC is simple: you can run your jobs to other

institutions in exchange of allowing their researchers to run jobs in your institution. For example,

your institution can trade in GPU cycles with other institution in exchange of HPC cycles. The

remainingbalanceswould later bepaidby institutionswith real currency at the endof eachpayment

cycle. Theuse of a pay-as-you-gomarketmechanismavoids the free-rider problem that has plagued

the earlier grid markets and cloud federation systems.

1.2 Shape of the Solution

To address the problem, we have developed the CCC (Campus Compute Cooperative), a secure,

standard based, open source, federated, computational resource trading marketplace for research

institutions. The CCC is built on XSEDE architecture [20] and leverages Genesis II [86] as its

software stack. CCC combines three basic ideas into a production grid environment.

ResourceMarket The first idea is that resource providers charge for the use of their resources

and resource consumers pay for the use of resources. Note that buying and selling does

not necessarily involve the exchange of real money. Instead allocation units are exchanged

between participating institutions. Themechanism for resolving chronic debits is discussed
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in section IV. Charging for compute cycles is not novel in academia. Creating a market for

cycles, where actors are both buyers and sellers is novel.

DifferentiatedQuality of Service (QoS) The second idea is providing differentiated quality of

service levels that allow users to specify the quality of service they need. Quality of service

attributes include the urgency of the job. Does the job need to run right now (urgent)? Or

can the job run later (best effort)? Other quality of service attributes include the type of

resource requested. Does the application have largememory requirements? Does it require

a very fast interconnect? Does it require many cores on the same node? Or does it have a

small memory footprint? Users select, and pay for, the quality of service they desire. By al-

lowing users to express the value of the job in terms of what they arewilling to paywe ensure

that the CCC always executes the most important job next, increasing overall institutional

value.

Resource Federation The third idea is federation: combining the resources of multiple institu-

tions into a single, larger compute environment. This is akin to using an M/M/K queue

versus K independent M/M/1 queues. By increasing the resource pool size we can provide

better quality of service.

In a nutshell, the CCC allows users to select the urgency (quality of service) for their jobs and it

provides institutions ability to securely trade their existing compute anddata resources among each

other. Users define their job information (resource requirements, data and environment setup) us-

ing a standard job description language (JSDL [47]). Once defined, jobs can be submitted to and

executed on one of three different gridQueues (one for each QoS supported by CCC) based on

their urgency. Each gridQueue is linked to one or more Basic Execution Services (BESes) [57].

5



EachBES is configured to submit jobs to a particular partition or queue in a local loadmanagement

system such as SLURM, PBS, or SGE. For each BES that is linked to the gridQueue is configured

with themaximum number of jobs it may concurrently submit to the BES as well as the maximum

number of cores it may consume at any given instance. The gridQueue uses job resource require-

ments and BES resource properties to match jobs to BESes that are candidates to execute the job.

Finally, The gridQueue schedules jobs to matching BESes in FCFS order.

Over the last decade, there have been several other attempts to create suchmarket orQoS based

approaches with limited success, except for theOpen ScienceGrid [49]. We, however, believe that

theCCCcan result in an effective use of each participating organization’s resources, and benefit the

researchers at all participating organizations. This is because, we believe such market economies

can succeed now and in the coming years within academia because the diversity of these resources

needed by researchers is too great for even the best funded universities tomaintain and support all

of the existing modalities of advanced computing resources on one campus. For example, in the

case ofUVAand IU,wehave a relatively greater abundance ofHPCsystems based onCPUs atUVA

and a relatively greater abundance of HPC systems with GPUs at IU. So, a federation between the

universities will allow researchers from both universities to access these diverse resources.

1.3 Campus Compute Co-operative Goals

There are two goals for the CCC. The first is to provide university scientists the computational re-

sources they need when they need them in such a manner as to increase overall institutional value

while reducing costs. We achieve this goal by deploying the CCC on participating institutional re-

sources and setting up a mechanism in which universities (or university units such as departments

and research labs) trade the use of their computational resources with other universities, e.g., com-
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pute clusters, large shared memory machines. The CCC uses production quality software already

available as open source created by the project participants. Three university computing resources

serve as the pilot hardware – the Rivanna cluster at University of Virginia ( 6000 cores), Computer

Science department resources at UVA ( 600 cores), and Big Red II at IU ( 20,000 cores).

The second goal of CCC is to test whether CCC results in a greater value and better ability for

researchers to complete their most critical analyses for all the institutes individually and overall,

compared to using local resources only, which leads to our hypothesis statement:

“A federation of resources among Universities with differentiated QoS and market based resource allo-

cationwill result in a greater value and better ability for researchers to complete theirmost critical analyses

on-demand, for all the participating institutes individually and overall.”

A corollary to our hypothesis is that by not federating their resources and by not distinguishing

different qualities of service, universities realize a reduced return on their IT investment dollars.

The null hypothesis is that the institutional value from computation and storage does not increase

when participating in a market-based federated computational economy.

1.4 Data Calibration and Simulation

The CCC is not yet operational. As a prelude to production we wanted to model the market and

evaluate the potential of such a market in a multi-campus environment. To evaluate and analyze

the performance of CCC in a market based grid federation, we needed an input set of jobs that ac-

curately reflects the system loadwe expect fromCCC. Specifically, we needed job traces that would

reflect user behavior in the presence of a federated environment and differentiated QoS. However,

as CCC is not in production yet, such traces do not exist. Hence, we collected data traces from ex-

isting production environment and calibrated the data so that it reflects the expected system load
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as in CCC. Specifically the data traces were not annotated with any quality of service requirement.

So, we calibrated the data traces to annotate the jobs with defined job priorities. Finally, we con-

ducted our simulation using ALEA [74] job simulator with the calibrated data traces to test the

above mentioned hypothesis. We also analyzed calibrated the job traces to extract different pat-

terns which justifies the prospect of market with CCC.

For the simulation, we used production data traces from three (3) different institutions: Uni-

versity of Virginia, Indiana University, and Virginia Tech, for the last quarter of 2017. The goal of

our simulation is to identify the impact of the features of CCC, i.e.- resource federation and differ-

entiated quality of service on different performance metrics. For that, we conducted simulation to

measure the net value for each institution with or without the federation and differentiated QoS.

We also measured the on demand access capability (which represents the ability to schedule the

urgent jobs within a very short threshold) and resource utilization for each of the participating

institution separately and as a federation.

Our results highlight that, with differentiated QoS and federation, all three (3) institutions gain

significant value from CCC, which results a combined benefit of about $350,000 per month for

the federation. Also with CCC, almost all cases more than 90% high priority jobs were scheduled

within the 10 min threshold, which is about 20-30% improvement on the legacy systems.

1.5 ResearchContribution

Themost important contribution of our work is the implementation of a real market-based collab-

orative to explore the concepts and challenges of economic grid and their prospects in a production

environment. The idea of ”Grid economy or Grid Market” have been widely studied for last two

decades. However, to the best of our knowledge none of these approaches being used in a pro-
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duction environment, specially in academic domain. We believe our work lays the groundwork for

deploying a production level market based grid federation in a multi-campus environment.

Our data analysis and simulation results establishes the potential of a multi-campus federation

with differentiated qualities of service in an academic environment, Three (3) peer reviewed pub-

lished papers2 establishes the fact that our results were convincing enough for the peers. On the

basis of our experience and these publications, the idea of CCChas stated to pick up some pace re-

cently. This last quarter we have had eight (8) new institutions joining the collaboration- i) George

MasonUniversity, ii) University of Utah, iii) University of Nevada, Reno, iv) Texas Tech, v) North

Dakota State University, vi) University of Texas, Dallas, vii) Rutgers University, and viii) Stanford

University. Now we are in the process of setting up the infrastructure for CCC in a multiple cam-

puses. We believe now the conditions are right for us to move forward and very soon we will have

a production level CCC deployed in 10 institutions and start collecting real data from CCC 3.

Oneof themajor challengeswithCCCwas to run the same jobs fromusers in different platforms

(due to the diversity addedwithCCC). So far we have had some success stories fromusers atUVA,

GMU and Utah in this regard. We have been successful in running applications like: LAMMPS,

Amber, Keras in different platform for users, which encourages us to believe that CCCwill become

a useful work on academic super-computing. In addition, we believe our work will open up new

dimensions in marked based grid research like: dynamic pricing, total cost of ownership analysis,

accounting and settlements, job portability etc. In future, we are also considering using docker

containers and Singularity containers to make the job-porting simpler.

2and a ready to submit paper to be submitted at SC 2019
3As of now we have already have the infrastructure setup at University of Virginia, Virginia Tech, George Mason

University, Texas Tech, andUniversity of Utah and users from some of those institutions have already started using the
infrastructure.
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1.6 Structure of theDissertation

The remainder of the dissertation is structured in six Chapters-

Chapter 2highlights someof themajorwork in the grid computing, cloud computing, grid econ-

omy, and federated clouds. Specially works that influenced our research (i.e.- Amazon AWS,Open

Science Grid (OSG), and federated clouds) are covered with more detail.

Chapter 3 provides an overview the Campus Compute Co-operative (CCC). We present the

system architecture of the grid middleware Genesis II, on which CCC is build upon, along with a

brief on micro-economic models and the main features of CCC in this chapter.

For the simulationwe collected job traces from three (3) different institutions over the last quar-

ter of 2017. InChapter 4 we summarize these data-set. We also present the calibration and analysis

on the traces to setup our simulation.

Chapter 5 describes the simulation setup . Here we discuss the simulator (ALEA) that we have

used and the modifications on the simulator to incorporate for CCC scheduling algorithm. We

also provide the major model definitions and evaluation plan in this chapter.

Chapter 6 discusses the experimental results for CCCunder 3 different setups. The chapter also

highlights the breakdownof the result in terms of themarket and analyzes the performance ofCCC

compared with the current setup.

Finally, Chapter 7 concludes with a reflection on the research findings, experience conducting

the research, and what should be the short and long term plans for the future of this work.
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2
RELATEDWORK

There is a vast related literature in distributed systems, distributed scheduling systems, on-demand

computing, cloud computing, grids, and grid economies going back over 40 years. Here wewill fo-

cusoncontemporary cloudandon-demandcomputing, grid economicmodels, distributed schedul-

ing, pilot jobs, and one of the better known alternative systems, the Open Science Grid.
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2.1 OnDemand&CloudComputing

Cloud computing has had amuchmore significant impact in the commercial space than eitherGrid

computing or earliermetasystems efforts. This is the result of a number of factors including the use

of virtual machines as sand-boxes that gave users tremendous flexibility; the rise of pay per use

on line media (movies, music), social networking, and other areas that paved the way for market

acceptance; and the entrance of Amazon into the market place, a vendor that was not only trusted

but assumed to knowwhat it was doing. Regardless of the cause of the change, the change is clearly

upon us.

The National Institute of Standards and Technology (NIST) defines clouds as having five es-

sential characteristics [81]: on-demand self-service, broad network access, resource pooling, rapid

elasticity, and measured service. The CCC is a cloud under the NIST definition. NIST further

defines three service models, Software as a Service (SaaS), Platform as a Service (PaaS), and In-

frastructure as a Service (IaaS). The CCC straddles the definition of a PaaS and IaaS cloud. The

CCC allows users to deploy applications that may or may not depend on CCC services, and in the

near future will include the ability to deploy and execute virtual machines.

There are clearly many other vendors of cloud services. The most representative examples are

Amazonwith the Elastic Computer Cloud (EC2) and S3 services andMicrosoftwith the windows

Azure Cloud. The CCC differs from these commercial cloud providers in two significant ways.

First, in the CCC economic actors are both producers and consumers. When using Amazon or

Azure it is clear that Amazon is selling and the user is buying. Thus, when interacting with com-

mercial cloud providers there will always be a bill to be paid. In the CCC, bills can be paid in-kind.

Second, new resource providers can join the community (enlarging the resource pool)without any
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change required on the client side.

Note thatwithinAmazonEC2 there aremanydifferent “instance types” that correspond to qual-

ities of service[7]. The Amazon instance types are partitioned in one dimension by the relative

scale of the instance: micro, small, medium, large; in another dimension by characteristics such as

“general purpose”, “compute optimized”, “memory optimized”, “GPU optimized”, “IO optimized”,

etc.; and also by whether the instances are fixed price and will last as long as you want, or whether

they are “spot” instances that are cheap – but which can be terminated at any time. The CCC uses

a similar model.

2.2 Grid Scheduling andGrid Economics

There is a rich literature in both computational grids and grid economicmodels [29, 37, 39, 49, 51,

57, 61–63, 88, 92, 109, 110]. The CCC builds on and extends these earlier systems. The CCC is

basedonopen standards developed in theOpenGridForum[13] and elsewhere that could only be

developed once the underlying concepts of authentication, job description andmanagement, data

transfer, and so on had been settled. One of the defining characteristics of most early metasystems

and grid efforts was that resources were “free” or that users already had to have permission to use

the resources.

In terms of grid economics [22, 39, 91] the work has been done in simulation, or developed but

not used in a production environment. Several research systems like: Spawn [108], AppLes [28],

Popcorn [97],G-commerce [110],OCEAN[110],Nimrod[21],GridSim[38], andGridEcon[22]

have explored the use of different economic models for managing resources in grid environment.

In each of these systems a market is established to trade resources between the resource providers

and resource users. But none of these actually considered the quality of service requirements of the
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users. Buyya et al. [39] proposed a QoS based scheduling algorithm but there the authors only

considered the deadlines as a QoS measure, not the value of the job .

The CCC is different in that our explicit goal is to construct and operate a production quality

market where the actors buy and sell computational services to test the hypothesis that markets

combined with differentiated quality of service result in a win-win for all actors.

2.3 Comparison of CCC andOpen Science Grid

The Open Science Grid [92] is the best known community execution environment today. With

technology initially developed primarily for the high energy physics community in the late 90’s

and early 2000’s, the OSG is transnational high-throughput computing resource used by several

science communities. From the OSG web page [14]:

“TheOSG facilitates access to distributed high throughput computing for research in

theUS.The resources accessible through theOSGare contributedby the community,

organized by the OSG, and governed by the OSG consortium.”

There are a number of differentiators between theCCCand theOSG.Themost compelling though

is the difference in economic models. The underlying model in the OSG is that the community

contributes resources in an altruistic manner, and that whole communities are allocated a portion

of the resources for execution. There is no explicit quid quo pro. The motivation for an institution

to contribute something concrete, particularly in this era of tighter resources and cost accounting

is not clear. In the CCC on the other hand the motivation to make resources available is explicit.

A second difference is the differentiated quality of service mechanism that explicitly models the

economic value of jobs. The CCC differentiates between less important jobs and urgent jobs, and
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schedules them appropriately. The goal is to increase institutional value as measured by what users

(and their respective institutions) are willing to pay. Thus, urgent requests, or requests from well-

funded research teams, can be moved to the head of the line in a neutral, consistent manner.

A third difference is the class of applications that are supported. OSG is explicitly designed for

high throughput sequential jobs. The CCC on the other hand is built on a standard extensible re-

source andexecutionmodel [24, 50] that doesnot carewhat the “activities” are. TheCCCcurrently

supports sequential, threaded, and MPI jobs. Extending to VMs will not be technically difficult.

Fourth is extensibility and openness. TheCCC is based upon open, publically discussed, exten-

sible standards developed in the Open Grid Forum. The OSG on the other hand is based upon

Condor, a tightly controlled proprietary system developed at the University of Wisconsin.

2.4 FederatedClouds

The standard Cloud computing model [2, 6, 9, 15], where a client utilizes a single cloud data cen-

ter, introduces several challenges. A cloud service unavailability can leave thousands of customers

without access to essential and paid for resources. Also relying on a single cloud data center makes

it hard to implement adequate responsiveness andusability to clients distributedworldwide. These

factors lead to the usage of federation of clouds to achieve better QoS, reliability and flexibility.

The concepts of Inter-Clouds are relatively novel, and many works in the area use several terms

interchangeably. Federated Clouds or Inter-Cloud computing has been formally defined as [42]:

“A cloud model that, for the purpose of guaranteeing service quality, such as the performance and

availability of each service, allows on-demand reassignment of resources and transfer of workload

through a interworking of cloud systems of different cloud providers based on coordination of each

consumer’s requirements for service quality with each provider’s SLA and use of standard inter-
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faces.”

Last few years there have been several state-of-the-art Inter-Cloud developments which include

both academic and industry projects. The InterCloud [37] project developed at the University of

Melbourne is one of the first initiatives in this field. It is a federated cloud computing environment

that addresses the issue of provisioning application services in a scalable computing environment,

achievingQoS under variable workload, resource and network conditions. The proposed architec-

ture is centralized and is built around a central entity called Cloud Exchange (CEx). In essence,

CEx acts like a marketplace where clouds can sell resources. The buyers may be other clouds or

application brokers. Thus, the architecture is clearly market oriented and facilitates pricing aware

application brokering. Each cloud data center participating in an InterCloud Federation needs to

have an agent called Cloud Coordinator (CC) installed. CCsmanage the federationmemberships

of the clouds by communicating with CEx on their behalf. The Cloud Broker identifies suitable

cloud service providers published on the CEx, negotiating with CCs for an allocation of resources

thatmeetsQoSneeds of users. Themain difference betweenCCCand InterCloud is that the prices

of the resources are somewhat fixed for CCC, while in case of InterCloud the prices are decided

based on some auction mechanism. The reason of choosing a static pricing scheme in the CCC

is that, the expenses from the user’s point of view will be more predictable with CCC. Moreover,

in CCC the CCC consortium decides on the prices for each QoS, so there would be more control

of the central body in the system. Also in InterCloud the main focus of the QoS attribute is the

availability and reliability of the resources, where as in CCC the QoS attribute dictates which job

to run earlier and whether a job can be preempted or not. And finally there is no empirical study

with InterCloud deployed in a real system, which on the contrary is one of themain focus forCCC.

In Dynamic Cloud Collaboration (DCC) [67, 68], the central entity that facilitates the feder-
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ation is called the primary cloud provider (pCP). The pCP is the first cloud provider in the fed-

eration – the one that actually established it. The other cloud providers are called collaborating

clouds. The primary cloud (pCP) maintains a registry of the services of the collaborating clouds.

Application brokering is done via SLA contract with pCP. Cloud clients submit requests to the

pCP, which on the basis of the requests’ characteristics allocates resources within the federation.

It has not been specified whether clients are allowed to declare requirements about the geographi-

cal location of the allocated resources. However, there has been work on the facilitation of a cloud

market placewhere auctions for resources are held. One concernwith the genetic algorithmmodel

is that the convergence time during the auction face, which can lead away researchers with imme-

diate need of resources. On the contrary, our CCC grid queue would be able to dispatch jobs

immediately if the resources are available.

Reservoir [99] is an open federated cloud computing platform. In the Reservoir model, each

resource provider is an autonomous entity with its own business goals. A provider can choose

the providers with which to federate. There is a clear separation between the functional roles of

service providers and resource providers. Service providers are the entities that matches the user

needs by finding resources that their application need. However, service providers do not own the

resources. They lease such resources from resource providers. Reservoir succeeds in defining a ref-

erence architecture capable of dealing with common IaaS requirements and even new ones, such

as service-orientation and separation between infrastructure and services. The Reservoir architec-

ture does not feature a central entity and is a peer to peer federation. The clouds communicate

directly with each other to negotiate resource leasing. CCCon the contrary is architecturally more

centralized through the grid Queue.

The Federated Cloud Management (FCM) architecture relies on a generic repository called
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FCMRepository to store virtual appliances for all federated services [78]. It is replicated to the na-

tive repositories of the different IaaS providers. Clients interact onlywith theGenericMeta-Broker

Service (GMBS) describing the requested service, and as far as they are concerned, further provi-

sioning and scheduling are transparent [78]. For every IaaS provider in the architecture, there is

a correspondent broker called CloudBroker managing the allocation and deallocation of VMs and

dispatching incoming application calls to appropriate VMs. GMBS has access to the FCM Repos-

itory and can communicate with the CloudBroker components of the federated clouds. When

GMBS receives a request from a user, it performs matchmaking between the request and an ap-

propriate CloudBroker. Thematchmaking is based on information from the FCMRepository and

runtime metrics provided by the CloudBrokers. Each CloudBroker maintains an internal queue

of incoming application calls and a separate priority queue for every virtual appliance. VM queues

represent the resources that can serve a virtual appliance-related service call. The priority of each

VMqueue is basedon the currently available requests in the queue, their historical execution times,

and the number of running VMs. On the basis of the VM queues, the CloudBroker needs to per-

form appropriate VM creation and destruction. A CloudBroker also handles the aforementioned

queue of incoming calls by redirecting them to the VMs created as a result of the management of

theVMqueues. Application brokering in FCM is done transparently to the client. In the definition

of the architecture, nothing has been said about user-level control over the location of the used re-

sources and how cost optimization can be achieved [78]. We could speculate that location-specific

requirements can become a part of the SLA between the clients and theGMBS. In a separate work,

Kecskemeti et al. extend the FCM approach to facilitate self-adaptable and autonomous manage-

ment of the federation [73]. One of their goals is to achieve resource optimization (and conse-

quently costs optimization) without violating the SLAs. However, this optimization concerns the
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resource utilization of the whole federation and does not necessarily lead to cost optimizations for

all federation’s clients.

One of the major difference between CCC and FCM is that, FCM mainly focuses on IaaS sys-

tem, hence the FCM architecture only works for VMs, whereas CCC works in both VMs and real

systems making it a viable option for both PaaS and IaaS system. Also there is no performance

evaluation with FCM, so it is hard to quantify the benefits of such cloud federation.

The European project Contrail [41] is built around a centralized composite entity that acts as

a single entry point to a federation of cloud providers. It is responsible for periodically observing

the states of the cloud providers and facilitating a federation-wise SLA. It also provides single sign

on, so that users need to authenticate only once to work with the entire federation. A special ar-

chitectural component called Federation RuntimeManager (FRM) is dedicated tomapping users’

requests to cloud resources. It implements cost and performance optimization heuristics and ide-

ally should have access to the geographical location and othermeta-information about every cloud

provider [41]. Application brokering is achieved by specifying a detailed application SLA. It is

the responsibility of the Federation RuntimeManagermodule to provision in accordance with the

SLA and to minimize the costs.

OurGridQueue performs similar tasks as the FRM inContrail, however in Contrail, there is no

benefit for sharing. In that regard Contrail is somewhat similar to OSG. But with these type of sys-

tems it is oftendifficult tomotivate providers to share their resources. Also there is no experimental

evidence (performance measure) of value addition with Contrail project.

Bernstein et al. envision a worldwide federation of cloud providers, rather than separate small-

scale federations [34]. They draw analogies from previous experience in integrating separate sys-

tems into large-scale utility services, for example, electricity and phone systems and the Internet.
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They propose a new Inter-Cloud architecture following some of the main design principles of the

public Internet. In a global Inter-Cloud environment, it is important for cloud providers to dis-

cover each other and to match their needs for resources. Bernstein et al. propose the usage of a

global resource catalogue called Cloud Computing Resource Catalogue. It contains information

about the shared resources within the federation and should be hosted by several community gov-

erned Intercloud Root servers. Root servers replicate the catalogue among each other to provide

better performance and availability. Negotiation between providers is facilitated by Intercloud Ex-

changes – distributed servers that allow cloud providers to discover suitable resources. Intercloud

Exchanges perform match making between cloud providers on the basis of specified preferences

and constraints. Intercloud Exchanges use the resource catalogue stored on the Intercloud Roots

to provide a DistributedHash Table suitable for fast querying. After the negotiation is done, cloud

providers continue to communicate directly with each other.

To facilitate all phases of the described global Inter-Cloud system, each participant should have

an entity called Intercloud Gateway. These entities allow cloud providers, Intercloud Roots and

Exchanges to communicate with each other using a set of Inter-Cloud protocols and standards. To

date, such interoperability protocols and standards have not been widely utilized, although there

are already ongoing works in the area [30–33].

Arjuna Agility [1] is a commercial framework for establishing Inter-Cloud Federations. It is

mostly tailored for federations of in-house data centers but can also facilitate cloud bursting (usage

of public clouds) if the demand increases beyond in-house resource capabilities. Each federation

site needs to install an Agility software agent that governs the interaction with the other sites. Each

site has its own policy regarding resource sharing and can define what resources in terms of hard-

ware and software are shared. Being targeted mostly at in-house cloud federations, Arjuna Agility
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addresses provider specific problems like reducing the power consumption [53, 79]. To this point,

it does not feature cost optimization. Priority usage of local resources is addressed as a data centre

borrows resources only if it cannotmeet its own demands. Provisioning decisions are governed by

provisioning policies set by an administrator. They are federation specific, not application specific.

Several companies provide paid independentMulti-Cloud services [5, 16, 17]. In essence, their

features are similar, and they compete against each other on the basis of the performance overhead

they add and the variety of cloud providers they can integrate with. RightScale offers a service for

deploying and managing applications across clouds. Users can manage VMs on multiple clouds

through the RigthScale console [16]. Application brokering is achieved through the alert-action

mechanism, similar to the Trigger-Action mechanism [16]. All RightScale VMs have predefined

‘hooks’, which continuously send information back to the RigthScale console. This facilitates the

check of the alert conditions and the execution of the predefined actions. Actions can define scale

up/down policies but can also be administrative in nature (e.g. sending email to the system admin-

istrator). As an action, a user is allowed to specify in which cloud and location resources should be

provisioned. Thus, scaling within RightScale can be location aware. Users can add private clouds

within the RigthScale console to facilitate local resources utilization.

The services of EnStratius [5], and Scalr [17] are comparable with those of RightScale. Natu-

rally, there are difference in the pricing, the set of supported cloud vendors and technologies and

some terminology. Similar to RightScale, they allow users to deploy VMs across different public

and private clouds. Application brokering is achieved through automated triggers, similar toRigth-

Scale’s alerts, which can trigger scale up/down actions.

Federated cloud is a novel area of intensive research and developmentwhose body of knowledge

has not been well established yet. However, all these projects and applications on federated clouds
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actually support ourmotivation claiming theheterogeneous resource and computing requirements

in the real world and how a single organization (even as big as Amazon Web Services or Microsoft

Azure) is not suitable of handling all these requirement. Nevertheless, most of these projects or

research have been focusing on the theoretical domain of the problem with hardly any practical

experimentation with real user data. It is very understandable as these real data are often very hard

to come by. Also none of these works on federated cloud actually provides real empirical data to

quantify the benefits of cloud federation.

We, on the other hand, believe that we can actually get data of real applications run by real re-

searchers in a real production quality test-bed as two universities are already committed to the idea

and hopefully a fewmore universities to follow suit. Alsowith these federated cloud environments,

any resource user cannot be a resource provider in themarket, in our case any userwith even a small

desktop computer can join in themarket as a provider, which introduces more dynamism and het-

erogeneity in the market.
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3
SYSTEMMODEL

The CCC builds upon the XSEDE Execution Management Services (EMS) [26], the Global Fed-

eratedFile System(GFFS) [59], and theCampusBridginguse cases [105]. It is a secure, standards-

based, open-source, federated cloud environment that provides execution management services,

data access and management services, and identity and group management services. The CCC

uses Genesis II [86] [10] [75] as its software stack. Genesis II is a web-services, container-based
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architecture that uses open standards, (primarily from the Open Grid Forum [13]) such as Basic

Execution Services, JSDL, RNS, byteIO and WS-Secure Token Services.

In CCC, we combine a market based resource trading with differentiated QoS on top of the

software stack. Before moving into the details of CCC system model, we need to introduce the

platform where CCC is implemented and some basics about micro-economics which is a major

building block for CCC. This chapter presents a brief overview of the CCC software stack and

micro-economics basics, followed by a description of the features that CCC includes to improve

the state of the art.

3.1 CCC Software Environment

TheCCC software environment consists of client-side tools that are used to interact with theCCC

services andWeb Services containers that are deployed to proxy access to back-end compute, data,

and identity resources on participating institution machines. We are using Genesis II for both the

client and server software. Client and container installers are available for Linux, Windows, and

MacOS. RPM’s are available for Linux as well. TheGenesis II implementation along with underly-

ing web services “stack” are all open source and are part of the XSEDE software stack. More details

aboutGenesis II software is available in [10] [75]. Wewill use the phraseGORMin this document

to refer to the Genesis II OmniBus Reference Manual [75].

Genesis II was developed at UVA and is the implementation of the XSEDE Global Federated

File System (GFFS) [59] and the XSEDE Execution Management Services (EMS). The XSEDE

architecture is described in detail in the XSEDE Level 3 Decomposition [26] (hereafter the L3D)

and the GORM.

TheGFFS and EMS are based upon standard, open,Web Services components that interact as a
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service cloud. The “objectmodel” used is one inwhich all objects are defined by aWSDL interface,

have state, have associatedmetadata accessible viaWS Resource Framework [27] get/set resource

properties, have an address represented by aWS-Addressing EndPoint Reference (EPR) [36], and

have a globally unique WS-Naming Endpoint Identifier (EPI) [55].

Belowwe examine four features of the CCC software system: the GFFS directory structure, the

security model, the executionmanagement architecture, and the accountingmechanism. For each

we give a brief description followed by CCC-specific configuration information.

3.1.1 Directory and Discovery Service

A central feature of the Genesis II and the XSEDE architecture is the Global Federated File Sys-

tem name-space. The GFFS name-space is modeled on the Unix directory structure. Like a Unix

file system maps path names to inodes the GFFS maps path names from a root “/” to resource

endpoints known as EPRs that support the WS-Resource Framework model, and that implement

some service type. The basic service types are WS-Trust authentication services [87], ByteIO file

services [84], RNS directory services [85], directory export services (L3D), BES execution ser-

vices [50], grid queue services (L3D), DAGMAN workflow execution services (L3D), and run-

ning jobs (activity endpoints) (L3D). In this proposal we will focus on Execution Management

Services. For details on any of the services and how they interact see the L3D, the GORM, and the

use case architectural responses [20].

The XSEDE GFFS name-space has a set of conventions on how the name-space is organized,

e.g. a compute resource in the XSEDE name-space is /resources/xsede.org/BigRed2. A running job

is /resources/CCC/RegularQueues/jobs/mine/running/simulation-1-4-best. A directory made avail-

able on my desktop is /home/xsede.org/prodhan/desktop-dir. Keep in mind that an endpoint may
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have many aliases, i.e., there may be many paths that point to the same endpoint; the Regular-

Queue above may also exist as /resources/xsede.org/queues/normalQ. The CCC uses the XSEDE

name-space. The Genesis II client supports access to the GFFS name-space via a command line

interface, via a GUI, via APIs, and by “mounting” the GFFS name-space as a file system on a Linux

system using FUSE [106], or in Windows via a SMB mount. Once the GFFS is mounted as a file

system by the operating system, existing operating system tools such as bash or user applications

can directly operate on remote data and compute resources, e.g., cd into the working directory of

a running job and tail -f an output file.

CCC Configuration

The CCC has its own directory entries in the XSEDE name-space, /groups/CCC, /home/CCC,

/users/CCC, /docs/CCC, /resources/CCC and /bin/CCC. Beneath each of groups, users, and home

there are links to institution specific, and institution maintained directories that point to the insti-

tutions users, their home directories, and any institution-specific and public groups.

3.1.2 Security Model Services

The CCC security model is described in the XSEDE L3D and has been extensively reviewed. In

a nutshell on-the-wire data integrity is provided by https (using TLS), authentication is via signed

delegated SAML certificates with a base of the certificate chain signed using an X.509 certificate,

and authorization is via access control lists(oarwx) in which the principles are the signers of the

base SAMLassertions. Authentication tokens are transferred in the SOAPheader of aweb services

call as specified in theWebServices InteroperabilityBasic SecurityProtocol, knownas theWSIBSP

[80]. Clients, actingonbehalf of users, accumulate a “credentialwallet” that is a set of signedSAML
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assertions, that is passed on every web services call.

The Genesis II server implements several WS-Trust Secure Token Services (STS) for different

back-end authentication protocols. The current back-end STSs implement a username / password

using an internal database, a Kerberos backend that authenticates against Kerberos servers, and an

InCommonEnhancedClient [11] or Proxy back-end that interacts withCILogon [3] and InCom-

mon services. STS endpoints can also represent groups (or roles). Instead of signing an assertion

stating that a particular user is JOAN or SARAH, the assertion states that the properly delegated

holder-of-key is a member of the group.

Genesis II clients interact with STS services to acquire delegated signed SAML user and group

assertions that are placed in the clients credential wallet for subsequent outcalls. The user can

add/remove tokens from their credential wallet.

CCC Configuration

We have constructed a set of groups for the CCC and placed them in /groups/CCC. Each partici-

pating institutionmanages its own groupof people authorized to useCCCresources. These groups

are named /groups/CCC/<inst-name>/<inst-name-users>. Authorization to acquire credentials

to institutional groups is managed by the participating institution not by CCC staff. CCC staff

maintain a group /groups/CCC/CCC-users. Authorization to acquire ccc-users credentials will be

given to holders of group credentials from participating institutions.

To use CCC compute resources, an individual first authenticates and acquires an end-user cre-

dential from an STS that his/her institution trusts, such as the institution’s InCommon server.

The credential is placed in his/her credential wallet. The individual then requests an institutional

group certificate from /groups/CCC/<inst-name>/<inst-name-users> and places that credential
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in his/her wallet. Finally the individual requests the ccc-users credential from /groups/CCC/CCC-

users and places it in his/her wallet. Assuming the user has been properly authorized at every step,

the user now has the CCC-user credential and can use CCC resources. These steps are configured

to execute immediately once the user credential is available. Participating institutions choose who

will use their credentials and can revoke access at any time. Similarly, CCC staff control which in-

stitutions are permitted to acquireCCC-user credentials. Finally, note that any resource owner can

stop accepting CCC jobs on a resource any time with a single command on a resource end-point,

grid chmod-rx<path-toresource>CCC-group

3.1.3 Execution Service Model

ExecutionManagement Services are described in detail in the L3D andGORM. EMS services are

concerned with instantiating and managing to completion units of work that may consist of single

activities, sets of independent activities, or workflows. EMS addresses problems with executing

units of work including their placement, “provisioning”, and lifetime management. These prob-

lems include, but are not limited to, the following: finding candidate execution locations, selecting

the execution location, preparing the execution location for execution, initiating the execution, and

managing the execution. The solution to these five problems consists of a standard job description

mechanism and the use of set of services that decompose the EMS problem intomultiple, replace-

able components that all enable specific architecture functions. These components include the Job

Submission Description Language [27] documents to describe jobs, OGSA Basic Execution Ser-

vices (BES) [28] to execute jobs, Grid Queues to manage large sets of jobs and to schedule them

onto BESes, GFFS directory paths [30] and resource registries [29] to discover resources, and job

managers to implement application-specific functionality.
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Figure 3.1.1: Clients send jobs to gridQueues. GridQueues send jobs to BESes. BESes wrap
compute resources such as clusters. BESes may execute the job directly or delegate to other
BESes.

Client tools

Client GUI tools include the Job-Tool for creating and submitting JSDL files and the queue man-

ager tool. End-users canmanage (list/start/stop/re-start clean up) their jobs with the queueman-

ager tool. Users can also examine detailed log histories to understandwhy a particular jobmayhave

failed. Users can also interact with their running jobs using the GFFS by cd’ing into the job’s work-

ing directory and reading (or tailing) output files being generated by the job regardless of where it
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is running. Administrators can change scheduler parameters andmanage end user jobs. Command

line tools to submit and manage jobs are available as well for those who prefer scripting.

JSDL

JSDL [47] [70] is a standard XML based language used to describe jobs. A JSDL 1.0 document

has three main components: a resource requirements section, an application information section,

and a data staging section. The JSDL resources section contains application requirements such as

operating system version, minimum amount of memory, number of processors and nodes, wall

clock time, file systems to mount, and so on. It consists both of a standardized set of descriptions,

as well as an open-ended set of matching requirements that are arbitrary strings.

The JSDL application information section includes items such as the command line to execute,

the parameters, the job name, account to use, and so on.

The JSDL staging section consists of a set of items to stage-in before the job is scheduled in the

local environment, and a list of items to stage-out post-execution. Each staging defines the protocol

to use, the local file(s) to use as the source or target, and URIs for the corresponding source or

target. Supported protocols include http(s), ftp, scp, sftp, GridFTP, mailto, and the XSEDEGFFS.

JSDL++ [100] is a non-standards track JSDL extension developed to address the short-coming

that each JSDL document describes exactly one set of possible resource matches with exactly one

corresponding applicationexecutiondescription. For example, “the job requires 8nodes, eachwith

8 cores, 64 GB memory, and MPICH 1.4: in that environment stage-in executable Y and execute

‘Y 1024 -opt1’ ”. Suppose an equally suitable option is “the job requires 1 node, each with 64 cores,

256 GBmemory, and pthreads: in that environment stage-in executable Z and execute ‘Z -opt2’ ”?

JSDL++ allows the specification of an arbitrary list of options and the JSDLprocessing agent is free
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to use any one of the options forwhich it can find the resources. Thediversity of compute resources

and tuned, platform-specific implementation for common packages, has led to use JSDL++ in the

CCC.

OGSA Basic Execution Services (BESs)

OGSA BES service [50] [102] endpoints represent the ability to execute jobs, specifically execute

JSDLdocuments. TheBES interfaces combinedwith JSDL create a virtual execution environment

for XSEDE and the CCC in which all execution resources, desktops, department servers, campus

clusters, clouds, and supercomputers provide the same interface.

GridQueues

The basic idea for a grid queue is simple and is shown in Figure 3.1.1. GridQueue services are in-

stantiated and configured to use particular BES services at each site. For example, the highPriority

gridQueue will be configured to use the highPriority BESes at each site. Clients (users) send their

jobs defined in JSDL to gridQueues. The gridQueue matches job resource requirements specified

in JSDL against BES resource properties and schedules jobs ontoBESes. In otherwords it provides

execution services on-demand. The gridQueue monitors the job until it completes. If the job or

BES fails, the gridQueue reschedules it on another resource.

CCC Configuration

To add their computing resources (clusters) to the CCC resource owners download and bring up

a Genesis II container on a head node or login node that can submit jobs to their cluster. Once

the container is operational the resource owners instantiate one or more BES endpoints on their
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new container. Each BES resource is configured to submit jobs to a particular local queue, for

example the “high priority” queue, “medium priority” queue or the “economy” queue. Each BES

is given a path, e.g., /resources/CCC/BigUniveristy/FooClusterHighPriority. The BESes have their

access control lists initialized (rx) to allow members of the /groups/CCC/CCC-users group to run

and manage jobs.

Once the BES endpoints are instantiated and initialized they are added to the appropriate grid

queueendpoint, e.g., /resources/CCC/queues/highPriorityor/resources/CCC/queues/regularPriority

or /resources/CCC/queues/economy using the link command in the grid command line shell.

cd /resources/CCC

ln BigUniv/FooClusterHighPriority queues/high-Priority/resources/BigUHighPriority

Once linked in, end-users jobs that match the FooCluster resource properties are eligible to be

scheduled on FooCluster.

3.1.4 Accounting

Whenever a job is run on the CCC an accounting record is created on the local BES that contains

the time the job started/ended, the command line, the resource used, how much resource was

used, and the signed SAML assertions that indicate who the user was, and what user and group

credentials were used in the execution. The signature chains provide non-repudiation. Different

resources types at different qualities of service have different costs in accounting units. This con-

ceptually similar to the Amazon EC2 pricing model. Note that resource owners ”earn” accounting

units when jobs run on their resources and users home institutions ”pay” for resource consumed

by their users.BES resource usage records are swept up into the accounting database periodically.

The accounting database can be sliced many ways; by resource to show all jobs run by users on
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the resource; by user showing which resources they used; by institution as a resource consumer

and producer, and so on. The objective is to provide institutions the ability to clearly understand

the costs (their resources being used by others) and benefits (their users using other institutions

resources) of participating in the CCC.

3.2 Micro-economics Basics

Before we dive into the discussion of CCC a bit of background on microeconomics[101] is ap-

propriate. At the center of micro-economic theory are the market supply and demand functions.

Both supply and demand are a function of the price of the item (usually a widget) being traded. A

market equilibrium is reached when supply=demand.

The demand function for widgets is a decreasing function of the price of an object. In other

words, when price of widgets goes up, the demand for widgets goes down. The difference between

what the buyers would have paid, i.e. how much they value a widget, and the price is the buyers’

surplus. If the surplus is not positive, the buyer will not buy as the buyer will only paywhat an extra

widget is worth to them.

Similarly on the suppliers side there is a supply curve that is an increasing function of the price,

i.e., if the price is higher more widgets will be produced. Ignoring sunk capital costs, when the cost

of producing a widget falls below the price, suppliers will cease producing widgets. The difference

between the cost of producing widgets and the price one receives for selling widgets is known as

the sellers’ surplus.

Supply anddemand are the foundation onwhichmodernmarket economies are based. Weposit

that supply anddemand applies to computational resources aswell aswidgets; that core hours right

now are often worth more than core hours later, and that different types of core hours, e.g., those

33



with an associated GPU, are worth more to some users. It also follows that as the price of ”right

now” core hours goes up relative to ”later” that the demand of ”right now” hours will decline.

Supply is also a function of the market. If the price of right now cycles goes up there will be

more right now cycles available. We further argue that resources should be allocated to those who

are willing to pay more as their willingness to pay directly reflects the value they place on the item.

3.3 CCC Features

Based on these micro-economics fundamentals and a very basic queuing theory principle, CCC

introduces three features to increase the institutional value of the participating universities: i) Dif-

ferentiatedQoS, ii)HeterogeneousResources, and iii) LargerResourcePool. This section presents

these features in the above mentioned order.

3.3.1 Differentiated Quality of Service

In a university there are funded researchers, unfunded researchers, new professors, graduate re-

search groups, and others, each with different computational needs. Each user values particular

runs of their jobs differently than others. Some are more important for example jobs needed for

a conference deadline, others less. Further, some researchers’ jobs are more important to the in-

stitution than others. We therefore assume that users have different utility function, i.e. users are

willing to pay different amount for different jobs based on the importance of the job and the re-

sources available to them. This is a core concept of micro-economics. The pricing structure for

the popular cloud infrastructures such as Amazon EC2 or Windows Azure also serves as concrete

evidence that the willingness to pay for different jobs for different users varies significantly.

In order to deal with this, inCCCwepropose a differentiatedQoSbasedmarket, where theQoS
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will be defined by the user’s willingness to pay for the job. Initially, we are considering three quality

of services classes: high priority, regular priority, and low priority. We can addmore service classes

in the future based on interest from the users and the participating organizations.

Definition 3.3.1 (High Priority / Immediate Access Jobs). This is the highest quality of service

and the cost is maximum in this mode. In the immediate access mode, the job is guaranteed to

be started within a predefined threshold maxDelay with probability onTimeStart from the time of

submission. Further, the job will be allowed to run up to the time period specified by the user. In

this mode, if the resource fails before the completion of the job, the resource provider will have

to compensate the user for the failure. While if the job fails due to coding error or any other error

from the user’s part, the userwill have to pay for the resource consumptionnevertheless. Moreover,

for these kind of jobs there would be a penalty to pay if the providers fail to start the job within

maxDelay.

Definition 3.3.2 (Regular Priority / Long Uninterrupted Access Jobs). This quality of service

would provide best effort service without preemption. So the service will be inferior to high pri-

ority service as there is no guarantee of on-demand access, but better than the low priority jobs

as there is no preemption. That is, in this mode, the job will be run on the available resources as

long as no high priority jobs can be scheduled, but once the job is started it cannot be preempted

without any penalty. In this mode too if the resource fails before the completion of the job, the

resource provider will have to compensate the user for the failure.

Definition 3.3.3 (LowPriority / Best Effort Access Jobs). This is the lowest quality of service and

the cost of resource access will be the minimum in this mode. In the best effort mode, the job

will be run on any available resource only if no other high priority jobs are waiting in the resource
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queue and the job will be executed until any new high quality job shows up or it completes. If

any high quality job shows up during the execution of the current job, the job will be immediately

terminated.

In a nutshell, the CCC allows users to select a quality of service (i.e. urgency) for their jobs and

the institutions to securely trade their existing compute and data resources. Users define their job

information (resource requirements, data and executable files, command line) using a standard

job description language. Once defined, jobs can be submitted to and executed on one of three

different quality of service queues, high, medium, or low priority. In the Figure 3.3.1 users submit

their job to one of three different quality of service (QoS) gridQuues. Each gridQueue is linked to

one or more Basic Execution Services (BESes) [57]. Each BES is configured to submit jobs to a

particular partition or queue in a local loadmanagement system such as SLURM, PBS, or SGE. For

each BES that is linked to the gridQueue is configured with the maximum number of jobs it may

concurrently submit to the BES as well as the maximum number of cores it may consume at any

given instant. ThegridQueueuses job resource requirements andBES resourceproperties tomatch

jobs to BESes that are candidates to execute the job. The gridQueue schedules jobs to matching

BESes in FCFS order. Now, how does differentiated QoS lead to better institutional value? The

trick is, always run the high priority jobs whenever available, this way institutions can achievemore

value from the same set of resources. So, jobs high priority BESes are always scheduled first and

they can preempt jobs from low priority BESes.

3.3.2 Heterogeneous Resource

The resources at different universities are heterogeneous in terms of structure and architecture.

Some universities provide cloud-based infrastructure for the researchers, other universities pro-
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Figure 3.3.1: In the CCC, Clients send jobs to a set of gridQueues (each corresponding to
a QoS specification). gridQueues then match the jobs to resources and forward the jobs to
appropriate BESes based on the job specification. BESes wrap compute resources such as
clusters and will manage the execution of the job on the underlying clusters.

vide tightly-coupled high performance computing infrastructure, while others provideGPUbased

computing infrastructure or a combination of the above. With the current surge in computational

research, the diversity of computing resources needed by researchers is too great for even the best

funded universities to maintain and support the requirements of their own researchers.

That is why, in CCC we propose a federation of resources among the interested universities so

that researchers of each of the institutewill have access to amore diverse set of resources to conduct

their research. Individual research groups with their own clusters or even individuals with stand-

alone desktop machine will be able to join the market to further the extent of heterogeneity.

With the current setup, often due to the job mix, many core-hours on the special (more expen-

sive) resources are consumed by jobs that do not require the special feature. For example, single

core jobs get scheduled in a parallel machine (machine with superior interconnection network),
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regular jobs get scheduled in a GPU machine, etc. With the added heterogeneity in CCC, we will

provide a better utilization of these expensive resources.

3.3.3 Larger Resource Pool

Another advantage of federation of resources is that with CCC researchers at each site will now

have access to a greater resource pool which could lead to more value for the institutes. This is be-

cause with the larger resource pool, the institutions can now off-load some of their jobs to other

institutions during peak load (rather than waiting on the queuing system). Thus the overall uti-

lization of the system will increase and as will the institutional values of all concerned parties. The

basics of queuing theory [9] also supports the benefits of federation. The idea behind federation

is simple: replace K independent M/M/1 queues at each site with a single M/M/K queue. We

believe that, just as utilizing anM/M/K queue out performs using k independentM/M/1 queues

as k increases, so too will the benefit to the CCC community.

3.4 CCCUse-cases

These ideas (i.e.- federation and differentiated QoS) have been around for some time. The CCC

combines them into anopen-membershipproductioncompute environment for academic research

as a means for addressing the computational challenges facing universities.

Three simple use cases illustrate how the CCC provides value to participating institutions-

First, well-fundedDr. Chemistry’s research group at University 1 (U1) has amajor grant review

in three weeks and urgently needs immediate access to 5,000 cores for a week to prepare. U1 does

not have 5,000 free cores. Most of their machine is tied up with another urgent job. Fortunately,

U2 has no urgent jobs running and has plenty of capacity not being used by urgent jobs. Non-
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urgent jobs can be terminated or suspended and Dr. Chemistry’s jobs can now be run on a mix of

resources, some at each school. By selling capacity to U1, U2 gains the ability to acquire resources

from U1 when it needs them. U1 is able to meet its immediate need without over-provisioning

resources.Value of CCC: CCC provides a mechanism for one participating institution to obtain “burst

capacity” from other institutions now, without paying funds to a commercial provider (which it cannot

afford to do or is prohibited from doing for policy or regulatory reasons).

Second, Dr. Biology’s application atUniversity 2 (U2) needs 1TB ofmemory. Dr. Biology only

periodically needs to execute the jobs, but when executed dozens of 1 TB machines are needed.

UnfortunatelyU2onlyhas two1TBnodes. U1has twodozen suchnodes. U2couldbuy twodozen

expensive 1 TB nodes and use them for smaller memory jobs when they are not needed for Dr.

Biology. But the nodes are quite expensive. By usingU1’s nodes a capital expense is avoided. Value

of CCC: exchange of one type of computational resource for another, among two different institutions

with different local resources saves on capital expenditure.

Third, U1 economics professorDr. MacroEconmodels theworld economyusing large numbers

of ensemble calculations, each one of which is itself a large scaleMonte Carlo simulation. The total

execution time is expected to be in the millions of CPU hours. Dr. MacroEcon does not have a

large budget and is going to be in Europe for the next three months and does not particularly care

when any given job completes. Instead, Dr. MacroEcon wants them to complete before returning

from Europe. Dr. MacroEcon’s jobs can be executed with a low priority and fill CPU slots when

no higher priority jobs are ready. Value of CCC: By being flexible about completion speed, researchers

can get access to more resources for less.
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4
SIMULATIONDATA

Due to the growing need for computational infrastructure, it is getting ever so difficult for most

institutions to meet all the diverse requirements for all their researchers and computational scien-

tists. That is where CCC comes in. We believe, through the federation in CCC, all the institutions

can achievemore benefits compared to the current setup, both individually and combined. To test

the hypothesis ahead of the actual deploymentwe chose to simulate the proposed cooperative. Us-

40



ing the simulation allows us to predict the costs and benefits to institutions as well as measure the

sensitivity of the costs and benefits to changes in key variables and parameters. To do the most

accurate simulation we require data-traces from a production system. However, as CCC is not in

production yet, we had to rely on existing data traces from production queues at themember insti-

tutions. To have the available data reflect the expected system loads of CCC accurately we need to

calibrate the data before it can be used.

In this section, We describe the data collection process followed by the calibration and analysis

on the available data. We performed three (3) calibrations on the input data sets. These are:

1. Collapsing the array jobs: In CCC, we expect parameter sweep jobs to be submitted as one

large array job. Hence, we identify the array jobs in the input set, so that they can be treated

as a single sweep job.

2. Setup job priority: The jobs in the input set have no QoS information specified. Hence, we

need to annotate the data set with job priority.

3. Adding Additional load: Federation increases both the resource capacity and resource diver-

sity available to the researchers. So, we model additional loads to consume the surpluses.

4.1 Data Collection

To evaluate a market-based model with different resource classes and differentiated quality of ser-

vice requires an input set of jobs that accurately reflects the system load we expect in production.

Specifically, we needed a set of job traces that reflect user behavior in the presence of a federated

environment with differentiated quality of service and diverse resources. The problem is that the
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CCC is not yet in production, so such traces do not exist. Instead we have traces from existing,

non-federated environments without differentiated quality of service (QoS).

A time-honored method would be to generate synthetic loads or to use job traces from existing

systems. The problem with purely synthetic loads is that the simulation results are only as good

as the method of generating synthetic loads. The alternative of using synthetic job traces is that

the job traces are collected from existing systems which on the other hand, do not have jobs that

reflect new capabilities with federation and QoS. For example, if system X has no large memory

nodes then there will be no large memory job requests in the traces. Similarly, without priorities

in the traced system there will be no priorities in the job traces.

Our solution is to start with job traces from real systems and then transform the traces to:

1. Have differentiated quality of service queues; and

2. Have increased load to reflect new capacity and capabilities.

We collected job traces from three institutions that are planning on participating in the CCC:

UVa, VT, and IU. We collected 3 months of job traces from October 2017 to December 2017. The

Table 4.1.1 summarizes the job specific information collected from the traces. In order to do anal-

ysis on the data (i.e.- group similar jobs together) we needed the ids of the users or groups along

with the name of the job. However, it was also very important to preserve the privacy of the users

while collecting the data. Hence, the user id, the group id and the job name was anonymized us-

ing an one-way hash function on the traces. The use of the hash function allows us to group users,

user-groups, and jobs even when we do not have the details. Job arrival times, start times, execu-

tion times and other job related information was stored to recreate the traces in the simulation as

accurately as possible.
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Table 4.1.1: The job-specific information that is gathered from the job-traces of different
institutions. This information is used to construct an accurate simulation under different set-
up to evaluate the effectiveness of CCC.

Field Name Description
Job Arrival Time When the job was submitted by the user
Job Start Time When the execution of the job was started
Name of the Job (Anonymized) The name of the submitted job
Wall-clock Time Requested The expected execution time of the job as specified by the user
Job Execution Time Actual execution time of the job (Job Finish Time – Job Start

Time)
Memory Requested The amount of memory requested for the job by the user
Memory Used The amount of memory actually used by the job
Resource Id The id of the resource where the job was executed
Number of Cores Requested Number of CPU/GPU cores requested by the user for the job
Number of Cores Used Actual number of CPU/GPU cores on which the job was exe-

cuted
Job Queue Specifies the queue was the job was submitted in the local sched-

uler
User Id / Group Id (Anonymized) Id of the user who submitted the job. This id will be used for

accounting purposes.
User Institute Accounts of the user/research group who submitted the job

FromUVA,wecollected the job traces fromRivanna1, theHighPerformanceComputing (HPC)

system at UVA. Rivanna has 240 nodes (20 cores each) equipped with infini-Band interconnect

for high-performance parallel jobs. In addition to the basic nodes, Rivanna also has 14 nodes with

GPUs (10X 4 K80s, 4X 4 P100s), 5 large memory nodes with 1TB memory each and 8 with In-

tel Knight’s Landing systems. Over three months, Rivanna had 243,592 jobs submitted through

SLURM on 7 different queues. UVA traces includes 1,173 GPU jobs and 11,204 large memory

jobs.

Table 4.1.2 provides a high level summary of theUVA traces. The researchers atUVAcan submit

1https://arcs.virginia.edu/rivanna
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their computational jobs at Rivanna in one of several different SLURMQueues. Most of the jobs

are submitted in the standardQueue (about 85.5%). This queue is mostly used for general purpose

sequential andHPC jobs. There is specialized queues for largememory, GPU and KNL resources.

Researchers, who need these resources are required to have access to these queues. The parallel

jobs are submitted in the parallelqueue. Andfinally debug jobs are submitted to the dev-part queue.

There was also a specialized queue for researchers in the Bio-Medical Engineering (BME) labs.

Toget a better overviewof the datawewanted to group the array jobs together. The third column

of the Table 4.1.2 shows the job count after the array jobs are collapsed as a single parameter sweep

job. We will describe this process in more details in Section 4.2.

Finally, we also summarized the core-hrs of the jobs executed on each queue. From that we can

observe that, for UVA,most of the core-hrs were used on the parallel queue. Which is prettymuch

what we expected, as parallel jobs use multiple cores in parallel. The data shows about 2/3rds of

the actual CPU hours are executed by parallel jobs.

Table 4.1.2: Summary of UVA job traces

Queue Number of Jobs Post collapsing Array Jobs Core-hr
dev-part 25 22 4
eqa-bme4550 216 177 174
gpu 1,173 954 41,749
knl 10 10 24
largemem 11,204 1,914 26,948
parallel 22,473 6,176 2,263,557
standard 208,491 15,115 807,666
Grand Total 243,592 24,368 3,140,120

From IU, we collected the data traces from Big Red II2 which is the main system for high per-

2https://kb.iu.edu/d/bcqt
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formance parallel computing at IU.We also collected data traces from IU’s large memory machine

Mason3. However, Mason has recently been retired and replaced by a new large memory machine

named Carbonate. During the data collection process Mason was in the process of retirement. As

a result the utilization of Mason was in general very low. Due to this reason, we believed that the

data actually does not reflect the real requirements of the large memory machine users and hence

we decided not to use Mason traces for our simulation. We do not use Carbonate logs either the

users were still in transition from Mason to Carbonate.

BigRed II is comprisedof 344XE6(CPU-only) computenodes and676XK7”GPU-accelerated”

compute nodes, all connected through Cray’s Gemini scalable interconnect, providing a total of

1,020 compute nodes, and 21,824 processor cores. Each XK7 node is equipped with oneNVIDIA

Tesla K20 GPU accelerator. IU traces consists of 106,109 jobs over 3 months including 38,119

GPU jobs.

Table 4.1.3 summarizes the IU traces collected from the PBS logs at IU. BigredII machine had

seven (7) PBS queues where the researchers submitted their computational jobs. There were 3

different queues for serial jobs- normal, serial and long queue, each providing different maximum

wall clock time for individual jobs. The normal queue is for regular HPC and parallel (MPI) jobs,

while serial and long queues runs significantly longer serial jobs (jobs that runs for about a week

or more). The maximum wall clock time allowed on these queues are 2 days, 7 days and 14 days

respectively. There were also specialized queues for GPU jobs and debug jobs. After collapsing

the array jobs the job count for IU was reduced to 25,687 which shows that there were many array

jobs present in the IU traces. Finally, when we summarized the core hours, we observed that most

of core hours were spent for GPU jobs. This is why many of the GPU jobs at IU observed a very
3https://kb.iu.edu/d/aolc
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high latency before they could start. Jobs submitted to the normal queue was the second largest

contributor of executed core-hours.

Table 4.1.3: Summary of IU job traces

Queue Number of Jobs JobCountafterCollapsing the
Array Jobs

Core-hr

cpu16 817 455 51,499
debug_cpu 3,369 2,959 21,921
debug_gpu 1,291 1,113 6,953
gpu 38,119 5,011 16,818,291
long 551 324 2,226,224
normal 32,998 6,239 10,160,416
serial 28,964 9,586 6,126,348
Grand Total 106,109 25,687 35,411,652

At Virginia Tech, we gathered logs from the Splunk database. The logs contain traces from four

(4) distinct HPC systems4 available at VT:Cascades, Dragonstooth, NewRiver and Blueridge. These

systems contain 817 nodes and 18,220 processor cores. Fifty-five of the nodes were equipped with

Nvidia GPUs, while 130 of them had two 60 core Intel Xion Phi co-processors (mic). Four of the

nodes were suitable to run large-memory jobs with a total of 3TB of memory each. VT job traces

were collected from the MOAB logs for the 3 months period which includes around 5,000 GPU

jobs and 350 large memory jobs and a total of 125,772 jobs.

The summary of VT job traces are presented in Table 4.1.4. From the table we can observe that

VT researchers had access to nine (9) different PBS queues where they could submit their jobs

to. Three (3) of them were for regular HPC and parallel jobs: normal_q, open_q and large_q. The

normal_q was the main queue which included more than 90% of the jobs. The open_q and nor-
4https://www.arc.vt.edu/computing
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Table 4.1.4: Summary of VT job traces

Queue Number of Jobs JobCountafterCollapsing the
Array Jobs

Core-hr

deq_q 45 39 11,749
dev_q 6,515 3,982 67,212
hxin_lab 6,368 3,212 2,128,424
ikoutrom_lab 1,086 479 567,328
large_q 148 9 1,821
largemem_q 350 220 264,413
nmayhall_lab 84 78 8,276
normal_q 102,755 41,838 39,099,938
open_q 3,003 1,654 184,568
p100_dev_q 2,282 2,079 9,695
p100_normal_q 2,272 1,797 637,311
rpollyea_lab 191 158 87,326
srinivasan_lab 140 52 55,899
stamps_geo_lab 130 120 8,940
vis_q 339 310 6,598
Wang_AOE_lab 64 61 109,135
Grand Total 125,772 56,088 43,248,633

mal_q essentially served the same purpose but as access to open_q was basically free (researchers

do not need an allocation to submit to the open_q), hence the wall time allowed on open_q was

significantly smaller than that of normal_q. On the other hand, jobs that run over a week or longer

were submitted to the large_q. There were also specialized queues for large memory nodes (large-

mem_q) and GPU nodes (vis_q). Some of the nodes were equipped with NVIDIA Tesla P100

GPUs. Researchers could access those nodes through the p100_normal_q and p100_dev_q. There

were several special queues for specific research labs (we assume they own part of the cluster or

had their condo nodes on the cluster).

Finally, when we observed the core-hours, we found out that almost 95% of the core-hrs were

spent on normal_q jobs. Which actually points to the importance of having multiple QoS, as oth-
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Figure 4.2.1: The Range of Array jobs in the traces for different institutions. Both the array
size on the x-axis and the job count on the y-axis are represented in log scale to improve the
visibility of the data. UVA has the larger array jobs among the three institutions. While there
were over a hundred array jobs at UVA with array size bigger than 1024, the maximum array
size at IU is 1144 and at VT is 958. These lower maximum numbers may be the result of load
policy.

erwise the high priority jobs at would have to wait on the normal_q for a awfully long time.

4.2 Data Calibration&Analysis

With the available data traces, we first wanted to identify the array jobs in the system and collapse

themas a single job. This is because,weexpectCCCusers to submit a single job toperform the array

jobs (mostly parameter sweeps) and theGridQueuewill be responsible for expanding thembefore

submitting to the appropriate queue. Also, while choosing job priority or inserting additional load,

we wanted to consider the whole array as a single parameter sweep job.

From the available job traces, we found that many jobs look like part of a single array job. In

CCC, we expect the array jobs to appear as a single parameter sweep job in the queue. So, we
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wanted to identify array jobs present in the system and collapse them as one job for our analysis To

do that, we iterated through the job traces and identified all the jobs with the same name (ignoring

the job number in some cases), same user, and same job profile (number of cores required, similar

execution time etc) which are submitted within a time threshold arrayth. For the current traces

we chose the arrayth to be 120 secs (2 mins). Once we identified the array jobs in the traces, we

collapsed each sweep into one job with array width of sizearray.

Figure 4.2.1 presents the number of jobs of different array sizes present on the data traces from

all the three institutions. From the traces we observe that, many jobs from theUVA logs were array

jobs or high throughput computing (HTC) jobs. As a result, after collapsing the array jobs reduced

theUVA job count significantly from243,592 to 24,368. UVA researchers also have the larger array

jobs. We can identify many array jobs over the size of 1024 from theUVA traces. VT traces, on the

other hand had the least number of HTC jobs. After collapsing the VT job count was reduced to

56,088 from 125,772 where the array size for the largest job was 958. IU job traces also contained a

few very largeHTC jobs (with amaximum size of 1144) and collapsing them reduced the number

of jobs from 106,109 to 25,687.

At UVA, there are a number of resources which are only suitable for single node jobs and these

resources are usually quite underutilized and cheap. As a result, there is an opportunity to move

many of the single node jobs from within UVA or across multiple institutions to these resources,

leaving the more expensive and oversubscribed resources to be used for specialized jobs. Hence,

we broke down the different array jobs based on the width (number of cores requested for the

job) of each individual job. Table 4.2.1 to Table 4.2.3 shows the count of jobs with different width

categorized by the array size. Analyzing the available data traces, we can observe that most of the

larger HTC jobs would fit in a single node, hence many these jobs can take the advantage of these
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Table 4.2.1: Distribution of Array jobs in terms of job width (number of cores requested)
at UVA. The data show that most of the larger array jobs usually fit in a single node, on the
other hand most of the wider parallel jobs have a smaller array size (not HTC jobs).

Array Size Job width Count of Jobs Total

1-16

1-20 20,062

23,211

21-40 681
41-60 119
61-80 763

81-100 272
101-120 22
121-140 129
141-160 318
161-180 164
181-200 29
201-220 19
221-240 34
241-260 49
281-300 3
301-320 19
>320 528

17-32

1-20 360

36521-40 2
41-60 1
61-80 2

33-48
1-20 131

13321-40 1
>320 1

49-64 1-20 90 103
>320 13

65-80 1-20 115 115
>96 1-20 404 404

underutilized and inexpensive resources and can be scheduled at these resources.

From Table 4.2.1 we can observe more than 50% of the jobs are single node jobs. With the

smaller array jobs we actually see more diversity in the number of cores (width) requested, while

50



Figure 4.2.2: Total machine time (core-hours) occupied by different jobs in terms of the on
the number of nodes requested at UVA. From the figure it is quite visible that more than a
million machine hours are expend on single node jobs. There is also a smaller spike at about
50-60 nodes showing the presence of some parallel jobs at UVA.

most of the larger array jobs (HTC jobs) at UVA fit in a single node. Interestingly, from the table

we can observe that, at UVA there were 13 jobs which have an array size between 49-64 requested

more than 320 cores (> 16 nodes).

FromTable 4.2.2, we can observe that about 70% of the jobs from IU traces are single node jobs.

There are quite a few parallel jobs as well, with 345 jobs asking formore than 16 nodes. Most of the

parallel jobs has smaller array size.

Table 4.2.3 shows that at VT however, the percentage of single node jobs is about 50%, Which

means about half of the jobs are parallel jobs. There are also more than 600 jobs that require more
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Table 4.2.2: Distribution of Array jobs in terms of job width (number of cores requested)
at IU. Also at IU, most of the larger array jobs are single node jobs while most of the wider
parallel jobs have a smaller array size (not HTC jobs).

Array Size Job width Count of Jobs Total

1-16

1-32 17,105

25,017

33-64 1,381
65-96 3,591

97-128 1,716
129-160 131
161-192 136
193-224 10
225-256 172
257-288 22
289-320 106
353-384 9
417-448 5
449-480 3
481-512 286
>512 344

17-32
1-32 227

25233-64 19
129-160 6

33-48 1-32 80 8933-64 9

49-64 1-32 69 7933-64 10

65-80 1-32 22 3033-64 8

81-96
1-32 26

3233-64 5
>512 1

>96 1-32 115 18833-64 73

than 16 nodes at a time. Compared to VT, IU and UVA have more larger array jobs (HTC jobs).

Thenumber of single node jobs canoftenbe a littlemisleading, as there could bemany short jobs
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Table 4.2.3: Distribution of Array jobs in terms of job width (number of cores requested) at
VT. Interestingly VT had many parallel jobs (multi-node jobs) compared to IU or UVA and
has very few very large array jobs.

Array Size Job width Count of Jobs Total

1-16

1-20 23,518

55,775

21-40 15,609
41-60 21,69
61-80 5,587

81-100 2,069
101-120 333
121-140 3,577
141-160 903
161-180 11
181-200 379
201-320 1021
>320 599

17-32

1-20 157

220

21-40 30
41-60 4
61-80 5

81-100 3
121-140 6
141-160 3
181-200 1
201-320 3
>320 8

33-48

1-20 13

1761-80 2
81-100 1

301-320 1

49-64
1-20 19

2281-100 1
>320 1

>64
1-20 54

6721-320 11
>320 2
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Figure 4.2.3: Total machine time (core-hours) occupied by different jobs in terms of the
number of nodes requested at IU. From the figure we can easily observe that a significant part
of the machine load is actually due to the single node jobs. We can also see a small spike at
the end of the figure, which tells us that IU had a few very wide jobs (more than 100 nodes).

in the mix to inflate the number of jobs. We analyzed the amount of machine time each institution

has for single node jobs andMPI jobs, so that we can get an idea of howmuchmachine load can be

off loaded to the HTC resources at UVA. To do that, we calculated the machine time (walltime×

no_of_cores) for the jobs categorized into the number of nodes requested for different institutions.

Figure 4.2.2, 4.2.3 and 4.2.4 presents the machine time for single node and MPI jobs for UVA,

IU and VT respectively. From the figures we can observe that for UVA and IU, about 35-40% of

the overall machine cycles are consumed by single node jobs, which is significant enough that both

institutions can gain a lot from CCC. For VT however, most of the machine time is utilized for

multi-node (MPI) jobs. Only about 10-15% of the machine cycles are utilized with single node
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Figure 4.2.4: Total machine time (core-hours) occupied by different jobs in terms of the
number of nodes requested at VT. The spike in the figure is more spread-out than it was for
IU or UVA. Which means that there are few more parallel jobs at VT compared to the other
two institutions.

jobs.

In terms of width however, we can observe that IU has more wider parallel jobs compared to

the other two institutions (perhaps because they have the largest machine). The small spike at the

end of Figure 4.2.3 is representative of that. The widest job in the IU traces was a 256 node job.

UVA also had a few jobs requiring more than 100 nodes. The widest job at VT however had only

64 nodes.

4.3 Setup Job Priority

At the beginning of our project, we conducted several interviews [54, 65, 66, 69, 103]with different

types of users in the compute resource user community of University of Virginia. We focused on

three different types of users:
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• the high end users (the users who use up the most shared resources)

• researchers with their own clusters and

• researchers who do not have the funds to buy cycles on the shared resources

As our available data traces did not have information about the priority of the jobs, our focus

was to identify jobs which aremore important to users and those for which the user canwait a little

longer if they get the resources at a cheaper rate.

From our discussion with the community, we found that when people submit a large number

of wide jobs together in the system, they often do not expect a quick turnaround time. On the

other hand, from the discussion with the researchers that own their own cluster, we found out that

most often researchers buy their own machine so that they can run their 5 jobs right away (which

perfectly fits into our definition of high priority jobs) and/or control the schedule of their own

jobs based on their priority. Hence, the jobs from these special queues are inherently high priority

jobs. Conventionally these queues would be named after the research lab of the owner. Similarly,

the debug jobs are by definition short and users usually expect them to finish right away for some

quick result or a proof of concept. So they are typically high priority job.

Since none of the job traces come with defined job priorities for the jobs, the next piece of the

puzzle is to assign priorities to the jobs. Based on our discussion with the abovementioned poten-

tial stakeholders, in CCC, we decided to categorize jobs into three priority groups: high priority,

medium priority and low priority and came up with two heuristics to assign the priorities for the

jobs on the traces-

Heuristics 4.3.1. Large parameter sweep jobs which are also wide, are usually low priority
5by their jobs we include the jobs from their post-docs and students
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Heuristics 4.3.2. The debug jobs and jobs submitted to special queues (i.e. queues that are exclusive to

specific research labs) are usually high priority jobs.

Based on these heuristics, from the collapsed traces with sweep jobs, we identified the jobs that

have an array size greater than 16 and requested more than 640 cores and annotated them as low

priority jobs. We also annotated the debug jobs and special queue jobs as high priority.

However, from the traces we can observe that the debug jobs and the special jobs account for

only 5% of the overall job count. Moreover, the debug jobs being typically very short, in terms of

core-hr, these jobs contribute even less with respect to the machine time.

In practice, from our experience and discussion with the stakeholders, we expect the high pri-

ority jobs to have a much larger share on the job mix than just the debug jobs and special queue

jobs. Because people inherently have deadlines and right now users can’t give the option to specify

a job as higher priority. But we believe, given that CCC provides the support of multiple differen-

tiated QoS, people will submit more jobs as high priority jobs with CCC. So, we decided to chose

a percentage of the jobs from the rest of the mix and annotate them as high priority jobs.

The problem however is, how do you pick the numbers? The solution we propose is to choose

10%, 20%, 30% or 40% of the jobs as high priority jobs and then conduct a sensitivity analysis on

our assignment. Wewant to note here that, these estimates has been reviewed and approved by the

peers in our papers [60, 94–96]

4.4 Insert Additional Load

Finally, the introduction of resource federation will provide more resources to the researchers of

each institutionboth in termsof quantity anddiversity. Thatmeansusers fromdifferent institutions

will not only have access to a larger pool of resources but also have access to resource types thatmay
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not have been currently available at their own institution. Moreover, as CCC will employ a single

M/M/K queue in place of kM/M/1 queues, we would typically expect shorter delays for the jobs.

Fromour discussionwith several stakeholders [54, 66], we found out that a very longwait-time for

the jobs would often lead researchers not to use the resources as much as they would have liked or

in response buy their own clusters.

However, with CCC, because of the larger resource pool we expect a much quicker turnover

(shorter wait time) for jobs. To add to that, the diversity of resources will introduce new opportu-

nities for researchers to explore more with additional jobs. Hence, we expect more load from the

institutions (specially from the ones where the resources are generally fully-subscribed or higher

queue delays discourages the scientists to explore with more options). The problem here is, we do

not have a way to predict these additional loads until the CCC is functional.

To deal with that, we decided to increase the loads from the institutions with some additional

jobs. However, creating synthetic load completely out of whim can compromise the credence of

the simulation. Hence, rather than creating completely random load, we decided to randomly du-

plicate a percentage of the existing jobs and insert them in the system to increase the overall load.

For example, if we want to increase the load by 5%, we will randomly chose one out of each 20 jobs

to duplicate. Thiswaywe can increase the load by 5%, 10%, 15%, 20% andmore to conduct another

sensitivity analysis.

Now the final peace of the puzzle is to identify howmuch additional load would we expect with

CCC. Again, we can not predict it perfectly until we have real users submitting their jobs to CCC,

but we can obviously come up with some educated guess. As we mentioned before, the average

wait time is one of the major limiting factors for researchers to add more jobs into the mix. With

CCC, the average wait time is expected to reduce. Hence, we can concoct a heuristics that-
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Heuristics 4.4.1. Users would submit additional jobs as long as the average wait times for jobs does not

exceed the average wait time of the current job mix.

So, wewould increase the load at different institutions until the wait timewithCCC exceeds the

wait time for the current jobmix. Fromour analysis, we found thatwe can add5%of additional load

at IU and 25% of additional load at VTwithout increasing the wait times at either of the institutes.

We have discussed these results in more details in Section 6.5.
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5
SIMULATIONSETUP

In the CCC we plan to leverage the current cyber-infrastructure to build a market based resource

federation for academic computing. We believe with a market based federation will yield a better

net value for all the participating institutions individually and combined. To test this hypothesis,

we choose simulation to compare the institutional values for each institution as a separate entity

with the institutional value accrued by the same institution through CCC. We setup our simula-
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tion with multiple institutions andmultiple differentiatedQoS.We used an off-the-shelf simulator

called ALEA [74] to simulate the job traces collected and calibrated as mentioned in Chapter 4 to

conduct our simulation. The simulator comes with a built in implementation of PBS-PRO [90]

scheduler and we leverage that to develop the CCC scheduler for our simulation. In this chapter

we discuss the simulation model and the scheduling algorithms for the simulation, followed by a

brief introduction on the model definitions and parameters, and finally we conclude the chapter

with a evaluation plan to test our hypothesis.

5.1 SimulationModel

The goal of our simulation is to evaluate the CCC, which is a market based federation among mul-

tiple institutions. We setup the simulation based on the systemmodel described in Chapter 3. For

our simulation we use the data traces available from three (3) different institutions. Each institu-

tion has a set of resources with different resource properties and a set of queues that we can submit

our jobs to. We do not control the resources of the institutions. They are managed by their own

system administrators.

The CCC has three (3) queues for three different quality of Service (refer to the Figure 3.3.1).

Users will submit their jobs in one of these three queues and the CCC-scheduler will schedule the

job to the appropriate resource.

5.2 Scheduling

We used ALEA v4.0 to conduct our simulation. ALEA is based on the GridSim [38] simulation

toolkit which was extended to provide a simulation environment that supports simulation of vary-
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ing job scheduling problems. ALEA has a centralized job scheduler which uses advanced schedul-

ing techniques for schedule generation. A few local search-based optimization algorithms as well

as classical queue-based policies such as FCFS, SJF or Easy Backfilling [48] are already supported

in ALEA. The scheduler is capable of handling dynamic situations when jobs appear in the system

during simulation. In this case the generated schedule is changing through time as some jobs are

already finished while the new ones are arriving.

For our simulation, we started with the PBS-PRO scheduling algorithm available in ALEA and

modified that to implement the CCC scheduler. Before diving into the CCC-scheduler let us first

descuss the PBS-PRO scheduler that was readily available with ALEA.

5.2.1 PBS-PRO

InALEA, scheduling algorithms in general include two functions, i) adding a new job to the queue,

ii) scheduling the next job. Algorithm 1 shows the pseudo code of these two functions for PBS-

PRO workload manager.

Adding a new job

In a typical PBS-PRO workload manager (similar for SLURM too) there would be several differ-

ent scheduling queues for users to submit the jobs. Each queue will have access to different set

of resources and sometimes may have different priorities on those resources. For example, there

would be parallel queue for parallel jobs, serial queues for serial jobs, largememqueue, GPUqueue

etc. In order to schedule a job in the PBS-PRO queuing system (which represents deployment of

current cyber-infrastructure), the scheduler just has to put the job on the specific queue. However,

since we are expecting the jobs from the queues for specific research labs and the debug queues to
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Algorithm 1: Scheduler for simple queue based workload manager (PBS/SLURM)
Function add_new_job(job_info: JobInformation) : void is

Result: The job is added to one of the scheduling queues;
/* Each institute has a several different scheduling queues */
if job_info.get_job_id() is a private job or debug job then

move job_info.get_job_id() to theHighPriorityQueue;
else

add the job to the requested queue;
end
/* Different queues have access to different set of resources */
return;

end
Function select_job(): int is

Result: If resource is available which can fit a new job, the job gets scheduled;
Resource_List: List of the available resources;
Queue_List: List of Queues sorted in the order of priority;
foreach queue∈Queue_List do

while queue is not empty do
job_id← job at the top of the queue;
sort(Resource_List, Resource_Cost);
foreach ResourceID resi ∈ Resource_List do

if matches(resi, job_id) and resi.can_run_now(job_id) then
remove job_id from the queue;
submit_job(resi, job_id);
return job_id

end
end

end
end

end

be high priority, we have added a HighPriorityQueue on the standard PBS-PRO implementation

and put all the high priority jobs there. Jobs from this queue are always scheduled as soon as a new

resource become available.
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Scheduling the next job

When a new scheduling event is triggered, the scheduler first goes through theHighPriorityQueue

and selects a job from the head of that queue. Then it iterates through the available resources

(Resource_List) in an ascending order of costs (so that expensive resources are not used if they

are not necessary) and checks if the resourcematches the job requirement and if the resource have

enough capacity left to run the job at that point. If these conditions suffice, the jobwill be scheduled

on that resource. However, if no such resource is available at this moment, the scheduler fetches

the next job in the queue and tries to get that scheduled. The non-priority jobs will be scheduled

if there are no high-priority jobs available on the queue that can run on the available resources

currently.

5.2.2 CCC-Scheduler

For the CCC we simulate a federated queue of queues priority scheduler in which jobs are placed

into one of three global queues, high priority, regular priority, or low priority. We modified the

PBSPro algorithm to schedule the jobs in multiple differentiated quality of service queues. The

resource pool consists of all the resources fromdifferent institutions that have beenmade available.

Each resource is annotated with a set of resource properties which specifies the special features of

the resource (GPU, largemem,KNL, inifi-Band), and the institution it belongs to. Theper unit cost

of a resource is determined based on these properties. The idea is to schedule the job at a resource

which has the minimum unit cost and fulfills the resource requirements of the job.

Againwe implemented the two scheduling functions for adding anew job to the available queues

and scheduling the next job on the available resources.
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Algorithm 2: Scheduler for multiple qos based CCC scheduler - Part I
Function add_new_job(job_info: JobInformation) : void is

Result: The job is added to one of the scheduling queues;
/* In CCC there will one queue for each quality of service */
if job_info.get_priority() == “HIGH” then

add job_info.get_job_id() to theHighPriorityQueue;
else

if job_info.get_priority() == “MEDIUM” then
add job_info.get_job_id() to theMediumPriorityQueue;

else
add job_info.get_job_id() to the LowPriorityQueue;

end
end
/* All the three queues have access to all set of resources

unless otherwise specified */
return;

end

Add a new job

For the CCC-scheduler, we have three (3) global queues, one for each priorities of service. To add

a new job for a CCC-scheduler is straight forward (Algorithm 2). In the calibrated job traces, each

job is annotated with the a job priority and the scheduler just matches the jobs to the appropriate

priority queue.

Scheduling the next job

Scheduling the next job to run is more complicated. To select the next job the scheduler traverses

theHighPriorityQueue first in a FCFSmanner and checks if the job is schedulable at thatmoment.

If none of the high-priority jobs are schedulable, the scheduler selects the next job from the Reg-

ularPriorityQueue, and finally from the LowPriorityQueue. Within each priority queue, jobs are
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selected for scheduling in a FCFS fashion. To improve the scheduler efficiency, whenever a job

arrives on the queue we decided to calculate a candidate set of resources for the job on which the

job can run. This list will act as a cache for the job for subsequent cases as the scheduler may need

to check the schedulability several times before it can finally schedule the job.

However, schedulability in CCC is different than that is in PBS-PRO. Specially for the high pri-

ority jobs as we need to pay attention to some special details:

1. In CCC, we support the preemption of low priority jobs to schedule a high priority job

sooner. The question is which low priority job to be preempted first?

2. The federation in CCC allows us to move the the jobs from one campus to another if need

be. However, the scheduler has to make sure that no unnecessary movement of the job is

happening as there are some overheads for moving job around from one place to another

(i.e.- data movement).

3. The high priority jobs come with a defined deadline, the question is if we can not meet the

deadline for a highpriority job, dowe still preempt lowpriority jobs to get that job scheduled

sooner?

Algorithm 3 provides our answer to these questions.

1. There is a literature regarding preemption approaches [71] [46]. For our project we did not

dive into the details of the preemption approach as it is somewhat orthogonal to the goal of

the project. We choose to preempt a low priority job, we select the one that started most

recently. This way the overhead for preemption would be minimum.

2. To schedule a jobwewant to select the cheapest available resource that is able to run the job.

However, there are similar resources in different institutions that have the same resource
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cost. So just selecting based on cost may in fact introduce some unnecessary movement of

jobs. To mitigate that, we add a secondary parameter to sort the resources- the job insti-

tution. Which would make sure if multiple resources are available for a job with the same

cost, then the job is scheduled to the resource that belongs to the same institution as the job

submitter.

3. If the deadline of a high priority job is expired, we simply treat it as a medium priority job.

That is it can not be preempted once it is scheduled and it can not preempt any other job.

Further it is charged and valued as a medium priority job.

5.3 ModelDefinitions

Before diving into the results let us introduce some definitions and metrics-

Definition 5.3.1 (Resource Pricing). For resource pricing, we use a basic node configuration and

assign a base price to the configuration. Then, we put additional charges for each additional feature,

e.g. GPU, added to the base configuration. Resource pricing is amajor factor in job value, so prices

should reflect prices in the real world. We follow the Amazon AWS on-Demand pricing scheme.

Table 5.3.1 summarizes the reference instance chosen fromAWS, its price and ratio andourmul-

tiplier chosen from the ratio. For our experiment, we chose a multiplication factor of 5 for GPU

resources as in the CCC the GPU resources have more cores per machine. The large memory ma-

chines in the CCC have a factor of 3. Since there was no reference to valuate infini-band intercon-

nect, we chose a factor of 2 for that. For special features likemic or KNL, we chose amultiplication

factor of 3, as they are not as powerful as a GPU, however they provided extra co-processors for

faster execution.
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Table 5.3.1: Resource Pricing based on Amazon AWS on-Demand Pricing

Function Ref Instance Cores Mem.
(GB)

GPUs Price/
core-hr

Ratio Multi-
plier

General Purpose m5.4xlarge 16 64 0 0.0480 - 1
GPU p2.xlarge 4 61 1 0.2250 4.68 5
Large Memory x1.32xlarge 128 1952 0 0.1042 2.17 3

Definition 5.3.2 (job Price). Job price is defined as the price that the user must to pay1 for exe-

cuting a job on the market resources. The price of a job depends on the requested resource type,

and execution time on the resources.

job_price = req_res_cost× exec_time× priority_factor (5.1)

priority_factor =


, for high priority

, for medium priority

, for low priority

(5.2)

For the experiment, we chose a priority_factor of 2, 1, and for high, medium and low priority

jobs respectively

Definition 5.3.3 ( Job Value). Job value is defined as the value the user gets by running a job. Job

price is a lower bound on the value that the researcher gets as the researcher is at least willing to pay

job price for running the job. (The surplus value could be higher if the PI would have been willing

to pay more.)

Definition 5.3.4 (Institutional Value). Institutional value (ins_val) is the sum of the values of all
1Whether users pay or not is up to their institution. Theusers’ institution is responsible for paying in kind or paying

with cash.
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the jobs run through the shared resources. Formally,

ins_val =
∑

all_jobs

job_value ≥
∑

all_jobs

job_price. (5.3)

However, by definition, the high priority jobs will yield the additional value (through priority

factor) value to the researcher only if it starts immediately (within a threshold). For our experiment

we choose the the threshold as 10 mins. Equation 5.4 defines the deadline of the ith job.

deadlinejobi =

 ∗ + exec_timejobi , if jobi is a high priority job

∞, otherwise
(5.4)

Hence the job_value and ins_val can be formally presented by equation 5.5 and 5.6 respectively

job_value =


job_price, if (Priority ̸= high) OR

(Priority = high AND finish ≤ deadline)

job_price_medium_priority, otherwise

(5.5)

ins_val =
∑

jobi∈all_jobs

job_valuejobi (5.6)

At the beginning of the project we considered job prices and values in allocation units [94].

However, as allocation units are an abstract value, it is often hard to relate with the real worldmon-

etary value and often difficult to conceptualize. Hence, we decided tomeasure prices and values in

dollars rather than allocation units. While we wanted to try different dollar units for resource cost

and job values and conduct a sensitivity analysis, the members of CCC wanted to compare the

prices and values based on Amazon pricing, as Amazon has been the market leader of commercial

70



clouds for over a decade now.

Thus, we used AWS pricing as a reference to convert ins_val into dollar value. Since the AWS

does not provide the same QoS breakdown as CCC, and AWS on-Demand execution would be

comparable to a high priority execution of a job, we chose the value for a high priority job with

no special features to be 4.8 cents-per-core-hr. So, the value for a general-purpose medium or low

priority job would be 2.4 cents and 1.2 cents per-core-hr respectively. One thing to note here is

that, we are ignoring the storage cost and data transfer cost of Amazon AWS for our calculations.

Hence, we are actually under-valuing the jobs slightly. From here on we will use the dollar value as

the institutional value for clarity.

Definition 5.3.5 (Outsourcing Cost). Since the market in CCC is designed based on resource

trading, we need a way to measure the cost to run jobs on a resource owned by a different institu-

tion. We define the cost of running a job remotely as the value the researcher will get by running

that job. So, if a researcher from institution A runs a job at institution B with value X, then in-

stitution A will owe X dollars to institution B. On the other hand, the institution A can earn by

allowing researchers from other institution to run their jobs on resources at institution A. So the

total outsourcing cost for institutionA is thedifferencebetween the cost of jobs run remotely by the

researchers at institution A and the amount earned by an institution A by lending their resources

to other institutions. Formally,

cost_outsourceA =
∑

jobs−remotely−run−by−A

job_value−
∑

jobs−remotely−run−at−A

job_value (5.7)

Definition 5.3.6 (wait_time). Thewait_time of a job can be defined as the difference between the

queue_time, that is the time when the job was placed in the queue and the start_time, that is the
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time when the job started execution. So, the average wait time can be expressed by the following

Equation 5.8

avg_wait_time =

∑
jobi∈all_jobs(start_timejobi − queue_timejobi)

num_of_jobs
(5.8)

Definition 5.3.7 (The percentage of high priority jobs scheduled within the defined threshold).

The percentage of high priority jobs scheduled within the defined threshold (%high) is used to

evaluate the on-demand access facility for the high priority jobs and can be expressed with the

Equation 5.9.

%high =
number of high priority jobs finished within deadline

total number of high priority jobs
× % (5.9)

5.4 Evaluation Plan

Table 5.4.1: Different alternative approaches to evaluate the performance benefits of CG-
Market based on Differentiated QoS and Federation of resources. Our current system is exe-
cuting model 1 and CCC implements model 3

Federation DifferentiatedQos
Baseline
with Qos
with Federation
CCC

Our hypothesis for CCC is- (a) CCC will lead to a better accumulated value from the orga-

nization’s point of view compared to the value accumulated by the organizations separately with

typical FCFS or Simple Priority based scheduling techniques, and (b)More high priority jobs will
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be startedwithin the predefined deadlinewithCCCcompared to FCFS or Simple Priority. We can

formalize them as two null hypotheses-

• Institutional value from computation and storage does not increase when participating in a

market-based federated computational economy with differentiated QoS.

• Number of ‘run immediately’ jobs startedwithin the deadline does not increase in amarket-

based federated computational economy with differentiated QoS.

Hence, the goal of the experiment is to reject these two null hypotheses while controlling for

campus resource changes over time. As we are interested in measuring the performance improve-

ments due to the federation of resources and the differentiated QoS, we will compare the perfor-

mance of four systems by turning these two features on and off. Table 5.4.1 identifies the four (4)

system models that we are going to compare for our experiment.

5.4.1 Baseline

This is the systemmodel that is currently implemented in all the test sites. In this set up, jobs are not

categorized intomutliple differentiatedQos and for simulation we treat all the jobs as medium pri-

ority jobs (except for the debug jobs and jobs from special labs which are treated as higher priority

and alwaysmoved to the head of the queue). Also in this model jobs originated from an institution

are always executed at that same institution.

5.4.2 with Qos

In this approachwewant to verify the performance improvements achieved by using differentiated

QoS in eachof theparticipating sites. So, in this setup, all the jobswill be scheduledon their original
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sites. However, jobs will be categorized into multiple QoS groups (3 for our current simulation).

Highest priority jobswill be scheduledas soonaspossible, some lowpriority jobs canbepreempted

if needed to ensure that the high priority jobs are scheduled within the predefined threashold.

5.4.3 with Federation

This setup is used to quantify the benefits of the federation. In this model, jobs are be submitted to

single large shared queue and scheduled to resources at any of the institutions based on resource

specification for the job. All the jobs except for the debug jobs and jobs from special labs (who own

their condo nodes) are treated as medium priority.

5.4.4 CCC - QoS & Federation

This is the standard CCC set-up. In this setup, jobs will be submitted to three (3) shared QoS

queues (one for each quality of service) and can be scheduled to resources at any of three institu-

tions. This setup shows the total benefit of using CCC.

We also measure the balances for each institution due to the federation (as institutions will bor-

row cycles from each other).
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6
RESULTS&ANALYSIS

In this chapterwewill present the results from running the simulationmodels described inChapter

5using thedata described inChapter 4. Thegoal is to test thehypothesis presented at thebeginning

of Section 5.4.
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6.1 Metrics

CCC combines three (3) basic ideas into a production grid environment- i) Differentiated QoS,

ii) Resource Federation, and iii)Resource Trading. The goal here is to analyze the benefits of each

of these ideas individually and separately. We begin by introducing all the metrics of interest.

Institutional Value Sincewe are evaluating a grid economy concept, it is paramount that wemea-

sure the added values each institution is gainingwithCCC.Hence, wemeasure institutional

value as the value the researchers are willing to pay to run their jobs. Institutional value as

defined in 5.3.4 gives us a high level picture of the benefits that can be gained with different

features of CCC. Note, A job is worth at least what the PI is willing to pay.

On-Demand Access From our discussion with several researchers who own the condo nodes in

institution data centers, we determined, one of the main reason funded researchers want to

buy their own condo node is because they want their jobs to be run immediately rather than

waiting in the shared queue. Which means, getting their jobs scheduled on-Demand is an

important metric for them. Hence, we wanted to measure what percentage of high priority

jobs are scheduled right away (within 10 mins for our experiment).

Wait-time Another metric that we are going to use is the time users have to wait before their job

gets scheduled on a resource. It is expected that with federation the average wait time will

decrease significantly. And since people seem to be content with thewait-times for the base-

line approach (Section 5.4.1), we believe we can allow additional loads in the system until

the wait-times for CCC exceeds that of the baseline approach.

Utilization Resource utilization is another important metric that we are going to measure as it
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is important for institutions to have a reasonable utilization for their resources. This is one

metric that the system administrators care about. We understand that the preemption of

low priority jobs will have a negative effect on the utilization for CCC and hence we wanted

to quantify this metric.

Additionally, in order to evaluate the effects of the resource trading, we measure the costs each

institution incurs to outsource their jobs to other institutions. In other words, provide a net value

measure for each of the CCC participants.

In the next three sections, we are going to break-down the results in terms of value gained, cost

incurred and net value with different simulation set-ups. All the values are represented as a delta

from the institutional value for the baseline approach described in Section 5.4.1.

6.2 Value Added

At first wewant to focus on howmuch individual institutions are expected to gain (or lose) through

different features of CCC. Figure 6.2.1 represents the value for each institution compared to the

value of the Baseline approach (as delta) for 3 months (October 2017 to December 2017) in dif-

ferent QoS distributions. These results does not include any payments, that is these values reflect

on the effects of sharing among the institutions in case of federation (not trading).

From the figure we observe that both IU and VT gain significant value with differentiated QoS

even if they are running this feature without federation. As we increase the percentage of high pri-

ority jobs in themix, the value gains increase for both the institutes as expected. This is because, as

more high priority jobs are inserted in the mix, more often the resources will be occupied by high

priority jobs (yieldingmore value). For IU jobs the gained value increases from about $170,000 to
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Figure 6.2.1: Dollar value of all the completed jobs as a delta from Baseline approach in 3
months (Oct 2017 to Dec 2017) for different institutions based on different QoS distribution.
The x axis represents the percentage of high priority jobs in the mix for the given institution
and the y axis represents the dollar value gained through different alternatives.

$368,000 with differentiated QoS only, on the other hand, gains for VT increases from $59,000 to

$165,000. With differentiated QoS, gains for IU are significantly higher than that of VT, because

with about 75% utilization IU has more opportunity to schedule high priority jobs as soon as pos-

sible. Also, IU has more low priority jobs compared to VT, which can be preempted to run high

priority jobs immediately. Also we observe that, with about 40% of high priority jobs the gains for

VT stops increasing. We believe this is because most of the resources are saturated with high or

medium priority jobs at VT, so adding more high priority jobs means more jobs will fail to fulfill

the deadline. For UVA however, almost all the jobs are scheduled right away, because of it’s very

low utilization. Hence, we hardly see any gains for UVA with differentiated QoS.

With federation however, only VT gains value, both UVA and VT lose some value with federa-

tion only approach. This is because VT runs at about 90% utilization as itself, while the utilization

of UVA and IU resources are 15% and 75% respectively. Since with federation the loads are sched-
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uled in a more balanced way, many VT jobs get scheduled at IU and UVA, allowing more jobs to

finish before the deadline. IU andUVA, on the other hand, lose some value as some of their cycles

are then occupied by the jobs from VT and hence some of the high priority jobs at UVA and IU

start missing their deadline. For VT, as the percentage of high priority jobs in the mix increases,

the value gained with federation increases significantly (from about $350,000 to $610,000 as we

go from 10% to 40%). With federation, the loss for UVA in terms of value is very small, less than

$10,000. In the case of IU, the loss of value increases slightly as the high priority job increases. The

value loss for IU increases from $500 to $41,000 as we increase from 10% to 40% of high priority

jobs. This is expected as more high priority jobs are in the mix, more of the VT jobs will be out-

sourced to IU and VT, which would not be preemptable when new high priority jobs arrive at IU

or UVA. Hence, the loss for both UVA and IU increases as the gain for VT increases.

Finally with the CCC setup, both IU and VT gain significant value over the baseline. As ex-

pected, the gains for IU are mainly due to differentiated QoS. However, it is not as high as it was

with only differentiated QoS as with the federation in CCC some of VT jobs causes a few of IU

high priority jobs to miss their deadline. So as the percentage of high priority jobs increases from

10 to 40, the value gain increases from about $160,000 to $265,000. For VT, on the other hand

CCC yeilds the most benefit in value. As VT was gaining through both differentiated QoS and

federation, the value gain for CCC with 40% of high priority jobs reaches to about $775,000. Be-

cause of its very low utilization, like the previous two cases the impact of CCC onUVA in terms of

value is very minimum. With CCC, the delta for UVA is less than $1,500 for 3 months for any of

the job mix.
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6.3 Cost Incurred

Figure 6.3.1: Cost for different institutions to run their jobs at other institutions over the 3
months (Oct 2017 to Dec 2017) of simulation period. Here negative cost means, other insti-
tutions used more cycles from the institution compared to what the institution has borrowed
from others.

Figure 6.3.1 summarized the outsourcing cost (Def: 5.3.5) for different institutions with the

federation. From the figure we can observe that, both IU and UVA are actually earning from the

federation by allowing VT researchers to run their job on IU or UVA (here negative cost means

payments received). VT on the other hand are the one with the most debt from the federation.

This is in general very reasonable as among the 3 institutions, VT has the most existing resource

utilization (about 93%). Although UVA has the least amount of resources as those resources are

only 15%utilized, both IU andVT can use those unused cycles to run their jobs. HenceUVAearns

the most from the federation both with or without differentiated QoS.
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Without differentiated QoS, UVA earns significantly more than IU from the federation. Also,

the earnings for UVA increase as the percentage of high priority jobs increases in the jobmix (from

about $275,000 to $335,000). This is mainly because of the very low utilization at UVA. Jobs from

IUandVTcanget scheduled atUVAmost of the time. For IU, the earningswith federationwithout

QoS is very limited and decreases as the high priority jobs increases in the mix. We believe, this

can be explained by the fact that even though the utilization of resources at IU is about 75%, the

average wait time for many of the jobs (particularly jobs that need special features, i.e. gpu) is very

high. That means these resources are in demand, and so the scope for scheduling jobs from VT

or UVA are mostly limited to regular jobs. Because of the very high load at VT, many of their jobs

actually get outsourced to IU andUVA and hence the cost for outsourcing is very high for VT. And

without differentiated QoS the cost for outsourcing is almost invariant to the percentage of high

priority jobs available in the mix.

WithdifferentiatedQoS the earnings forUVAreduces a little compared to thenon-differentiated

QoS case. This is because with differentiatedQoS, high priority jobs can preempt low priority jobs

to get scheduled right away, and as IU has amuch larger resource pool, it has muchmore chance to

host a high priority job (by preempting low priority jobs if needed). As a result the earning for IU

with differentiated QoS is significantly higher compared to that of without QoS approach. For the

same reason, as the number of high priority job increases in the system, IU earns even more. The

earnings IU reaches from $220,000 to $300,000 with differentiated QoS, as the percentage of high

priority job increases from 10% to 40%. Similarly, for VT, as the high priority jobs increase in the

system, the amount they owe to the federation increases as more high priority jobs get outsourced

to fulfill their deadline.
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6.4 Net Value

Figure 6.4.1: Net value for different institutions over the 3 months (Oct 2017 to Dec 2017)
of simulation period with different simulation setup. Here negative net value means, the insti-
tution has to pay more to the federation (as they outsourced their jobs to other institutions)
than the value they earned through it.

From Figure 6.2.1 and 6.3.1 we can gather that UVA and IU can earn quite a handsome amount

from the federation, which accounts for the small loss they suffer in value. VT, on the other hand,

has to pay about half a million dollars to the federation per quarter. Which as itself is such a hefty

amount that even with all the gain on institutional value, it will be very hard to make a case for VT

to join the federation. The obvious next step would be to compare the value gained with the cost

incurred by the institutions for all the setup. Hence we define the net value (Equation 6.1) for an

institution as the difference between the gained value over the baseline and the cost incurred to run
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one’s jobs remotely. Figure 6.4.1 presents the net value for different institutions.

net_valueA = valuegainedA − cost_outsourcingA (6.1)

For the case of differentiated QoS only, since there is no federation (that is each institution is

running only on their own resources), the net value will be equal to the value gained. So, as ex-

plained in Section 6.2, the net value for UVA would be negligible, however, IU and VT realize

significant net value gains through occupying their resources with higher priority jobs.

For the federation only case, UVA gets the most benefit out of the federation as it can trade

its unused resource to the other members of the federation. IU also earns some net return from

the system under federation only, but that is significantly lower than what IU earns with QoS only

approach. The net value for VT, on the other hand is comparatively lower, as many of their jobs

are scheduled to other locations. This means even though VT researchers get more value out of

the federation, those values are negated by the cost VT has to bear to outsource their jobs. In fact,

fromFigure 6.4.1we canobserve that 10%of highpriority jobs in themix, VT suffers a loss of about

$87,000 with federation. However, as the high priority jobs in the system increases, VT starts to

gain some value and with 40% high priority jobs VT can gain a net value of about $170,000.

For the full CCC setup, IU tends to get the most value for similar reasons explained in Section

6.3. UVA also gains significant value (about $280,000) from theCCC federation. The net value for

VT is again much lower because of the high cost they incur. However, as more high priority jobs

are inserted in the mix the net value margins for VT gets bigger.

From the Figure 6.4.1, the benefits for IU and UVA with CCC are very clear. However, for VT

it seemed their accrue more net value with QoS only approach compared to the federation only or

CCC approach (specially when the percentage of high priority jobs in the mix is not very high).

83



Which begs the question, “what is the benefit for VT to join in the collaboration?” The answer lies

in the fact that with federation a lot of VT jobs are outsourced to IU or UVA. Which reduces the

load at VT resources causing the utilization to go down to about 70% from 90% with lower wait

times. That means the VT researchers now have more capacity to introduce additional jobs in the

system. Hence, we wanted to simulate the effects of additional load on the system and analyze the

net value for different institutions with the additional resource setup.

6.5 Additional Load

Before adding additional load, we have to answer two very important questions.

1. How much additional load to be added?

2. How to add additional load to the system?

To answer the first question, we want to make sure users are submitting all they need and so,

focus on the factors that limits the number of jobs users submit. We believe the major limiting

factors here are: long delay before the job starts, and availability of special resources.

Long wait time for jobs In general, users tend to submit fewer jobs if they have to wait for a long

time for their jobs to be scheduled. For example, if a user has to wait for a day to get his/her

job scheduled in a GPU resource, He/she will not be less inclined to add new GPU jobs to

the system.

Availability of special resources Most often, the users are limited by the resources available to

their own institutionor the resources theyhave access towithin the institution. For example,

BigRedII at IU does not have any largememory nodes, so users of BigRedII will not submit

a large memory job in general.
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For UVA the average load of the system is only 25% and the average wait time is less than a

minute. Which means UVA researchers already have a lot of unused resources which they are not

using, so it would hardly make sense to introduce additional load at UVA.

On the other hand, the average system utilization for VT and IU are about 94% and 73% with a

very high average wait-time (about 506 mins and 246 mins respectively for the baseline approach)

and IU logs do not contain large-memory data. Hence these two institutions are potential candi-

dates for adding additional loads.

With the federation, however, the average wait-time for VT and IU reduces to about 163 mins

and150mins respectively. As thewait timewith the federation is significantly lower and researchers

are currently fine with the current wait time, we will insert loads at these two institutions until the

wait time at either of the institutions goes over the wait time with baseline approach. In other

words, add load until the delays are comparable. We have to keep in mind that increasing load at

any one institution can actually lead to a increase in the wait time for all the institutions due to the

federation. So, we keep track of the wait time for both the campuses whenever we change loads at

either of the campus.

Table 6.5.1: Effects of adding additional loads at IU and VT on the average wait times on
these institutions. Scenarios where the wait time exceeds the baseline wait times are struck-
out and are not acceptable. The best acceptable scenario combination is 5% additional load
at IU and 25% additional load at VT

additional load
IU baseline 0% 10% 5% 5% 5% 5% 5%
VT baseline 0% 10% 5% 10% 20% 25% 33%
awt IU (mins) 246.2 163.6 336.1 176.2 194.8 216.1 240.3 260.7
awt VT (mins) 506.0 149.4 197.2 154.5 170.4 195.5 237.8 263.1

We have used a trial and error approach to find a good solution. So the goal is to find an com-
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Figure 6.5.1: Net value for different institutions over the 3 months (Oct 2017 to Dec 2017)
with additional hypothetical loads.

bination of additional load where the wait time for both institutions will be below their baseline

value. So we first tried a 10% increase on both institutions. However, the wait time for IU with

10% additional load exceeds that of it’s baseline. So in the next attempt we tried 5% of additional

load at each institution. Which yielded favourable wait time for both institutions. From these two

attempts we figured that if we add any more additional load at IU the wait time would exceed the

baseline value. Hence we tried more loads at VT and found that if we add an additional load of

33% at VT, the wait time at IU exceeds the baseline limit. So from Table 6.5.1 the best acceptable

combination for additional load at IU and VT is 5% and 25% respectively.

Now that, we have identified the best possible additional load scenarios for IU and VT, we can

simulate the generated net value with the additional load. Figure 6.5.1 presents the net value for
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each of the institution in CCCwith additional loads. Comparing these results to net value without

additional load (Figure 6.4.1), we found that the net value for VT moves into the positive with

federation only approach even with lower percentage of high priority jobs in the mix. This is due

to the fact that IU is the largest of the three in terms of available resources. Also the utilization of

IU being about 75% allows both its additional loads to get values by running somemore of the VT

loads.

For the CCC case, in Figure 6.4.1, we found that VTwas losing some value when there was only

10% of high priority jobs in the mix. But with additional loads VT has positive net value for all the

cases. And as expected the positive net value is increasing as the percentage of high priority jobs

increases with CCC.

Finally with CCC, the net value margin for UVA is in the range of $330k to $370k, for IU is in

the range of $285k to $690k and for VT is in between $31k to $370k for the 3months of simulation

period. Which yield a combined benefit of about $350k per month on average.

6.6 OnDemand Access Capability

On demand access (ODA) in one of the more important metrics that many of the stakeholders

care about. Figure 6.6.1 presents the on demand access capability with different approaches by

varying the priorities in the job mix. From the results we can observe that approaches with QoS

achieve better performancewith respect toODA.This iswhatwewould expect as these approaches

preempt low priority jobs to schedule high priority jobs as soon as possible. When we add the

federation component of CCC with QoS, the ODA improves significantly for VT from 66% to

97% on average. As VT runs at around 94% utilization, many of the high priority jobs would miss
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Figure 6.6.1: Percentage of high priority jobs started within the predefined threshold for all
three (3) institutions, under different priority mix. The figure shows that in most cases the
CCC provides the best on demand access capability with more than 90% high priority jobs
scheduled within 10 mins.

their deadline without QoS. From the result, we can also infer that, with federation, many of the

VThigh priority jobs get scheduled at IU orUVA, whichmeans some of IU orUVA jobsmiss their

deadline and hence the averageODA forUVAand IUdrops a bit withCCC.However, both IU and

UVA gain significant benefits from the federation, so they can easily offer cloud bursting services

during peak load.
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Figure 6.7.1: Average resource utilization for different institutions with varying high priority
load. With the federation approach, the utilization at VT drops a little bit, however with ad-
ditional load the utilization is at par with the baseline resource utilization. Additional load is
added due to the fact that federation creates more opportunity for the researchers to add new
and /or diverse load on the system. Therefore additional load is only applicable for federation
approaches.

6.7 Utilization

Utilization is onemetric where differentiated quality of service (more specifically preemption) can

have a negative impact. So it is important to quantify the resource utilization for different institu-

tions under different simulation setup. Figure 6.7.1 presents the resource utilization for the three

(3) months of simulation period. From the figure, we can observe that, the stand alone utilization

for UVA, IU and VT are about 25%, 73% and 94% respectively. However, withQoS only approach

the utilization reduces to 68% and 89% for IU and VT. UVA does not incur any reduction as, be-

cause of it’s very low resource utilization.
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However, with the federation only approach, the utilization for both UVA and increases signif-

icantly (69% and 81% respectively) showing that VT researchers are using cycles from UVA and

IU. Hence, the utilization of VT resources reduces to 82%.

With federation andQoS, the overall load ismore or less balancedbetween the three institutions

(utilization is 70%, 74% and 79% at UVA, IU and VT respectively). This actually explains why IU

and UVA have a higher positive net value than VT as utilization at VT reduces from 94% to 79%.

Again that gives researchers at VT to opportunity to add more load without increasing the wait

time.

Finally with additional load, the utilization at all three (3) institution increase. Without QoS,

the utilization with additional load at UVA, IU and VT all goes over 90% while with QoS the uti-

lization are 82%, 85% and 86% respectively. Although the utilization is lower with differentiated

QoS, more high priority jobs are run on the resources. In other words, “with QoS, resources are

effectively occupied less times, however, they are running more important jobs more often”. Moreover,

some preemptible jobs still get value as some standard application packages usage check pointing

for restarts (or if the user check points the code himself). Thus our results are pessimistic both in

terms of values gained and resource utilization.
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7
CONCLUSIONSANDFUTUREWORK

The Campus Computer Co-operative (CCC) uses an open source, standards-compliant, software

stack that is a part of theNSF-fundedXSEDE infrastructure. The software has been extensively vet-

ted and tested by XSEDE via XSEDE’s Software Development and Integration group. The CCC is

a realization of the XSEDE Campus Bridging use case CBUC-6, a Shared Virtual Compute Facil-

ity [105]. The CCC exists within the XSEDE GFFS namespace.
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The CCC provides a market-based resource sharing model that rewards resource providers for

sharing their resources and charges users based on the attributes of the resource they use as well as

on the quality of service provided. The goal is to provide resources to users when they need them,

and provide increased institutional value at reduced cost.

Our hypothesis is: “A federation of resources among Universities with differentiated QoS and mar-

ket based resource allocation will result in a greater value and better ability for researchers to complete

their most critical analyses on-demand, for all the participating institutes individually and overall”. In

this dissertation, we used simulation on production data traces as described in section 4 to test

the hypothesis using the simulation model described in section 5. Our results show that with the

federation and differentiated QoS in CCC, all the participating institutions can get significant im-

provement on their institutional value and on demand access capability. Overall as a federation

the benefit is over 350,000 USD in a month on average.

We used production data traces from three (3) of the member institutions: University of Vir-

ginia, Indiana University, and Virginia Tech for the simulation. Along with the evaluation of CCC,

in ourworkwe also presented analysis on the available traces thatwould behelpful for future partic-

ipants and interested institutions to identify whether and how they can benefit from the federation.

To conclude the dissertation, we summarize the key contributions from our simulation and re-

sults and discuss limitations. Finally we conclude the chapter and the dissertation with some po-

tential next steps and research directions for the future.

7.1 Key Contributions

Grid economies and market based grid have been widely studied for more than two decades now.

The obvious next step of these studies should be the implementation of these approaches in a real
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production environment. However, with our extensive study of the state of the art, we have not

found any of these approaches being used in anymajor production environment. Most institutions

still use off the shelf workloadmanagers (i.e.- Slurm, PBS, etc), and in some cases likeOpenScience

Grid [14] some level of sharing without any market. In our research, we evaluated the benefits of

using a market based grid approach in a real production environment to identify the potential of a

grid market in an academic environment. Also we studied some real world production data traces

so that we can identify some features and patterns that can help potential candidates to decide

whether CCC would be useful for them or not. Based on our results, we can identify two major

contributions from our research- a) Establishing the benefits of Campus Compute Co-operative

with simulation, b) Analysis of data traces to identify trends in data that can be helpful for future

candidates to decide about the potential of CCC.

7.1.1 Establishing the benefits of the Campus Compute Co-operative

The main goal of our thesis is to present and evaluate a market based resource trading in a feder-

ated compute environment. Specially we evaluated the impact of different features (i.e. differen-

tiated QoS, resource federation, and resource market) of CCC with different simulation setups.

The simulation focuses on net institutional value, average wait-time, on demand access capability,

and resource utilization to evaluate the performance of CCC compared to the current approaches.

The objective was to test the hypothesis- “market based resource trading with differentiated QoS in a

federated environment can provide better value for each of the institutions with their existing set of shared

resources”. To test the hypothesis we collected production data traces from 3 universities and con-

ducted simulation to identify the net value (positive net value means a gain in institutional value

while negative net value represents a loss) for each institution under different simulation setup.
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With our simulation the benefits of differentiated QoS and federation is very clear as we get

positive net value for all the institutions and a combined net value of over a million per quarter for

the federation. Further, the on demand capability and resource utilization improves withQoS and

federation respectively. Due topreemption, utilizationmay take a small hitwithdifferentiatedQoS,

however theoverall increase in value justifies the approach. Moreover, better softwaredevelopment

practice like check-pointing the code candefinitelymitigate someof these loses. Many applications

like Amber, Gromacs do that automatically.

We believe the most striking contribution of our research is that, with our data, analysis, results

and peer review papers, the case for CCC has become so strong that eight (8) new institutions

have decided to joinCCC in 2018. We are currently in the process of adding these new institutions

in CCC and hopefully in the very near future we will have a functional market based federation

among many US schools.

7.1.2 Analysis of Available Traces

For the simulation, we used production data traces of different clusters from three (3) of themem-

ber institutions. To the best of our knowledge most of the prior work in market based grid or

grid economies used synthesized data or small scale deployment to generate their data. Hence

we wanted to analyze these production data traces to explore patterns in the data and features in

the traces that would benefit the prospects of CCC.

Specially, we have a number of comparatively cheaper and under-utilized resources atUniversity

of Virginia which are only suitable for single node jobs. We wanted to identify whether there are

single nodes jobs from other institutions that can be shifted to these resources.

From our analysis on the available data traces from the three institutions, we found some useful
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insights, as- a) a large portion of CPU load from each institution is occupied by single node High

Throughput Computing jobs, b) all the institutions have a significant number of large parameter

sweep jobs which are typically low priority jobs. Thus, having a differentiated QoS will lead to

better value for these institutions (even without federation).

High Throughput Computing (HTC) jobs

From our experience with the researchers at different institutions and conversation with the stake-

holders, we found that the high throughput computing jobs (long running sequential jobs) and the

single node jobs are the easiest to move around. Thus we wanted to identify the High Throughput

Computing jobs from different institutions.

From the data analysis, we found that significant portion of jobs at each institution are high

throughput or single node jobs. In terms of job count, around 50% of the jobs at UVA and VT

are single node jobs and at IU about 70% are single node jobs. In terms of machine cycles, at IU

and UVA, more than 1/3rd of the CPU cycles are consumed by single node jobs. At VT, the per-

centage is slightly lower (about 10-15%). Which shows there is significant scope ofmoving around

these HTC / single node jobs to reap the benefits of the federation.

Parameter sweep jobs of different size

Another interesting feature from the data traces is the size of the parameter sweep jobs. We are

interested in parameter sweep jobs because we need to estimate the quality of service specification

from the users, which was not available in the current traces. The size and width of the parameter

sweep jobs are a good indicator of the potential low priority jobs.

To identify parameter sweep jobs, we iterated through job traces and identified all the jobs with
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the same job profile that were submitted within a 2 minute threshold. From the analysis, we ob-

served that UVA has many large parameter sweep jobs, with many of them as large as 1000 jobs.

Most of the larger parameter sweep jobs are single node jobs. As a result even though the number of

jobs at UVA for the three (3) months were more than 243,000, the overall resource utilization was

merely 25%. At IU and VT, the size and count of parameter sweep jobs are comparatively lower.

However, IU had a few very large sweep jobs with the maximum size being 1144 jobs.

From these results we can presume that, UVA and IU will potentially have more low priority

jobs compared to VT in CCC.Whichmeans the benefit from differentiatedQoS would be less for

VT compared to that of IU.

7.2 Limitations

There are needless to say some limitations with this approach.

QoS Specification

One major challenge for our simulation was that none of the institutions supported differentiated

QoS per se. Hence the job traces did not come annotatedwith job priority information. As a result,

we had to use an educated guess to assign the job priorities.

The benefits for differentiatedQoS hinges upon the conjecture that users will have different pri-

orities for different jobs. There is little to gain if all the sites are full of high priority jobs all the

time. When all the resources are fully utilized there are essentially no degrees of freedom for the

scheduler. Jobs cannot be moved around to increase net value, so there is no increase in net value.

Similarly if all the jobs are low priority jobs the net value will not change with differentiated QoS.
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Additional Load

Due to resource diversity and reduced wait time with CCC, we expect that there will be additional

load fromdifferent institutions. For example, without theCCC researchers using Bigred II will not

submit any large memory jobs as Bigred II does not include any large memory nodes. However,

with CCC these researchers can now submit large memory jobs which can be executed on any of

the partner facilities (that have large memory nodes). Moreover, with federation the average wait

time for typical jobs reduces significantly, so we expect users to submit more jobs as they have a

quicker turnaround time.

The issue is- how to predict these additional loads accurately?. In this work, rather than guessing

the additional load, we duplicated a portion of the load from each institution to account for the

expected additional demand. For a real environment, the actual load can be somewhat different

which will cause the reality to diverse from simulation. However, since we have randomized the

selection for each run and took the average of 5 runs, we expect the result to be significant.

Data Movement Time

Another potential issue in our simulation is that in case of remote execution we have ignored the

datamovement time prior to the execution of job. The reasonwe did not include data transfer time

in our simulation is because the job traces did not include the input and output size of data for the

jobs. Without file size information it is very difficult to predict the actual data transfer time for the

jobs when they are executed remotely. However, with CCCwe can easily log the input and output

sizes for the jobs and that can later be used to model the data transfer time for future simulations.

Thedata transfer time can really have an impact if jobs require to transfer a huge input data set for

it’s execution or need to move a huge output data back to the user. Nonetheless, with the current
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advent in wide area networks and bandwidth, today the network data transfer time is often com-

parable to the disk i/o rate [56]. Today we can easily transfer gigabytes of data over the network.

Hence, even if the data to be transferred is in a few GB, it just adds a few minutes to the execution

time. Particularly if the job execution time is in hours then these few extraminutes for data transfer

can actually be ignored. With our experience with real users so far, we have observed that the input

and output data size ranges from a few megabytes to a few gigabytes in most cases. Thus in most

case they can be ignored.

However, the problem becomes little more complicated if the job execution time is very small

or more precisely, the ratio of compute time to data transfer time is too small. For example if a job

requires 100 GB of data transfer and only runs for 60 seconds it is clearly not worth moving the

execution to another site.

This is often referred to as the computationgranularitymeasured in compute-seconds/megabyte.

Fortunately most jobs have relatively large granularity. Further, JSDL (the job submission lan-

guage) supports the notion of local scratch spaces where users may cache large input data sets that

may be reused across many runs. In other words, if ten jobs to be run at a site each need the same

100 GB file it only needs to be transferred once to the site. We are considering adding a JSDL

scheduling comment that would indicate the granularity to make it possible for the user to inform

the Grid Queue scheduler of the approximate computational granularity.

Different execution time due to Diversity of Resources

One of the benefits of resource federation is the diversity of resources that we can get from differ-

ent institutions. However, this can lead to a potential concern in our simulation as with different

resource configuration the execution times for the jobsmay differ. Specially due to the variation in
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the CPU architecture or GPUmemory or available cache memory etc. the execution time of a job

can vary significantly.

However, we have benchmarked the performance of a few common applications (i.e.- lammps,

theano, etc.) on differentmachines and the execution timeswere comparable. So in our simulation

weused the same execution time for a job regardless ofwhere it is executed. In future though, as the

number of institutions grow,weplan to do amore extensive benchmark for different applications in

different resources and from that use amultiplication factor for the execution time based on where

the job is executed and a price scaling based on application performance vector.

7.3 Future ResearchDirections

In future, wewill focus on addressing the limitations specified in Section 7.2. Specially now that the

ideaofCCCis catchingon(10 institutionshavedecided to come forward and join the consortium),

onceCCC is deployed, wewill conduct these simulations with real CCC traces that would contain

the differentiated QoS and additional loads embedded into it. With these enhanced traces we will

be able to predict the net value gained for each institution, in particular for those institutions who

have not yet joined the federation.

The CCC is still in its development stage. Next steps are to move more applications onto the

CCC, build up the user base, and to expand the set of participating institutions; in other words to

expand the size of the market. The CCC is an open organization that other institution or research

labs are invited to participate. Expanding themarket will provide additional value both for the new

market participants and existing market participants. Why adding new members helps the new

members is clear. A larger market adds value to existingmarket participants by expanding the pool

of resources that can be used and expanding the set of users that will use the resources.
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Technically we want to

• examinemoving to a dynamic pricingmodel where resource providers advertise their prices

for different qualities of service rather than using fixed prices

• provide users with the option of creating their own custom gridQueues that optimize their

own objective functions, e.g. trade-off performance for cost

• allow users to add desktop VMs into the resource mix to earn additional allocation

• support starting VM’s and container for users, not just jobs

The deployment phase of CCC has just started. We believe in future this work would be a step-

ping stone for the market based federations in an academic environment and will shepherd new

research areas in this domain.
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