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Abstract

The primary objective of this dissertation is to provide insight into how thermal trans-

port mechanisms change as a result of solid-state phase transformations. In this respect,

depending on the nature of the change in the atomic or electronic structure, various forms

of solid-state phase transformations could take place. For instance, phase transformations

could occur as a result of structural changes in the material either from amorphous-to-

crystalline phases such as chalcogenide-based phase-change materials, or crystalline-to-

crystalline phases such as ferroelectric and antiferroelectric materials. Alternatively, the

phase transformation could occur as a result of a purely electronic change such as metal-

insulator transition or threshold switching. Regardless of the phase transformation mecha-

nism, all of these processes lead to substantial changes in the electrical, optical, and thermal

properties of materials.

In this dissertation, I strive to improve our understanding of these reversible phase trans-

formations and the degree to which each mechanism could alter the transport of energy

carriers in materials from a nanoscale thermal science perspective. Specifically, using con-

ventional optical pump-probe thermometry techniques, this dissertation aims to interrogate

the changes in thermal properties such as thermal conductivity, thermal boundary conduc-

tance, specific heat, and sound velocity upon phase transformations. For this purpose, I

target four prevalent classes of phase transformation mechanisms: (i) metallic phase trans-

formation, i.e. amorphous-to-crystalline with metal-insulator transition, (ii) non-metallic

phase transformation, i.e. amorphous-to-crystalline without metal-insulator transition, (iii)

antiferroelectric-to-ferroelectric, and (iv) antiferroelectric-to-paraelectric. I explore phase

transformation across a wide range of materials, from chalcogenide-based phase-change

materials such as Ge2Sb2Te4 to antiferroelectric perovskites such as PbZrO3. This work

not only has far-reaching implications in both foundational physics and engineering but also
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due to the ubiquity of phase transformation phenomena in the industry, it has direct appli-

cations in the improvement of future nanoscale electronics, photonics, thermoelectrics, and

thermal circuits.
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Chapter 1

Introduction

1.1 Background

In 1959, when computers filled up an entire room and lasers were only a theoretical

possibility, Richard Feynman gave an iconic talk at the annual American Physical Society

meeting titled “There’s Plenty of Room at the Bottom” in which he shared his vision of

the possibility of storing the information of all the books in the world in a single piece

of dust, incorporating microchips into the human body for assisting organs, and manipu-

lating particles at the atomic length scale [1, 2]. Although Feynman’s vision at the time

was considered bold and more of a humorous speech rather than actual scientific possi-

bilities, today, more than 60 years after his talk, we have developed transistors with only

a few atoms channel width that are as small as 2 nm [3], optical tweezers that can move

a single atom [4, 5], and microscopes that can produce images of atomic structure with

sub-Angstrom spatial resolution [6, 7]. As a result of our improved understanding of quan-

tum mechanics, paralleled with breakthroughs in nanotechnology, we have experienced the

booming era of information technology since the beginning of 21st century.

One of the major drivers that pushed nanotechnology forward is the relentless search

for superior computing architecture that process, transmit, and store information faster and

more efficiently. In these technologies, the primary energy carriers that facilitate the pro-
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cessing and transmission of data are electrons in the electronic circuits and more recently

photons in the photonic circuits. The transport of these energy carriers usually is followed

by generation of unwanted heat which not only results in overheating the circuits but also

leads to higher power consumption. This issue became pronounced during 1990’s when

rapid advancements in nanofabrication led to compacting more and more devices into a

unit of area which imposed aggressive thermal loads on the electronic circuits and resulted

in impaired performance and malfunctioning of electrical devices. This major issue raised

the demand for a greater understanding of thermal transport in nanoscale and fueled the

incentive for managing energy flow in the nanoscale leading to the emergence of a more

focused discipline commonly referred to as nanoscale heat transfer. This subset of thermal

transport is concerned with the behavior of materials at dimensions on the order of carriers’

mean free paths, which could be drastically different from their bulk counterparts.

1.2 Motivation

Thermal management, or the ability to control and engineer the propagation of heat in

materials has a plethora of applications from the nanoscale, such as dissipating excessive

heat in electronic devices, to the macroscale, such as temperature stabilization of space

voyagers and planetary rovers [8–10]. For instance, in deep-space explorations where elec-

tronic devices are prone to damage due to intense radiation or extreme temperatures, ther-

mal memory and logic devices that use heat instead of electricity to perform computation

could be an alternative backup plan for electronic devices [11, 12]. In this regard, materi-

als that undergo solid-state phase transformations are appealing for actively controlling the

electrical [13], optical [14], and thermal properties [15] of materials due to their fast and

reversible phase transformations, relatively simple trigger mechanisms, and the absence of

any moving components. Understating the mechanism of energy transport in materials that

undergo phase transition is fundamentally important as their thermal properties could alter

by up to an order of magnitude between their two solid-state phases [16].
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One of the most rapidly growing applications of materials that undergo solid-state phase

transformations is associated with the storage and processing of information. The thriving

data-centric technologies such as the internet of things, machine learning, and artificial

intelligence have created unprecedented global demands for faster processing units and

high-volume storage devices [17–20]. One major bottleneck in the development of these

technologies is the traditional von Neumann computing architecture which separates the

memory from the processing unit [21, 22]. This device architecture requires the data to be

constantly shuttled back and forth between the memory and processing units, which inflicts

considerable costs in latency and power consumption [23]. This has sparked a worldwide

effort to find alternative computational paradigms beyond the existing technologies. A

potential route for next-generation memory devices is non-von Neumann neuro-inspired

memory that mimics the human brain on the basis of resistive memory by storing and pro-

cessing the data within the memory cell itself [24–26]. In addition, with recent break-

throughs in integrated photonic circuits, information can now be stored and processed

optically within the memory cell which offers great advancements such as higher speed,

minimal Joule heating and crosstalk, and larger bandwidth compared to electronic devices

[27–29].

Solid-state phase transformation in materials could appear in various forms from a

structural phase transformation like amorphous-to-crystalline or a purely electronic phase

transition like the metal-insulator transition. Throughout this dissertation, I use the term

“phase transition” to describe any solid-state structural or electronic changes in the mate-

rial property as a result of an external stimulus such as heat or electric field. The phase-

change materials (PCMs) that are chosen for this work are amongst those that are widely

used in the industry, yet their thermal properties have not been extensively characterized at

the nanoscale. In addition to investigating how phase transformation would alter the ther-

mal properties of materials, I will also examine the impact of the neighboring materials on

thermal transport and quantify their corresponding interfacial thermal resistances.

During the past decade, with advancements in nanofabrication and improved under-
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Figure 1.1: Schematic of memory cell architecture used in electronic and photonic phase-
change memories. The plots on the right demonstrate the typical I-V trend for OTS and
PCM showing volatile and non-volatile behavior in these materials.

standing of nanoscale energy transport mechanisms, phase-change random access memory

(PRAM) technology has experienced great breakthroughs in both electronic and photonic

integrated circuits [30–34]. Figure 1.1 shows the memory architecture and the mechanism

of data storage in both electronic and photonic memory devices. The first electronic PRAM

was released to the market through a joint project by Intel and Micron in 2017 under the

commercial name of Optane Memory. In this technology, owing to the development of

two-terminal selectors that works on the basis of threshold switching, the memory cells

in PRAMs can be stacked on top of each other and create a 3D cross-bar architecture of

memory cells that allows significantly higher (×10) storage capacity compared to DRAMs

while providing a significantly faster processing time compared to NAND Flash memories.

As a result, PRAM is expected to bridge the gap in speed and storage capacity between

NAND Flash memory and DRAM.

More recently, integrated nanophotonic memory devices have emerged that make use

of the different absorption coefficients between the amorphous and crystalline phases of



5

PCM to store information. In these photonic memory devices, the entire operation from

write, erase, and read is performed with optical measurements, which is generally referred

to as all-optic memory devices. The memory cell architecture in these devices consists

of a microring resonator that is coupled with a nanophotonic waveguide as depicted in

Fig. 1.1. The microring resonator is coated with a thin layer of PCM where its structural

phase transition would change the degree of optical loss in the resonator. The PCM in

the amorphous phase has a low absorption coefficient and therefore does not couple with

electromagnetic waves, while its crystalline phase strongly couples with the waves and thus

increases the optical loss. The waveguide is designed to operate at a wavelength where the

PCM has the greatest change in the absorption between the two phases which is in the near-

infrared spectrum. In this architecture, by measuring how much of the light is transmitted

through the waveguide, one can optically store binary digits.

In phase-change memory devices, each memory cell must withstand millions of thermal

cycles with unprecedented temperature fluctuations on the order of ∆T = 600°C where

temporal and spatial temperature changes are ∼ 1010 K/s and ∼ 103 K/nm, respectively

[35]. As depicted in Fig. 1.2, in order to switch between amorphous and crystalline phases,

thermal excitation in the form of electrical pulses is applied to an electrode that is in close

contact with the PCM, commonly referred to as bottom electrode (BE). For crystallization

of the PCM, a long medium-amplitude pulse on the order of hundreds of seconds is applied

to the electrode, which heats up as a result of resistive heating and raises the temperature

of PCM above its crystallization point (∼ 150 °C). In order to switch the PCM back to

amorphous, a high-amplitude but short pulse on the order of tens of seconds is applied to

the electrode that raises the temperature of PCM above its melting point (∼ 600 °C) and

upon rapid cooling, freezes the atoms in their amorphous phase. Due to the aforementioned

extreme thermal conditions, managing heat in these devices is of critical importance. For

an efficient thermal management in these devices, a thorough understanding of the thermal

transport in each component as well as between different components at their interfaces is

essential.
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The purpose of this dissertation is to shed light on the mechanism of energy transport

in these memory devices from a thermal science perspective. In particular, I will examine

the changes in the thermal conductivity of phase-change materials and the energy transport

with their neighboring materials, such as electrodes and insulators, that are commonly used

in electronic and photonic memory devices. Through detailed measurements, characteriza-

tions, and analyses, the parameters that are critical in thermal transport at length scales on

the order of a few tens of nanometers are identified. As I will show in Chapter 4, the exper-

imental measurements would not only provide a better understanding of thermal transport

in the memory cell but also would provide a benchmark for modeling and designing higher

efficiency memory devices with lower power consumption.

Figure 1.2: Switching mechanism between different phases in chalcogenide-based phase-
change materials showing a medium-amplitude long pulse for crystallization and a high-
amplitude short pulse for amorphization of phase-change material. The schematics show
electronic memory cell architecture in amorphous and crystalline states.

1.3 Statement of Objectives and Scope

The overarching objective of this dissertation is to provide insight into the mechanisms

and the extent of which thermal transport is affected by solid-state phase transformations as

the length scale of materials shrinks to that of the carriers’ mean free paths and wavelengths.
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Through experimental measurements and theoretical analyses, I attempt to determine the

limits where thermal transport transitions from a diffusive to a ballistic regime and ways

one can mitigate the effect of ballistic heat transport. In addition, this work examines the

ways in which the thermal conductivity can be suppressed either by manipulating extrinsic

phenomena such as boundary scattering of the heat carriers or by manipulation of intrinsic

properties such as alloying. For this, I investigate various solid-state materials with dif-

ferent degrees of structural disorder, ranging from amorphous to polycrystalline at various

thicknesses. I use experiments supported by numerical analysis and mathematical models

to provide physical insight into the thermal transport properties across phase transitions.

• Chapter 2: Theory of thermal conductivity - In this chapter, I will discuss theo-

retical models that have been developed thus far to explain conduction thermal trans-

port in solid-state media with different microstructure. I introduce the primary heat

carriers in different materials, from non-metallic to metallic, crystals to amorphous,

and provide qualitative and quantitative approaches to distinguish the contribution of

each heat carrier to the thermal transport. I will evaluate the applicability of Fourier’s

law as the characteristic length of materials shrinks to the length scale on the order of

energy carrier wavelengths and demonstrate that thermal transport at the nanoscale

is affected by parameters that are not effective in bulk materials, such as boundary

scattering and ballistic thermal transport.

• Chapter 3: Experimental measurements and analysis - This chapter provides nec-

essary background and details regarding the primary measurement technique, time-

domain thermoreflectance, that has been employed throughout this dissertation to

measure thermophysical properties such as thermal conductivity, heat capacity, and

sound velocity. Necessary fundamental concepts that are integral in these measure-

ments such as thermoreflectivity and lock-in amplification are reviewed and the mod-

els that relate experimental data to the thermal properties are presented. In addition, a

detailed demonstration of interpreting the experimental data to obtain thermal prop-
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erties and the uncertainty associated with the measurements is provided.

• Chapter 4: Heat confinement through interfacial engineering - In this chapter,

I attempt to tackle high power consumption in electronic PRAM by identifying the

effective parameters and engineering them. In particular, I will examine the degree

to which interfacial thermal resistance can impact thermal transport in phase-change

memory architectures. Through experiments and simulations, I demonstrate that the

interfacial thermal resistance between a well-known PCM, Ge2Sb2Te4, and its ad-

jacent layers could suppress the thermal transport in memory cells without incor-

porating additional insulating layers at their interfaces. The mechanisms of phase

transformations and their impacts on thermal properties are discussed.

• Chapter 5: Heat confinement through suppressing electrons - This chapter fo-

cuses on investigating the thermal properties of a novel class of phase-change ma-

terials that have been particularly developed for optical devices and photonic ap-

plications. The chapter discusses how thermal transport is affected by the partial

substitution of tellurium with selenium in Ge-Sb-Te. In addition, by implementing

an ultrafast mid-infrared pump-probe spectroscopy technique that allows for direct

monitoring of electronic and vibrational energy carrier lifetimes in these materials,

I experimentally demonstrate a substantial change in the electron contribution to the

thermal transport mechanism upon selenium substitution. I provide additional evi-

dence for this hypothesis by comparing the thermal conductivity trend as a function

of temperature in Ge-Sb-Te and Ge-Sb-Se-Te.

• Chapter 6: Towards lower thermal conductivity - This chapter discusses the

mechanism of thermal transport in amorphous solids and provides new insights on

how to reach ultralow thermal conductivities. The material that is investigated in

this chapter is a common material for two-terminal selector devices in phase-change

memories that acts as a electrical gate and enables selective access to a particular

memory cell. Through experimental measurements supported by ab-initio molecular
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dynamics simulations, I demonstrate that by breaking the connectivity network in the

atomic structure of silicon telluride (SiTe), vibrational modes can become strongly

localized, leading to a large suppression of heat carriers and ultralow thermal con-

ductivities.

• Chapter 7: Thermal conductivity manipulation through phonon engineering:

This chapter focuses on the development of a bidirectional thermal conductivity

switch by taking advantage of two separate phase transformations in antiferroelec-

tric lead zirconate (PbZrO3) as a result of electrical or thermal excitation. In this

material, each phase transition alters the phonon scattering rate in a different man-

ner, which enables on-demand control of thermal conductivity to higher or lower

values. In this chapter, through thermal conductivity measurements supported by de-

tailed characterization, I demonstrate that the thermal conductivity of PbZrO3 can be

bidirectionally switched by -10% and +25% upon application of an electric field or

thermal excitation, respectively.

• Chapter 8: Summary and future projects - In this chapter, the major findings of

this dissertation are summarized, and a conclusion regarding the overarching purpose

of this dissertation is presented. Further, a discussion regarding some of the oppor-

tunities and follow-up studies that would answer some of the questions that were not

addressed in this dissertation and would provide a more complete understanding of

thermal transport processes across solid-state phase transformation is presented.
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Chapter 2

Theory of Heat Conduction

Thermal transport is categorized into three basic forms of energy transfer; conduction,

convection, and radiation. Conduction is the flow of energy as a result of the random mo-

tion of heat carriers, directly transmitting the heat through a medium or multiple media

without spatial movement of matter. Convection, on the other hand, occurs when the atoms

move in the form of fluids from a hotter to a colder region. Radiation is the energy emitted

from hotter bodies via electromagnetic waves, which does not require a medium for trans-

mitting the energy. The primary focus of this dissertation is concerned with heat transfer

via conduction mechanisms for fully dense solids and the interfaces between them. In the

classical limit, heat conduction is governed by Fourier’s law, which states that the rate at

which heat is conducted through a material per unit area is proportional to the temperature

difference across the material:

q =−κ∇T, (2.1)

where q is the heat flux (W m−2), κ is the thermal conductivity (W m−1 K−1), and ∇T is

the temperature gradient (K m−1). Thermal conductivity is a constant material-dependent

property at a fixed temperature that determines the ability of a medium to conduct heat.

Generally, Fourier’s law is valid as long as the system is in a steady state and the mean free

paths of fundamental energy carriers, defined as the average distance between two succes-
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sive collisions, is sufficiently smaller than the system size. In the case of time-dependent

heat transfer processes, or the transient regime, the thermal transport is governed by the

heat diffusion equation that accounts for time-dependent changes in the energy density of

the material:

C
∂T
∂ t

= ∇ · (κ∇T )+Qgen, (2.2)

where t is time and Qgen is the amount of generated heat from a heat source. Note, in

a steady-state regime, the above equation simplifies to Fourier’s law, where the effect of

the heat capacity on the thermal transport goes to zero. At the high temperature limit,

the variation of heat capacity across different materials for fully dense solids is small and

usually falls in the range of 1 to 4 MJ m−3 K−1. In contrast, the thermal conductivity is

largely dictated by the material’s atomic and electronic structure and could change by up to

six orders of magnitude. For instance, carbon in its crystalline state has almost >1000 times

higher thermal conductivity than its amorphous state [36–40]. Similarly, in chalcogenide-

based phase change materials, as a result of a purely electronic structure change, metal-

insulator transition, the thermal conductivity can change by more than a factor of two, with

a relatively negligible change in heat capacity [41].

Thermal conductivity largely depends on the phase and structure of the materials. Typ-

ically, the thermal conductivities of gases are significantly lower than those of liquids and

solids, which is the reason why birds fluff out their feathers in winter to form air pock-

ets to protect them from cold temperatures. A similar concept has been used to create

super-insulating materials to save energy in buildings or protect equipment from extreme

conditions by harnessing the unparalleled insulative properties of aerogels that are highly

porous. To-date, the lowest thermal conductivity measured is recorded for aerogels (>99%

porous) in vacuum with an ultra-low thermal conductivity of 0.0024 W m−1 K−1 and the

highest measured thermal conductivity is diamond with a record high thermal conductiv-

ity exceeding ∼2000 W m−1 K−1 at room temperature [38–40, 42–44]. Although higher

thermal conductivity than diamond has been reported for graphene [45–47] and carbon nan-
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otubes (CNT) [48, 49], their large anisotropy in thermal conductivity and poor mechanical

properties lead to major limitations for integration into device architecture [50–52]. Figure

2.1 depicts the thermal conductivity spectrum for several notable materials.

Figure 2.1: Thermal conductivity for several notable materials that are widely used in the
industry from ultra-insulative to ultra-conductive.

From nanoscale perspective, in solid media the heat is primarily transferred via elec-

trons and phonons (atomic vibrations). In this limit, the classical Fourier’s law still holds

true as long as the average of these microscopic vibrations is taken into account for a suf-

ficiently large domain size and over sufficiently long periods of time (> nanoseconds).

For thin films at submicron length scales, this criterion is rarely met as various scattering

events such as boundary or impurity scattering could play a significant role in the rate of

their energy transfer. As a result, in order to study thermal transport at nanoscale a thorough

understanding of fundamental energy carriers and the effective parameters in their transport

is critical. In this regard, since the dominant heat carriers in non-metallic versus metallic

solids are fundamentally different, it is important to separate them into two subcategories

and discuss each phenomenon individually. For instance, in non-metallic systems such as

dielectrics (silica) and semiconductors (silicon), the thermal conductivity is primarily dic-

tated by atomic or lattice vibrations, while in metallic systems (copper), the primary heat

carriers are electrons. The total thermal conductivity of a material is the summation of

contributions from lattice vibrations, κlattice, and electronic vibrations, κelectron:
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κtot = κelectron +κlattice. (2.3)

Although differentiating the contributions of electrons from those of phonons to the

thermal conductivity of materials is not trivial, there are theoretical models that provide

a reasonable approximation for each. In the following, I will discuss important concepts

related to nanoscale thermal transport in various solids, from non-metallic to metallic, and

provide theoretical models for explaining their transport properties at the nanoscale. First,

thermal transport in non-metallic crystalline solids in which phonons are the dominant

heat carriers will be discussed, and a mathematical equation will be presented to estimate

the lattice thermal conductivity. Then, I outline the transport processes in disordered and

amorphous solids and discuss the accuracy of existing models to explain thermal transport

in disordered solids. Finally, I briefly review the transport processes in metallic solids

and present the Wiedmann-Franz law, which is an empirical equation for estimating the

electronic contribution to the thermal conductivity of metallic solids.

Figure 2.2: Thermal conductivity of amorphous SiO2 (silica) and crystalline SiO2 (α-
quartz) as a function of temperature reprinted from ref [53].
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2.1 Thermal Transport in Non-metallic Crystalline Solids

The thermal conductivity of solids is largely dependent upon their atomic structure. A

simple example of the difference between the thermal conductivity of amorphous and crys-

talline phase is their trend as a function of temperature. The thermal conductivity trend

for amorphous and crystalline SiO2 as a representative system is presented in Fig. 2.2. As

can be seen, the thermal conductivity of crystalline SiO2 increases rapidly with temper-

ature and after reaching a maximum, as a result of the dominance of anharmonicity and

Umklapp scattering decreases again at higher temperatures. On the other hand, the thermal

conductivity of amorphous SiO2, increases with temperature and flattens out after the De-

bye temperature. This behavior is commonly observed among crystalline and amorphous

solids.

Typically, higher order and symmetry in the atomic structure of a given solid lead to

higher thermal conductivities. Crystals are defined as materials in which atoms, molecules,

ions, etc. are arranged in an ordered periodic pattern which extends throughout the entire

structure. In these systems, the crystal structures are identified by their smallest repeating

pattern, the unit cell, that extends in all three directions within the crystal. The constituent

elements of a crystal are uniformly held together by interatomic forces such as covalent,

metallic, or ionic bonds. In non-metallic crystals, the heat is primarily transported by the

collective motion of atoms, commonly referred to as phonons. Phonons are quasiparticles

that their energy state is best described by their wave-like behavior and their propagation

through materials is best described by considering their particle-like behavior. In the fol-

lowing, I will describe the analytical details related to thermal conductivity modeling and

how these models can provide a better understanding of nanoscale thermal transport.

One of the early approaches to estimate the rate of heat conduction in solids is derived

from classical kinetic theory, which treats energy carriers as the equivalent to the interac-

tions in gas particles. Figure 2.3 shows a random distribution of particles within a medium

that is exposed to a temperature gradient. Considering an imaginary plane (x0) perpendic-
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Figure 2.3: Microscopic heat conduction through a gas showing thermal transport from hot
to cold region.

ular to the heat flow direction, the total heat flux across this plane is the sum of particles

that jump across the plane in positive and negative directions. In this scenario, νx is the

velocity of the particle and τ is the average time between two consecutive collisions (relax-

ation time). Hence, the distance traveled by each particle across the x0 plane before they

scatter with another particle is νxτ . The net heat flux can be estimated by the total amount

of energy crossing the imaginary plane:

qx0 = q+x0 −q−x0 =
1
2
(nEνx)

∣∣∣∣
x0+νxτ

− 1
2
(nEνx)

∣∣∣∣
x0−νxτ

, (2.4)

where, n is the number of particles or energy carriers per unit volume and E is the amount

of energy they carry, where internal energy of the system can be obtained from U = nE.

The 1/2 prefactor indicates that only half of the particles move in the positive direction

and the other half move in the negative direction, which is valid at the limit of a large

number of particles (i.e., 1023). Assuming an isotropic material where νx is independent of

x, ν2
x = ν2/3, and using Taylor expansion, the above equation can be rewritten as follows:

qx0 = νxτ
d(nEνx)

dx
=−ν2

x τ

3
dU
dx

dT
dx

. (2.5)

Considering that C = dU
dx , and the fact that qx0 =−κdT/dx, we can write the above equa-

tion:
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qx0 =−(Cν
2
τ/3)dT/dx =−κdT/dx. (2.6)

Using this fairly crude model from kinetic theory, we can obtain a surprisingly reasonable

approximation for the thermal conductivity:

κ =
1
3

Cν
2
τ =

1
3

Cν l, (2.7)

where C is the carrier’s specific heat, τ is relaxation time, and l is their mean free paths.

Several key takeaways can be interpreted from this expression. According to this, we can

identify three major parameters that affect the thermal conductivity; heat capacity, carrier

velocity, and average relaxation time, or average mean free paths of energy carriers, in

this case phonons, before they scatter. As mentioned earlier, the thermal conductivity of

fully dense solids can span by orders of magnitudes (0.05-2000 W m−1 K−1) while the

specific heat of materials at high temperatures is relatively the same, which is 3kB per atom

in the classical limit. In a similar way, as will be discussed in the subsequent sections,

to a first approximation, the carriers’ velocity can be considered as the sound velocity in

materials, which varies in the range of 1,000-10,000 m s−1 for fully dense solids. This

implies that heat capacity and sound velocity alone cannot explain such a large distribution

in the thermal conductivity of materials. On the other hand, the phonon relaxation time

could vary by more than three orders of magnitudes, which highlights the importance of

relaxation time on the thermal transport properties. In the following, I provide a more

in-depth analysis of thermal conductivity by considering phonons as quasiparticles.

2.1.1 Phonon Dispersion

In order to provide a model for estimating the thermal conductivity, it is essential to

have a deep understanding of the allowable energy levels within the crystal. In this regard,

dispersion relation, which connects the angular frequency of phonons to their wavevector,

can be used to determine the phonon energy states and momentum. From a classical ap-
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proach, we can derive the dispersion relation and describe the energy states of a crystal and

how they propagate in a material based on the crystal properties such as atomic mass, crys-

tal structure, and bonding strength. This section provides an analytical approach to obtain

the dispersion relation for a simple model by relating the frequency of vibrational modes

to their wavevector.

For a crystal in equilibrium, the atoms are positioned perfectly at their lattice sites,

which could only take place at absolute zero. As the temperature increases, the atoms

start to oscillate around their equilibrium position and interact with their neighboring lat-

tice sites. This atomic motion can only occur at specific modes of vibration based on the

atomic mass, crystal structure, and bonding strength, which can be described by dispersion

relation. In order to show this and derive the dispersion relation for a representative system,

we consider a very simplistic spring-mass model that has proven to render a reasonable ap-

proximation of the energy state in a crystal. For this, we assume an infinite 1-D chain of

atoms with similar masses, m, that are connected together by springs with a spring constant,

K, at equilibrium distance of a as depicted in Fig. 2.4(a). Considering each atom is only

interacting with its nearest neighbors, i.e., left and right, the forces acting on each atom are

governed by Newton’s second law of motion:

m
d2un

dt2 = K(un+1 −un)+K(un −un−1). (2.8)

After solving the above equation, a simple relation is obtained for the dispersion of

phonons, which is commonly referred to as harmonic approximation:

ω(k) =

√
4K
m

sin
(

ka
2

)
, (2.9)

where k = 2π/λ is wavevector and a is the periodicity of atoms. The obtained dispersion

relation yields important information about phonon properties in the spring-mass system.

First, the frequency relation with the displacement of atoms is a periodic function which

means the solution for k or k + 2π/a are physically identical. This allows limiting the



18

solution within the first Brillouin zone [−π

a ≤ k≤ π

a ] which is shown in Fig. 2.4(b). Another

important piece of information that can be obtained from the dispersion relation is the

velocity of propagation of wave packets, also known as group velocity:

νg(k) =
∂ω

∂k
. (2.10)

Now, let’s take a closer look into the two limiting scenarios where k → 0 and k → π/a.

In the case of k → 0, which means the wavelength of oscillation is significantly larger than

the atomic spacing, λ >> a, we can expand the Sine function in equation 2.9 and obtain:

ω(k) =

(
a

√
K
m

)
k, (2.11)

where the expression in the parenthesis is a proportionality constant relating the fre-

quency of vibrations to the wavevector which is the sound velocity of a purely one dimen-

sional system. Thus, at these long wavelengths, phonons propagate at a constant speed,

which is the speed of sound νs in the materials. Fundamentally, the fact that the energy of a

crystal must remain constant when all the atoms are displaced by a similar amount requires

the existence of a solution where the frequency of the mode vanishes when the wavevec-

tor vanishes. As a result, such a mode will always appear in the solution regardless of

how many more complicated interactions (adding the effects of second nearest neighbor)

or higher dimensions are incorporated into the initial assumptions. Since the dispersion

of these modes is closer to the Brillouin zone center and is linearly proportional to k, a

characteristic for sound waves, they are commonly referred to as acoustic modes. These

acoustic modes are coherent motion of atoms where all the atoms move in-phase with their

neighboring atoms as k → 0 as depicted in Fig. 2.4(c). This was realized by Debye when

he observed that low-energy vibrations of a crystal were not vibrations of a single atom, but

collective motions of atoms similar to sound waves. Using this, he provided a crude yet fair

approximation for dispersion relation known as Debye model which assumes the frequency

is linearly proportional to the wavevector and the constant of proportionality is the speed of
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Figure 2.4: (a) Schematic of spring-mass model and real dispersion versus Debye approx-
imation for a 1-D atomic chain with similar atomic masses m = m0. (b) Schematic of
spring-mass model and and real dispersion for a 1-D diatomic chain with different atomic
masses M = 2m = 2m0.

sound ω(k) = νsk as depicted in Fig. 2.4(a). In addition, since this model is presented for

only one-dimensional chains of atoms, the modes are bounded to one polarization (longitu-

dinal), which is the reason why there is only one acoustic branch present in the dispersion

relation. In the case of three-dimensional systems, the atoms can oscillate perpendicular to

the propagation of waves and give rise to two additional transverse branches.

In the second scenario, where k → π/a, or the wavelengths of modes are comparable

to the interparticle spacing, such a linear relationship between frequency and wavevector

breaks down. At the zone boundary, (k = π/a), the dispersion relation begins to flatten out

∂ω

∂k = 0, which is required by the symmetry. This occurs because the dispersion relation

is a periodic function which extends to the next Brillouin zone and any sharp curvature or
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kink is forbidden.

Next, we consider a linear chain of atoms with two different atomic species, i.e., a

two-atom basis unit cell, where the mass of atom a is twice the atom b M = 2m (see Fig.

2.4(d)). Similar to the previous section, after solving the equations of motion, we obtain

the following relation for the phonon dispersion:

ω(k) = K
(

1
m
+

1
M

)
±K

[(
1
m
+

1
M

)2

− 4
mM

sin2
(

ka
2

)]1/2

. (2.12)

According to the solution for the two-atom basis system, there are two phonon branches

in the dispersion as presented in Fig. 2.4(f). As apparent, similar to the monotonic case,

there is an acoustic branch that goes to zeros when k → 0. The second branch, however, ex-

hibits a weaker dispersion over the Brillouin zone and maintains its high-frequency modes

as the wavevector goes to zero. These modes are out-of-phase vibrations of atoms that arise

as a result of two adjacent atoms oscillating against each other, as depicted in Fig. 2.4(e).

2.1.2 Phonon Density of States

From the one-dimensional atomic chain model, we observed that each wavevector k

corresponds to a specific frequency. Now, taking the periodicity of the system into account,

there are two degenerate frequency states within each Brillouin zone for the positive and

negative wavevectors. Upon incorporating additional dimensions and atomic species into

the system, more and more degenerate states arise in the system at a given wavevector.

Phonon density of states is a mathematical representation that provides useful information

about available energy states that phonons can occupy at a given frequency. In this respect,

the phonon density of states is described as the number of vibrational energy states per unit

volume per frequency. For an isotropic 3-D crystal using simplistic Debye approximation

ω = νk, the density of states D j(ω) is described by:

D(ω) =
n

∑
j=1

ω2

2π2ν3
j (ω)

, (2.13)
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where the summation is over different phonon polarizations. The maximum frequency in

Debye approximation is ωmax, j = 2πν j/a. In order to demonstrate the accuracy of the

Debye model with respect to a real density of states, we calculate D j(ω) for solid argon,

which has a face-centered cubic lattice. Assuming a longitudinal sound speed of νL = 1500

m s−1 and a doubly degenerate transverse sound speed of νL = 1150 m s−1 we calculate

the phonon density of states in solid argon as depicted in Fig. 2.5.

Figure 2.5: Exact and theoretical phonon density of states for solid Argon based on Debye
approximation with varying longitudinal and transverse sound velocities.

2.1.3 Phonon Heat Capacity

Heat capacity is a material property that relates the absorbed energy to the correspond-

ing temperature rise. From thermodynamics, we recall that at constant volume, the volu-

metric heat capacity CV [J m−3 K−1] is defined as the gradient of change in the average

internal energy (U) with respect to temperature:

CV =

(
∂U
∂T

)
V
. (2.14)

In the previous section, we demonstrated a mathematical model that describes the al-

lowable energy states of vibrational modes. Simply by adding the contribution from each
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vibrational mode, we can determine the total internal energy of the system. As discussed

earlier, the density of states D j(ω) determines the available energy states that a vibra-

tional mode can occupy. Now, in order to identify the occupied states, we turn to statistical

mechanics and use the Bose-Einstein distribution to find their equilibrium occupation func-

tion:

f (ω,T ) =
1

exp
[

h̄ω

kBT

]
−1

, (2.15)

where h̄ is the reduced Planck’s constant, kB is Boltzmann’s constant, and T is the

absolute temperature. Now, with the knowledge of the energy states that phonons have

occupied, the total internal energy of the system can be obtained from:

U = ∑
j

∫
ωmax, j

0
h̄ω f (ω,T )D j(ω)dω. (2.16)

By taking the derivative of the internal energy with temperature, the heat capacity can

be calculated from:

CV = ∑
j

h̄2

2π2kBT 2ν3
j

∫
ωmax, j

0

ω4exp
[

h̄ω

kBT

]
(

exp
[

h̄ω

kBT

]
−1
)2 dω. (2.17)

With a simple change of variables, x = h̄ω/kBT we can obtain the following equation

for the heat capacity:

CV = ∑
j

kB

(
T
θ

)3

∫
( θ

T ) j

0

x4ex

(ex −1)2 dx, (2.18)

where θ is the debye temperature.
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2.1.4 Phonon Thermal Conductivity

Once the energy states of the system (DOS), their distribution ( ∂ f
∂T ), and their propaga-

tion velocity (νg) is determined, the thermal conductivity can be calculated by the following

equation:

κ =
1
3 ∑

j

∫
ωmax, j

0
h̄ωD j(ω)

∂ f (ω,T )
∂T

ν
2
j (ω)τ j(ω)dω. (2.19)

The relaxation time in materials depends on the properties such as temperature, thick-

ness, atomic crystal structure, and bonding and is calculated by considering all the scatter-

ing processes via Matthiessen’s rule:

τ
−1
j = ∑

i
τi, j, (2.20)

where the summation is over different scattering processes that could take place in a

crystal. As mentioned earlier, the scattering of phonons in crystals plays such a promi-

nent role in energy transport processes that these processes could suppress their thermal

conductivity by orders of magnitudes. As a result, the key to accurately estimating the

thermal conductivity is to have a proper understanding of all the possible scattering mech-

anisms. In general, phonon scattering processes are classified into two major categories:

intrinsic scattering and extrinsic scattering. Intrinsic phonon scattering is the reason why

the thermal conductivity of perfectly pure crystals is not infinite. These intrinsic scatter-

ing events are the result of anharmonicity in the lattice, with three-phonon processes being

the most prominent scattering process at non-cryogenic temperatures. Recently, through

calculations[54, 55] and experimental measurements [56, 57], it has been demonstrated

that the effect of four-phonon and higher-order scattering could be significant for many

materials at medium or high temperatures. Regardless of the order of scattering, in these

phonon-phonon scattering processes, if the energy and crystal momentum of the phonons

are conserved, they are referred to as normal (N) processes, whereas if energy is conserved

but not crystal momentum, they are referred to as Umklapp processes. The intrinsic scat-
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tering in materials can be estimated by:

τ
−1
int = Bω

2Te−C/T ,

where B and C are fitting constants. Extrinsic scattering processes could occur as a result

of any inhomogeneity, mismatch, or disruption of symmetry in the crystal structure. By

nature, any given material has some degree of defects, such as isotopes, impurities, and

vacancies, or inhomogeneity embedded in their crystal structure, such as grain boundaries.

Defect scattering is an elastic process that primarily occurs due to atomic mass mismatches

and local bonding changes [58]. The equation that describes this scattering takes the form

of Rayleigh scattering, Aω4. Boundary scattering becomes dominant in systems where the

mean free paths of the phonons are larger than the characteristic length (d) of the system,

such as the thickness of the film or grain size in polycrystalline solids and is estimated by

ν/d. Using Matthiessen’s rule, the extrinsic scattering process can be calculated:

τ
−1
ext = Aω

4 +ν/d.

2.2 Thermal Transport in Non-metallic Amorphous Solids

Unlike crystals, the atomic arrangement of amorphous solids lacks any periodicity or

long-range order. As a result, the concept of a phonon that was built upon the symmetry

and periodicity of a defined unit cell collapses. This imposes great challenges for modeling

thermal conductivity as the use of periodic boundary conditions would no longer be appli-

cable unless the selected unit cell is sufficiently large (super cell) to avoid the formation

of artificial periodicity in the system, which is computationally burdensome. In order to

model thermal transport in amorphous solids, alternative simplified approaches have been

proposed, such as phonon-mediated minimum limit and diffuson-mediated minimum limit,

each of which has shown great agreement with experimental measurements for their re-

spective systems. In the following, I will discuss the theoretical background that leads to
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the emergence of these models and their accuracy for different amorphous solids.

2.2.1 Propagons, Diffusons, and Locons

Since the concept of a phonon is no longer applicable in amorphous solids, harmonic

modes of vibration are categorized into two separate groups: extended vibrations and lo-

calized vibrations. Extended modes of vibration, or extendons (E) are the primary heat

carriers in amorphous solids, whereas localized modes, or locons (L) are high frequency

vibrations that do not transport energy and do not directly contribute to the thermal con-

ductivity. Typically, vibrational modes can be identified based on their frequencies. The

frequency onset that separates extendons from locons is called the mobility edge, which

typically for three-dimensional systems is very narrow and has a sharp transition [59]. Ex-

tendons, which are the heat carrying modes, can be classified into two separate types of

vibrations: propagating non-localized modes or propagons (P) and non-propagating non-

localized modes or diffusons (D). Propagons are low-frequency vibrations that typically

travel as wave-packets at the speed of sound and a wavevector can be assigned to them.

Propagons in amorphous media are the counterparts of phonons in crystals with a mean

free path longer than a few interatomic spacings [60]. Diffusons are medium-range fre-

quency modes that scatter within a few interatomic spacing and a wavevector cannot be

assigned to their propagation. In the frequency domain, the limit where the modes transi-

tion from propagon to diffuson is referred to as the Ioffe-Regel limit, which is broader and

not as definitive and sharp as the mobility edge. Figure 2.6(a) shows the vibrational den-

sity of states for amorphous silicon with the corresponding frequency range for different

vibrational modes and their cutoff limits.

The extent to which each specific mode of vibration, namely propagons, diffusons, and

locons, could contribute to the thermal conductivity depends on the atomic structure, such

as the atomic mass mismatch or network connectivity between the constituent elements.

Usually, diffusons are the dominant modes of vibration in amorphous solids, while the ef-

fects of propagons and locons are negligible. In certain cases, the pronounced contribution
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Figure 2.6: (a) Density of states for amorphous silicon showing the frequency range for
propagons, diffusons, and locons. (b) Schematic of different vibrational modes in amor-
phous media and their corresponding eigenvectors.

of propagons or locons can lead to higher or lower thermal conductivities, respectively.

For instance, it has been shown that in pure amorphous silicon, more than 40% of modes

are propagons [61], which leads to almost a factor of two higher thermal conductivity.

On the other hand, if silicon is alloyed with high tellurium content, not only is the effect

of propagons eliminated but also, more than 40% of modes become localized leading to

ultralow thermal conductivities [62]. In solids where propagons play a significant role,

thermal conductivity is best described by a model derived from kinetic theory, while, in

material compositions where diffusons are the dominant carriers, the thermal transport is

best described by diffuson-mediated thermal transport. For systems where a large portion
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of vibrational modes are localized, diffuson mediated-model is still capable of providing

an estimation for thermal conductivity with reasonable accuracy. In this case, the prefactor,

P, which is the probability of successful energy transfer accounts for the degree of local-

ized mode in the system. For amorphous solids where the locons are not dominant, P is

assumed to be 1. However, for materials where the localized modes are dominant, P<1,

must be modified. In the following, I will outline the details of these two models.

2.2.2 Phonon-mediated Minimum Limit

The heat transport mechanisms in highly disordered crystals and generally low thermal

conductivity materials are often described using formalisms originally put forth by Ein-

stein, and later refined by others [63–66], which account for some degree of localization of

the vibrational modes or strong suppression of vibrational scattering length scales. These

concepts, which partially form the basis of analytical minimum thermal conductivity mod-

els, are able to successfully predict the thermal conductivity of a wide range of amorphous

solids. According to Cahill and Pohl [67], a lower limit to the thermal conductivity of

materials is obtained by assuming the phonon mean free paths cannot be longer than half

of their period of oscillation l < λ/2, where l is phonon mean free path and λ is their

wavelengths. Using this minimum limit model, which is derived from the kinetic theory of

gases, the thermal conductivity of disordered solids can be estimated by:

κmin,P =
(

π

6

)1/3
kBn2/3

∑
i

vi

(
T
Θi

)2 ∫ Θi/T

0

x3ex

(ex −1)2 , (2.21)

where kB is the Boltzmann constant, n is the number density, Θi is the Debye tempera-

ture of the material, vi is the sound velocity, and the summation is over different phonon

polarization modes. In the high-temperature limit, the above equation can be simplified to:

κmin,P = 1.21kBn2/3vg, (2.22)

where vg is the average sound velocity in the material. The average sound velocity can be
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written in terms of the longitudinal (vL) and transverse (vT ) sound velocities as:

vg =

(
1
3

[
2
v2

T
+

1
v2

L

])−1/2

. (2.23)

2.2.3 Diffuson-mediated Minimum Limit

Although the phonon-mediated minimum limit to thermal conductivity described above

has served as a successful approach to predict the thermal conductivity of a variety of dis-

ordered crystals and amorphous materials, several recent works have experimentally mea-

sured values well below this limit [15, 62, 68–70]. This has motivated others to model the

thermal conductivity in amorphous solids as a form of energy hopping between localized

vibrational eigenstates. According to Allen and Feldman (AF) [71], a large portion of the

heat in disordered solids is transferred by quantized vibrations that are neither localized nor

propagating. These delocalized non-propagating vibrational modes, diffusons, carry heat

by diffusion with a wavelength on the order of the inter-atomic spacing. Based on the AF

formalism, Agne et al. [65] suggested a modified minimum limit model for heat transport

in disordered solids that relies on the concept of diffusons rather than propagating modes.

They argued that in a disordered solid, the lower bound to thermal conductivity occurs

when the thermal transport is entirely driven by diffusons. This approach, albeit with the

heat transfer carrier length scale being fundamentally different from those modeled in Eq.

2.22, leads to a similar functional form for the thermal conductivity of disordered materials:

κmin,D ≈ 0.76PkBn2/3
νg. (2.24)

According to this diffuson-mediated minimum model, in one period of oscillation, each

vibrating carrier will make two attempts to transfer energy, where P is the probability of a

successful energy transfer. In the high-temperature limit and maximum diffusivity where

P = 1, the calculated thermal conductivity is ∼37% lower than the phonon minimum limit

model. As I will show in Chapter 6, for materials with a coordination number close to or
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below 2.4 where a large portion of the modes are localized, the assumption of maximum

diffusivity no longer holds true. In this case, using a model proposed by Xi et al. [72]

that relates the average coordination number to the thermal conductivity, the probability of

successful energy transfer can be estimated.

Figure 2.7: Measured thermal conductivity as a function of estimated thermal conductivity
for amorphous single element and binary alloys with respect to the phonon-mediated min-
imum limit.

In order to compare the calculated thermal conductivity from the minimum limit mod-

els with experimental measurements, their values are plotted in Fig. 2.7. For this compar-

ison, single-element amorphous solids and binary amorphous alloys are selected to limit

the number of effective parameters in thermal transport to atomic mass and network. At

first glance, it would appear that phonon-mediated minimum limit model provides a more

accurate estimation of the thermal conductivity of amorphous solids and highly disordered

crystals. However, this is true for highly coordinated materials with a substantial contribu-

tion from the propagons to the thermal transport, such as silicon. In amorphous solids, as

soon as the contribution from propagons is suppressed and diffusons become the primary

energy carriers, the diffuson-mediated minimum limit model provides a better estimation

for the thermal conductivity. Furthermore, for low coordinated amorphous solids such as
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amorphous selenium or amorphous Si20Te80, the measured thermal conductivity is lower

than that of the diffuson-mediated minimum limit model. In this case, a modified prob-

ability of successful energy transfer P < 1 must be used to account for the emergence of

localized vibrational modes, which will be discussed in greater detail in Chapter 6.

2.3 Thermal Conductivity of Metals

The thermal transport in metals is primarily driven by electrons. In principle, while

atomic vibrations are always a contributor to heat transport, the degree to which electrons

can contribute to the thermal conductivity depends on their electrical conductivity. The

electrical conductivity of materials can vary by more than 32 orders of magnitudes, from

highly conductive metals such as silver and copper with electrical conductivity higher than

>5×107 S m−1 to insulators such as teflon with an electrical conductivity less than <10−25

S m−1. The electrical conductivity of materials can be related to their thermal conductivity

through an empirical equation introduced in mid 19th century, widely known as Wiede-

mann–Franz law [73]:

κelectron = L0σT, (2.25)

where σ is the electrical resistivity, T is the absolute temperature, and L0 is a constant

commonly referred as to Lorenz number and is given by:

L0 =

(
kB

e

)2
π2

3
= 2.44×10−8 W Ω K−2, (2.26)

where kB is Boltzmann constant and e is electronic charge. Experiments have demon-

strated that although L0 can be roughly considered as a constant, it is not the same for

all materials [74–76]. Kittel [77] has shown that the Lorenz number changes from 2.23 ×

10−8 W Ω K−2 at 0°C for copper to 3.2 × 10−8 W Ω K−2 for tungsten at 100°C. In another

work, Thesberg et al. [78] showed that in semiconductors the Lorenz number can vary in
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the range of 1.49-2.45 × 10−8 W Ω K−2 for nondegenerate to degenerate semiconductors.

Apart from the small deviations in the Lorenz number across different materials, the

Wiedemann–Franz law has been shown to break down in certain materials where Lorenz

number must be an order of magnitude smaller than L0 to match the experimental results.

While the Wiedemann–Franz relation has been a powerful tool for estimating thermal con-

ductivity in material systems where electrons are the dominant heat carriers, such as metals,

it has been demonstrated that the relation fails in materials where charge and heat diffuse

independently, such as strongly correlated electrons in vanadium dioxide (VO2) [79]. Ac-

cording to this expression, and assuming that any contribution less than <0.01 W m−1 K−1

to the thermal conductivity as negligible, we can estimate that any material with electrical

conductivity less than <1.4×103 S m−1 would not have a negligible electronic contribution

to the thermal conductivity.

2.4 Summary

In this chapter, upon categorizing materials based on their primary energy carriers into

electron-dominated metals and phonon-dominated non-metals, I outlined some of the the-

oretical models for estimating their thermal conductivity. I discussed the differences in the

thermal conductivity of materials at the bulk and nanoscale and reviewed the theory behind

modeling nanoscale thermal transport. Further, I surveyed the differences between crystals

and amorphous media from a nanoscale thermal transport perspective and showed the steps

towards modeling their thermal conductivity.
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Chapter 3

Metrology and Analysis

In this chapter, I will discuss the details of the thermometry technique that is used

throughout this dissertation to measure the thermal properties of materials. I will outline

some of the core concepts in TDTR experiments, such as thermoreflectivity and lock-in

amplification, after providing a brief overview of the background and related works that

led to the development of TDTR. Then, I provide a detailed solution to the heat diffusion

equation and the following mathematical model for data acquisition. Further, I assess the

accuracy of TDTR measurements and the possible uncertainties associated with TDTR ex-

periments. Finally, I will give an overview of the interpretation of TDTR data and demon-

strate how thermal properties such as thermal conductivity, thermal boundary conductance

(TBC), heat capacity, and sound velocity can be extracted.
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3.1 Background

Measurement of thermal transport properties dates back to the pioneering work of

Joseph Fourier [80] in the early 1800’s, and as yet, efforts are being made towards the

development of a more affordable, versatile, user-friendly, and faster measurement tech-

nique for thermal conductivity. Contrary to electrical conductivity measurements such as

4-point probe, where all the equipment fit into a relatively small controller box, thermal

conductivity measurements could be considerably more challenging depending on the ma-

terial, characteristic length scale, temperature, and size of the sample. With the invention

of the laser, as with every other scientific field, great breakthroughs were achieved in the

field of thermometry. Taking advantage of changes in reflectivity of materials as a result of

temperature perturbations, commonly referred to as thermoreflectivity, several laser-based

techniques were introduced in the 1970’s and 1980’s using continuous wave (CW) laser

source for heating and sensing. Later, with the emergence of ultrafast (sub-nanosecond)

pulsed lasers, this technique soon became more popular for interrogating non-equilibrium

electron-phonon interactions [81, 82], electronic band structure [83, 84] picosecond acous-

tics [85–87], and thermal transport properties [88, 89].

Among various thermometry techniques, an established laser-based metrology for de-

termining the thermophysical properties of materials, from thin films to bulk, is ultrafast

transient thermoreflectance (TTR), originally developed by Paddock and Eesley [88] in

1986 for measuring the thermal diffusivity of metallic films. Their technique works on the

basis of changes in the thermoreflectivity of the material as a result of temperature fluctu-

ations. Although the rate of change in reflectivity with temperature (∂R/∂T ) could vary

from one material to another, as long as the temperature perturbation is small (<10% of ab-

solute temperature or <10 K, whichever is smaller [90]), a linear relation can be established

between the changes in reflectivity and temperature:

∆R
R0

=

(
1

R0

∂R
∂T

)
δT = β∆T, (3.1)
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where R0 is the reflectivity of the material at a base temperature and β is coefficient of

thermoreflectivity. The idea behind TTR is to optically deliver heat with a high power

beam, pump, to the surface of the sample and then, using a second low power beam, probe,

measure the changes in reflectivity of the sample as a function of time which can be related

to the changes in temperature. Depending on how surface thermoreflectivity changes with

respect to an applied laser power, using the heat diffusion equation, the thermal properties

of material can be quantified.

Most TTR-based thermometry techniques require a thin (∼100 nm) metallic layer on

the surface of the sample such as aluminum, platinum, ruthenium or gold, to facilitate the

conversion of optical energy to heat as well as provide a high coefficient of thermoreflec-

tivity for detection purposes. The choice of transducer material depends on many factors

such as its absorption and thermoreflectivity coefficient, thermal conductivity, heat capac-

ity, interfacial thermal resistance, and the temperature at which measurements are taken.

Typically, the transducer material is selected to ensure the highest sensitivity of the mea-

surements to the parameter of interest.

Regardless of transducer property, the coefficient of thermoreflectivity for most materi-

als is typically very small [91, 92] and falls on the order of 10−5 to 10−4 K−1. Furthermore,

the surface temperature rise due to pump heating is only a few Kelvin which leads to a sig-

nificantly low magnitude in the thermoreflectance signal (∼10−6 V) from the probe beam.

As a result, lock-in amplification is used to distinguish such a faint signal from the back-

ground noise in the system. For this, the pump beam is typically modulated with a sine or

square wave function at frequencies ranging from a few Hertz to several MHz depending

on the technique and implementation. Upon probing signals at the pump frequency and

ignoring all other frequencies in the system using a lock-in amplification technique, it is

possible to capture changes in the reflectivity of the sample due to pump heating.

Over the past two decades, TTR-based techniques have evolved into powerful methods

to measure the thermal properties of thin films and bulk materials. Since the introduction of

TTR, several metrology techniques have been developed on the basis of thermoreflectivity
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such as time- and frequency-domain thermoreflectance [93, 94], steady-state thermore-

flectance [95], and nanosecond transient thermoreflectance [96] to name a few. The focus

of this dissertation is on ultrafast time-domain thermoreflectance (TDTR) that not only is

capable of thermal conductivity measurements from nanoscale to macroscale but also is

capable of measuring thermal boundary conductance, heat capacity, and sound velocity in

materials with reasonable accuracy.

3.2 Time-domain Thermoreflectance

In a typical two-tint TDTR setup, the output of a Nd:YAG CW laser is directed to a

Ti-Sapphire oscillator that produces femtosecond laser pulses at repetition rate of 80 MHz.

Other types of ultrafast laser sources have been integrated into TDTR setup, such as a dye

laser with center wavelength of 632 nm [97] or Yb:doped fiber laser with center wavelength

of 1030 nm [92]. Yet, the Ti-Sapphire oscillators are the most common and popular light

source for TDTR due to their stability, beam shape, and ultrafast nature [90]. For optimum

efficiency, Ti-Sapphire oscillators typically operate at a center wavelength around 800 nm

with full width half maximum ranging from 10 to 16 nm.

The schematic of the two-tint TDTR setup used for the measurement of thermal prop-

erties in this dissertation is depicted in Fig. 3.1. A Faraday optical isolator is placed at

the output of the oscillator in order to protect the laser from any scattered light or reflected

beam going back to the oscillator. The laser beam is then split into a pump and a probe

path using a polarizing beam splitter (PBS). The pump path is directed to an electro-optic

modulator (EOM) with a modulation frequency of nearly 8.4 MHz, and the probe path is

directed to a mechanical delay stage to capture the changes in temperature of the sample as

a function of time. It is also possible to advance the pump instead of delaying the probe,

which would require a different analysis. The advantage of this approach is the higher

stability of the probed signal as the beam no longer passes through any moving optics.

The pump and probe beams, after passing through a 10X objective, are focused to spot



36

sizes of 20 and 10 µm on the surface of the sample, respectively. Using a dichroic mirror,

the pump and probe are spatially overlapped by maximizing the signal magnitude. The

reflected probe is then directed towards a fast-response balanced photodetector to convert

the optical response of the sample into electrical signals, which is then picked up by a digital

lock-in amplifier (Zurich Instruments) that deconvolutes the signal from the background

noise. Since the lock-in amplifier detects any periodic signal at the modulation frequency,

it is consequential to ensure the reflected pump beam does not bleed to the photodetector.

As previously stated, the thermoreflectivity coefficient ∂R/∂T is very small (10−4) and

even slightest amount of reflected pump beam (<0.01%) is sufficient to distort the TDTR

signal. Hence, it is crucial to use appropriate optical approaches, such as spatial or spectral

separation of pump and probe, to block the reflected pump beam from bleeding into the

detector.

Figure 3.1: (a) The schematic of a typical two-tint TDTR setup, (b) Sine-wave modulation
of pulsed laser with the corresponding steady-state and transient temperature rises, (c) the
data acquired form TDTR for a 40 nm thick silicon telluride film with labels showing
different thermal transport regimes.

As shown in Fig. 3.1(a), in addition to the reflected probe beam, a reference beam is

also directed to the balance photodetector which allows for removal of any noise associ-
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ated with the laser instabilities and would significantly improve the signal-to-noise ratio in

TDTR data. A representative TDTR data set acquired for 80 nm Ru on 40 nm SiTe on a

silicon substrate is shown in Fig. 3.1(c). Depending on the time scale, there are three main

regimes in this plot and each enables extracting different information about the thermal

properties of the system. In this regard, the ultrafast response of the material within the

first few picoseconds (<10 ps) can be related to the non-equilibrium dynamics of electrons

and their interaction with phonons to reach equilibrium. Typically, when the pump pulse

hits the surface of the metallic transducer, it couples with its free electrons and moves them

to an excited non-equilibrium state. Due to the relatively low heat capacity of electrons,

their temperature at this state could be thousands of degrees higher than that of the lat-

tice temperature. Over the first few picoseconds, the electrons dump their energy into the

lattice and reach an equilibrium state which could be facilitated by high electron-phonon

interaction, commonly referred to as electron-phonon coupling. The relatively rapid energy

transfer between electrons and the lattice leads to formation of strain waves on the surface

of the sample, which then propagate into the underlying layers at the speed of sound. In

this regime from 10 to ∼200 ps, the TDTR signal allows investigation of sound velocity in

different materials. In order to extract sound velocity, caution must be taken prior to sam-

ple fabrication to make sure the materials used in the multilayer stack have a significantly

large acoustic mismatch for emergence of acoustic echoes from the interfaces in the TDTR

signal. For more details about sound velocity measurements, refer to the sound velocity

subsection at the end of this chapter. The third regime, from ∼200 to ∼5000 ps, is the

heat diffusion regime at which the lattice cools down to room temperature. The rate of this

decay in temperature depends on the underlying materials and allows extraction of thermal

properties such as thermal conductivity, thermal boundary conductance, and heat capacity.

Thermal transport properties in TDTR experiments are typically determined by ad-

justing free parameters such as unknown thermal conductivity and thermal boundary con-

ductance so that an optimized theoretical fit is achieved between the thermal model and

the experimental data. The theoretical fit is obtained by solving the heat diffusion equa-
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tion for a multilayer system consisting of at least two layers, transducer/substrate, or in

the case of thin films transducer/film/substrate. More layers can be incorporated between

the transducer and the substrate, but this would require sufficient information about the

thermal properties of additional layers and would add to the complexity of interpreting

the acquired data. It must be noted that TDTR measures thermal effusivity (α =
√

κCv)

which is a convolution of thermal conductivity and volumetric heat capacity. Therefore,

from TDTR measurements, it is only possible to extract one of these parameters with an

accurate knowledge of the other. Since the heat capacity for most materials at high tem-

peratures does not change by much from bulk to nanoscale, commonly the free parameter

in the TDTR model is thermal conductivity. In addition to heat capacity for the material of

interest, there are many other input parameters (laser spot size, transducer thermal conduc-

tivity, heat capacity, and thickness) that go into the thermal model, which is crucial for an

accurate measurement of thermal conductivity. The model that relates TDTR experimental

data to the thermal properties requires two steps: first, solving the heat diffusion equation

for the multilayer stack, and second, modeling the acquired data from the TDTR exper-

iment. In the following, I summarize the details of the model that captures the thermal

properties of individual layers in a multilayer stack from the TDTR experiment.

3.2.1 Solution to the Heat Diffusion Equation

In order to solve the heat diffusion equation for an anisotropic three-dimensional mul-

tilayer stack, it is more convenient to work in cylindrical coordinates due to the assumed

cylindrical symmetry of the laser source. In this respect, the heat diffusion equation can be

rewritten as:

Cv
∂T
∂ t

=
ηκz

r
∂

∂ r

(
r

∂T
∂ r

)
+κz

∂ 2T
∂ 2r

, (3.2)

where Cv is the volumetric heat capacity, η is the ratio for the in-plane thermal conductivity

(κr) versus cross-plane thermal conductivity (κz). Assuming a prescribed temperature (T)



39

and heat flux (q) for the uppermost layer (z = 0) which is the surface of the transducer, and

bottom layer (z = d) which is the semi-infinite substrate, the boundary condition can be

written as:

T (0,r, t) = Ttop;
∂T (z,r, t)

∂ z

∣∣∣∣
z=0

=− 1
κz

qtop, (3.3)

T (d,r, t) = Tbot ;
∂T (z,r, t)

∂ z

∣∣∣∣
z=d

=− 1
κz

qbot . (3.4)

In order to simplify the parabolic partial differential equation of Eq. 3.2 to an ordinary

differential equation, we can apply the Fourier and Hankel transform to the time variable t

and radial r coordinate, T(z,r, t)→ Θ(z,k,ω), arriving at:

∂ 2Θ

∂ 2z
= λ

2
Θ, (3.5)

where Θ is the temperature in frequency-domain and λ = 4π2k2η + iωC/κz. The general

solution to Eq. 3.5 can be written as:

Θ = eλ zB++ e−λ zB−, (3.6)

where B+ and B− are complex constants that can be determined based on the boundary

conditions. Applying Fourier’s law Q =−κz(dΘ/dz) to equation 3.6, the heat flux can be

obtained as:

Q = γ(−eλ zB++ e−λ zB−), (3.7)

where γ = κzλ . Reformatting equation 3.6 and 3.7 into matrices we have:

Θ

Q


i,z=L

=

 1 1

−γi γi

eλL 0

0 e−λL


i

B+

B−


i

= [Ni]

B+

B−


i

. (3.8)

The complex constants B+ and B− can be regarded as the material properties of the ith
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layer, which can be obtained from the temperature and heat flux boundary condition for the

surface in equation 3.8:

B+

B−


i

=
1

2γi

γi −1

γi 1

Θ

Q


i,z=0

= [M]i

Θ

Q


i,z=0

. (3.9)

In order to consider the heat flow across the interface between the layers, an additional

matrix must be taken into account to relate heat flux and the temperature of the top layer to

the bottom layer, which is defined as:

Θ

Q


i+1,z=0

=

1 −1/G

0 1


i

Θ

Q


i,z=L

= [R]i

Θ

Q


i,z=L

, (3.10)

where G is the equivalent thermal conductance (κz/d) between the two layers. As a result,

the heat flux and temperature of the top layers in the multilayer stack are related to the

bottom-most layer (substrate) through:

Θ

Q


i=n,z=Ln

= [N]n[M]n · · · [R]1[N]1[M]1

Θ

Q


i=1,z=0

=

A B

C D


i

Θ

Q


i=1,z=0

. (3.11)

Assuming an adiabatic boundary condition for the semi-infinite bottom layer, the heat

flux goes to zero at distances far away from the interface Qz→inf = 0, which yields 0 =

CΘi=1,z=0 +DQi=1,z=0. The temperature response of the layers at a single point in the

multilayer stack can be related to the heat flux through the Green’s function:

Ĝ(k,ω) =
Θi=1,z=0

Qi=1,z=0
=

D
C
. (3.12)

Once above Green’s function is obtained, one can readily acquire the thermal response

of the multilayer stack via multiplication of Ĝ(k,ω) with the heat source function in the

frequency domain, which will be discussed in the subsequent subsection.
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3.2.2 Signal Processing in TDTR Experiment

In this subsection, I review the details of modeling the surface temperature rise with

respect to position and time as a result of the pump beam as well as the details of sensing

the corresponding temperature rise with a probe beam based on the analytical solution

presented in ref [90]. In order to make the math easier, we take the Hankel transform of

position and the Fourier transform of time to perform the math in the Hankel transform

and frequency domain. Since the laser pulses in TDTR are significantly shorter (<500 fs)

than the pulse interval (12.5 ns), it is reasonable to assume an infinite series of Dirac delta

functions for the heat flux deposited on the surface of the sample.

p1(r, t) =
2A1

πw2
1

exp
(

2r2

w2
1

)
eiω0t

∞

∑
n=−∞

δ (t −nTs − t0), (3.13)

where A1 is average pump power, w1 is the pump beam size measured at 1/e2 from the

highest intensity assuming Gaussian distribution, ω0 is the modulation frequency, and t0

is the arbitrary time delay for laser pulses. Taking the Hankel and Fourier transform for

position and time, respectively, we can rewrite equation 3.13 as follows:

P1(k,ω) = A1exp(π2k2w2
1/2)ωs

∞

∑
n=−∞

δ (ω −ω0 −nωs)einωst0. (3.14)

Now, we can obtain the temperature rise on the surface by multiplying the thermal response

function Ĝ with the input power:

Θ(k,ω) = P1(k,ω)Ĝ(k,ω). (3.15)

In order to transfer the surface temperature rise back to cylindrical coordinates, we take

the inverse Hankel transform and obtain the radial distribution of the temperature on the

surface of the sample:

Θ(r,ω) =
∫

∞

0
P1(k,ω)Ĝ(k,ω)J0(2πkr)2πkdk. (3.16)
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Similarly, the inverse Fourier transform of the above equation gives the surface temperature

response as a function of time. Now, in order to model sensing the temperature rise with

the probe beam, we take a similar approach to pump temperature rise with the difference

of adding the time delay term (td) to the equation:

p2(r,ω) =
2A2

πw2
2

exp
(

2r2

w2
2

)
∞

∑
m=−∞

δ (t −mTs − t0 − td). (3.17)

Taking the Fourier transform of the above equation gives:

P2(r, t) =
2A2

πw2
2

exp
(

2r2

w2
2

)
∞

∑
m=−∞

δ (ω −mωs)einωst0. (3.18)

Considering the weighted average of the temperature distribution within the probe beam in

real space, we can arrive at the following equation:

∆Θ(ω) =
∫

∞

0

[
1

2π

∫
∞

−∞

Θ(r,ζ )P2(r,ω −ζ )dζ

]
2πrdr. (3.19)

Simplifying the above equation, we can rewrite the probed temperature profile in the fre-

quency domain as:

∆Θ(ω) = A1

∫
∞

0

n=−∞

∑
∞

δ (ω −ω0)Ĝ(k,ω0 +nωs)exp(inωstd)

× exp[−π
2k2(w2

1 +w2
2)/2]2πkdk. (3.20)

Now, taking the root mean square of the pump and probe beam sizes w0 =
√

(w2
1 +w2

2)/2

and considering the harmonic modulation of the pump beam with a frequency of ω we

arrive at:

∆Θ(ω) = δ (ω −ω0)
∞

∑
n=−∞

∆T (ω0 −nωs)exp(inωstd). (3.21)

By simply taking the inverse Fourier transform of the above equation, we convert the
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probed signal back to the time domain at a time delay of td:

∆R(t) = eiω0t
∞

∑
n=−∞

∆T (ω0 −nωs)exp(inωstd). (3.22)

The lock-in amplifier detects the in-phase and out-of-phase component of the TDTR signal

(∆R(t)) at the pump modulation frequency at a specific delay time:

Vin = Re[∆R(t)] =
1
2

∞

∑
n=−∞

∆T (ω0 +nωs)+∆T (−ω0 +nωs)exp(inωstd), (3.23)

Vout = Im[∆R(t)] =
1
2

∞

∑
n=−∞

∆T (ω0 +nωs)−∆T (−ω0 +nωs)exp(inωstd). (3.24)

By reading the signal through the lock-in amplifier at various delay times, typically

from -15 to ∼5000 ps (we need pre-zero data for phase correction, see ref. [98]), the

TDTR measurement is completed. The in-phase signal Vin is the response of the sample

due to a single laser pulse, impulse response, and determines its corresponding temperature

rise. The decay of Vin can be directly related to the cooling rate of the surface and the

corresponding thermal effusivity of the underlying layers. On the other hand, the out-

of-phase signal Vout is due to the pulse train accumulation which leads to the modulated

heating response from the sample. Typically, for fitting purposes in the TDTR model, in

order to get a cleaner data the ratio of in-phase versus out-of-phase signal −Vin/Vout is used.

The magnitude of the in-phase and out-of-phase components (
√

V 2
in +V 2

out) can be related

to the total changes in the reflectivity of the surface as a result of pump pulses.
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3.3 Uncertainty

As with any other experimental technique, uncertainty analysis is an integral part of

determining the measurement accuracy. In this section, I will discuss the possible sources

of error and uncertainty associated with TDTR measurements. In general, the sources of

error in experimental studies fall into three main categories; instrumental, procedural, and

data analysis. With regards to TDTR, which is a laser-based technique where the laser

beam passes through a variety of different instruments and optics, slight misalignment of

the beam or malfunction of a device could lead to obvious or hidden errors in the measured

data. For instance, one of the common procedural errors in TDTR measurements is neglect-

ing pump and probe overlap, which is an integral part of the measurement and could throw

off the results without the user noticing it. In order to minimize any instrumental or pro-

cedural error from the TDTR measurements, every day before taking any data, the system

must be calibrated by measuring the thermal conductivity of standard calibration samples

such as Al2O3 or amorphous SiO2, and comparing the results against literature values. For

our calibration, we take three scans at different locations on both Al2O3 and amorphous

SiO2 calibration samples and accept an average thermal conductivity within ±3% of the

expected value. In the case where the measured thermal conductivity falls outside ±3%

range, the system is checked to find the possible source of error. The measurement of cali-

bration samples not only ensures the system is healthy and ready for use, but also, prevents

any procedural error that the user could make.

Nonetheless, in TDTR experiments, the major source of uncertainty stems from mis-

interpreting the acquired data rather than taking unreliable data. In most cases, when the

number of layers in the multilayer stack increases to more than three or the number of

unknown properties are more than two, the interpretation of TDTR results requires more

attention. In the following, I will discuss some of the analytical approaches that one can

take to facilitate the interpretation of the acquired data and identify the effective parameters

of the thermal model and possible sources of uncertainty.
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3.3.1 Sensitivity Analysis

The typical unknown properties for TDTR experiments are thermal conductivity and

thermal boundary conductance, which are treated as free parameters and are adjusted through

the least squares minimization technique so that the difference between the model and ex-

perimental data is minimized. Depending on the properties of each layer in the multilayer

stack, the thermal model is affected to a different extent by each parameter, such as spot

size, film thickness, heat capacity, and thermal conductivity. In other words, the degree to

which each parameter impact the fitting of data to the TDTR results varies. Sensitivity anal-

ysis can provide valuable insight into the strength of relationships between the parameters

in the fit and measured signal. In order to identify the parameters that play an effective role

in our thermal model, I turn to a mathematical equation originally introduced by Costescu

et al. [99] commonly referred to as sensitivity analysis:

Sζ =
∂ lnR
∂ lnζ

=
ζ

R
∂R
∂ζ

, (3.25)

where Sζ is the sensitivity coefficient, R is the TDTR signal R = −Vin/Vout , and ζ is

the target parameter for fitting. The magnitude of Sζ for a specific parameter determines

its impact on the TDTR signal. In other words, if ζ increases by 1%, the ratio signal R will

also increase by 1%. Similarly, for the case where the Sζ = 0, the signal R is not affected

by the parameter ζ and therefore, the measurement is insensitive to that parameter. For

the measurement of a property, ideally the fitting parameter has the highest sensitivity and

the sensitivity to other parameters such as thicknesses and spot sizes is the smallest. The

sensitivity analysis provides a powerful tool for designing the TDTR experiment in a way

that the highest sensitivity, and therefore, the highest accuracy is achieved for the target

parameter.

In order to demonstrate the significance of sensitivity analysis in TDTR measurements,

I turn to a common phase change material, Ge2Sb2Te4 (GST), which will also be the focus

of subsequent chapter. For this, I consider a 40 nm thick GST film between the ruthe-
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nium transducer and silicon substrate at different structural phases, amorphous, cubic, and

hexagonal, with differing thermal conductivities. For this, we assume all of the phases pos-

sess almost identical properties other than their thermal conductivity, which is 0.16, 0.50,

1.30 W m−1K−1, respectively. The thermal resistance circuit is depicted in Fig. 3.2 (a-c).

This is a great example to demonstrate the interplay of thermal conductivity and thermal

boundary conductance due to sensitivity of the measurement. Figure 3.2 (d-f) shows the

sensitivity of our measurements to thermal conductivity (κ) and TBC (GGST/W) at different

structural phases. As can be seen, there is negligible sensitivity to TBC in the amorphous

phase, which has the lowest thermal conductivity or thermal highest resistance. However,

upon increasing thermal conductivity in the cubic phase, the resistance due to the film it-

self becomes comparable to that of the interfaces, and therefore, the sensitivity to TBC

slightly increases. However, comparing the amorphous to the hexagonal phase, we can

clearly observe that the sensitivity to TBC increases and is comparable to that of the ther-

mal conductivity. In this case, it is almost impossible to differentiate the effect of thermal

conductivity from that of the interface because the sensitivities to both of these parameters

are very close. However, there are other ways around this, which I will discuss in the next

section to distinguish thermal conductivity from that of the TBC in thin films.

3.3.2 Confidence Range

The sensitivity analysis provides a practical approach to determine the effectiveness

of a parameter in our thermal model prior to taking any measurement. However, it does

not provide any information about the quality of the fit to the experimental data or how

much the fit deviates from the best-fit. In certain cases, it would be helpful to know how

much a parameter changes the quality of a fit so that a confidence range, error bars, can be

provided for the reported values. Typically, when the sensitivity of the measurement is low

to the target property, such as sensitivity to the TBC in the amorphous phase of GST 3.2

(a), it is not possible to report a value for the TBC. However, the data acquired from TDTR

allows us to provide a range of values instead of a single number based on the amount of
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Figure 3.2: (a-c) Schematic of the layers studied showing amorphous, cubic, and hexagonal
phase. (d-f) Sensitivity of thermal conductivity and top/bottom interfaces in a 40 nm thick
GST as a function of delay time across different phases. (g-i) Residual contour showing
the degree of deviation from the best-fit for GGST/W as a function of thermal conductivity
in different phases of GST.

deviation from the best-fit. In other words, by changing the target parameter and looking

at the quality of the fit to the experimental data, it can be realized that for certain values

the fit is no longer acceptable. Generally, as long as the fit is within 2% of the best-fit, we

consider it an acceptable fit.

This approach becomes very helpful for samples that have little sensitivity to the pa-

rameter of interest. Figures 3.2 (g-i) show the contour plots for thermal conductivity as a

function of TBC in amorphous, cubic, and crystalline phases of GST. The colors in the plot

from blue to red indicate the amount of deviation or residual value from the best-fit. Ac-
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cording to Fig. 3.2 (g), for the amorphous phase where there is little sensitivity to the TBC,

any values from 25 MW m−2K−1 to infinity would give a reasonable fit and for values less

than 25 MW m−1K−1, the model does not produce a good fit to the data. This enables us

to provide a lower bound to the TBC instead of reporting a specific value. On the other

hand, as the sensitivity to TBC increases in the hexagonal phase, Fig. 3.2 (i), the range of

which the TBC would still produce a good fit is only limited to 50-150 MW m−2K−1. This

technique enables providing a reasonable range of values for thermal properties such that

the sensitivity of TDTR measurements is small.

3.4 Thermal Properties

The complexity of data acquisition and data processing in TDTR experiments proves its

worth by enabling measurement of several thermal properties such as in-plane and cross-

plane thermal conductivity, thermal boundary conductance, heat capacity, and sound speed.

Although TDTR is a relatively versatile approach for measuring thermal properties, when

it comes to a sample with multiple unknown parameters, it imposes great challenges. As a

result, in order to obtain accurate thermal properties, it is very important to have a compre-

hensive understanding of the parameters such as beam spot sizes as well as thickness, heat

capacity, thermal boundary conductance, and thermal conductivity of each layer in the sam-

ple geometry. Ideally, other than the target property, all other parameters in the multilayer

stack are accurately known. However, in reality, a complete knowledge of all parameters in

the thermal model is less likely without detailed characterization, which is both costly and

time-consuming. The solution to this problem is to design the sample architecture in such

a way that the sensitivity of measurement to the target property is highest with a minimum

sensitivity to other possible unknown parameters. In this section, I discuss the details of

the analysis regarding the acquired data and show how various thermal properties can be

obtained from TDTR data.



49

3.4.1 Thermal Conductivity

The most widely used application of TDTR is the measurement of thermal conductivity

for materials ranging from tungsten diselenide WSe2 with an ultralow thermal conductivity

of 0.05 W m−1 K−1 [68–70] to diamond with ultrahigh thermal conductivity of ∼2000 W

m−1 K−1 [38–40, 100]. In addition to bulk materials, TDTR has been established as a pow-

erful technique to measure a wide variety of thin films down to a few nanometers. For this

type of measurement, extra care is necessary as the measured thermal conductivity could

be a convolution of intrinsic thermal conductivity and thermal boundary conductances. It

must be noted that, depending on the thermal properties of the thin films and modulation

frequency, TDTR could only measure a finite depth from the surface of the sample. The

depth at which the heat pulses can penetrate through is commonly referred to as thermal

penetration depth and can be estimated by the knowledge of thermal conductivity, heat

capacity, and the modulation frequency, dp,z =
√

κz/π fmodC. Note, dp,z disregards the

resistance from the interfaces, and therefore, if there are interfaces within this depth the

actual penetration depth would be less than the calculated value. For films that are thin-

ner than this depth, the TDTR measurements are sensitive not only to the transducer/film

interface but also to the film/substrate interface, assuming only a three layer stack (trans-

ducer/film/substrate). Generally, in the case where the effect of intrinsic thermal conduc-

tivity is not distinguishable from that of the interfaces, an effective thermal conductivity

is reported to demonstrate extrinsic properties such as interfaces could be effecting the

reported value.

To demonstrate the influence of TBC on the thermal conductivity measurements for

thin films, I use 20 and 160 nm of Ge2Sb2Te4 (GST) sandwiched between 5 nm of tungsten

layers, which is a relevant sample structure for the subsequent chapters of this dissertation.

Figure 3.3(a) shows the acquired TDTR data with its corresponding theoretical fit for these

two thicknesses. According to these measurements, the thermal conductivity of the 160

nm GST is ∼1.3 W m−1 K−1 while the effective thermal conductivity of the 20 nm sample

is ∼0.3 W m−1 K−1. This four fold reduction in thermal conductivity is the result of
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additional resistance from the interface.

3.4.2 Thermal Boundary Conductance

Thermal boundary conductance (TBC) which is the inverse of a more widely used

term, interfacial thermal resistance, determines the ability of an interface to conduct heat

across. For interfaces where one side is a non-metal, the thermal conductance depends

on a variety of different factors such as interfacial adhesion strength [101–107], spectral

phonon overlap [108–110], interface roughness [111–113], compositional intermixing at

the interface [114], and electron-phonon coupling [115, 116]. One of the major factors

in determining the efficiency of thermal transport at an interface is how closely the en-

ergy states of phonons at the interface between the two materials overlap. For instance,

taking a metal/non-metal interface as an example, it has been shown that better phonon

spectrum overlap between Cu or Cr and Al2O3 as compared to Au and Al2O3 lead to more

than three fold increase in TBC of metal/non-metal interfaces [108]. This also agrees with

the seminal diffuse mismatch theory (DMM) [117] which states that the more similar the

phononic spectra of the materials on either side of the interface (characterized by their

phonon velocities and maximum phonon frequencies/Debye temperatures), the higher the

energy transmission and resulting thermal boundary conductance [117–121]. As I will

show in the next chapter, disordered interfaces generally have a higher TBC compared to

abrupt, perfect interfaces. This is due to the emergence of additional vibrational modes in

the case of an imperfect interface versus a perfect interface, which leads to a better spectral

overlap of phonons between the two materials at the interface.

The fitting parameters in TDTR are typically the thermal conductivity of the substrate

κsub and TBC between the transducer and the substrate Gtansd/sub. In most cases, since

there are different sensitivities to these parameters at different delay times, both of these

values can be obtained from a single TDTR scan. This, however, is slightly more compli-

cated when more layers are added between the transducer and the substrate. In this case,

depending on the thickness of the film, the measurement may become sensitive to the back-



51

side interface between the film and the substrate. In this scenario, there are three unknown

parameters, κ f ilm, Gtansd/ f ilm, and G f ilm/sub, which requires either simplifying assumptions

or additional measurements to identify some of these unknowns. Here, I discuss how ther-

mal conductivity and the TBC can be obtained from TDTR measurements for cases where

the number of unknowns in the multilayer stack is greater than two.

Figure 3.3(a) shows the acquired TDTR data with its corresponding theoretical fit for 20

and 160 nm of Ge2Sb2Te4 (GST) that are sandwiched between 5 nm of tungsten layers. In

order to find the GST intrinsic thermal conductivity and the associated TBC between GST

and W (GGST/W), I perform measurements on two thicknesses of GST. This is because the

sensitivity of TDTR measurements to thermal conductivity and TBC varies with respect to

thickness and, therefore, by measuring thermal conductance across various thicknesses, the

intrinsic thermal conductivity can be differentiated from that of the TBC. According to the

sensitivity analysis in Fig. 3.3 (b,c), for 20 nm GST, the sensitivity of the measurements

to TBC is highest, whereas in the 160 nm thick GST, the sensitivity to TBC is negligible.

Therefore, the intrinsic thermal conductivity of GST can be obtained from a 160 nm film

where the influence of TBCs are minimum and the TBC can be obtained from a 20 nm film

where there is more sensitivity to the TBC.

In the case of 20 nm thick GST, the existence of a thin GST layer increases the sensi-

tivity of our measurements to GGST/W (Fig. 3.3(b)). To find GGST/W, as depicted in Fig.

3.3(d), the effect of all other resistors in the series must be subtracted from the total resis-

tance. For this, since the 20 nm GST film yield a relatively small resistance between the

Ru and Si, we can treat the entire stack (W/GST/W) as an interfacial layer and using a two

layer model, measure the thermal conductance across the Ru/Si interface. The penetration

depth in TDTR measurement is on the order of ∼100 nm. The substrate is silicon which

acts as a heat sink, and therefore the resistance due to this layer is negligible. This leaves

us with seven resistors between Ru and Si, as depicted in the first schematic in Fig. 3.3(d).

Now, in order to deconvolute the thermal conductivity from that of the TBC, we need

to know the intrinsic thermal conductivity of each layer as well as their corresponding
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Figure 3.3: (a) Theoretical fit for 20 and 160 nm GST thickness, (b,c) Sensitivity to thermal
conductivity and TBC on either side of GST layer for a 20 and 160 nm GST (d) Schematic
representing the approach used in this dissertation to find the thermal boundary conduc-
tance between GST and W.

TBCs. For this, using a different set of samples, the thermal conductance across Ru/10 nm

W/Si is measured to account for the intrinsic thermal conductivity of W, Ru/W, and W/Si

interfaces. Next, assuming the intrinsic thermal conductivity of 20 nm thick GST film is

similar to that of the 160 nm, we can subtract the resistance due to the 20 nm GST film

from the total resistance. In order to mathematically derive an equation for estimating the

TBC between GST and W, I assume each layer and interface introduces a resistance to

the thermal transport from the transducer to the substrate similar to the schematic in Fig.

3.3 (d). The overall resistance of the stack between Ru and Si can be obtained from the

following equation:
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Rtotal = RW +RGST +RW

+RRu/W +RW/GST +RGST/W +RW/Si,
(3.26)

where R represents the thermal resistance and is defined as the inverse of thermal conduc-

tance, Rtotal = 1/Gtotal. Due to the high thermal conductivity of W, the thermal resistance

of the W layer compared to that of GST is negligible and can be dropped from Eq. 3.26.

Additionally, due to electronic transport of heat between the metals, the interfacial thermal

resistance between metal-metal interfaces such as Ru/W is negligible compared to other

resistances in the stack. Furthermore, assuming the boundary conductance at the front and

rear sides of the GST that are in contact with tungsten are identical ( RW/GST = RGST/W),

Eq. 3.26 can be simplified to:

Rtotal = RGST +2RW/GST +RW/Si. (3.27)

In the above equation, except for the RW/GST, other parameters can be measured from

TDTR. Considering that the thermal resistance is the inverse of the thermal conductance,

by rearranging the terms in Eq. 3.27 we can obtain an equation for the thermal boundary

conductance between GST and tungsten:

TBCGST/W =
2

( 1
Gtotal

− d f ilm
k160 nm GST

− 1
GRu/10 nm W/Si

).
(3.28)

In this analysis, Gtotal is the total thermal conductance across the multilayer stack of

Ru/W/GST/W/Si and dfilm is the thickness of the GST film. The above expression allows

direct extraction of TBC for cases where the sensitivity to the parameter of interest is low.

Through this approach, multiple measurements on different sample geometries, we have

been able to provide a reasonable approximation of the TBC between GST and tungsten.

As I will show in the next chapter, this expression holds true across different temperatures

and GST phases.
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3.4.3 Heat Capacity

As stated earlier, TDTR measures the thermal effusivity (α =
√

κCv) which is a con-

volution of thermal conductivity and volumetric heat capacity. As a result, with the knowl-

edge of one, the other can be extracted from a single TDTR scan but not both. In other

words, since the sensitivity to κ and Cv is relatively similar, one cannot use both of them

as free parameters for fitting. Nonetheless, we can extract thermal conductivity and heat

capacity by performing multiple scans at different modulation frequencies; by varying the

modulation frequency at which the thin film is heated, the thermal decay varies from an ef-

fusivity regime to a purely diffusivity-dominated regime. In other words, these frequency-

dependent TDTR experiments allow an independent measurement of both the volumetric

heat capacity and thermal conductivity of GSST films without convolution from other ther-

mophysical properties of the heterostructure. For this purpose, modulation frequencies in

the range of 0.4-8.4 MHz are chosen, and the experiment is performed on a ∼220 nm thick

GSST in amorphous and crystalline phases. This thickness is chosen because the mea-

surements would have the highest sensitivity to the thermal conductivity and volumetric

heat capacity. Figure 3.4 shows the result of these variable modulation frequency mea-

surements, where the intersection of our data at different frequencies corresponds to the

volumetric heat capacity [122]. Based on these data, the volumetric heat capacities for

the amorphous and annealed cases are determined to be 1.5 ± 0.1 and 1.8 ± 0.1 MJ m−3

K−1, respectively. This indicates that the heat capacity increases by 20% upon crystalliza-

tion. Typically, the heat capacity largely depends on the atomic mass and the density of the

materials.

According to the TEM measurements, there is a ∼5% reduction in the thickness of

GSST upon amorphous to crystalline phase transformation, which agrees with previous

observations [16, 123]. Now, the fact that the heat capacity of GSST increases by 20%

is surprising. There are two scenarios that could take place here. First, it is possible that

due to strain effects from the substrate and the transducer layer, the film density does not

change in the in-plane direction (i.e. only the thickness of the film changes). This means
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that the change in film thickness (∼5%) is comparatively equal to the change in density

upon crystallization. This scenario is consistent with previous measurements of density

in GST films where the changes in the thickness of the film are similar to the changes in

the density [123]. However, if the 5% densification in the film occurs in all directions,

xyz, then the change in the density is larger than the change in the thickness. Assuming

isotropic change in all directions (∼5%), we can estimate the change in the film density

(damorphous)3/(dcrystalline)3 to be ∼15%, which is comparable to our measurement of 20%

change in the heat capacity. In any case, regardless of the scenarios discussed, the un-

certainty associated with our measurements could also explain this disparity between the

measurements and the expectations. This means, considering the error bars, the changes in

the heat capacity can vary from minimum of 5% to a maximum of 30%, which is within

the range of both scenarios.

Figure 3.4: volumetric heat capacity for amorphous and crystalline phases of GSST mea-
sured with TDTR at different modulation frequencies. The gray area corresponds to uncer-
tainty of the measurements.
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3.4.4 Sound Velocity

Another important material property that can be obtained from TDTR measurements

is the sound velocity of thin films. The measurement is similar to regular TDTR but with

significantly higher temporal resolution, which is typically on the order of sub-picoseconds.

In these measurements, similar to any transient thermoreflectance technique, the absorption

of an ultrashort laser pulse launches a strain wave from the sample surface that propagates

through the underlying layers at the speed of sound. Once these strain waves reach an

interface between two different materials, depending on the acoustic impedance of the

two materials defined as (Z = ρ × E) where ρ is density and E is elastic modulus, the

waves are partially reflected and the remainder is transmitted. The reflected waves from

each interface travel all the way back to the surface and change the thermoreflectivity of

the transducer. This results in qualitative “humps” and “troughs” superimposed on the

TDTR thermal decay curve, as shown in Fig. 3.5 (a). For better clarity, the schematic in

Fig. 3.5 (b) depicts the propagation of strain waves across different layers for the similar

multilayer stack studied in previous subsections. As can be seen in Fig 3.5 (b) i, a strain

wave is launched from the surface and travels across the Ru layer. Upon reaching the

Ru/W interface, a lack of sufficient acoustic mismatch between Ru and W, allows the wave

packet to completely pass through the interface without any interference (Fig 3.5 (b) ii).

On the other hand, once the strain wave reaches the W/GST interface (Fig 3.5 (b) iii), as a

result of large acoustic mismatch between W and GST, the wave is partially reflected and

travels back to the surface and appears as upward “humps” in the residual plot. The other

portion of the wave that passes the interface travels across the GST layer, and again, is

partially reflected upon reaching the other GST/W interface, where the consequence of this

reflection appears as downward “troughs” in the residual plot. Using the time it takes for

the strain waves to travel across the film, the longitudinal sound velocity can be estimated.

The propagation of strain waves can be modeled using finite element (FE) simulations

to ensure that our interpretation of the picosecond ultrasonic echoes are correct. In these

simulations, the density, Poisson ratio, and longitudinal sound velocity are used as inputs to
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determine the location of echoes in time. As such, the solid lines in Fig. 3.5 (c) correspond

to the simulation results, and the dotted line corresponds to the picosecond residuals. As

can be seen in Fig. 3.5 (a), the “humps” and “troughs” in the residual plots agree well

with the simulations. The agreement on the location of the echoes between the simulations

and the experiment confirms that they are not an artifact of measurement and are directly

related to the reflection of the strain waves from the interfaces.

Figure 3.5: (a) Picosecond ultrasonic measurements for 40 nm of GST. The “troughs” and
“humps” corresponds to the reflection of strain waves off of first interface (W/GST) and
second interface (GST/W), respectively. (b) A representation of strain wave and how it
propagates and reflects off of various interfaces. (c) Picosecond ultrasonic measurements
subtracted from an exponential decay and the corresponding simulations data from COM-
SOL. The lines correspond to finite element simulation of strain wave propagation across
different layers.



58

3.5 Summary

In this chapter, I reviewed some of the core concepts regarding the experimental tech-

nique, specifically TDTR, that is used in the subsequent chapters for the measurement of

thermophysical properties and its pertinent data analysis. After briefly outlining the exper-

imental and theoretical work that TDTR has been built upon, I discussed the mathematical

details related to the TDTR experiment and evaluated the accuracy of its measurements

through sensitivity analyses. Finally, I showed the application of TDTR to extract thermo-

physical properties of novel phase change materials such as thermal conductivity, thermal

boundary conductance, heat capacity, and sound speed.
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Chapter 4

Engineering Interfaces to Confine Heat

Phase change random access memory (PRAM) is a rapidly growing technology that

not only offers advancements in storage-class memories but also enables in-memory data

processing to overcome the von Neumann bottleneck. In PRAMs, data storage is driven by

thermal excitation. However, there is limited research regarding PRAM thermal properties

at length scales close to the memory cell dimensions. In this chapter, I present a new

paradigm to manage thermal transport in memory cells by manipulating the interfacial

thermal resistance between the phase change unit and its electrodes without incorporating

additional insulating layers. My results indicate a substantial change in interfacial thermal

resistance as GST transitions from cubic to hexagonal crystal structure, resulting in a factor

of 4 reduction in the effective thermal conductivity. This reduction is attributed to a large

increase in the interfacial thermal resistance as the PCM crystal structure transitions from

cubic to hexagonal phase. Through molecular dynamics simulations, I provide some insight

into the underlying mechanisms behind this increase. Further, finite element analyses reveal

that interfacial resistance between PCM and its adjacent layer can reduce the reset current

for 20 and 120 nm diameter devices by up to ∼40% and ∼50%, respectively. These thermal

insights present a new opportunity to reduce power and operating currents in PRAMs.
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4.1 Background

The growing demands for higher capacity memory devices and burgeoning data-intensive

applications, such as artificial intelligence, have intensified efforts to beat the von Neumann

computing bottleneck that separates processing from the storage unit. A promising alter-

native for transistor-based non-volatile memory devices is an emerging technology known

as phase change random access memory (PRAM), which offers prospective gains in speed,

device lifetime, and storage capacity, as well as in-memory storage and computing ca-

pabilities [33, 124]. The most widely used phase change material, germanium antimony

telluride (GST), possesses a high electrical resistivity contrast between its amorphous and

crystalline states, as well as sub-nanosecond switching times [125, 126]. This class of

phase change materials can quickly switch phase between amorphous and crystalline states

upon controlled thermal excitation. In PCMs, the transition from amorphous to crystalline

and crystalline to amorphous are commonly referred to as set and reset, respectively. In

devices utilizing phase change units, thermal transport plays a pivotal role as it dictates the

efficiency of the set/reset process and overall power consumption.

One of the major limitations in PRAM devices is their high operating current, leading to

excessive power consumption [127]. In order to mitigate thermal leakage during program-

ming, Kim et al. [128] used a thermal barrier (2-20 nm of C60) to isolate GST from directly

contacting the electrode, showing a factor of three reduction in their set current (Iset). Al-

though a lower power consumption in their device architecture offered performance gains,

the relatively large thickness of the thermal barrier introduced additional electrical resis-

tance, decreased bit density, and provided an additional source of degradation for the PCM

over time. Later, Ahn et al. [129] proposed a much thinner insulating layer by using a sin-

gle sheet of graphene (thickness <1 nm) as a thermal barrier to confine the heat inside the

PRAM cell and showed that the Ireset was reduced by 40% compared to the cells without a

graphene barrier.

More recently, superlattice phase change memories have received a great deal of at-
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tention due to their unique capabilities offering lower power consumption, faster pro-

gramming rate, higher retention time, and lower noise and drift in electrical resistance

[19, 125, 130, 131]. Although earlier superlattice PRAMs consisted of GeTe/Sb2Te3 alter-

nating stacks, it was soon realized that this configuration tends to intermix and transform

into bulk GST at high annealing temperatures [132]. Nonetheless, the idea of superlattice

PRAMs inspired researchers to look for alternative material configurations. Very recently,

Shen et al. [130] and Ding et al. [19] showed that superlattice PRAMs with TiTe2/Sb2Te3

layers have superior properties compared to bulk GST. Despite the fact that in superlat-

tice PRAMs the interface is an integral component in the performance of these devices, its

effect on the overall thermal transport is heretofore unknown and unstudied.

With all these previous works in mind, I am prompted to experimentally investigate

the effect of interfacial thermal resistance on the performance of PRAM devices. For this

purpose, the selected materials are amongst those that are widely used in PRAM devices:

Ge2Sb2Te4 (GST) as a phase change unit, tungsten (W) as an electrode, and silicon diox-

ide (SiO2) and silicon nitride (SiNx) as the insulating separators used to confine heat and

current within the cell. My work focuses on identifying the critical parameters that influ-

ence thermal transport as the length scale of the phase change unit approaches that of the

energy carriers’ mean free paths. I assess the effect of GST film thickness on thermal trans-

port across various phase transitions and determine the minimum thickness before which

thermal transport transitions into a ballistic regime.

To date, the majority of studies investigating thermal transport in GST were performed

on layers with thicknesses on the order of 200 nm [15, 133–135]. However, as Xiong et

al. [136] demonstrated, in order to decrease power consumption and further the economic

benefits of PRAM devices, the thickness of PCM layers should be on the order of 10 nm. In

this respect, Kim et al. devised an operational PRAM device with cell dimensions as small

as 7.5 nm × 17 nm [137]. In general, as the length scale of materials and interconnects

in memory components shrink to dimensions less than energy carrier mean free paths,

a number of additional mechanisms, such as electron tunneling [138–140] and thermal
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boundary resistances [112, 117, 141], may impact the performance of these devices [142].

In this chapter, I present evidence of ballistic transport of energy carriers across the PCM

in a confined cell geometry as the characteristic length of the device is decreased to less

than the mean free paths of the electrodes’ carriers. To demonstrate this, I show that for

tungsten electrodes there is a lower limit for the thickness of GST in memory cells before

thermal transport transitions from a diffusive to a ballistic regime. I use this knowledge of

carrier dynamics to experimentally identify an optimal thickness of phase change material

based on a balance of thermal conductivity and crystallographic-phase-dependent thermal

boundary conductances (TBC) in order to improve memory device performance.

In this chapter, in contrast to previous studies that were primarily focused on introduc-

ing additional layers between the electrode and GST to confine heat in the memory cell, I

focus on the interfacial thermal resistance and thermal properties of the layers in contact

with GST. First, I investigate the effect of materials adjacent to the PCM by comparing

different materials from conductive electrodes to insulators as a spacer between PCM and

other neighboring cells. Then, I show that, by intentionally engineering the phase and thick-

ness of the phase change unit, the overall thermal resistance can be substantially increased,

causing decreases in requirements for set/reset currents, without incorporating additional

layers as a thermal barrier. Although the results presented here are for commonly used

materials in PRAMs such as GST and W, I demonstrate that, through manipulation of the

interfacial resistance between the phase change unit and the adjacent layer, the predicted

reset current can be reduced by up to 40% and 50% for devices with lateral size of 20 and

120 nm in diameters, respectively. This chapter highlights the importance of engineering

interfaces to allow for devices with increased performance.

4.2 Results

The thermal transport properties of the GST thin films, deposited via magnetron sput-

tering, were measured using TDTR as previously discussed in details. The surface of the
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samples are coated with an 80 nm ruthenium transducer. The input into our thermal model

are volumetric heat capacity of Ru, a-GST, h-GST, and the Si substrate which is assumed to

be 2.96, 1.3, 1.4, and 1.64 MJ m−3 K−1, respectively [143, 144]. The thermal conductivity

of the transducer layer is determined to be 54 W m−1 K−1 based on 4-point probe electrical

resistivity measurements and extracting thermal conductivity using Wiedemann-Franz law

and the thickness of each layer is confirmed via transmission electron microscopy (TEM).

4.2.1 Suppressing Thermal Leakage through Electrode Design

In PRAM devices, efficiency is strongly tied to the materials surrounding the GST and

how efficiently heat is localized to the memory cell. For instance, it has been shown that the

majority of heat generated in the memory cell is lost through the bottom electrode [145–

147]. Thus, the thermal conductivity of the electrodes and thermal conductance across their

interfaces are crucial for controlling temperature and optimizing the operating conditions

of PCMs. A common electrode material for the PCM is titanium nitride (TiN), which has

a range of thermal conductivities and electrical resistivities, depending on the deposition

process ranging from (8-63 W m−1 K−1) and (13.5-150 µΩ cm), respectively [146, 148–

152]. The mechanical strength of TiN, coupled with its moderate thermal conductivity,

make it appealing for electrode applications. In this section, I evaluate improvement of

thermal confinement within the memory cell by introducing a carbon-based electrode that

has a low intrinsic thermal conductivity, over an order of magnitude lower than that of TiN,

as well as low thermal boundary conductance with an appreciable electrical conductivity.

For this, I begin with measuring the thermal conductivity of CNx thin films at different

thicknesses for as-deposited amorphous and annealed cases. The total thermal resistance,

R, measured across the Ru/CNx/Si interface as a function of CNx film thickness are shown

in Fig. 4.1 which allow us to measure the intrinsic thermal conductivity of the CNx inde-

pendent of the interfaces. The intrinsic thermal conductivity of thin films can be extracted

from the data in Fig. 4.1 by applying a linear fit to the total thermal resistance as a func-

tion of film thickness, where the inverse of its slope (∆R/∆d)−1 corresponds to the thermal
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Figure 4.1: Carbon nitride, CNx, thermal characterization. (a) Room temperature measure-
ments of thermal resistance as a function of thickness for SiNx (squares), as-deposited CNx
(solid circles), and 400 °C annealed CNx (open circles). The inverse of linear fit slope cor-
responds to the thermal conductivity of each material. (b) Raman spectra for 30 nm CNx
film in as-deposited and 550°C annealed cases.

conductivity. This approach yields thermal conductivity of 1.47 ± 0.09 W m−1 K−1 for

the as-deposited CNx and 1.72 ± 0.1 W m−1 K−1 for the annealed films. For comparison,

I measure the intrinsic thermal conductivity of SiNx as ∼1.20 W m−1 K−1, derived from

the same slope analysis, in good agreement with SiNx fabricated under similar conditions

[153, 154]. These CNx films exhibit thermal conductivities typical of amorphous materials,

and are over an order of magnitude lower than that of the commonly used TiN electrode.

These results demonstrate promise using CNx as a heat confining low thermal conductivity

electrode.

To understand the possible microscopic mechanisms leading to the enhancement in

electrical and thermal conductivity upon annealing, Raman spectroscopy is performed and

compare the Raman spectra for CNx at different annealing temperatures. Although CNx

maintains its amorphous structure, based on the Raman spectra, the density of the defective

regions decreases by annealing at high temperatures [155]. I attribute the ∼0.2 W m−1

K−1 gain in thermal conductivity of the CNx as a result of annealing to an increase in

electrical conduction. The electrical resistivity of as-deposited CNx at room temperature is
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above 120 mΩ cm. This implies that the contribution of electrons to thermal conduction is

negligible compared to the phononic contribution. However, upon annealing to 400 °C, the

electrical resistance drops to nearly 5 mΩ cm, which corresponds to an electronic thermal

conductivity of ∼0.15 W m−1 K−1 according to the Wiedemann Franz law formalism. As

a result, I posit the increase in electrical contribution to thermal conductivity is the driving

factor leading to the enhancement of total thermal conductivity and reduction of thermal

resistance from annealing CNx.

4.2.2 Thermal Conductance across CNx/PCM/CNx

After characterizing the thermal properties of CNx film, in this subsection I discuss the

effect of thermal conductance when CNx is adjacent to PCM and compare its results with

common conductive metals such as tungsten (W) and common insulators such as SiNx. For

this, two sets of samples with GST thicknesses of 10 nm and 40 nm are fabricated. The

GST layers are sandwiched between 5 nm films of W, CNx, and SiNx spacers. The samples

are grown on a silicon substrate with 80 nm of Ru on top for TDTR measurements (80

nm Ru/5 nm Spacer/10 nm GST/5 nm Spacer/Silicon substrate). The exact thicknesses for

each layer has been confirmed via TEM micrographs. From TEM images, it is observed

that an approximately 3 nm amorphous region at the surface of the silicon substrate which

is present in all samples and is attributed to the ion milling cleaning procedure prior to film

deposition.

Figure 4.2 shows the thermal conductance between Ru and Si (across the various thin

films in between and their corresponding interfaces) at elevated temperatures. For the case

of the W spacer, the thermal conductance is the highest. This implies that W would result

in a large thermal leakage which increases the power consumption in the PRAM device.

Although W is a better electrical conductor than CNx and allows for more efficient Joule

heating in the GST, it also allows for substantial thermal loss that is detrimental to the per-

formance of the device. On the contrary, CNx has a lower electrical conductivity compared

to W but proves to be a better choice from a thermal transport perspective due to its low
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Figure 4.2: Thermal conductance for various spacer compositions. Thermal conductance of
Ge2Sb2Te5 sandwiched between 5 nm of W (triangles), SiNx (squares), and CNx (circles)
spacers as a function of temperature for (a) 10 nm GST and, (b) 40 nm of GST. Experimen-
tal data is not available for SiNx above 340°C due to film delamination. Below 150°C, the
error bars are smaller than the symbols.

thermal conductivity. To support this, the thermal conductance measurements reported in

Fig. 4.2 show significantly lower thermal conductance for CNx spacers and indicates the

promise of CNx as a potential electrode material to confine heat in the GST more efficiently

than W, particularly at elevated temperatures. Although the comparison drawn between W

and CNx electrodes can only be quantified if used in a device, the results presented here

pave the way for future studies on CNx electrodes. Furthermore, even though CNx is used

for electrode applications and SiNx is used as an insulator, in the thin film GST regime (10

nm), CNx/GST/CNx shows a lower thermal conductance up to nearly 340 °C. Consider-

ing the higher thermal conductivity of CNx, this observation indicates that the interfacial

conductance between GST/CNx is lower than that of GST/SiNx which results in a lower

overall thermal conductance. At temperatures above 340 °C, for the CNx spacer, thermal

conductance is suppressed by almost a factor of three compared to the W spacer. This ob-

servation implies that CNx can serve as an efficient heat barrier in phase change memory

cells. Furthermore, Fig. 4.2(a) shows that at the crystallization temperature (∼ 150 °C),

unlike W and SiNx spacers, CNx spacers do not exhibit as large a change in the thermal

conductance and yields almost 30% lower conductance than that of the SiNx which is an
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insulator. This is particularly crucial during the set process where the GST temperature

rises above its crystallization temperature for a longer duration. Figure 4.2(b) shows the

conductance for a similar set of samples with a thicker GST layer (40 nm). As a result of

the increased thickness, the measured conductance for all cases is lower than that of 10 nm

GST. In this regime, the total conductance from the Ru to the Si is dominated by the GST

film itself rather than the interfaces or the spacers. As a result of this thickness effect, the

thermal conductance for CNx/GST/CNx and SiNx/GST/SiNx is nearly identical up to 340

°C.

4.2.3 Interfacial Conductance at Room Temperature

In previous subsection, I demonstrated that the interface between CNx and GST leads

to lower conductances compared to SiNx up to 300 °C. This can be justified by considering

the higher atomic mismatch at the interface and less overlap in the corresponding density

of states between CNx and GST versus SiNx and GST. This highlights the effect of thermal

conductance and lead me to follow this hypothesis if it is possible to engineer the interfaces

with a common electrode material such as tungsten. In order to investigate this, I perform

several measurements at room temperature to determine at what GST thickness the effect

of interfaces become appreciable in the thermal transport. A pictorial representation of

the configuration of layers used in this study is given in Fig. 4.3 (a) along with the corre-

sponding TEM images for amorphous (a-GST) and hexagonal (h-GST) phases. In order to

distinguish the effect of interfaces from that of the layers, it is often instructive to idealize

material stacks as a series of thermal resistors comprised of the resistances at interfaces

and the intrinsic resistance of the materials, similar to the schematic shown in Fig. 4.3 (c).

The measured thermal resistance, is the total resistance between the Ru and Si including

all the resistances involved in the multilayer stack. Using different thicknesses of a-GST,

which varies the relative contribution of each resistor to the overall measured conductance,

allow us to assess the relative contribution of each thermal resistance to the overall device

thermal transport.
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Figure 4.3: (a) Schematic of a confined phase change memory cell along with correspond-
ing TEMs for a 40 nm a-GST and h-GST film sandwiched between 5 nm tungsten spacers,
(b) thermal conductance across Ru/spacer/GST/spacer/Si for different spacer compositions
as a function of GST thickness. The inset shows thermal resistance as a function of thick-
ness where the inverse of the slope for the fitted line corresponds to the a-GST thermal
conductivity. The average thermal conductivity estimated for a-GST is 0.15 ± 0.02 W
m−1 K−1. The error bars are calculated based on 7% uncertainty in the Ru transducer
thickness, and (c) a schematic of the thermal resistances in series for the multilayer config-
urations studied here.
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Figure 4.3 (b) shows the thermal conductance between Ru and Si, including all inter-

mediate layers (spacer/ a-GST/spacer), as a function of a-GST thickness. The spacers are

W (2 and 5 nm), amorphous SiO2 (5 nm), and amorphous SiNx (5 nm), where the spacers’

thicknesses are identical on either side of the a-GST. As the thickness of a-GST increases,

the effect of the spacers on the overall thermal transport becomes negligible owing to the

fact that the a-GST layer becomes the dominant resistor. Based on Fig. 4.3 (b), for thick-

nesses greater than ∼10 nm, thermal conductance is largely governed by the a-GST layer

regardless of the adjacent material, whereas for thicknesses less than 10 nm, the effect of

materials adjacent to the GST and therefore TBC become appreciable. Note, for SiNx and

SiO2 spacers, their thermal conductances are similar and lower than that of W. This is ex-

pected as the thermal conductivities of SiNx and SiO2 are similar and more than an order

of magnitude lower than that of W [156]. However, it is important to note that the thermal

conductance of the stack with the 5 nm W spacer is greater than that with 2 nm spacer.

This is contrary to expectations when considering diffusive thermal transport processes,

where thermal conductance decreases linearly with an increase in thickness of the material.

The observed reduction in thermal conductance for 2 nm W is attributed to the boundary

scattering of electrons and phonons. Similar thermal boundary conductance dependencies

on the thickness of intermediate layer have been observed across Au/Ti/sapphire [103],

Au/Cr/sapphire, and Au/Cu/sapphire [108] interfaces. The thermal conductivity of a-GST

is determined from these measurements by fitting a linear regression to the slope of the

measured thermal resistance as a function of thickness, depicted in the inset of 4.3 (b).

The thermal conductivity of a-GST is determined to be 0.15 ± 0.02 W m−1 K−1, in good

agreement with previously reported values [15, 133, 157].

4.2.4 Interfacial Conductance at Elevated Temperature.

Above, I showed that the effects of materials adjacent to GST and the corresponding

TBC are only appreciable for a-GST when the thickness is less than 10 nm. However, as the

a-GST film changes phase, its intrinsic thermal conductivity increases by almost an order
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of magnitude which reduces the resistance due to the GST layer. This implies that thermal

transport in the crystalline phase should be more dramatically affected by the TBC than in

the amorphous phase. Therefore, it is crucial to understand the effects of thermal transport

across W/GST interfaces as GST undergoes phase transitions. TDTR measurements are

taken as a function of temperature using a resistive heating stage that allows us to measure

the thermal conductivity of GST and the thermal boundary conductance at the h-GST/W

interface from room temperature up to 400 °C, thereby, capturing the thermal properties of

GST in all of phases (i.e., amorphous, cubic and hexagonal).

Figure 4.4 (a) shows the thermal conductivity of 40 nm and 160 nm thick a-GST layers

that are heated under nominally identical conditions across various temperatures. In this

figure, the solid symbols correspond to the thermal conductivity of a-GST when heated

from room temperature up to 400 °C, whereas the hollow symbols correspond to the ther-

mal conductivity of h-GST when cooled down from 400 °C to room temperature. The

solid circles denoting the 160 nm film in Fig. 4.4 (a) show a clear transition from a-GST

to c-GST, and c-GST to h-GST at approximately 150 °C and 340 °C, respectively, in good

agreement with reported literature values [15, 158, 159]. The enhancement of thermal

conductivity in the crystalline phase is attributed to the dissolution of disordered vacancy

clusters and increasing order in the crystalline phase [160, 161]. After the sample reaches

400 °C and the GST is fully transformed into the hexagonal phase, its thermal conduc-

tivity is measured as the sample is cooled down to room temperature, shown as hollow

circles in Fig. 4.4 (a). The thermal conductivity of the 160 nm h-GST decreases slightly

over temperature as a result of reduced electronic contribution to the thermal conductivity

[160].

On the other hand, for the 40 nm thick GST, the measurement of intrinsic thermal con-

ductivity in the crystalline phase is increasingly difficult as the effects of interfacial thermal

resistance interfere with thermal conductivity measurements as opposed to the 160 nm case

as discussed in previous chapter. For this reason, I report the effective thermal conductivity

(keff = GRu/W/GST/W/Si × dGST), depicted as solid diamonds, which incorporates both the
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Figure 4.4: Thermal properties of GST thin films and interfaces across different phases.
(a) Thermal conductivity of GST layer sandwiched between 5 nm W spacers for 40 nm
(diamonds) and 160 nm (circles) GST films. The solid symbols correspond to the thermal
conductivity of GST as it transitions through different phases upon heating and hollow
symbols correspond to the thermal conductivity of h-GST upon cooling. (b) Effective
thermal conductivity for 20 nm thick GST film as a function of temperature across different
phases of GST upon heating and cooling when annealed to 300 and 400 °C. (c,d) Thermal
boundary conductance for as-deposited GST upon heating and h-GST upon cooling with 5
and 2 nm W spacer, respectively. The error bars are calculated based on 7% uncertainty in
the GST film thickness. (e,f) Bright field images of 40 nm and 160 nm GST films at 400
°C.
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effects of the intrinsic thermal conductivity of GST and the associated TBCs. The effective

thermal conductivity for the 40 nm thick GST sample follows a similar trend to that of 160

nm film up to 300 °C, except for the slight upward shift in crystallization temperature to

150 °C. The agreement of thermal conductivity up to 300 °C between the two thicknesses

is due to negligible effect of TBC on thermal transport in the amorphous and cubic phase.

However, upon transformation from c-GST to h-GST, the TBC at the h-GST/W interface

considerably decreases. As a result, it is observed that the effective thermal conductivity

for the 40 nm GST film deviates from the 160 nm GST in the hexagonal phase. Above 300

°C, we no longer measure the intrinsic thermal conductivity of the h-GST layer but, instead,

a convolution of the h-GST thermal conductivity and the h-GST/W TBCs. The effective

thermal conductivity for the 40 nm sample plateaus near ∼0.8 W m−1 K−1, almost a factor

of two lower than the thermal conductivity measured for 160 nm h-GST. This difference

is even more pronounced when the samples are cooled down to room temperature where

the thermal conductivity for 40 and 160 nm are ∼0.5 and ∼1.3 W m−1 K−1. In order to

ensure the observed reduction in the effective thermal conductivity is not due to any mi-

crostructural changes in the film, I present extensive TEM with in situ heating to compare

the quality of the crystals for both thicknesses. Although defects, such as stacking faults,

occur in the hexagonal phase as is shown in Fig. 4.4 (e,f), no significant microstructural

anomalies was identified between the two cases that explains such a significant reduction

in the 40 nm thick GST film. The TEM results imply that the intrinsic thermal conductivity

in both cases remains unaltered and, therefore, the observed discrepancy must be related

to extrinsic effects such as TBC. This finding indicates that, contrary to what is generally

assumed, total thermal transport does not necessarily increase with the increase in thermal

conductivity of GST.

To further support my hypothesis regarding the effect of TBC on thermal transport in

h-GST, I measure the total thermal conductance across the Ru/W/GST/W/Si film stack

for a 20 nm thick GST layer. For this thickness regime, the Kapitza length, defined as

the thermal conductivity divided by the TBC and represents the thickness of a material
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in which thermal boundary conductances can influence the overall thermal transport of a

system, is comparable to the thickness of the film and, as a result, the effect of interfaces

in the TDTR measurements are more pronounced compared to the 40 nm film. For this

thickness, the thermal conductances as a function of temperature are depicted in Fig. 4.4 (b)

in solid diamonds, which follow the same trend observed in effective thermal conductivity

of 40 nm film with a more pronounced drop at the transition from c-GST to h-GST. This

is clear evidence for the opposite trend of TBC to that of the thermal conductivity for

c-GST to h-GST transition. In order to compare the TBC for c-GST vs. h-GST, I take

another 20 nm thick a-GST sample and heat it up to 320 °C where the GST film becomes

fully cubic. By cooling the sample down to room temperature, I measure the thermal

conductance in the cubic phase as a function of temperature. Once the thermal conductance

over the temperature range of interest was measured, the same sample is again heated

up to 400 °C to transform the c-GST into hexagonal phase and its thermal conductance

was remeasured upon cooling (hollow diamonds). As shown in Fig. 4.4 (b), a higher

thermal conductance is obtained in c-GST than that of the h-GST phase across the entire

temperature range. This is contrary to expectations as the thermal conductivity in h-GST is

nearly two times higher than the c-GST, however, due to relatively poor thermal transport

at the interfaces, a lower thermal conductance is measured. Based on the results presented

here, it can be concluded that the TBC between h-GST and W is lower than that of the

c-GST and W.

In this respect, due to the significant impact of TBC on thermal transport of thin film

GST, it is important to study how it changes across various phases. Figure 4.4 (c,d) shows

the TBC between GST and two different thicknesses of W. The TBC in h-GST is signif-

icantly suppressed compared to c-GST. A similar reduction in TBC has been experimen-

tally and theoretically observed at GST/metal interfaces at the cubic to hexagonal phase

transition which were attributed to the formation of a 2 nm interfacial layer [162] and in-

creased electron-phonon contribution to the interfacial resistance [163]. According to the

TEM images, an additional interfacial layer is not observed after cubic to hexagonal phase
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transition. Considering the reduction of structural disorder upon annealing GST to higher

temperatures [160, 161], I use a simplistic model via molecular dynamics simulations and

demonstrate that a change in atomic-scale disorder at the interface from c-GST to h-GST

can, in fact, be another possible reason behind the suppression of thermal transport. Dis-

order and defects at interfaces are well known to influence the TBC, and have in fact been

computationally and experimentally shown to enhance TBC [164–167]. To this end, as will

be shown in the next subsection my molecular dynamics simulations suggest that interfa-

cial disorder plays a stronger role in the reduction of TBC than changes in the GST crystal

structure and phonon density of states. It must be noted that in my molecular dynamics

simulations, I am using Lennard-Jones potential that is not developed to predict the ther-

mal properties of W or GST. However, the simplicity of these potentials allows us to assess

my hypotheses to general classes of materials, thus providing means to broadly study our

posits of the origin of reduction in TBC across the cubic to hexagonal phase transition. In

Fig. 4.4 (c,d) the dotted line represents the minimum limit to the TBC by assuming the

worst case scenario for the effective parameters based on 10% uncertainty, which in many

cases is far higher than measured uncertainty. Lack of sensitivity in the amorphous and cu-

bic phases causes the reported range of TBC (best-fit to minimum-limit) to be quite broad,

but as the GST transitions to hexagonal and gains more sensitivity to TBC, this range con-

tracts. The hollow diamonds in Fig. 4.4 (c,d) shows the TBC for h-GST which decreases

by almost a factor of two as the sample is cooled down from 400 °C to room temperature.

Figures 4.4 (c,d) again demonstrate that the TBC for 5 nm W is higher than that of 2 nm

W, especially in the crystalline phase where the effect of TBC is more pronounced.

4.2.5 Effect of Disorder at the Interface

As the GST undergoes cubic to hexagonal phase transition, not only does the lattice

structure change, but also do the electronic structure and the bonding. Obviously, the vari-

ation of several properties in GST makes it exceedingly difficult to pinpoint the exact un-

derlying reasons behind the observed reduction in TBC. Nonetheless, in order to provide
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more insight into the role of crystal structure and interfacial disorder on the observed tran-

sition in TBC, I carry out a series of molecular dynamics simulations on the TBC across

cubic and hexagonal interfaces that have equivalent average masses to W and GST using a

6-12 Lennard-Jones (LJ) potential. Lennard-Jones is a 2-body potential; therefore, the only

free parameter is the distance between the atoms, and this enables creating different lat-

tice structures using the same potential. This enables studying the role of crystal structure

and disorder on TBC without making any assumptions regarding changes in the bonding

character for different cases. This highlights the advantages of conducting these molec-

ular dynamics simulations using the LJ potential. Additionally, the simplicity of these

potentials allows us to assess my hypotheses to general classes of materials, thus providing

means to broadly study the posits of the origin of reduction in TBC across the crystalline

phase transitions.

Figure 4.5: Molecular dynamics simulations configuration. Simulation set up and the loca-
tion of heat baths for the molecular dynamic calculations.

Since LJ potential is used to describe W and GST films, in order to avoid misrepresen-

tation, I call the section that represents W as type 1 and the section that represents GST

as type 2. With that in mind, I use parameters provided by Filippova et al. [168] for solid

tungsten at room temperature (ε= 1.451420 eV and σ = 2.50374 nm). For the atoms in

type 2 (GST), I could use a LJ potential with softer bonding energy compared to that of

tungsten to represent soft nature of bonding in GST, yet, to keep the model as simple as

possible, I use the same potential across all atom types in the GST and W. This allows us

to only survey the effect of changes in the lattice structure. Thus, the only parameters that

are different between type 1 (W) and type 2 (GST) are average atomic masses and number

density. The atomic mass for type 1 is similar to that of W (183.84 u) and for type 2 is
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Table 4.1: Thermal boundary conductance (TBC) and resistance (TBR) across the interface
between different lattice structures. Disordered FCC/FCC and FCC/HCP interfaces are the
cases where the initial phase of the atoms in type 2 were amorphous, however, during the
course of simulation nucleated near the interfaces and transformed into a polycrystalline
structure.

Interface TBC (MW m−2 K−1) TBR (GW−1 m2 K)

ordered FCC/FCC 838 1.193
disordered FCC/FCC 1600 0.625

ordered FCC/HCP 1045 0.957
disordered FCC/HCP 2700 0.370

the arithmetic average of Ge2Sb2Te4 (112.4 u). The number density for W and GST in

our model is calculated to be ∼6.6 × 1028 m−3 and ∼ 2.7 × 1028 m−3 which stays rel-

atively constant across all phases. A schematic of the molecular dynamic simulation set

up is depicted in 4.5. For computational efficiency, a cutoff distance of 5.5 Å is used. For

estimating the TBC at the interface between type 1 and type 2, I use a simulation box of

300 Å length with cross section area of 50×50 Å2. In order to investigate the effect of

disorder at the interface, I used a melt-quench technique to amorphize type 2 (GST) atoms.

However, due to ordered interface of type 1, the amorphous structure nucleates near inter-

face and turns into a thin FCC layer at the type-1/type-2 interface. I refer to this nucleated

region as a disordered crystalline region which shows a higher TBC as compared to the or-

dered crystalline interfaces. The summary of the calculated TBC between different lattice

structure are presented in Table 4.1.

Our results suggest that a change in phase from cubic to HCP does not significantly

change the thermal boundary conductance. However, structural disorder at the interface

could play an important role in the reduction of TBC from the cubic to HCP phase in the

measured data across the W/GST/W interfaces. This is consistent with previous computa-

tional and experimental observations regarding the effect of disorder at the interface on the

enhancement of TBC [164–167]. Tian et al. [164] used a theoretical approach - atomistic

Green’s function - and showed that the interface roughness in Si/Ge can increase phonon

transmission compared to an ideal sharp interface. They concluded that this effect is even
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Figure 4.6: Molecular dynamics simulation results for the system size of 50×50×300 Å3.
(a,b) 3D and 2D visualization of the atomic arrangement in the simulation after 6 ns for cu-
bic/hexagonal/cubic structure. (c,d) 3D and 2D visualization of the atomic arrangement in
the simulation after 6 ns for hexagonal/disordered fcc/hexagonal structure. (e) The quality
of interface after 6 million timesteps for interfaces with different quality. (f) Temperature
profile along the simulation box when ∆E = 1.5 eV/ps is added and subtracted from the hot
and cold region depicted in red and blue.
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more pronounced if the acoustic mismatch between the materials at the interface is large,

which is the case for GST and W. Several molecular dynamics simulations [165, 169] have

shown that compositionally disordered interfaces show higher TBCs than sharp interfaces.

In addition, Gorham et al. [166] experimentally showed that TBC can increase across ion

irradiated interfaces of Al/native oxide/Si with sufficiently high ion dose due to compo-

sitional mixing and point defect formation. With respect to these previous works on the

effect of disorder at the interface supported by MD simulations, I hypothesize that one

driving factor for the reduction in TBC from cubic to hexagonal phase could be due to the

reduction of disorder rather than structural phase transition.

4.2.6 Ballistic Thermal Transport Regime

Figure 4.7(a, b) shows the thermal conductance across Ru/W/GST/W/Si as a function

of temperature for 5 nm and 40 nm thick GST film with different spacers (2 nm W, 5 nm

W, and 5 nm SiNx). The thermal conductance for a 10 nm W control is also plotted to

clarify that the TBC at Ru/W and W/Si interfaces are relatively constant and sufficiently

large compared to GST intrinsic thermal conductivity and GST/W interface. In Fig. 4.7(a),

a linear trend is observed for thermal conductance of 5 nm GST film as a function of tem-

perature after the crystallization onset (> 150 °C) for W spacer. This is in contrast with the

trend observed in Fig. 4.7(b) for 40 nm thick GST where the thermal conductance plateaus

above 300 °C. In a fully diffusive thermal transport regime, the effect of reduced TBC in

h-GST must be even more noticeable for 5 nm GST where the effect of intrinsic thermal

conductivity is minimum. To explain this, it has been shown that as the thickness of the

GST layer decreases to ultra-thin, the onset of crystallization increases to higher tempera-

tures [170]. As a result, it is tempting to attribute this increase to a crystallization lag where

at 300-400 °C range the film is gradually transitioning to h-GST. To assess this hypothesis,

I can predict the total thermal conductance of the Ru/ 5 nm W/5 nm GST/ 5 nm W/Si stack

at different phases using thermal conductivity and TBC measured in the previous section.

Using a series resistors model, I calculate the stack total thermal conductance at 400 °C
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Figure 4.7: Thermal conductance behavior of thin GST films in the ballistic and diffu-
sive regime. Thermal conductance for (a) 5 nm and (b) 40 nm thick GST in contact with
different spacers. The error bars are calculated based on 7% uncertainty in the GST film
thickness. Experimental data are not available for SiNx above 340 °C due to film delami-
nation.

to be 43 ± 5 MW m−2 K−1 which is almost a factor 2 lower than the measured value of

83 ± 7 MW m−2 K−1. It is noteworthy to mention that the TBC for GST/W and W/GST

interfaces alone, is 59 ± 7 MW m−2 K−1, which is significantly lower than the measured

thermal conductance for the entire stack. The fact that almost a factor of two higher ther-

mal conductance for h-GST at 400 °C is measured cannot be explained within the diffusive

thermal transport limit. On the other hand, it has been shown that in bulk tungsten the

average electron mean free paths before scattering with phonons at room temperature can

be as long as 19.1 nm [171]. Additionally, due to tungsten high lattice thermal conductivity

(∼46 W m−1 K−1)[171], it has phonons with long mean free paths relative to other metals

[172]. From this, I conservatively estimate the phonon mean free path in tungsten to be on

the order of λ = 3kp/Cv = (3 × 46)/(2.58×106 × 5174) = 10.3 nm. Since the thickness of 5

nm GST is within the range of the phonons’ and electrons’ mean free paths, I attribute this

enhancement in thermal conductance to ballistic transport of energy carriers emitted from

the top W spacer to the bottom W spacer.

I further study this hypothesis by measuring the thermal conductance of a similar mul-

tilayer system in which I replace the W spacer with amorphous SiNx. The SiNx spacer

is widely used as a dielectric in electronic devices due to its high electrical and thermal
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resistivity [156]. As a result, I expect the contribution of phonons and electrons to ther-

mal conductance in SiNx to be negligible compared to that of W spacer. As shown in Fig.

4.7(a) the thermal conductance across the Ru/SiNx/5 nm GST/SiNx/Si stack is relatively

constant across all temperatures, which gives further credence to my hypothesis regarding

ballistic electron/phonon transport leading to increased thermal conductance in the 5 nm

GST films between W contacts. In this case, no significant enhancement is observed in

thermal conductance after the crystallization temperature. This suggests that, due to the

absence of long-wavelength electrons and phonons in amorphous SiNx, there is no ballistic

transportation from the top SiNx to the bottom SiNx layer.

4.3 GST Morphology at Different Phases.

In order to confirm phase transformation and the quality of the crystal structure associ-

ated with each phase, TEM is performed on the 40 and 160 nm GST with in situ heating

(Figs. 4.8 (a)-(f)). The transition from diffuse rings in the selected area diffraction (SADP)

to sharp diffraction rings denotes the transformation from a-GST to polycrystalline cubic

GST (c-GST), as shown in Figs. 4.8 g and h, respectively. This is in agreement with pre-

vious results showing that GST transforms from an amorphous phase to a face-centered

cubic (FCC) lattice at ∼155 °C [173–175]. The 160 nm GST film thickness was measured

as 160, 152, and 149 nm at 25, 240, and 400 °C, respectively, and similarly the 40 nm GST

film thickness as 38.7, 36.9, and 33.7 nm at 25, 240, and 400 °C. On average, the thickness

of GST films change by ∼5% and ∼6%, at the transition from amorphous to cubic and

cubic to hexagonal, respectively, which are comparable to the values of 6.5% and 8.2%

reported elsewhere [123]. The grain size for c-GST ranges from 10-20 nm in both films.

When the films transform to the hexagonal phase, there are highly faulted grains that span

the thickness of the films, as shown in Fig. 4.8 (c). A few differences in the lateral (i.e.,

in-plane) grain size were observed between the 40 and 160 nm films. In the 160 nm film,

the lateral size of the smaller grains is approximately 50 nm, whereas in the 40 nm film,
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the size varied from 50 to 100 nm. Large faulted grains in the 160 nm film are ∼100-200

nm wide, but only about 100 nm wide in the 40 nm film. The cross-plane dimension of the

grains in the 40 nm film are often that of the film thickness (i.e., 40 nm), while there is a

range in the 160 nm film.

Figure 4.8: Transmission electron microscopy of different GST phases. Bright-field images
of the: (a-c) 40 nm and (d-f) 160 nm GST thin films at: (a,d) 25 °C, (b,e) 240 °C and
(c,f) 400 °C, showing a sequence of phase transformations from amorphous to cubic to
hexagonal GST, respectively. Selected area diffraction patterns (SADP) of the 160 nm film
at: (g) 25, (h) 240, and (i) 400°C, reflecting the phase transformations and microstructures
observed in the BF images. In the inner ring of (g) and the top half of (i), the green circles
indicate Bragg spots in the [110] zone axis of the Si substrate, and blue arrows in (i) show
{100} primitive reciprocal-lattice vectors of h-GST in a [001] zone axis. Diffuse streaks in
(i) extending through the {210} Bragg spots are due to the transnational shear faults seen
in (c) and (f).

The SADP from GST at 400 °C (Fig. 4.8 (i)) displays a single GST [001] zone axis and

the [110] zone axis of the Si substrate, due to the much larger grain size compared to 240 °C

(Fig. 4.8 (h)). Diffuse streaks emanate from the {210} Bragg spots as a result of the faulted

grain. Highly faulted structures have been observed in a variety of chalcogenides includ-

ing Ge-Sb-Te compounds [176–181]. The large, faulted grains grew laterally by growth
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ledges that often nucleate at the W/GST interface. The growth ledges then propagate along

the h-GST/c-GST interface, consuming smaller grains as they move. Crystalline GST is

composed of van der Waals coupled building blocks, each of which contains five Te layers

separated by either a Ge or Sb anion layer [176, 177, 182, 183]. By shifting each nine-layer

building block by a partial lattice vector, the c-GST becomes h-GST and vice versa. Re-

cent literature suggests that the weak bonding between the sesqui-chalcogenides building

blocks, such as Sb2Te3, significantly exceeds those of van der Waals forces and, therefore,

possess more of a metavalent bond nature [180, 184]. As a result of the weak bonding be-

tween the blocks, there is a low energy barrier to passing partial dislocations that transform

the lattice and cause faults. Faulted grains in the 160 nm sample were primarily at an angle

to the film normal as seen in Fig 4.8 (f). The same was observed for the 40 nm film, such

as on the right side of Fig 4.8 (c) in addition to grains whose building blocks/faults were

parallel to the film normal, as on the left side of Fig. 4.8 (c).

4.4 Discussion

As the memory cell dimension in PRAM devices shrinks and progress towards superlat-

tice structures, it is essential to account for the parameters that are not conventionally con-

sidered in thick regime such as interfacial thermal resistance and ballistic thermal transport.

In superlattice PRAMs, due to existence of several interfaces in a single cell, engineering

the interfacial resistance can substantially improve the performance of the device. For su-

perlattice structures, the TBR at GeTe/Sb2Te3 interface is reported [185] to be around 3.4

m2 K GW−1. This work, in addition to reporting a significantly higher TBR between h-

GST and W, ∼10 m2 K GW−1, demonstrates how judiciously engineering the interface

between GST and its adjacent material can reduce the reset current. To demonstrate the

effect of TBR on thermal transport, I show that for a 20 nm thick GST film the effective

thermal conductivity can be reduced by a factor of 4 due to the increased interfacial re-

sistance in h-GST. My work shows that interfacial resistance is only effective in reducing
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Figure 4.9: The effect of thermal boundary resistance on reset current for a confined mem-
ory cell geometry. (a) Simulation results for the reset current as a function of thermal
boundary resistance (TBR) between GST and its neighboring materials for two different
device lateral sizes, (b) Schematic for the PRAM configuration and its corresponding tem-
perature gradient.

thermal transport when the GST thicknesses is less than 40 nm. On the other hand, there is

a limitation on reducing the thickness of the GST layer before the thermal transport tran-

sitions into a ballistic regime. According to my results, as the thickness of GST reaches

∼5 nm, ballistic transport of phonons/electrons from the top W electrode to the bottom

electrode increases the thermal transport by almost a factor of two. To prevent this ballistic

transport effect, it is important to choose interlayers that have carriers with short mean free

paths. In the previous subsection, I demonstrated that materials such as carbon nitride with

short mean free path energy carriers can serve as a better electrode than tungsten when

the device dimension reaches below 10 nm. For the specific layer configuration studied

here, W/GST/W, the GST thickness at which electrode engineering has the biggest impact

in efficiency optimization is approximately 20 nm. For thinner GST thicknesses, ballistic

thermal transport limits thermal confinement and at larger thicknesses, bulk properties of

the GST will play a larger role and as a result the effect of TBR between GST and the

electrode diminishes.

Earlier, I demonstrated that by reducing the W thickness from 5 to 2 nm, thermal con-

ductance can be moderately suppressed. In order to demonstrate the effect of W layer thick-

ness on PRAM device performance, computational models are used for a PRAM device in
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Table 4.2: The impact of parameters such as thermal conductivity (kGST), thermal bound-
ary resistance between GST and dielectric (TBRGST/d) or GST and tungsten (TBRGST/W),
tungsten electrode thickness (dW) extracted from the empirical measurements on the reset
current (Ireset) for devices with lateral size of 20 and 120 nm.

kGST (W m−1 K−1) 0.8 k(T) k(T) k(T) k(T)
TBRGST/d (GW−1 m2 K) 10 10 41 41 41
TBRGST/W (GW−1 m2 K) 10 10 10 TBR(T) TBR(T)
dW (nm) 5 5 5 5 2

Ireset (µA) 20 nm device 183 186 137 133 127

Ireset (µA) 120 nm device 3.35 3.40 3.09 3.07 2.88

confined cell geometry. For this, a 35 nm thick GST unit is sandwiched between identical

W layers (2 or 5 nm), and connected to TaN electrodes. The cell geometry is a cylinder

confined by dielectric materials; the simulation is repeated for two different cell dimen-

sions with lateral size of 20 nm and 120 nm diameter in order to compare thermal transport

in small and large devices. The simulations are carried out by using finite-element simu-

lation package COMSOL Multiphysics. Table 4.2 summarizes the step-by-step simulation

process as we progressively add measured parameters into the simulation. My simulations

demonstrate that thinning the W layer from 5 nm to 2 nm, taking 35% reduction in thermal

conductance into account, leads to reset current (Ireset) drop from 133 µA to 127 µA for

the 20 nm device and from 3.07 mA to 2.88 mA for the 120 nm device, corresponding to

4.5% and 6.2% reduction in reset current, respectively. Although manipulating W thick-

ness leads to a modest reduction in the reset current, it should be noted that this is achieved

through practical changes in an interface that is not typically optimized for its thermal prop-

erties. Further optimization along these lines could lead to larger improvements. In order

to demonstrate this, simulations are extended to account for a range of TBR between the

phase change unit and the adjacent electrode. It is expected that the TBR between GST and

most materials to fall in the range of 1-100 m2 K GW−1 [186]. The result of simulations for

reset current as a function TBR between PCM/electrode and the cell configuration for a 120
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nm confined cell is presented in Fig. 4.9 (a) and (b), respectively. These predictions sug-

gest that the reset current can be reduced up to ∼40% and ∼50% depending on the device

lateral size if the TBR changes from 1 to 100 m2 K GW−1. In superlattice structures where

there are multiple interfaces, the reset current can be even further reduced. Boniardi et al.

[187] observed nearly 60% reduction in set and reset current for (GeTe/Sb2Te3)/Sb2Te3

superlattice compared to bulk GST, which they attributed to increased thermal resistance in

the superlattices from the period interfaces as compared to the GST. These results highlight

the importance of interfacial engineering on thermal confinement of PCM memory cells.

4.5 Summary

In this chapter, I demonstrated that as the length scale of phase change materials de-

crease to the dimensions on the order of carriers’ mean free paths, the mechanism of heat

transport drastically differs from its bulk. I showed carbon nitride would be a suitable

electrode for GST with low thermal conductivity 1.72 ± 0.1 W m−1 K−1, and moderate

electrical resistivity of 5-10 mΩ cm. Based on my observations, at temperatures ranging

from 150-340 °C, CNx confine heat better than an insulating material, SiNx, due to high

CNx/GST interfacial thermal resistance which can be qualitatively explained from the exis-

tence of larger atomic mismatch at the interface of CNx/GST. In addition, according to my

results, as the GST transition from one crystallographic phase to another, the interfacial re-

sistance changes. The TBR for a-GST/W, c-GST/W, and h-GST/W interfaces are measured

to be approximately 25 ± 5, 3 ± 1.5, 10 ± 2 m2 K GW−1, respectively. My molecular dy-

namics simulations results suggest that a change in phase from cubic to hexagonal does not

significantly alter the thermal boundary conductance. However, structural disorder at the

interface plays an important role in the reduction of TBC from the cubic to the hexagonal

phase. Overall, the interfacial resistance for a 20 nm thick GST film results in a factor of

4 reduction in the effective thermal conductivity from ∼1.3 to ∼0.3 W m−1 K−1 at room

temperature. My work illustrated that the thermal boundary resistance can be employed
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to substantially suppress heat transport in phase change units. Finite element simulations

are used to elucidate the effect of TBR on the reset current for two different cell sizes.

According to these simulations, the TBR can lead up to 40% and 50% reduction in reset

current. The results presented in this work improve our knowledge of thermal transport

mechanism in ultra-thin phase change units and enable us to design PRAM devices with

superior performance.
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Chapter 5

Effect of Selenium Substitutions on

Energy Transport of Ge-Sb-Te

In previous chapter, the energy transport processes in a well-known phase change ma-

terial Ge-Sb-Te was investigated. In this chapter, I examine a novel phase change mate-

rial that is particularly developed for photonic and optical devices. The quaternary alloy,

Ge2Sb2Se4Te, is one of the most promising material candidates for application in photonic

circuits due to its broadband transparency and large optical contrast in the infrared spec-

trum. In this chapter, I investigate the thermal properties of Ge2Sb2Se4Te and show that

upon substituting tellurium with selenium, the thermal transport transitions from an elec-

tron dominated to a phonon dominated regime. By implementing an ultrafast mid-infrared

spectroscopy technique that allows for direct monitoring of electronic and vibrational en-

ergy carrier lifetimes, I show that this reduction in thermal conductivity is a result of a dras-

tic change in electronic lifetimes of Ge2Sb2Se4Te, leading to a transition from an electron-

dominated to a phonon-dominated thermal transport mechanism upon selenium substitu-

tion. In addition to thermal conductivity measurements, I provide an extensive study on the

thermophysical properties of Ge2Sb2Se4Te thin films such as thermal boundary conduc-

tance and sound velocity from room temperature to 400 °C across varying thicknesses.
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5.1 Background

Modern computing relies on the processing of information by constantly shuttling the

data back and forth between the storage and the processing units [188]. This computing

architecture, known as von Neumann, leads to huge traffic jams between the memory and

processor, incurring considerable costs in terms of latency and energy [20, 189]. With

growing demand for data-centric technologies such as artificial intelligence and machine

learning, there is a global effort to find alternative computing paradigms to supersede the

traditional von Neumann architecture [17–19]. Biologically-inspired neuromorphic com-

puting is one of the more promising alternatives to transistor-based technologies that not

only offers significantly higher degree of connectivity between the memory nodes leading

to faster computation and less power consumption, but also allows for simultaneous stor-

age and processing of information within the memory cell [190, 191]. Chalcogenide-based

phase change materials (PCMs) have been an indispensable component in the development

of this technology due to their large properties contrast at different phases [192]. With the

emergence of these materials, several works have demonstrated that neuromorphic com-

puting is possible both in the realm of nanoelectronics and nanophotonics [23, 29].

In chalcogenide-based PCMs, thermal excitation can induce reversible solid-state phase

transitions between amorphous and crystalline states [124, 138]. This phase transition is

non-volatile and leads to large contrasts in the electrical [193], optical [194], and thermal

properties [16]. Germanium antimony telluride, Ge-Sb-Te (GST), is the most popular and

the most studied chalcogenide-based PCMs due to its phase stability [138], large property

contrast [30], and fast switching rate [127, 195]. Although GST has been successfully

implemented into a number of different applications from thermal camouflage [14] to re-

configurable metalenses [196], its properties are not optimized for photonic devices. For

instance, in nanophotonic devices such as optical memories and reconfigurable meta-optics,

both phases of GST suffer from large optical losses [194] which limits its implementation.

Recently, a class of phase change materials, Ge2Sb2Se4Te (GSST), has emerged which
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offers superior properties in regards to photonic applications, such as broadband trans-

parency for the wavelengths in the range of 1–18.5 µm, significant refractive index contrast

(∆n) between the phases with low optical loss contrast (∆k) leading to a large figure of merit

(∆n/∆k), and improved thermal stability [197–199]. Despite the growing interest for inte-

gration of GSST into optical and photonic devices, such as reconfigurable metasurfaces, its

thermal properties remain unknown.

Understanding the thermal transport properties of PCMs is of critical importance to de-

sign and modeling of active photonic devices based on PCMs. Switching PCM in photonic

devices is customarily performed using micro-heaters made of metals [198, 200], doped

Si [201–203], transparent conductive oxides [204, 205], and graphene [206, 207]. In all

cases, the heater design must meet several requirements to enable reversible PCM switch-

ing, including sufficient heating temperature to trigger phase transition, rapid quench rate to

facilitate re-amorphization, and maximal temperature uniformity to ensure device longevity

[208]. To fulfill these requirements, extensive thermal modeling of the micro-heaters must

be carried out. Thermal properties of the heater materials, in particular the PCMs, are

therefore essential for their applications in photonics.

In this chapter, I investigate the thermal properties of GSST across phase transition

for thicknesses ranging from 20-220 nm. Specifically, I report on the thermal conductiv-

ity, longitudinal sound speed, and volumetric heat capacity of GSST in amorphous and

crystalline phases (see Table 5.1). I find that although GSST is a close cousin to typical

GST compositions, their respective heat transport mechanisms in crystalline phase are fun-

damentally different. In particular, I show that upon substituting Te with Se in GST, the

thermal transport is dominated by vibrational carriers rather than electrons across different

phases. These results are understood from a series of ultrafast time-domain spectroscopy

methods that allow for direct investigation of electrons and phonons scattering rates in these

materials. Specifically, through various ultrafast mid-infrared experiments, a drastic reduc-

tion in the electronic lifetimes of GSST is observed in comparison to its GST counterpart.

This increased electron scattering rate in GSST is attributed to the presence of an additional
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atomic species that introduces both intrinsic mass scattering as well as a change in the local

bonding environment of the material system.

5.2 Results

The GSST films were prepared using thermal evaporation from a single Ge2Sb2Se4Te

source. Bulk starting material of Ge2Sb2Se4Te was synthesized using a standard melt

quench technique from high-purity (99.999%) raw elements. The film deposition was

performed using a custom-designed system (PVD Products, Inc.) following previously

established protocols [194]. Stoichiometries of the films were confirmed using wavelength-

dispersive spectroscopy (WDS) on a JEOL JXA-8200 SuperProbe Electron Probe Micro-

analyzer (EPMA) to be within 2% (atomic fraction) deviation from target compositions.

5.2.1 Microstructure

In order to confirm compositional homogeneity across the film thickness, energy-dispersive

X-ray spectroscopy (EDS) is used in a scanning transmission electron microscope (TEM).

STEM-EDS was performed using a 400 pA beam current and the results are shown in Fig.

5.1. The annular darkfield image in Fig. 5.1(a) shows multiple equiaxed and non-equiaxed

grains. The composition of the various grains do not have differing compositions in any-

way correlated to the morphologies in the darkfield signal, as shown in Fig. 5.1(b-e). A

compositional gradient is present across the thickness of the films, as shown in Fig. 5.1(h).

The gradient may in part be from X-ray absorption affects that are thickness dependent or

could be a result of growth conditions. It is striking that such a large gradient is present, and

the gradient may explain the preferential non-equiaxed grain morphology being present at

the bottom of the film and not the top.

To investigate the atomic structure of GSST thin-films before and after phase trans-

formation, selected area electron diffraction is performed in a transmission electron mi-

croscope on amorphous and crystalline samples that are nominally 20 and 150 nm thick
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Figure 5.1: STEM-EDS spectrum image with (a) diffraction contrast from an annular dark-
field detector showing multiple grains with uniform (b) Ge, (c) Se, (d) Sb, and (e) Te
compositions. Observation of signatures of other elements in the Al transducer is associ-
ated with the noise in the system and artifact of measurement. The Si and Al layers are
shown in (f) along with thin oxides present at each interface. The composite image of (a-e)
is shown in (g), where a line profile is indicated. The quantitative compositions along the
line profile are shown in (h).

as shown in Fig. 5.2. Each of the four diffraction patterns shows a high-intensity, single

crystalline, [110] zone-axis Si diffraction pattern from the oriented substrate. In addition

to the Si substrate pattern, the diffraction patterns of the amorphous sample have diffuse

rings which result from short- and medium-range order and a lack of long-range order.

The lack of other diffraction peaks demonstrates that the samples are purely amorphous

and lack any crystalline structure. Diffraction patterns from the 150 nm crystalline sam-

ple (Fig. 5.2d) exhibits many Bragg diffraction peaks, in addition to the single crystalline

substrate diffraction pattern, indicating the existence of many nanometer sized crystalline

grains. Diffuse rings from an amorphous GSST material are still present in this 150 nm

selected area diffraction pattern (Fig. 5.2d), which could suggest incomplete crystalliza-

tion or minor damage from sample preparation; similar observations are found in the 20

nm crystalline GSST film. A ∼5% thickness reduction is measured upon crystallization in
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both 20 and 150 nm films indicating densification of GSST after the phase transformation,

similar to previous observations in GST [16, 123].

Figure 5.2: The structure and thickness variation in GSST upon phase transformation.
Bright-field TEM images and their corresponding diffraction patters of 20 nm (a,b) amor-
phous and (c,d) crystalline films and 150 nm (e,f) amorphous and (g,h) crystalline films.
Red circles indicate the selected area where diffraction patterns are acquired. In all cases
the selected area aperture includes the Si substrate. In diffraction patterns (b,d,f,h), white
arrows indicate first-order reflections from the Si substrate and the green arrows point to
the first-order GSST (b,f) amorphous ring, (d) polycrystalline ring, and isolated reflections.

5.2.2 Sound Velocity

The thermophysical properties of these PCMs are measured using time-domain ther-

moreflectance (TDTR), an optical pump-probe thermometry technique that is capable of

measuring thermal properties of thin films such as thermal conductivity, thermal boundary

conductance, specific heat, and sound speed. The details regarding measurement technique

and the thermal model that relates the experimental data to thermal properties of the films

studied here are discussed in detail elsewhere [93, 209, 210]. In Chapter 3, I demonstrate

the measurement of heat capacity of GSST in both amorphous and crystalline phases and

in the following I talk about the sound velocity measurements.
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Table 5.1: The thermal properties of GSST studied here in amorphous and crystalline
phases for 150 nm GSST.

GSST Phase Thermal Conductivity Specific Heat Density Sound Speed
(W m−1 K−1) (MJ m−3 K−1) (g cm−3) (m s−1)

amorphous 0.20 ± 0.02 1.5 ± 0.1 5.27[206] 2300 ± 100
crystalline 0.48 ± 0.06 1.8 ± 0.1 5.531 2750 ± 150

i considering 5% densification upon amorphous-to-crystalline phase transformation.

The longitudinal sound velocity in GSST is measured via picosecond acoustics, the de-

tails of which are given in chapter 3. In these measurements, the pump pulse launches strain

waves on the surface of the sample that propagate through the underlying layers with the

speed of sound. These strain waves, upon reaching an interface between the two materials,

depending on the acoustic mismatch, are partially reflected and partially transmitted. The

reflected portion of the waves travel all the way back to the surface and can be detected by

the probe beam with picosecond resolution. Figure 5.3(a) shows the corresponding peaks

and troughs due to reflection from the Al/GSST and GSST/Si interfaces for 20 and 150

nm thick GSST. By measuring the time between these two peaks and the knowledge of

film thicknesses, the sound velocity can be obtained. Using this technique, I measure the

sound velocity in GSST for the two different phases at various thicknesses as shown in Fig.

5.3(b). It can be observed that although the sound velocity in amorphous GSST remains

relatively constant across different thicknesses, in the crystalline phase it converges to that

of the amorphous phase as the thickness of GSST film decreases. Similar behavior has also

been observed in GST thin films as discussed in previous chapter. Although identifying

the underlying reasons behind this reduction is beyond the scope of this dissertation, I hy-

pothesize that it is due to partial crystallization of GSST near the interfaces for the thinner

films.
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Figure 5.3: (a) Picosecond acoustics measurements and the corresponding echoes from
the interfaces, (b) sound speed for different thicknesses of GSST in amorphous (black
diamonds) and crystalline (blue squares) phase. The uncertainty is calculated based on
10% variation in GSST film thickness.

5.2.3 Thermal Conductivity

For investigating the thermal transport in GSST, I begin my experiments by measur-

ing the room temperature properties. For this, different thicknesses of GSST films are

deposited on silicon substrate with 7 nm Al2O3 interlayer between GSST and the Pt trans-

ducer to avoid any diffusion or possible reaction. Although Al2O3 is very thin, TDTR

experiments are very sensitive to the transducer properties and since Al2O3 has a heat ca-

pacity close to that of Pt, the effect of its heat capacity may interfere with measured thermal

conductivity. In order to account for this and show that this layer, in fact, does not impact

the TDTR results, I use a 4-layer model and treat Al2O3 as a separate layer instead of an in-

terface and fit for thermal conductivity of GSST and its interfacial conductance with Al2O3.

Nonetheless, as shown in Fig. 5.4, if the heat capacity of Al2O3 changes by a factor of two

which is unlikely, it has minimal impact on the measured thermal conductivity. Although

variations in the heat capacity result in a change in the Y-axis intercept (interfacial thermal

resistance), it does not change the slope of the fitted line. This is because due to the large in-

terfacial resistance between Al2O3 and GSST, the effect of heat capacity is negligible. This

agrees with my thermal conductivity measurements as a function of temperature which will
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be discussed in the following, where I observe no change in the thermal conductivity for

the 20 nm thick GSST film. The fact that no chance in thermal conductivity of 20 nm is

observed across phase transition is attributed to the interfacial thermal resistance between

Al2O3 and the GSST which is the dominant resistor in the multilayer stack.

Figure 5.4: (a) The schematic showing the configuration of the layers in the thermal con-
ductivity measurements. (b) Thermal resistance as a function of GSST thickness assuming
two different specific heat for the Al2O3.

Now that I showed the addition of Al2O3 interlayer does not impact the thermal con-

ductivity measurements, the thickness series samples are divided into two categories; as-

deposited amorphous and annealed (300°C) crystalline samples. The thickness of GSST

films studied here are selected in the range of 20-220 nm which capture both of its thin film

and bulk-like thermal properties. Similar to previous chapter, the total thermal resistance

across transducer-substrate (Pt/Al2O3/GSST/Si) is measured that incorporate the resistance

due to all interfaces and interlayers. By solely changing the thickness of GSST film, the

relative contribution of GSST to the resistance of the stack can be varied and hence its

thermal conductivity can be determined independent of other extraneous resistances such

as interfaces and Al2O3 layer. Figure 5.5(a) shows the thermal resistance as a function

of the GSST thickness where the inverse of the linear fit to the experimental data corre-

sponds to the thermal conductivity of the GSST. According to this, thermal conductivity

of the GSST at room temperature for the as-deposited amorphous and 300 °C annealed
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crystalline phases are 0.20 and 0.48 W m−1 K−1, respectively.

Figure 5.5: (a) GSST thermal resistance as a function of thickness in amorphous and crys-
talline (annealed at 300°C) phases. The inverse of linear fit to the experimental data corre-
sponds to the thermal conductivity in each phase. (b) Thermal conductivity of as-deposited
GSST with thicknesses of 20 nm (solid circles) and 220 nm (solid squares) as a function of
temperature. The thermal conductivity GST (solid diamonds) is shown for comparison.

In order to understand the thermal transport mechanisms across amorphous-to-crystalline

phase transition in GSST, the thermal conductivity is measured at elevated temperatures us-

ing a resistive heating stage. For this, I perform the measurement on the thinnest (20 nm)

and the thickest (220 nm) samples where there are variable sensitivities to the interfacial

thermal conductance and thermal conductivity. For the case of 20 nm thick GSST, due to

small resistance from the film itself, the resistance from the interfaces would dominate the

thermal transport. Figure 5.5(b) shows the thermal conductivity of 20 nm thick GSST as a

function of temperature. According to this plot, the thermal conductivity of 20 nm GSST

does not show a noticeable change across its crystalline phase transition, or at higher tem-

peratures. Although this might lead one to conjecture that the phase transformation did not

take place due to the reduced thickness of the film, it is confirmed that the phase trans-

formation does in-fact occur via both Raman and TEM measurements. This behavior is

very similar to the previous chapter discussion regarding the effect of thermal boundary

conductance where I demonstrated that the thermal conductivity of the 20 nm GST can

be reduced by a factor of four compared to thick films (160 nm) due to the dominance of

interfacial resistance. Similarly here, for the case of GSST, the temperature-independent
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thermal conductivity of the 20 nm GSST is attributed to the dominance of interfacial ther-

mal resistance. With the knowledge of thermal conductivity, the TBC between Al2O3 and

crystalline GSST can be estimated to be 20 MW m−2 K−1. Note, I do not report a TBC for

the amorphous phase as the measurements do not have sufficient sensitivity to it [16, 211].

As shown in Fig. 5.5(b), the thermal conductivity in the amorphous phase is approxi-

mately 0.18 W m−1 K−1, in strong agreement with the value obtained from the linear fit

to the thickness series in the previous section. For the 220 nm GSST, it is observed that

the thermal conductivity remains constant with increasing temperature up to the onset of

crystallization and shows a modest increase upon phase transition at ∼180 °C. This is con-

sistent with previous measurements for the temperature at which the phase transformation

occurs in GSST [194]. After phase transformation, the thermal conductivity gradually in-

creases with temperature up to ∼280 °C after which the thermal conductivity reaches a

constant value of ∼0.65 W m−1 K−1 up to 400 °C. For comparison, I plot the thermal con-

ductivity data for 160 nm GST which represent the intrinsic thermal conductivity of GST

independent of interfaces similar to 220 nm GSST. By comparing the thermal conductivity

of GST vs. GSST as a function of temperature, we observe that the thermal conductivity is

significantly suppressed in the crystalline phase by more than a factor of two.

5.2.4 Electron Contribution to Thermal Transport in GSST

In order to investigate how thermal properties of GST change upon Se substitution from

a pure vibrational mode perspective, disregarding the contribution from electrons, both Se

and Te are 2-coordinated elements, and therefore, Se substitutions should not alter the

degree of connectivity and bonding network in the system, leaving minimal impact on the

thermal conductivity from a topological perspective [62]. However, the insertion of Se as

an additional element is expected to increase the scattering rate. At the same time, Se is a

lighter element compared to Te and should lead to an increase in thermal conductivity. As a

result of these competing events and to gain a deeper understanding of the dominant phonon

scattering mechanisms in GSST, I turn to analytical models that provide an estimation for
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the thermal conductivity based on kinetic theory of gases. Since the thermal conductivity of

crystalline phase is the focus of this discussion, I refer to the phonon-mediated minimum

limit [64]. Hence, according to Cahill and Pohl [67], the minimum scattering length of

vibrational carriers, in this case phonons, is on the order of one half of their wavelength:

κmin,P = 1.21 kB n2/3 vg, (5.1)

where kB is the Boltzmann constant, vg is the average sound speed of the material, and n

is the number density. The average sound velocity is calculated with respect to the longitu-

dinal (vLA) and transverse (vTA) modes as: v2
g =

1
3

(
2v2

TA + v2
LA
)
. Assuming density of 6.20

and 5.53 g cm−3, and sound speed of 2800 and 2750 m s−1 for crystalline phases [16, 206],

the minimum limit to the thermal conductivity of the GST and GSST is calculated to be

0.36 and 0.38 W m−1 K−1, respectively. Based on this, from a pure phononic perspective,

the thermal conductivity of GST with its higher mean atomic mass is almost similar to that

of the GSST. However, from previous studies, it is known that the thermal conductivity

of GST in hexagonal phase is primarily dominated by the electronic contribution due to

metal-insulator transition [15, 160, 212]. As a result, it is conjectured that the observed

reduction in thermal conductivity of GSST could be related to the suppressed contribution

of electrons rather than phonons. To investigate this, the electronic contribution in ther-

mal conductivity is estimated by using the Wiedemann-Franz (W-F) formalism that related

electrical resistivity to the thermal conductivity:

ke = LT/ρ (5.2)

where L is the Lorenz number 2.44 × 10−8 W Ω K−2, T is the absolute temperature,

and ρ is the electrical resistivity. Based on previously measured electrical resistivity for

GST and GSST as a function of temperature [194], I plot the electronic contribution in

thermal conductivity in Fig. 5.6(a). According to these calculations, due to higher resistiv-

ity of the GSST across all phases compared to GST, the electronic contribution in thermal
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conductivity for the crystalline phase is suppressed by more than an order of magnitude.

Figure 5.6(b) shows the electronic contribution of thermal conductivity as a function of

temperature at different annealing temperatures. According to this plot, the electronic con-

tribution increases for higher annealing temperatures and reaches a maximum of 0.16 W

m−1 K−1 at 383 °C. Based on this, the electronic contribution in thermal conductivity of

GSST at 383 °C is approximately 25% which reduces to 5% near room temperature.

Figure 5.6: Electron contribution to the thermal conductivity for (a) GST and GSST upon
heating and phase transformation obtained from W-F. (b) Electron thermal conductivity
of GSST as a function of temperature upon cooling at various annealing temperatures ob-
tained from W-F. The shaded area shows 25% uncertainty associated with Lorenz number.
Measured total thermal conductivity from TDTR for (c) 160 nm GST and (d) 220 nm GSST
upon heating (solid symbols), and their corresponding thermal conductivity upon cooling
(hollow symbols) at different annealing temperatures. The vertical dotted lines show the
annealing temperatures.

In order to experimentally investigate the contribution of electrons in thermal conduc-
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tivity using thermal conductivity measurements, the GST and GSST are annealed at dif-

ferent temperatures and their thermal conductivities are measured upon cooling. Since

electronic contribution in GST changes significantly as a result of metal-insulator transi-

tion [160] upon heating, it is expected that the thermal conductivity trend as a function of

temperature changes for higher annealing temperatures. For this purpose, an as-deposited

GST sample is heated to temperatures close and above the phase transition, and by cool-

ing the samples down, its thermal conductivity is recorded (hollow circles in Fig. 5.6(c)).

The solid circles in Fig. 5.6(c) show the thermal conductivity of as-deposited GST upon

heating, whereas, the hollow circles show the thermal conductivity of GST at different an-

nealing temperatures upon cooling. According to these results, for annealing temperatures

of 160 °C and 240 °C, the thermal conductivity remains constant upon cooling to room tem-

perature. However, when the annealing temperature raises above 300 °C, the thermal con-

ductivity trend begins to increase with temperature (decrease upon cooling). This change in

the trend of thermal conductivity as a function of temperature cannot be explained from a

pure phononic perspective. This is because in crystalline systems, the thermal conductivity

either decreases with temperature due to increase in the anaharmonic interactions or in the

case of 2D or defective crystals it follows the heat capacity (i.e. constant above the Debye

temperature). The increase in thermal conductivity due to heat capacity is ruled out because

not only Ge-Sb-Te-based PCMs are typically soft materials but also the constant thermal

conductivity trend for annealing up to 240 °C, indicate room temperature is well above the

Debye temperature of the GST. According to these, the increase in thermal conductivity of

GST can only be related to the enhancement in the electronic contribution. Considering

the metal-insulator transition in GST near 300 °C, this is a reasonable deduction. On the

other hand, repeating the same procedure for the GSST, yields a different behavior. As

can be seen in Fig. 5.6(d) the thermal conductivity for the annealed cases remain constant

with temperature for all annealing temperatures. Considering the high electrical resistivity

of GSST compared to GST, this supports the conclusion that the thermal conductivity of

GSST is reduced due to suppression of electronic contribution.
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5.2.5 Mid-Infrared Vibrational Spectroscopy

So far, using Wiedemann-Franz law and thermal conductivity data, I showed that the

reduction in thermal conductivity of GSST could be related to the suppressed electronic

contribution. Nonetheless, although W-F approximation provides a reasonable qualitative

insight into the contribution of electrons in thermal conductivity, the Lorenz number has

been shown to vary with temperature on multiple occasions, and is well-known to deviate

from its standard value under conditions of increased inelastic electronic collisions (e.g.,

“vertical processes”) [74, 76, 213–215]. As a result, I turn to additional experimental mea-

surements to verify this. For this, I provide a direct measurement of both the electron and

phonon lifetimes in the crystalline phases of GST and GSST through ultrafast mid-infrared

spectroscopy [216, 217].

To further investigate the varying scattering mechanisms that give rise to changes in

the thermal conductivity of these chalcogenide-based PCMs, I turn to mid-infrared (MIR)

pump-probe spectroscopy to directly monitor the lifetime of electronic and vibrational en-

ergy carriers in these materials. Described in more details elsewhere [216, 217], the GST

and GSST films are excited with sub-picosecond 520 nm pump pulses, thus inducing a non-

equilibrium state in the film of interest. At varying time delays, a tunable-wavelength MIR

probe pulse interrogates the change in reflectivity of the film due to the change in either

carrier concentration or temperature [218]. At wavelengths near interband transitions (e.g.,

band gap) in the films, this modulated reflectivity becomes dominated by the electronic

response of the material system and is indicative of changes in the electronic density of

states [217]. In contrast, for wavelengths far from such transitions, the response becomes

dominated by changes in the vibrational density of states, and is thus a strong indication of

the change in lattice temperature [217]. The decay time of these subsystems is indicative

of their relative populations; where the electron response is dictated by both the subsystem

temperature and excited-state number density [219]. As such, the reported decay times be-

tween GST and GSST are indicative of a convolution of recombination processes as well

as intrinsic carrier scattering rates.
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Figure 5.7: Modulated reflectivity data for the mid-infrared ultrafast spectroscopy mea-
surements for probe wavelengths of (a) 5 microns and (b) 10 microns. The higher energy
(lower wavelength) probe beam preferentially interrogates the electronic density of states
upon pump excitation, demonstrating a greatly suppressed electronic lifetime of GSST
compared to its GST counterpart. In contrast, the lower energy (higher wavelength) probe
response is indicative of the materials’ lattice response, and demonstrates similar decay
times for both GST and GSST, indicating similar vibrational lifetimes for the two material
systems. Note, the decay time is obtained by fitting an exponential decay to the data and the
large variation in the experimental data for the GST stems from its thinner film thickness
and different deposition technique.

The results of this ultrafast MIR spectroscopy is shown for two select probe wave-

lengths in Fig. 5.7. For the higher energy probe beam (probe wavelength of 5 µm, Fig.

5.7(a)), large increased decay rate of the ultrafast signal in the c-GSST (τ = 1.95 ps) film

is observed compared to the c-GST (τ = 11.7 ps) counterpart. In other words, the electron

decay time/scattering rate is greatly increased in GSST relative to GST films. The origin

of this enhanced relaxation time can be attributed to inelastic electron scattering with high

frequency nuclear motion (e.g., high frequency phonons) that are introduced from the ad-

dition of Se to the crystal basis; similar effects have been demonstrated, experimentally

[216, 220] and computationally [221–223], in other metallic systems following the incor-

poration of lighter atoms. While this observed suppression of the electron lifetime in GSST

likely invalidates the use of L = L0 in the W-F analysis of electronic thermal conductiv-

ity, it further supports our posit that electrons in GSST do not significantly contribute to
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its energy transport/thermal conductivity when compared to its GST counterpart. In con-

trast, for probe wavelengths that dominantly interrogate the vibrational states in the films

of interest, relatively similar scattering times, 3.3 and 4.3 ps, for both GST and GSST are

observed, respectively. In other words, the phonon lifetimes of the two material systems

are comparable, which, at least qualitatively, supports the similarity in their comparable

lattice contributions to thermal conductivity.

5.3 Summary

In this chapter, I unraveled some of the thermal properties of Ge2Sb2Se4Te, an emerg-

ing phase change material with superior properties for photonic applications. I showed that

the thermal conductivity of the GSST as a function of temperature in amorphous phase

remains constant around ∼0.18 W m−1 K−1 up to the phase transition temperature at 180

°C. Upon phase transition and raising the temperature to 400 °C, the thermal conductivity

increases to ∼0.65 W m−1 K−1. Based on the results presented in this chapter, the ther-

mal conductivity of GSST is more than a factor of 2 lower than its close cousin GST. This

reduction in thermal conductivity is attributed to strong suppression of electronic contri-

bution in thermal conductivity of crystalline GSST which could potentially enables better

confinement of heat near the memory cell, leading to less power consumption. Yet, the

sluggish crystallization of GSST would require an order of magnitude longer pulse dura-

tion for crystallization that would overwhelm the power consumption in these materials.
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Chapter 6

Towards Ultralow Thermal

Conductivity in Amorphous Solids

Thus far, I have discussed the impact of phase transformation on the energy transport of

chalcogenide-based phase change materials. In this chapter, I focus on a different integral

component in the memory cell architecture, commonly referred to as the selector device.

In PRAM, these devices are typically selected from amorphous chalcogenide alloys due

to their large non-linearities in optical and electrical properties as well as low vibrational

thermal conductivities. Since lower thermal conductivity in these devices leads to better

performance of the memory cell, I introduce a novel mechanism to suppress the thermal

transport in a representative amorphous chalcogenide system, silicon telluride (SiTe), by

nearly an order of magnitude via systematically tailoring the cross-linking network among

the atoms. As such, I experimentally demonstrate that in fully dense amorphous SiTe

the thermal conductivity can be reduced to as low as 0.10 ± 0.01 W m−1 K−1 for high

tellurium content with a density nearly twice that of amorphous silicon. Using ab-initio

simulations integrated with lattice dynamics, the ultralow thermal conductivity of SiTe is

attributed to the suppressed contribution of extended modes of vibration, namely propagons

and diffusons. This leads to a large shift in the mobility edge - a factor of five - towards

lower frequency and the localization of nearly 42% of the modes. This localization is the
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result of reductions in coordination number and a transition from an over-constrained to an

under-constrained atomic network.

6.1 Background

In recent years, there have been numerous efforts to synthesize materials with ultralow

thermal conductivities, a crucial parameter in the development of thermoelectric materials,

memory devices, and thermal barrier coatings [69, 224–226]. It has been generally believed

that amorphous solids possess the lowest thermal conductivity possible[53]. Nonetheless,

with advances in nanofabrication, several studies have shown that thermal conductivity of

crystalline materials can be significantly lower than amorphous material, by suppressing

the mean free paths of the vibrational modes. For instance, disordered layered and cage-

like crystal structures as well as superatomic clusters with complex unit cell proved to be

an effective approach for increasing the anharmonicity of the system, leading to ultralow

thermal conductivities. [69, 70, 224–228] More than a decade ago, Chiritescu et al. [68]

found that by sequentially stacking extremely thin bilayers of W and Se (0.66 nm thick), the

thermal conductivity of WSe2 at room temperature can drop to the record value of ∼0.05

W m−1 K−1, six fold lower than the corresponding minimum limit prediction. Although

using weak Van der Waals interaction between the bilayers is a brilliant approach to impede

the propagation of heat, the integration of 2D materials into actual devices is limited due to

their large anisotropic properties. For instance, in WSe2, the in-plane thermal conductivity

is 30 times higher than the cross-plane thermal conductivity [229].

Amorphous solids are a suitable choice for device fabrication due to their isotropic

properties, yet, manipulating their atomic structure to reach values below the minimum

limit is more complicated, as it is already in their highest disordered state. Thus, a question

remains: how can the thermal conductivity of a fully dense amorphous solid be further re-

duced? One approach is to introduce chemical heterogeneity. For example, in amorphous

alloys, in addition to atomic mass mismatch, disruptions in the bond structure or atomic
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network can significantly impede the propagation of vibrational energy. Prior works have

demonstrated that the thermal conductivity of amorphous thin films can be strongly reduced

by breaking the number of linkers that connect the atoms through varying the stoichiometry

of a given material. For instance, Ghossoub et al. [230] showed that network connectivity

in a-CFx can be manipulated by changing the fluorine concentration, resulting in nearly a

factor of two reduction in thermal conductivity. Later, King et al. [231] illustrated that by

introducing hydrogen impurities into amorphous SiC, the connectivity between the atoms

transitions from a rigid to a percolated network, resulting in a reduction of thermal conduc-

tivity by nearly an order of magnitude. In a similar study, Braun et al. [232] showed that

by altering hydrogen concentration in a-SiC:H and a-SiO:H, the thermal conductivity can

be suppressed by a factor of two. In all of these studies, changing the number of bonds be-

tween constituent elements is achieved by introducing an additional impurity like fluorine

or hydrogen to the baseline amorphous composition.

The insertion of impurities not only changes the physical properties of the original

material but also introduces chemical complexities to the system. For instance, as shown

in Fig. 6.1(a), increasing the hydrogen concentration in a-SiO:H reduces the density by

more than a factor of two and also changes the nature of the bonding with the addition of

hydrogen-terminated dangling bond sites. These large variations in density and bonding

properties are directly proportional to the associated thermal transport, making it difficult

to exclusively pinpoint the effect of bond percolation on thermal conductivity.

Unlike previous studies where the reduction of thermal conductivity is achieved through

increasing the scattering rate of heat carriers, in this chapter, using different compositions

of SiTe binary alloys, I demonstrate how vibrational modes can come to a complete halt and

become fully localized to achieve ultralow thermal conductivities. According to ab-initio

molecular dynamics (AIMD) simulations, for high tellurium content SiTe, not only is the

contribution of propagons to thermal conductivity subdued, but also the mobility edge shifts

by a factor of five to lower frequencies, leading to the localization of 42% of the modes and

ultralow thermal conductivities in these amorphous alloys. This is achieved in contrast
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Figure 6.1: Schematic of atomic bonding network showing reductions in coordination num-
ber upon addition of (a) hydrogen to silicon oxide, (b) more tellurium to silicon telluride.
(c) Density as a function of coordination number for amorphous silicon telluride composi-
tion.

with previous studies where reductions in thermal conductivity follow reductions in mass

density from bond termination and networking. Here, depending on the composition of

the SiTe system, ultralow thermal conductivities can be achieved while increasing the mass

density (see Fig. 6.1 (b,c)). This is a consequence of the differing network coordinations of

silicon and tellurium and the resulting vibrational localization that ensues from creating a

solid solution of these two differently coordinated elements. To the best of my knowledge,

not only is this work the first to show how vibrational modes can become fully localized

in an amorphous medium, but it also represents the first systematic demonstration of how

thermal transport changes across different topological network regimes: under-constrained,

stress-free, and over-constrained.

6.2 Results

In IV-VI and V-VI chalcogenide alloys, as the concentration of one constituent changes

relative to another, depending on the number of covalent bonds per element, the mean
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atomic coordination number changes. This leads to a natural evolution of the atomic net-

work that will directly affect the physical properties of the amorphous alloy. According to

glass theory, disordered media are categorized into (i) flexible polymeric glasses consisting

of long chains of randomly oriented atoms with low melting temperatures, (ii) stress-free

amorphous structures with optimal glass formation properties, and (iii) rigid amorphous

solids consisting of a tightly interconnected network of atoms with high melting tempera-

tures. Inspired by Maxwell’s mathematical model for truss structures, Phillips [233] pro-

posed that when the number of local bonding constraints, nc, on an atom equals the number

of degrees of freedom, the atomic structure is stress-free. For a three-dimensional network,

this occurs when nc = 3 and the mean coordination number, ⟨rm⟩, is 2.40, which is gener-

ally referred to as the rigidity threshold; below this rigidity threshold, the material behaves

like a polymeric glass, which is classified as under-constrained, while above this limit, the

material is rigid and classified as over-constrained.

Figure 6.2: (a) Schematics of amorphous networks with a total of 15 atomic sites for differ-
ent Te to Si ratios representing various topological regimes: (i) under-constrained network,
(ii) stress-free network, and (iii) over-constrained network. (b) Raman spectra for SiTe at
different Te concentrations. The sharp silicon peak is the effect of the substrate and is not
associated with the thin film properties.

The schematic in Fig. 6.2(a) illustrates different possibilities of network topology based

on the silicon to tellurium ratio in amorphous SiTe. It has been shown that in chalcogenide

glasses, as the structure transitions from an over-constrained to an under-constrained net-

work, additional low frequency vibrational modes emerge [234–236]. To detect any sig-
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nature of these additional vibrational modes, Raman spectroscopy on SiTe samples with

different concentrations of tellurium are performed. As presented in Fig. 6.2(b), in thin

film SiTe, the spectra nearly look identical for all tellurium concentrations and no consid-

erable shift in the location of the peak or emergence of additional peaks are detected.

6.2.1 Characterization

To study the effect of the atomic network in amorphous materials on the thermal con-

ductivity, thin films of silicon telluride SixTe1−x and selenium telluride SexTe1−x with dif-

ferent compositions are deposited via magnetron sputtering, using both co-sputtering and

nano-laminate techniques, as required to achieve the desired composition. As discussed

in previous chapters, the thermal properties are tied to the atomic structure, specifically,

ordered vs.∼ disordered. For instance, it has been shown that the thermal conductivity

of crystalline GeTe is almost an order of magnitude higher than the amorphous phase

[237, 238]. Various spectroscopy techniques, such as X-ray fluorescence (XRF), X-ray

diffraction (XRD), Raman, and transmission electron microscopy (TEM) are employed to

characterize the films compositions, structures, vibrational energies, and thicknesses.

Table 6.1 shows the structural details of the films studied in this dissertation. The

compositions, thicknesses, and atomic structure are confirmed by XRF, TEM, and XRD,

respectively. Figure 6.3 shows the XRD result for as-deposited pure Te and a-Si25Te75 on a

SiO2 substrate and 3-5 nm carbon capping layer. For comparison, the XRD measurements

of a-Si17Te83 is presented from the literature [239]. For bulk a-SixTe100−x alloy (10 ≤ x ≤

28), it was shown that after annealing for 2 hours at 494 K, excess Te starts to crystallize

while the remaining material stays amorphous. Then, upon annealing at 575 K for another

2 hours, the remainder of amorphous phase crystallize into hexagonal SiTe2 phase [239].

According to this study, the XRD patterns across all compositions for 10 ≤ x ≤ 28 are

identical. The sharp peaks in Fig. 6.3 for the pure Te films demonstrate that the structure

of the film is polycrystalline. The peaks for pure Te sample agree well with the 494 K

annealed sample where only Te has been crystallized. On the other hand, for Si25Te75
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Table 6.1: The SiTe compositions studied with the corresponding deposition technique and
thicknesses.

Nominal Deposition Si% Te% Thickness Structure
composition XRF (± 3%) XRF (± 3%) TEM (± 1 nm) TEM/XRD

Te co-sputter 0 100 30 crys
Si10Te90 co-sputter 11 89 30 amor
Si20Te80 co-sputter 19 81 44 amor/crys
Si20Te80 nano-laminate 38 62 41 amor/crys
Si30Te70 co-sputter 34 66 37 amor/crys
Si40Te60 nano-laminate 53 47 41 amor/crys
Si50Te50 nano-laminate 56 44 47 amor/crys
Si70Te47 nano-laminate 65 36 45 amor/crys

Si co-sputter 100 0 26 amor

sample, it does not yield any sharp peak that is indicative of crystallization.

Figure 6.3: Comparison in X-ray diffraction of amorphous Si25Te75 used in this study
against literature. XRD results are from samples with SiO2 substrate and 3-5 nm carbon
coating

Given that, tellurium is an element with a low glass transition temperature and, as a

result, compositions with high Te content are prone to crystallization during the deposition

process. This prompted me to look in more depth into the atomic structure of the films un-

der investigation. Considering the films’ thickness (<40 nm) and the low glass-transition
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temperature for these samples (400-500 K), implementing atomic-scale structural charac-

terization without damaging the films is exceedingly challenging. Although XRD mea-

surements for the high Te content samples do not show any substantial peaks that indicate

crystallinity, the TEM and EELS micrographs for all SiTe compositions except Si11Te89

composition, depict Te rich crystallites on the order of 2-5 nm embedded in an amorphous

SiOx matrix. Observations of oxygen signatures and phase segregation in the SiTe films are

perplexing. The crystallization could be the result of ion bombardment during the sample

preparation process. This is not an unreasonable speculation, especially when it is observed

that during the TEM imaging/mapping, the electron beam causes further segregation in the

region of mapping, which indicates that the electron beam has sufficient energy to induce

phase transformations. Apart from this, I should mention that although the TEM results

indicate an entirely different morphology between Si11Te89 (uniform, homogeneous amor-

phous structure) and Si19Te81 (segregated regions with Te rich crystallites in an amorphous

SiOx matrix), their measured thermal conductivity value is identical. This is another indi-

cation that the films might have been damaged during the sample prep process. In short,

despite the fact that segregation and ordered regions in some of the SiTe samples are ob-

served, I posit that these are artifacts of sample preparation and are not intrinsic to the

films.
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Figure 6.4: TEM micrographs for the sample with nominal composition of a-Si10Te90.
According to these results the film is uniformly amorphous. Little oxygen is in a-Si10Te90,
however, the oxygen level in the a-Si10Te90 is similar that in Si substrate, so the oxygen
could be from air exposure after FIB-cut.
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6.2.2 Ultralow Thermal Conductivity

The cross-plane thermal properties of the SiTe alloys were measured using time-domain

thermoreflectance (TDTR) with the multilayer stack as depicted in Fig. 6.5(a). Figure

6.5(b) shows an exemplary TDTR thermal decay curve as a function of pump delay time

for the 40 nm a-Si19Te81 sample. The inset shows the first few picoseconds of this pro-

totypical TDTR decay curve where the troughs and peaks correspond to the reflection of

acoustic waves from the Ru/CNx and CNx/Si interfaces, respectively. By calculating the

time between these echoes and with the knowledge of the film thicknesses obtained from

TEM, the longitudinal sound speed of the SiTe films are measured.

Figure 6.5: (a) Illustration of TDTR measurement geometry, the corresponding layers stud-
ied micrograph, and the atomic structure of a-Si20Te80 with 300 atoms forming randomly
oriented tetrahedrons where each Si is bonded to 4 Te atoms. (b) Representative TDTR
data for 40 nm thick a-Si19Te81. The inset shows the picosecond acoustic measurements
where the distance between the troughs and the peaks in the measured TDTR data are re-
lated to the time it takes for acoustic waves traveling at the speed of sound to transverse the
a-Si19Te81 film.

In the thermal analysis, the model assumes three effective layers in the direction of

heat flow i.e. Ru transducer, SiTe film, and the substrate. Figures 6.6(a,b) demonstrate

the sensitivity of measurements to parameters such as thickness (d), specific heat (C), ther-

mal conductivity (k), and the thermal boundary conductance (G) for a 5 and 40 nm thick

Si20Te80 film, respectively. The subscripts indicate the layer number which are labeled as

L1, L2, and L3 in the schematics in Figs. 6.6(d,e). These calculations suggest that the
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TDTR experiment is mostly sensitive to thickness of the first and second layers. As a re-

sult, the uncertainty is estimated by varying the thickness of the SiTe film (d2) by 10%.

Another important parameter that needs to be taken into account for estimating the thermal

conductivity of the film, is thermal boundary conductance (TBC) at its top and bottom in-

terfaces. As can be seen in Fig. 6.6(a), due to extremely low thermal conductivity of of

Si20Te80 films, the sensitivity to its thermal conductivity is much higher than the thermal

boundary conductance, even for a 5 nm thick film. Therefore, in the thermal model, the

TBC is assumed to be infinity for the G1/2 and G2/3 interfaces and the only free parameter

that is fitted for is the thermal conductivity of the SixTe1−x layer which is the main source

of thermal resistance in the stack. Using a different set of samples, the thermal conductance

across Ru/ 10 nm CNx/Si is measured and then was subtracted from the measured thermal

conductivity to account for the boundary resistances. However, since the resistance of the

Si20Te80 is large, subtracting the effect of CNx layer as the interface has negligible effect on

the measured thermal conductivity. A representative experimental data and its correspond-

ing theoretical fit is demonstrated in Fig. 6.6(c) for a 5 and 40 nm thick Si20Te80 film. As

can be seen, although unrealistic values for the TBC is assumed, due to their negligible

sensitivity, the model perfectly fits to the experimental data.

To ensure the accuracy of approach taken to analyse the TDTR data and extract the ther-

mal conductivity, a thin film thickness series in the range of 5-40 nm is made and measured.

Then, by applying a linear fit to the thermal resistance data, similar to previous chapters,

the thermal conductivity can be obtained independent of the TBCs. This approach is ap-

plied to 2 different sample configurations with different interlayers to ensure the accuracy

of measurements and negligible impact of TBC on the thermal conductivity measurements.

Based on these two sample configurations, the thermal conductivity of the Si20Te80 film is

measured to be 0.1 ± 0.01 W m−1 K−1, in perfect agreement with the three layer thermal

model fit for the 40 nm thick film. The uncertainty is calculated by varying the thickness

of the film by ±10%.

Now, in order to understand the effects of atomic network and coordination number on
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Figure 6.6: Sensitivity of TDTR measurements to parameters such as thermal conductivity,
k, thermal boundary conductance, G, specific heat, H, and layers thickness, d, for (a) 5 and
(b) 40 nm thick Si20Te80, (c) a representative fit to the experimental data for a 5 and 40 nm
thick Si20Te80. (d,e) thermal conductivity of Si20Te80 for different samples configurations,
obtained by applying a linear fit to the thermal resistance as a function of thickness.

the thermal transport, amorphous SiTe and SeTe alloys with different Te concentration is

measured. It must be noted that, different content of Te in SiTe changes the mean coordi-

nation number in the range of 2 < ⟨rm⟩ < 4 while different content of Te in SeTe lead to

a constant mean coordination number ⟨rm⟩ = 2. This two separate configurations facilitate

pinpointing the effect of coordination and bonding network on their thermal transport. Fig-

ure 6.7(a) shows the thermal conductivity of amorphous SiTe and SeTe alloys as a function

of Te atomic percentage at room temperature. In SeTe, as shown in red diamonds, the coor-

dination numbers for both Se and Te are identical ⟨rTe⟩= ⟨rSe⟩= 2, therefore, the relative

atomic concentration does not alter the total bonding network and the thermal conductivity

remains relatively constant with increasing the Te content. Thus, in spite of the existence of

a relatively large atomic mismatch between Se and Te, the changes in thermal conductivity

for these under-constrained (< ⟨rm⟩< 2.4) amorphous alloys are negligible.
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To further investigate the effect of atomic mass mismatch on thermal conductivity, I

perform molecular dynamics simulations on amorphous Si with different concentration of

heavy-Si atoms (with atomic mass similar to Te) which will be discussed in more details

in the subsequent subsection. The inset in Fig. 6.7(a) shows the results of these simula-

tions. Similar to the thermal conductivity behavior in SeTe alloy, the thermal conductivity

of Si-HeavySi modestly decreases from ∼1.0 W m−1 K−1 in amorphous Si to ∼0.50 W

m−1 K−1 in a-Si at 50-90% heavy-Si concentrations. On the other hand, in the amorphous

SiTe alloys, as the Te concentration in SiTe increases, the thermal conductivity drops to

as low as ∼0.10 ± 0.01 W m−1 K−1 and stays relatively constant for Te content ranging

from 70% to 90%. The measured thermal conductivity for ∼26 nm amorphous silicon film

with no tellurium is analogous to values reported previously [240] for films of compara-

ble thicknesses (0.8 ± 0.2 W m−1 K−1). For the pure Te film, the thermal conductivity

suddenly increases to 0.23 ± 0.04 W m−1 K−1 compared to other high content Te com-

position. As was discussed in the previous subsection, TEM micrographs as well as XRD

reveal that the Te film is not amorphous, but rather polycrystalline. It is not uncommon for

Te to crystallize during growth or post-processing as tellurium has a low glass-transition

temperature, Tg, which makes it extremely difficult to deposit in its amorphous state[241].

The measured thermal conductivity for Te film is less than those reported in the literature

[242–244], which report in the range of 0.43-3.0 W m−1 K−1, suggesting that some degree

of disorder is present in the Te films.

My cryogenic thermal conductivity measurements are shown in Fig. 6.7(b) which re-

veal that the thermal conductivities of pure Te and a-SiTe samples follow an amorphous-

like trend. Typically, in materials with high degree of disorder the thermal conductivity as

a function of temperature basically follows the heat capacity trend, and plateau above the

Debye temperature. This behavior in crystals is an indication of a high concentration of

disorder. Of course, the samples studied in this chapter are supposed to be “amorphous”

which means should have the highest degree of disorder, yet, in previous subsection we

observed that in samples such as Te, the film is polycrystalline. This amorphous-like trend
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of thermal conductivity not only is another evidence to the amorphous nature of the films

but also could explain the reason behind the low thermal conductivity of the polycrystalline

Te film compared to the literature values.

Figure 6.7: (a) The measured thermal conductivity as a function of tellurium concentration
in amorphous SiTe and SeTe. The inset shows the NEMD simulation results for thermal
conductivity of Si (28 u), heavy Si (127 u), and their alloy. (b) Thermal conductivity of
amorphous silicon, tellurium, and Si19Te81 as a function of temperature.

In order to investigate how the thermal conductivity of Si20Te80 changes at high tem-

perature, I performed in-situ high temperature thermal conductivity measurements. For

this, a resistive heating stage is used while passing nitrogen gas through the chamber and

incrementing the temperature of the sample every 10 minutes by 20°C. Figure 6.8 shows

the thermal conductivity at elevated temperature up to 300°C before the sample starts to de-

laminate. According to these measurement, the thermal conductivity of Si20Te80 remains

constant at elevated temperatures.
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Figure 6.8: Thermal conductivity of 20 nm thick Si20Te80 from room temperature up to
300 °C. The film started to delaminate for temperatures above 300 °C. The uncertainty is
calculated by assuming 10% variations in the Si20Te80 film thickness.

6.2.3 Minimum Limit Models

Although the increased mass density of high content Te alloys and the large atomic

mass mismatch between Si and Te could partly explain the reductions observed in thermal

conductivity, as discussed earlier, they are not the primary reason behind such a dramatic

reduction in thermal conductivity. In order to understand such a strong reduction in thermal

conductivity of SiTe alloys at high tellurium content, I use existing theoretical approaches

to estimate the minimum limit to the thermal conductivity which is derived in the context

of phonons (κmin,P) and diffusons (κmin,D). According to Cahill and Pohl [67], a lower

limit to the thermal conductivity of materials is estimated based on the collective atomic

vibrations, i.e. phonons, derived from the kinetic theory of gases:

κmin,P = 1.21kBn2/3vg, (6.1)

where kB is the Boltzmann constant, vg is the average sound velocity in the material, and n is

the number density. The average sound velocity can be written in terms of the longitudinal
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(vLA) and transverse (vTA) sound velocities as: v2
g =

1
3

(
v2

TA1 + v2
TA2 + v2

LA
)
. In this work, for

consistency, I assume that transverse sound velocity is 60% of the longitudinal mode, νT =

0.6νL. For Si19Te81, using picosecond acoustics measurements, I measure a longitudinal

sound velocity of νL = 2150± 100 m s−1, which is in good agreement with previously

reported values (νL = 2030 m s−1) for the sound velocity of a thicker SiTe film [245]. Other

parameters that are used as an input to calculate the minimum limit such as number density

and sound velocities across different compositions are given in Table 6.2. Using these

parameters, I determine a minimum thermal conductivity of 0.24 W m−1 K−1 for Si19Te81

at room temperature. This estimate for the minimum thermal conductivity, however, is still

more than a factor of two higher than the measured thermal conductivity of Si19Te81 (0.10

W m−1 K−1). In fact, for nearly all compositions of SiTe studied in this work, Eq. 6.1

over-predicts the measured thermal conductivities, as shown in Fig. 6.9. This discrepancy

increases as the SiTe coordination number decreases and the alloy transitions into an under-

constrained network.

Although phonon-mediated minimum limit to thermal conductivity has served as a suc-

cessful approach to predict the thermal conductivity of disordered crystals and amorphous

materials, several recent works have experimentally measured values well below this limit.

This has motivated others to model the thermal conductivity in amorphous solids as a form

of energy hopping between localized vibrational eigenstates. According to Allen and Feld-

man [71] (AF), a large portion of heat in disordered solids is transferred by harmonic cou-

pling of quantized vibrations that are neither propagating nor localized. These delocalized

non-propagating vibrational modes, diffusons, carry heat by interactions with other vibra-

tional modes with length scales on the order of the vibrational wavelength. According to

AF theory, the thermal conductivity due to diffuson contribution can be approximated by:

κAF =
1
V

N

∑
i=1

C(ωi)D(ωi), (6.2)

where V is the system volume, ωi is frequency of ith mode, C(ωi) and D(ωi) are the fre-

quency dependant specific heat and mode diffusivity, respectively. Based on the AF for-
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malism, Agne et al. [65] suggested a modified minimum limit model for heat transport in

disordered solids that relies on the concept of diffusons rather than phonons. They argued

that in a disordered solid, the lower bound to thermal conductivity occurs when the ther-

mal transport is entirely driven by diffusons. This approach, albeit the heat transfer carrier

length scale being fundamentally different from those modeled in Eq. 6.1, leads to a similar

functional form for the thermal conductivity of disordered materials:

κmin,D ≈ 0.76PkBn2/3
νg, (6.3)

where P is the probability of successful energy transfer between the atoms. According to

this diffuson-mediated minimum model, in one period of oscillation, each vibrating car-

rier will make two attempts to transfer energy where P is the probability of a successful

energy transfer. In the high temperature limit and maximum diffusivity where P = 1, the

calculated thermal conductivity is ∼37% lower than the phonon minimum limit model. By

applying this diffuson-mediated minimum limit model to Si19Te81, thermal conductivity of

0.14 W m−1 K−1 is calculated, which is in a better agreement with the measured value.

However, considering the fact that this model is supposed to set the lower bound to thermal

conductivity, it still predicts 40% higher thermal conductivity than the measured value.

The dashed line in Fig. 6.8(b) shows the theoretical minimum limit based on diffuson-

mediated thermal conductivity for a-SixTe1−x. In the high temperature limit and maximum

diffusivity where P = 1, the calculated diffuson-mediated thermal conductivity is ∼37%

lower than the phonon minimum limit model. Figure 6.8(b) demonstrates that the measured

thermal conductivity of a-Si19Te81 is well below the minimum limit calculations for both

existing models. This implies that the thermal transport mechanism in high Te content

SixTe1−x is dominated by other atomistic properties that impede the transfer of energy

beyond those accounted for in the minimum limit models.

To resolve this discrepancy between the models and the experimental data, I revisit the

earlier assumption that was made in the diffuson-mediated thermal conductivity, which as-

sumes 100% of attempts to transfer energy are successful between diffusons. In the case
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Figure 6.9: Thermal conductivity of SiTe as a function of coordination number measured
by TDTR (solid hexagons) and the corresponding (a) phonon-mediated minimum limit
(hollow squares), and (b) the diffuson-mediated thermal conductivity (hollow diamonds).
The uncertainty is calculated based on 10% variation in thickness of SiTe film. The sample
corresponding to data point for a-Si30Te70 and < ⟨rm⟩ = 2.6 was deposited in a different
run and therefore has a larger uncertainty.

of SixTe1−x composition, since the coordination number decreases by increasing the Te

concentration, the alloy transitions from an over-constrained to an under-constrained net-

work. This reduction in the number of bonds per atom eliminates the number of pathways

through which diffusons can interact, and leads to a reduction in the probability of their

successful energy transfer. The calculated coordination number of these alloys is based on

the measured relative atomic percentages assuming Si and Te as 4- and 2-coordinate ele-

ments, respectively. This time, for calculating κmin,D, I assume P changes with respect to

mean coordination number of each composition. For this, I use a model proposed by Xi et

al. [72] showing a power law dependence between mean coordination number and thermal

conductivity (k∝P1/3). By normalizing each coordination number with respect to pure Si,

i.e., P = ⟨rm⟩/⟨rmax⟩ = ⟨rSixTe1−x⟩/⟨rSi⟩. Using this assumption, P changes from 1 for Si

(⟨rSi⟩ = 4) to ∼0.8 for Te (⟨rTe⟩ = 2). By applying this condition, the diffuson-mediated

model predicts a thermal conductivity in better agreement with the measured values for the

SiTe alloys as shown in 6.8(b). With the varying coordination number in SiTe with compo-

sition, these results imply that the nature of the vibrational modes contributing to thermal
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Table 6.2: The longitudinal νlong, total sound speed νg, number density n, coordination
number < r >, and probability of successful transfer P for different amorphous chalco-
genide compositions used in thermal conductivity estimation.

Composition νlong νg n×1028 < r > P κmin,P κmin,D
(m.s−1) (m.s−1) (m−3) (W.m−1.K−1) (W.m−1.K−1)

Se 1840 a 1221 3.68 2.00 0.79 0.22 0.11
Te 1840 b 1238 2.50 2.00 0.79 0.20 0.10

Si11Te89 1980 1333 3.00 2.22 0.82 0.21 0.11
Si19Te81 2150 1447 3.05 2.38 0.84 0.24 0.12
Si30Te70 1968 1324 3.12 2.60 0.87 0.22 0.11
Si34Te66 3290 2215 3.19 2.68 0.88 0.35 0.19
Si38Te62 3153 2122 3.15 2.76 0.88 0.37 0.21
Si53Te47 3523 2372 3.35 3.06 0.91 0.41 0.24
Si56Te44 3874 2608 3.39 3.12 0.92 0.45 0.26

Si 6310 c 4248 4.99 4.00 1.00 0.96 0.61

a see Ref. [246].
b Assuming amorphous tellurium sound speed is similar to that of selenium [246].
c see Ref. [247].

conductivity in SiTe amorphous films becomes more spatially localized as the coordination

number is reduced below the rigidity threshold and the SiTe atomic network transitions

away from the over-constrained regime.

6.2.4 Molecular Dynamics Simulations

While the theoretical models discussed above provide reasonable qualitative insight

into the thermal transport mechanisms in the amorphous SiTe alloys, I turn to molecular

dynamics and lattice dynamic simulations to gain a deeper understanding of the mechanism

that drives the ultralow thermal conductivity of Si19Te81. In order to exclusively investi-

gate the effect of mass scattering on a-SiTe alloy, non-equilibrium molecular dynamics

(NEMD) and equilibrium molecular dynamics (NMD) simulations were performed by ran-

domly substituting the mass of Si with that of Te (127 u) at different compositions. For

both techniques, Stillinger-Weber interatomic potential that has been widely used to char-

acterize the thermal properties of Si is selected. The simulation procedure and details of
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these techniques are given elsewhere [248–250]. Figure 6.10 (a) demonstrates the temper-

ature profile across the simulation box. For these simulations, two heat bath are assigned at

the beginning and in the middle of the simulation box and periodic boundary condition are

applied to all directions. The temperature of the hot and cold regions are set to 550 and 450

K, respectively. By measuring the heat flux transferred between these two heat baths, the

thermal conductivity of the a-Si20-heavySi80 is determined from Fourier’s law to be ∼0.50

W m−1 K−1. These simulations are in good agreement with my EMD Green-Kubo calcu-

lations as shown in Fig. 6.10 (b). The calculated thermal conductivity for a-Si20-heavySi80

is a factor 5 higher than the measured thermal conductivity of a-Si20Te80. Therefore, it can

be concluded that the large atomic mass mismatch between Si and Te and corresponding

alloy scattering cannot alone explain the ultralow thermal conductivity of this material.

Figure 6.10: Thermal conductivity for a-Si20-heavySi80 from (a) non-equilibrium and (b)
equilibrium molecular dynamic calculations. Both method result in thermal conductivity
of ∼0.50 W m−1 K−1. The heavySi mass in these simulations is similar to that of the Te.

In order to understand the ultralow thermal conductivity in a-Si19Te81, it is necessary to

evaluate the contribution of each fundamental energy carriers to the thermal conductivity;

propagons, diffusons, and locons. In a-Si, Seyf and Henry [251] showed that a small de-

fect concentration (∼10%) leads to a dramatic decrease in the population of propagons.

Given the large concentration of Te in a-Si19Te81, it is very likely that low-frequency

propagons scatter with the impurities and have a negligible contribution to the total thermal

conductivity. For this, I turn my attention to medium-frequency heat carrying diffusons
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and high-frequency locons (fully localized modes). Locons are vibrational excitations with

vibrational amplitudes that decay exponentially from the center of excitation, and normally

have high frequencies. The frequency above which vibrational modes are fully localized is

known as the mobility edge. The inverse participation ratio (IPR) determines the degree of

localization of modes and is given by:

IPR =
ΣN

i
(
Σ3

α=1u2
iα
)2(

ΣN
i=1
(
Σ3

α=1u2
iα
))2 , (6.4)

where N is the number of atoms and uiα is the eigenvector component for atom i in

the direction α . For a mode that is fully localized on a single atomic site, IPR=1, and

for a fully delocalized mode that spans all atoms, IPR=1/N. While it is not possible to

define a precise IPR value for the transition of modes from diffusons to locons, for this

work, locons are defined as modes where the eigenvector is spread across 20% or less of

the atoms in the supercell (60 atoms, IPR≥0.01667). This convention has been used in

a number of previous studies[252–254] and serves as a reasonable cutoff for comparison

with other works.

Figures 6.11(a-c) show the vibrational density of states (DOS), mode diffusivity, and

IPR for amorphous Si, respectively. The thermal conductivity in a-Si is dominated by low-

frequency propagons and diffusons. However, since negligible contribution from propagons

to thermal conductivity of SiTe films with high Te contents is assumed, I only focus on dif-

fusons contribution which is ∼0.88 W m−1 K−1 at room temperature for a-Si. Based on

the calculated mobility edge, it is found that locons make up less than 4% of modes in

a-Si which is in agreement with previous studies [59]. This indicates that almost all modes

in a-Si are active in transferring heat. The small percentage of locons could be a result

of the over-constrained bonding network in a-Si. This means that the reduction of mean

coordination number in SiTe, should increase the number of localized states.

To assess the assumption that coordination number, i.e. number of constraint on an

atom, can lead to localization, I turn to another familiar amorphous structure, a-SiO2. The
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mean coordination number for this structure is 2.67, which is lower than a-Si and based on

our assumption, should have a larger percentage of locons than a-Si. This composition also

has a similar coordination number and atomic structure to a-SiTe2. For instance, the a-SiO2

structure consists of randomly oriented tetrahedrons where each Si is bonded to 4 oxygen

atoms and each tetrahedron shares an oxygen atom with another tetrahedron (Si-O-Si).

Given these similarities, a major difference between a-SiO2 and a-SiTe2 is the large atomic

mass difference between oxygen and tellurium. In order to facilitate comparison between

a-SiO2 and a-SiTe2 alloy, the oxygen mass (mO = 16 amu) are replaced with heavy-oxygen

(mTe = 127.6 amu). I use a a-Si127O2 taxonomy for the modified SiO2 to avoid confusion

with the real system.

Figure 6.11: (a,d,g) Vibrational density of states (DOS), (b,e,h) mode diffusivity, and (c,f,i)
inverse participation ratio (IPR) for a-Si, a-Si127O2, and a-Si20Te80, respectively. The
corresponding thermal conductivity are given for each system. The shift in the mobility
edge with respect to the a-Si is depicted by an arrow.

Another notable difference between a-SiO2 and a-SiTe2 systems is the bond enthalpy

which is significantly higher for Si-O (∼450 kJ/mol) compared to Si-Te (∼220 kJ/mol)

and Si-Si (∼225 kJ/mol)[255]. This indicates that strong Si-O bonds would favor high

frequency modes. As can be seen in Fig. 6.11(d), the a-Si127O2 structure has modes
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with frequencies higher than a-Si. The emergence of these higher frequency modes is

attributed to the artifact of an improper interatomic potential. As a result of this, the Si-

127O bonds in our modified a-Si127O2 are shorter than Si-Te, leading to the appearance of

high frequency modes observed in DOS calculations. Nevertheless, these high frequency

modes are localized and do not contribute to thermal conductivity. Figure 6.11(f) shows that

the mobility edge is shifted to ∼400 cm−1 compared to a-Si and the percentage of locons

has increased to ∼10%. The AF thermal conductivity for a-Si127O2 system is estimated to

be ∼0.55 W m−1 K−1.

In order to further investigate the effect of coordination number on the localization of

modes, I consider Si20Te80 composition with a coordination number of 2.4 at the rigidity

threshold. For this structure, it is assumed that a-Si20Te80 consists of randomly oriented Si-

Te tetrahedrons where the tetrahedrons do not share a Te atom (Si-Te-Te-Si). Using force

constants derived from ab-initio calculations, the DOS, diffusivity and IPR are reported for

a-Si20Te80 alloy in Figs. 6.11(g-i). According to my calculations, in this composition not

only is the effective frequency range reduced, but also based on the IPR calculation, nearly

42% of the modes are localized. It is found that locons begin to appear for frequencies

greater than 89 cm−1 and above 102 cm−1 all vibrational modes act as locons and do not

contribute to thermal transport. This includes the large vibrational peak centered at 125

cm−1 due to tellurium motion and the higher optical band from 250 cm−1 to 400 cm−1

due primarily to silicon atoms. According to the IPR calculation, the mobility edge is

shifted from 550 to 102 cm−1, more than a factor of five to lower frequencies. The thermal

conductivity due to diffuson contribution in a-Si20Te80 is calculated to be 0.10 ± 0.005 W

m−1 K−1 in excellent agreement with measured value. The uncertainty is calculated by

changing the broadening factor by 50%.

Figures 6.12(a-c) show the thermal conductivity accumulation as a function of vibra-

tional frequency at 300 K. The calculated thermal conductivity for a-Si is comparable to

those calculated by Larkin and McGaughey [61]. It is observed that for all cases, beyond

the mobility edge limit where the modes are fully localized, the thermal conductivity stays



127

constant. This is expected since the locons contribution to total thermal conductivity is

negligible. This also indicates that in a-Si20Te80, a great deal of modes (42%) are localized

leading to ultralow thermal conductivity. The delocalized and localized modes are visu-

alized in 6.12(d,e) by showing the eigenvectors for modes at frequency below (41 cm−1)

and above (290 cm−1) the mobility edge. The amplitude of eigenvectors for localized fre-

quency are strongly suppressed compared to delocalized modes. The large amplitude for

eigenvector observed in some of the modes are indicative of strong localization showing

the energy associated with these modes are confined in a small geometric region. Figures

6.12(f,g) indicate the population of eigenvectors based on their amplitude. According to

these figures, for a frequency below the mobility edge, the amplitude of the eigenvectors are

uniformly spread out from 0 to ∼15. Whereas for frequency above the mobility edge, due

to the effect of localization, the amplitude of a large number of modes drastically decreases

to below 2.

The thermal properties of chalcogenide materials across different topological constraint

regimes have been previously investigated for bulk silicon telluride and arsenic selenide

[256, 257]. In stark contrast to the results presented in this chapter, the authors observe a

peak for thermal diffusivity and conductivity at the rigidity threshold. Philip and Madhu-

soodanan [256] reported a thermal diffusivity of ∼0.06 cm2/s for bulk a-Si20Te80 which is

more than a factor two higher than the amorphous silicon [258]. This could indicates that

either their sample is not entirely amorphous or there is a large concentration of impurities.

This discrepancy between the bulk and thin films, however, is not surprising as the defects

such as impurities are common in bulk systems.

A close material cousin to SiTe is the well-known thermoelectric/phase-change mate-

rial, GeTe, that has been extensively studied before both in terms of electrical and thermal

properties. Although several studies reported the thermal conductivity of GeTe in amor-

phous phase at different tellurium concentrations [237, 259–261], depending on the depo-

sition process and thermometery technique, the values range from 0.1-0.23 W m−1 K−1.

The absence of a unique investigation on the thermal properties of GeTe with respect to the
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Figure 6.12: Allen-Feldman thermal conductivity accumulation as a function of vibrational
mode frequency for (a) a- with inset showing Si-Si bond between two tetrahedrons, (b) a-
Si127O2 with inset showing Si-127O-Si bond between two tetrahedrons, and (c) a-Si20Te80
with inset showing Si-Te-Te-Si bond between two tetrahedrons. Two-dimensional visu-
alization for the spatial component of the eigenvectors at (d) delocalized, 41 cm−1, and
(e) localized, 290 cm−1, frequencies in a-Si20Te80. The few high amplitude eigenvectors
in localized frequency are an indication of strong localization showing the energy associ-
ated with these modes are confined in a small geometric region. (f,e) Histogram indicating
the population of modes based on their eigenvector amplitude at delocalized and localized
frequencies.

coordination number makes it difficult to compare any trend in this composition against that

of SiTe. However, due to the structural similarity between SiTe and GeTe, I use the model

for a-Si20Te80 and replace the Si atomic mass with that of Ge (a-78Si20Te80) and calculate
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its diffusivity and thermal conductivity. Since GeTe has a higher average atomic mass, one

would expect to observe a lower thermal conductivity compared to SiTe. However, accord-

ing to my calculations, the thermal conductivity for heavier a-78Si20Te80 does not change

and remains similar to a-Si20Te80. This demonstrates that the low frequency heat carry-

ing modes are not influenced by mass scattering in these unique topological chalcogenide

phases.

6.2.5 Amorphous Ge20Te80 vs. Si20Te80

GeTe alloy is a well-known phase-change/thermoelectric material which has been ex-

tensively studied in terms of its thermal properties. Similar to silicon, germanium is a

4-coordinated element and forms a short range ordered tetrahedron upon mixing with Te.

Atomic structure of SiTe studied here in many cases such as coordination number and

radial distribution function resembles that of the GeTe. Figure 6.13 shows the radial dis-

tribution function for a-78Si20Te80 where the mass of silicon atoms are replaced by that of

germanium and a-Ge20Te80 from ref. [262]. Due to similarities between GeTe and SiTe,

it is interesting to investigate how much atomic masses of the constituent elements in a-

Si20Te80 would change the thermal properties. For this, the simulations for a-Si20Te80 is

repeated while changing the silicon mass to that of germanium, a-78Si20Te80. The result for

this modified alloy system is presented in Fig. 6.14. As can be seen, due to higher average

atomic mass, the frequency of the modes have dropped from ∼400 cm−1 to ∼300 cm−1.

However, this has negligible impact on the thermal conductivity of the a-78Si20Te80. As

discussed in the manuscript, this is because all the modes above ∼100 cm−1 are localized

and do not contribute to heat transfer. Although the force constants in a-78Si20Te80 has not

been developed for a-Ge20Te80 alloy system, the estimated thermal conductivity is in good

agreement with experimentally reported values that spans from 0.1 to 0.23 W m−1 K−1

[237, 259–261].
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Figure 6.13: Comparison between a-78Si20Te80 with 300 atom supercell and a-Ge20Te80
Ref. [262] radial distribution function.

Figure 6.14: (a) Vibrational density of states (vDOS) for a-Si20Te80 and a-78Si20Te80 (sim-
ilar mass to a-GeTe) obtained from force constant calculation on 300 atom supercell (b)
diffusivity of modes calculated from AF formalism, (c) inverse participation ratio calcu-
lated from vibrational mode eigenvectors (d) Accumulative thermal conductivity as a func-
tion of modes frequency.

6.3 Summary

In this chapter, I experimentally demonstrated that through manipulating the coordi-

nation number in amorphous silicon telluride (SiTe) alloys, the thermal conductivity can

reach an ultralow value of ∼0.1 W m−1 K−1. It is observed that the thermal conductiv-

ity decreases with coordination number in SiTe and reaches its minimum near the rigidity
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threshold where the coordination number is 2.2-2.6 with tellurium concentration of 90-

70%. The ultralow thermal conductivity of a-Si20Te80 is attributed to the strong localiza-

tion of heat carrying modes evident by a large shift in mobility edge - a factor of five -

towards lower frequencies.
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Chapter 7

Bidirectional Thermal Conductivity

Switching

In this chapter, I investigate the mechanism of crystalline-to-crystalline phase transfor-

mations. Through experimental measurements, I demonstrate that manipulating phonon

scattering rate can switch thermal conductivity of antiferroelectric PbZrO3 bidirectionally

by -10% and +25% upon applying electrical and thermal excitation, respectively. For this,

in order to apply a rapid thermal excitation and raise the temperature of the sample hun-

dreds of degrees above room temperature, I integrate an additional heater beam with TDTR

pump-probe. Further, through extensive characterization and modeling, I delve into the

underlying reasons behind bidirectional thermal switching of PbZrO3. I will show that

bidirectional thermal conductivity switching in PbZrO3 occurs as a result of separate phase

transformation mechanisms that alter the phonon scattering rate in different manners. The

goal of this chapter is to demonstrate that PbZrO3 can serve as a fast (<1 second), repeat-

able, simple trigger, and reliable thermal switch with a net switching ratio of nearly 38%

from ∼1.20 to ∼1.65 W m−1 K−1.
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7.1 Background

Dynamic control over heat flow in solid-state materials has a wide range of appli-

cations from the nanoscale, where enhanced temperature stabilization in electronic de-

vices [263, 264] and boosted efficiency of thermoelectric generators [265, 266] have been

demonstrated, to the macroscale, where thermal control systems are mandatory for many

space-exploration technologies [8, 9, 12]. The ability to change the thermal conductiv-

ity (k) of a material “on-demand” has gained significant traction in recent years, with

research efforts focused on materials and mechanisms that enable large on/off switching

ratios (khigh/klow), fast modulation between the two states (< seconds), and trigger mecha-

nisms that can be easily accessed in solid-state architectures (e.g., no moving parts). With

developments in materials science and thermometry techniques, several material systems

have been discovered with thermal-switching behavior under different stimuli such as elec-

trical [267], thermal [41], electrochemical [268, 269], optical [270], magnetic [271], strain

[272], and even hydration [273]. Although some of these materials provide large switching

ratios (up to an order of magnitude), their complicated trigger mechanisms and the associ-

ated switching timescale limit their applications. For instance, most recently Lu et al. [268]

demonstrated the thermal conductivity of SrCoO2.5 can be bidirectionally tuned by nearly

10±4-fold via electrochemically oxygenating and hydrogenating the film. Although their

reported switching ratio is significant, it occurs over a time span of several minutes and

degrades over multiple switching cycles. In addition, the use of a liquid/gel electrolyte for

enforcing the electrochemical reaction adds further complication to integrating the thermal

switch into many device architectures.

A promising class of material candidates for dynamic thermal conductivity switching

that have recently received considerable attention due to their fast, repeatable, and well-

integrated trigger mechanism are ferroelectric (FE) perovskites, such as lead zirconate ti-

tanate PbZr1−xTixO3 (PZT) and lead titanate PbTiO3 (PTO) [267, 274, 275]. In these FE

materials, the application of a sufficiently large electric field alters the ferroelectric domain
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structure and the corresponding domain wall population densities. The thermal conduc-

tivity of these FE solids is dominated by phonons and any variations in their domain wall

density could potentially impact their scattering rate and change their thermal conductivity.

In this regard, it has been shown that in ferroelectric BiFeO3 the thermal boundary con-

ductance between the domains is lower than that of grain boundaries and results in strong

scattering of vibrational modes [276]. Later, Ihlefeld et al. [267] showed the thermal con-

ductivity of PbZr0.3Ti0.7O3 / PbZr0.7Ti0.3O3 bilayers, deposited on silicon substrates mod-

erately decreases by 11% upon application of electric field; their observation was attributed

to an increase in domain wall density and a corresponding increase in the phonon-boundary

scattering rate. In a different approach, Foley et al. [277] showed the thermal conductivity

of suspended PZT membranes could be increased by 13% with electric field biasing. In this

geometry, the ferroelectric film is not mechanically clamped to the substrate, which allows

the domain size to increase and reduce the phonon-boundary scattering rate. In another

work, Langenberg et al. [272] showed thermal conductivity of epitaxially grown PTO with

high domain wall density is 61% lower than that of the single-domain film. More recently,

through first-principles simulations, Liu et al. [278] showed that the thermal conductiv-

ity of PTO can be bidirectionally tuned by applying electric fields of opposite polarities.

Although, they attributed the bidirectional thermal switching to a combined change in the

unit-cell structure and domain-wall response, previous experimental works on ferroelec-

tric materials such as PZT as well as the current study, found that the thermal conductivity

changes uni-directionally upon application of electric field of opposite polarities [267, 277].

Despite the large focus on investigating the thermal conductivity of PZT with varying

conditions, its antiferroelectric (AFE) end-member, lead zirconate PbZrO3 (PZO), has re-

ceived much less attention. In this material, a sufficient electric field will transition the

antiferroelectric phase (orthorhombic space group Pbam) to a ferroelectric phase (rhomb-

hohedal space group R3m), where there is a volume expansion, reduction in the unit-cell

size from 8 formula units to 6, and the possibility of altering the populations of ferroelastic

domains [279]. Furthermore, these ferroelastic domains within antiferroelectric PZO may
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directly impact phonon scattering rates. In addition to the AFE-to-FE phase transition,

PZO undergoes another phase transition upon heating, transitioning from antiferroelectric

to paraelectric (PE), where the lattice structure goes from 8 formula units to 1 (cubic space

group Pm3̄m), and thus may be expected to reduce the phonon scattering rate and lead to

higher thermal conductivities.

The application of PZO in functional devices relies heavily on the ability to maintain

and regulate the material’s temperature; for example, both the pyroelectric [280] and elec-

trocaloric [281, 282] efficiency of PZO are highly temperature-sensitive quantities. In this

work, I aim to fill this void in literature by investigating both the temperature-dependent

thermal conductivity as well as the electric-field dependence of PZO thin films in both

polycrystalline and epitaxial embodiments. In particular, I demonstrate how the thermal

conductivity of an antiferroelectric solid, PZO, can be bidirectionally switched between

low- and high-thermal conductivities using electrical and thermal excitation, respectively.

I show that the thermal conductivity of PZO decreases by 10% via domain restructuring

during electrical biasing and can be increased by up to 25% upon heating; the combina-

tion of these mechanisms allows for thermal conductivity switching of ∼38%, which is

significantly larger than previously reported switching in PZT and PTO [267, 274, 277].

7.2 Results

The results presented in this chapter are categorized into two separate sections. In the

first section I discuss the sample preparation plus its corresponding characterizations and

in the second section I present the thermal conductivity measurements and interpretation

of the experimental data.

7.2.1 Sample Preparation

Epitaxial PZO thin films were grown to a thickness of 60 nm on a 15 nm SrRuO3-

buffered DyScO3 (110) substrate using established pulsed laser deposition (PLD) proce-
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Figure 7.1: Structural phase transformations in PZO upon electrical and thermal stimuli.
(a) Reciprocal space map of the PbZrO3 440/280O and DyScO3 332O reflections demon-
strating epitaxial growth and the presence of ferroelastic domains in the epitaxial film.
(b) Polarization-electric field hysteresis response for the epitaxial PbZrO3 film showing
antiferroelectric switching. (c) 2θ -ω XRD pattern for the polycrystalline PbZrO3 film.
(d) Channeling-contrast backscatter electron micrograph of the polycrystalline PbZrO3
film. The arrows indicate the locations of clearly resolved ferroelastic domains. (e) Phase
diagram for lead zirconate titanate (PbZr1–xTixO3, PZT) recreated from Ref [283]. (f)
schematic of dipole orientation across antiferroelectric to ferroelectric (AFE-to-FE) and
antiferroelectric to paraelectric (AFE-to-PE) phase transitions.

dures detailed in a previous work by Gao et al. [284]. 25 µm diameter with thickness of

80 nm SrRuO3 contacts were patterned on the PZO film to serve as electrical contacts and

transducers for thermal measurements. In addition, polycrystalline PZO films were pre-

pared to a thickness of 300 nm via chemical solution deposition (CSD) on a 100 nm Pt/40

nm ZnO/300 nm SiO2/(001) Si substrate. Au and Al transducer metals were deposited on

the polycrystalline PZO with thicknesses of 80 nm via e-beam evaporation. Figure 7.1(a)

shows a reciprocal space map taken on the epitaxial film. The film is (120)O oriented

where O denotes orthorombic phase (i.e., the film [120]O is parallel to the substrate normal
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[110]O) and exhibits (expected) 90° structural domains as indicated by the presence of 440O

and 280O diffraction peaks. A polarization-electric field, P(E), hysteresis loop is shown for

this film in Fig. 7.1(b) and reveals antiferroelectric response with an AFE-to-FE transition

at ∼380 kV/cm. Figure 7.1(c) shows the 2θ -ω XRD pattern for the polycrystalline film.

The film is phase-pure without pyrochlore or PbO secondary phases. The higher intensity

of the 202/042O reflection suggests that the film has a preferred crystallographic texture.

A channeling-contrast backscatter scanning electron micrograph of the polycrystalline film

is shown in Fig. 7.1(d). The average grain size is 3.3 µm and some ferroelastic stripe

domains were observed, as indicated by the arrows. The ferroelastic domain wall spacing

varies, but appears to be on the order of 200 nm and are much larger than those in the

bilayer PZT films in a prior study on thermal conductivity switching [267]. Figure 7.1(e)

shows the phase diagram for lead zirconate titanate (PbZr1−xTixO3, PZT) [283]. According

to this diagram, the PZO would undergo an antiferroelectric to paraelectric phase transition

at elevated temperature near ∼500 K. The schematic in Fig. 7.1(f) shows the orientation

of dipoles across two various phase transition in PZO upon electrical (AFE-to-FE) and

thermal (AFE-to-PE) excitation.

7.2.2 Temperature Rise due to Optical Heating

For rapid heating of PZO, I implement an additional laser beam into the TDTR system

to rapidly deliver large thermal energy locally. For estimating the temperature profile due

to laser heating, a precise knowledge of parameters such as heater spot size, deposited

power, surface absorption, and the thermal properties of the underlying layers are necessary.

For measuring the heater beam size, chalcogenide-based phase-change material Ge2Sb2Te4

(GST) is used that undergoes a structural phase transition under thermal excitation. The

phase transition from an amorphous to a crystalline phase is initiated at nearly 150 °C

where its thermal conductivity increases by almost a factor of three and upon further heating

can change by almost an order of magnitude [16, 195]. By initiating this temperature-

induced phase transition in GST with the optical heating source, a permanent spatially-



138

dependent thermal conductivity pattern is formed. I then characterize this pattern, and

thus determine the laser-heating profile, using a recently-developed thermal conductivity

mapping technique [285]. For this, I take a sample with a 40-nm-thick amorphous GST

film deposited on a silicon substrate and shine the heater laser with 740 mW power on its

surface, which is coated with 60 nm of ruthenium (60 nm Ru/5 nm W/40 nm GST/5 nm

W/Si). Subsequently, upon spatially mapping the thermal conductivity of the heated region

and based on the changes in thermal conductivity [286], the spot size of the heater laser

can be determined. The result of thermal conductivity map (Fig. 7.2(a)) shows a change

from ∼0.15 W m−1 K−1 at the unheated area to ∼1 W m−1 K−1 at the center of the beam.

By fitting a Gaussian distribution to the thermal conductivity data, Fig. 7.2(b),the heater

diameter are determined to be 7.6 µm at 1/e2. To further assess this critical aspect of laser-

heating calibration, I also perform knife-edge measurement to determine the beams spot

sizes which a good agreement between the two methods is found.

In order to estimate the temperature distribution profile as a result of laser heating, I

turn to finite-element simulations using COMSOL Multiphysics. For this, a 2D axisymetric

configuration is considered in cylindrical coordinates (Fig. 7.2(c)) with an adiabatic bound-

ary condition at the top surface and open boundary condition at the side and the bottom of

the computational domain. In order to ensure the domain size is sufficiently large, I choose

the height and the radius of the simulation domain to be 30× the heater size. In order to

ensure the size and grid independence of the simulations, I perform simulations at larger

domain size (100×) and finer mesh and find negligible change in the results (<0.1%). A

Gaussian-shaped beam is selected for the heat source with diameter similar to the measured

value (7.6 µm). In order to verify my simulation results, I select a commonly used material

for calibration, quartz (c-SiO2), and experimentally measure its thermal conductivity as a

function of laser power. I then use my model to estimate the temperature gradient across

the sample. It must be noted that the probe beam in this study is not sufficiently smaller

than the heater laser to allow constant properties assumption in the probed region. There-

fore, the measured thermal conductivity is a weighted average of the thermal conductivity
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Figure 7.2: Thermal conductivity and temperature profile as a result of localized heating
source from a laser beam. (a) Thermal conductivity map for a blanket coated sample with
60 nm ruthenium on 40 nm thick phase change material (Ge2Sb2Te4) on silicon substrate
exposed to heater laser with 740 mW. (b) Thermal conductivity profile of phase change ma-
terial as a function of distance. (c) Simulation domain for Al/Quatrz and its corresponding
temperature rise, (d) 2D temperature profile in the quartz and the region probed by TDTR
beam, (e) Thermal conductivity of quartz as a function of temperature and laser power. The
x-axis and y-axis uncertainty is calculated based on standard deviations in temperature of
probed volume and thermal conductivity measurement of 3 different spots, respectively. (f)
Sensitivity analysis for the 80 nm SRO-transducer/60 nm PZO/15 nm SRO/DSO-substrate
configuration for parameters such as thermal conductivity, k, volumetric heat capacity, C,
thermal boundary conductance, TBC, and thickness, d.

gradient in the probed volume. To correctly account for this, I assume a cylindrical probed

volume with radius and height similar to that of the probe and the thermal penetration depth

of the probe beam (dp =
√

k/π fC), with k as the thermal conductivity, f as the modulation

frequency, and C as the volumetric heat capacity. The probed region is demonstrated as

the blue dashed rectangular in Fig. 7.2(d). Using this approach, the thermal conductivity

of quartz as a function of the mean temperature within probed region is presented in Fig.

7.2(e), which shows reasonable agreement with the literature.
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7.2.3 Reciprocal Space Mapping

To confirm a phase transformation upon heating, reciprocal space map measurements

have been performed on the epitaxial PbZrO3 film from 300 to 523 K, as show in Fig.

7.3. Example data collected around the DyScO3 332 reflection is shown below as well as

the PbZrO3 450O reflection. The intensity of the 450O reflection decreases with increas-

ing temperature as the displacements of oxygen and lead ions from their lattice positions

increase with temperature. It should be noted that the displacements, particularly of lead,

have been shown to be much larger than typical thermal displacements and lead to local

disorder [287]. The 450o reflection is one that is not present in the cubic phase and is due

to large orthorhombic unit cell of the antiferroelectric phase. Likewise, the PbZrO3 440O

and 280O orthorhombic reflections visible between 300 and 423 K merge to a single 013c

(where c denotes cubic) reflection between 473 and 523 K, which further confirms tran-

sition to the higher symmetry cubic structure at elevated temperatures. The return of the

450O reflection and splitting of the 440O and 280O reflections after cooling to room tem-

perature emphasizes the reversibility of the AFE-to-PE phase transformation. As a result,

the structural evolution from 300 to 523 K in PbZrO3 is a reversible transition from the an-

tiferroelectric to the paraelectric phase, consistent with thermal conductivity measurements

presented in the subsequent section.

The structural phase transition upon heating (AFE-to-PE) in PZO results in a higher

symmetry crystal structure and should lead to less phonon-phonon scattering [288]. As

a result, one would expect to observe an increase in the PZO thermal conductivity upon

transitioning into the paraelectric phase. Although there is extensive research on the origin

on the antiferroelectricity in PZO [289–291], the effect of field and thermal perturbation

on its thermal conductivity is limited in the literature. Motivated by this, I am prompted to

investigate how electric field and temperature affect the PZO thermal conductivity. In the

following, I will first demonstrate how the thermal conductivity of the PZO changes upon

application of electric field. Then I present the temperature-dependent thermal conductivity

data for epitaxial and polycrystalline samples using resistive heating. Once it is shown that
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Figure 7.3: Reciprocal space maps at different temperatures to confirm antiferroelectric to
paraelectric (AFE-to-PE) phase transition. (a)-(e) show maps collected about the DyScO3
332 reflection and (f)-(j) show maps collected for the PbZrO3 450o reflection. The 450o
reflection disappears between 473 and 523 K while the 440o and 280o reflections merge
to a single peak above 423 °C. These data confirm that the antiferroelectric to paraelectric
transformation in epitaxial PbZrO3 occurs between 473 and 523 K. The streak denoted as
the PEEK dome in (f)-(j) is a reflection from the protective dome on the hot stage and not
part of the sample stack.

the thermal conductivity of the PZO increases with temperature, I turn to laser heating

experiment and show thermal conductivity dependence with respect to the laser power.

Finally, I will show how the electric field and optical heating can be used to switch the

thermal conductivity of PZO between various states.

7.3 Thermal Conductivity Measurements

In order to determine the thermal conductivity of epitaxial PZO from TDTR data, a

two-layer model (transducer-substrate) is considered, where the 60 nm PZO film is treated

as an interfacial layer. Figure 7.2(f) shows the sensitivity of these measurements to various

parameters considering a two-layer model. According to this, the TDTR measurements are

highly sensitive to the volumetric heat capacity and the thickness of the transducer. The

volumetric heat capacity of the transducer is obtained from literature and the uncertainty is

calculated based on the transducer thickness. To increase sensitivity of the measurements
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to the thermal conductivity of PZO film, additional measurements are performed on 300

nm polycrystalline PZO as a function of temperature. For consistency in the analyses of the

results between field and thermal effects, constant values for heat capacity and transducer

thickness are assumed as a function of temperature and fit for the thermal boundary con-

ductance (TBCtransducer/substrate) and substrate thermal conductivity (ksubstrate) as a function

of varying laser power; note, as the volumetric heat capacity of both the SRO transducer

and DSO substrate increase with temperature [292, 293], this method likely leads to a slight

underprediction of the increase observed in thermal conductivity upon heating.

7.3.1 Substrate Effects

In this subsection, I show that the thermal conductivity measurement of 60 nm thick

PZO is independent of changes in the thermal conductivity of substrate. Clearly, tem-

perature variations can lead to changes the thermal conductivity of substrate and create a

fictitious increase or decrease in the thermal conductivity measurements. I investigate this

by separately measuring the thermal conductivity of DSO substrate as a function of tem-

perature. Figure 7.4(a) shows the experimental data with its corresponding theoretical fit

at room and elevated temperatures. As depicted in Fig. 7.4(b), the thermal conductivity

of DSO substrate slightly decreases at high temperatures which is in great agreement with

previous studies [293]. This indicates that, if the measured thermal conductivity of PZO

was affected by the substrate, a reduction in the thermal conductivity must be observed. As

will be shown in the subsequent subsection, unlike DSO, the thermal conductivity of PZO

increases with temperature which is an indicative of the independence of the measurements

from that of the substrate. The increase in thermal conductivity of PZO is further supported

by the measurement of a thicker film (300 nm) polycrystalline PZO that was deposited on

a Si substrate. Similarly, identical substrates were used in a previous study for PZT films

and no spurious increases in thermal conductivity were observed.
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Figure 7.4: (a) Experimental data and the theoretical fit for thermal conductivity mea-
surements at room temperature and 573 K. (b) Thermal conductivity of DSO substrate as
a function of temperature. The uncertainty is calculated based on 10% variations in the
transducer thickness. The inset shows the heat capacity of DSO estimated using equation
provided in Ref. [293]

.

7.3.2 Electrical Biasing

As discussed earlier, the switching behavior in thermal conductivity has been observed

previously in PbZr0.3Ti0.7O3/ PbZr0.7Ti0.3O3 ferroelectric bilayers which was attributed to

the formation of new ferroelastic domains under applied electric field leading to increases

in the domain-boundary density [267]. The changes in the domain boundary populations

are on the order of hundreds of nanoseconds and enables ultrafast switching of these mate-

rials [294]. The increased boundary area between the domains results in a greater phonon-

boundary scattering leading to a reduction in thermal conductivity upon the application of

an electric field. As shown in Fig. 7.1(b), with the application of fields greater than ∼380

kV cm−1, the AFE phase of the epitaxial film transforms into a ferroelectric phase. The

same field required for that transformation is the onset of the decrease in thermal conduc-

tivity, which suggests that the decrease is related to the phase transition. It is postulated

that upon transitioning to the ferroelectric phase, new ferroelastic domains form with an

accompanying increase in ferroelastic domain boundary area, which increase the phonon
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scattering rates and decreases thermal conductivity. This is consistent with the decrease

observed in thermal conductivity of PZO upon application of electric field similar to those

of PZT and may be expected because the film is clamped to a mechanically rigid substrate.

In order to determine the effects of electrical bias on thermal conductivity, an electric

field is applied across 60 nm of PZO deposited on a DyScO3 (DSO) substrate and its ther-

mal conductivity is measured as a function of voltage. For applying electric field in the

cross-plane direction across the PZO, the film is deposited on 15 nm of SrRuO3 which

serves as the bottom electrode, and subsequent to PZO deposition, circular electrical con-

tacts (80 nm of SrRuO3) are deposited on top of the PZO layer to serve as the top electrode

(see inset in Fig. 7.7c). These results are presented in Fig. 7.7(a) showing that the ther-

mal conductivity drops by nearly 10% upon applying positive/negative electric field and

immediately returns to its original state after removing the electric field. This is consistent

with what one would expect for an antiferroelectric material which returns to its original

non-polar state upon elimination of electric field.

In order to provide some insight into the observed changes in thermal conductivity as a

function of electric field, I use a Callaway-type model [295] that is widely used to estimate

the thermal conductivity of crystalline materials [39, 40, 296–299]. Using this, I provide

an estimation for thermal conductivity of PZO with respect to electric field:

κ =
kB

2π2ν

∫ 0

kBΘD/h̄
τ

h̄2
ω2

k2
BT 2

eh̄ω/kBT

(eh̄ω/kB −1)2
ω

2dω, (7.1)

where kB and h̄ are the Boltzmann’s and Planck’s constants, respectively, ν is the speed

of sound, ΘD is the Debye temperature, τ is relaxation time, ω is the vibrational modes

frequency, and T is temperature. The relaxation time from different scattering mechanism

such as Umklapp, defect, and boundary scattering can be estimated via Matthiessen’s rule:

τ
−1 = Aω

4 +Bω
2Te−C/T +ν/d, (7.2)

where d is the scattering length scale, and A, B, and C, are the scattering coefficients
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for impurity scattering (Aω4) and Umklapp scattering (Bω2 Texp(−C/T )). Pertinent to this

study, since the domain wall density increases upon electrical biasing, the scattering length

scale (d) is adjusted to match the thermal conductivity measurements. For this, the scat-

tering length scale are set to the same size as the domains in PZO and fit A, B, and C to

the experimental data as a function of temperature as shown in Fig. 7.5. According to

Gao et al. [284], the antiferroelectric domains in PZO film are oriented at 90°and display

correlation lengths on the order of 3 and 30 nm for the [1̄01] and [101] orientations, respec-

tively. Assuming d = 3 and 30 nm, I fit for A, B, and C. Once, these scattering coefficients

are determined, it is calculated how much the scattering length scale d must change upon

electrical biasing to match the experimental observations. According to these calculations,

in order to reduce the thermal conductivity of PZO by ∼10% for 3 and 30 nm domain size,

d must change by 18% and 20%, respectively. This degree of change in scattering length

scale is not far from reason, and in fact, is comparable to previously reported values (10%)

regarding percentage of change in the domain wall density for ferroelectric materials [267].

Figure 7.5: Measured thermal conductivity of PZO as a function of temperature. The
dashed shows the Callaway-type model’s fit for the domain size of 3 nm.

With regards to the disagreement in the measured thermal conductivity between the

bulk and thin film samples, I should mention that I contacted several vendors to purchase
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high-quality PZO in bulk and we found it impossible to find a company that makes 100%

high quality bulk PZO with no porosity and defects. Nonetheless, to investigate our hy-

pothesis regarding the existence of porosity and impurities in our bulk PZO, SEM and EDS

measurements were performed on the bulk sample. A comparison between the bulk and the

epitaxial PZO is presented in Fig. 7.6. According to these results, we found that not only

a significant degree of porosity exists in our measured bulk PZO as depicted in following

figure but also, traces of Ti impurities and non-stoichiometry is present in the bulk sample.

Pure PbZrO3 should be 20 mole percent Pb, but this ceramic was closer to 19 mole%. On

the other hand, the PZO films made for this study are epitaxially grown and the balance of

Pb vaporization and Pb flux during growth results in improved stoichiometry films. Fur-

thermore, the epitaxial films have a very high degree of crystallinity and crystal perfection.

In the light of these evidences, it is impossible to compare our thermal conductivity results

for thin films with that of the bulk ceramics to which we have access. This discussion is

added to the Supporting information.

Figure 7.6: Microstructure in bulk and epitaxial PZO. The bulk PZO shows a large porosity
as well as non-stoichiometric compound in its structure.
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7.3.3 Resistive Heating

Figure 7.7(b) shows the thermal conductivity of the epitaxial and polycrystalline PZO

samples as a function of temperature. For these measurements, constant properties at room

temperature are assumed with specific heat of 2.52 MJ m−3 K−1 for polycrystalline PZO

taken from Ref. [300]. The thermal conductivity of PZO follows a glass-like behavior at

low temperatures and plateaus above 200 K. Above room temperature, the thermal conduc-

tivity gradually increases with temperature up to ∼500 K where the PZO transitions from

an AFE-to-PE phase leading to an increase in thermal conductivity from ∼1.30 to ∼1.65

W m−1 K−1. This trend is observed across multiple samples with different microstructures,

thicknesses, and transducers as presented in Fig. 7.7(b). The smoothly increasing thermal

conductivity is unusual for a highly crystalline material and shows that the complex oc-

tahedral tilts and lead ion displacements in PbZrO3 lead to high phonon scattering rates.

Upon transitioning to the cubic phase, the material becomes globally cubic; the octahedral

tilts cease to exist. This cubic symmetry leads to an increase in the thermal conductivity.

The increase in thermal conductivity, however, is likely smaller than one would anticipate

for such a dramatic change in crystal symmetry (i.e. an 8X reduction in unit cell volume).

The existence of local lead-ion disorder, which occurs on the lengths scales of phonon

wavelengths, impacts the overall achievable thermal conductivity in the cubic phase.

This increase in thermal conductivity is related to the structural transition to a higher

symmetry crystal structure in the PZO. As shown in the previous section, the complex

orthorhombic unit cell of PZO at room temperature transforms into a cubic unit cell above

the phase-transition temperature. This transition into a simpler, higher symmetry cubic

crystal structure reduces the number of atoms (N) in the conventional unit cell and, as a

result, leads to less phonon scattering [288]. In addition to reciprocal space mapping, the

phase transition in PZO for both epitaxial and polycrystalline is confirmed using scanning

transmission electron microscopy (STEM). The lower magnification image shown in Fig.

7.7 (d) shows the layers in the epitaxial PZO sample. High-resolution Z-contrast images

and selected-area diffraction patterns (SADP) as presented in Figs. 7.7(e,f) show that the
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Figure 7.7: Thermal conductivity of PZO upon phase transformation as a result of elec-
tric field and thermal stimuli. (a) Thermal conductivity as a function of electric field for
PZO measured at room temperature. (b) Thermal conductivity as a function of temperature
measured on a resistive heating stage. The uncertainty in a,b is based on standard deviation
across multiple scans. (c) Thermal conductivity as a function of laser power. The uncer-
tainty in c is calculated based on 10% variations in the transducer thickness and the inset
shows the schematic of the layer configuration studied here. (d) Annular bright-filed STEM
image showing the corresponding layers in the epitaxial PZO at room temperature, (e) and
the high resolution TEM showing the high degree of order in the studied sample. Selected
area diffraction patterns of epitaxial PZO at (f) 25°C and (g) 400°C showing that the PZO
film has undergone a phase transition from orthorombic space group Pbam to cubic Pm3̄m.

grains are oriented with pseudo-cubic axes out-of-plane. Ordered reflections occurring in

the room temperature SADP that indicate the presence of octahedral rotations disappear

when the sample is heated to 400°C, as shown in Fig. 7.7 (f,g). The disappearance of the

ordered reflections confirms the AFE-to-PE phase transition. In contrast to the AFE-to-PE

phase transition observed here, thermal conductivity measurements on bulk commercial

PZO using transient plane source technique show no change in thermal conductivity above

room temperature which is due to existence of porosity and impurity in the bulk sample.
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7.3.4 Optical Heating

High-temperature measurements are repeated using a focused laser source to locally

heat the PZO and measure the thermal properties within the laser-heated region. For this

experiment, I use epitaxial 60 nm PZO and perform the experiment on the SRO contacts.

Unlike resistive stage heating where the entire sample is raised to the temperature of in-

terest, laser heating creates a temperature gradient across the sample where the maximum

temperature is on the surface and at the center of the focused laser spot. The existence of a

temperature gradient in the heated area is closer to an actual device configuration and allows

us to capture a more realistic change in thermal conductivity. Given that, after measuring

the thermal conductivity as a function of laser power, similar to resistive heating, a gradual

increase in thermal conductivity with laser power is observed. This gradual increase is con-

sistent with the static temperature measurements where the continuously increase thermal

conductivity with temperature was observed.

In order to determine the temperature rise in the case of PZO film, I turn to analytical

model developed by Braun et al. [301]. The input parameters that goes into the model are

absorption coefficient of the transducer SrRuO3 at wavelength of 532 nm, the beam size

(12 um), delivered power, and the multilayer stack properties. According to the literature,

for 100 nm SrRuO3 the absorption is near 80% [302]. Although the absorption of SrRuO3

depends on the deposition process and the quality of the film, I take 80% as the upper limit

for the absorption of SrRuO3. Furthermore, the measured power is before the laser passes

a few mirrors and the objective. Assuming 10% power drop from the measured point to

the surface of the sample, the estimated temperature rises within the probed region for the

20, 40, and 60 mW is approximately 135, 271, and 406 K. This agrees with the observed

trend in Fig. 7.8(b) in the main manuscript. Since the beam profile is Gaussian, there is

a Gaussian temperature rise on the surface of the sample. This results in a formation of a

temperature gradient in the in-plane direction.
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Figure 7.8: Temperature rise profile as a function of probe beam radius due to a Gaussian
CW heater beam at different powers.

7.3.5 Thermal Conductivity Switching

So far, I demonstrated that the thermal conductivity of PZO decreases upon exposure

to electric field and increases upon raising the temperature to the Curie temperature. Now,

I demonstrate how these field and thermal effects can be used in tandem to create a bidi-

rectional thermal conductivity switch. For this, electrical and optical excitation are period-

ically applied to the 60-nm-thick epitaxial PZO sample and switch the material between a

low- and high-thermal conductivity states. Figures 7.9(a and b) show the switching mech-

anism in real time when the PZO is under periodic electric field and heating, respectively.

For an electric field amplitude of 670 kV cm−1 the thermal conductivity can be periodi-

cally decreased by nearly 10%. On the other hand, upon applying optical heating using

a laser with spot size of 12 µm in diameter, the PZO thermal conductivity increases by

nearly 25%. Figures 7.9(c, d) show this transition is repeatable for a number of cycles. Al-

though switching thermal conductivity using electric field shows some drift from one cycle

to another, this due to low sensitivity of the measurements to the film thermal conductivity

rather than inherent changes in the film as a result of cycling or differing domain structures

upon each field cycle. On the other hand, a small decay in thermal conductivity of PZO is
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observed as well as reflectivity signal after multiple switching cycles with the laser source,

which is attributed to gradual degradation in the SRO transducer due to heating cycles.

Figure 7.9: Real time switching of epitaxial PZO to high and low thermal conductivity
using electrical and thermal stimuli. Switching thermal conductivity of PZO as a function
of time measured at 500 ps delay time for (a) electric fields of 210, 330, 420, and 670 kV
cm−1, and (b) heater laser powers of 20, 40, and 60 mW. (c,d) Repeatability of switch-
ing thermal conductivity upon applying maximum electric field and laser power before
damaging the sample. The dashed lines represent the weighted average of the data points
corresponding to that line. These measurements were performed at a single location on the
sample. The uncertainty is calculated based on 10% change in transducer thickness.

7.4 Summary

In this chapter, I demonstrated the thermal conductivity of antiferroelectric PZO can be

bidirectionally switched by -10% and +25% upon application of electric field and thermal

excitation, respectively. Similar to ferroelectric materials where application of electric field
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increases the domain wall density and reduces the thermal conductivity, it is observed that

the thermal conductivity of antiferroelectric PZO decreases upon applying electrical bias.

In addition, taking advantage of relatively low Curie temperature in PZO (∼220°C) and

upon using optical heating, orthorhombic to cubic phase transition can be triggered in PZO,

which leads to higher crystal symmetry and increase in thermal conductivity. According to

the results presented in this chapter, the net thermal conductivity switching ratio in PZO is

around 38%.
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Chapter 8

Concluding Remarks and Future

Outlook

The human brain consumes as much energy as is needed to power a domestic light

bulb, and yet, it is capable of outperforming state-of-the-art supercomputers by orders of

magnitude both in energy efficiency and volume [303–305]. Consuming less energy not

only reduces the computational costs but also eliminates complications such as heat gener-

ation and the formation of hot spots that deteriorate the device’s performance and lifetime.

Thus, it is important to design memories and processors with lower power consumption.

Recently, it was shown that chalcogenide-based phase change materials are suitable can-

didates for constructing power-efficient phase-change random access memories (PRAM)

or artificial neuromorphic systems [306]. In phase-change memory devices, the primary

source of power consumption is the programming current that is used to induce phase tran-

sition. In the last decade, a number of breakthroughs on this front have pushed PCMs as the

most promising technology for next-generation memory devices. Multiple approaches have

been proposed to tackle the large power consumption in PCMs: (i) reducing the volume of

the phase change unit [136], (ii) reducing the number of elements in the PCM composition

[307], (iii) confining the motion of atoms to a single direction [125], and (iv) minimizing

the thermal leakage from the memory cell to the surrounding materials [129].



154

In this dissertation, I attempted to tackle the power consumption issue in PRAM de-

vices from a nanoscale thermal transport perspective. I demonstrated that through the use

of low thermal conductivity electrodes such as CNx, thermal leakage in memory devices

can be greatly suppressed compared to conventional tungsten electrodes. The trade-off

for using CNx electrode is higher electrical resistivity and potentially durability compared

to tungsten. In addition to electrode materials design, I showed that through engineer-

ing the interfacial thermal conductance, heat can be efficiently isolated within the memory

cell without the incorporation of any additional thermal barrier between the electrode and

PCM. Further, I investigated the effect of partial substitution of selenium for tellurium in

Ge2Sb2Te4 on thermal properties and demonstrated that the energy transport transitions

from an electron-dominated to a phonon-dominated regime. Another material that plays an

important role in the thermal isolation of the memory cell is the selector device. Through

detailed modeling, simulations, and experiments, I showed the specific composition of sil-

icon telluride a-Si20Te80 has one of the lowest measured thermal conductivities amongst

amorphous solids. Finally, using the knowledge gained from my previous work on phase

change materials, I was able to lead a multi-institutional research collaboration for devel-

oping the first solid-state bidirectional thermal switch material using antiferroelectric lead

zirconate (PbZrO3). In the following, I will briefly discuss the major findings as a result of

my Ph.D. work.

8.1 Summary and Major Findings

In chapter 2, the fundamental concepts and theoretical models concerning nanoscale

thermal transport by conduction were presented. I reviewed the derivation of thermal con-

ductivity for crystals and amorphous media based on the kinetic theory of gases. Further,

the accuracy of the widely used Wiedemann-Franz law that relates the thermal conductivity

of metals to their electrical conductivity is examined. These simple, yet insightful approxi-

mations have provided a powerful means in the subsequent chapters to interpret the exper-
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imental results. In chapter 5, for example, the Wiedemann-Franz formalism guided me to

gain a better understanding of the mechanism of thermal transport in optical phase change

materials and show that upon partial substitution of selenium with tellurium atoms, the

thermal transport transitions from an electron-dominated to a phonon-dominated regime.

Similarly, the thermal conductivity derived for amorphous and crystalline materials was

used in chapters 6 and 7 to shed light on the mechanism of thermal transport across phase

transformation.

In chapter 3, the details regarding the thermometry technique, in particular time-domain

thermoreflectance, that has been employed throughout this dissertation and the pertinent

data analysis were discussed. I reviewed some of the core concepts that enable the mea-

surement of thermal properties at the nanoscale, such as thermoreflectivity and lock-in

amplification. After presenting a step-by-step solution to the heat diffusion equation for

a multilayer stack in the cylindrical coordinate, the details of signal processing and data

acquisition were outlined. In addition, I presented some results related to the subsequent

chapter to demonstrate the capabilities of TDTR in terms of thermal property measure-

ments.

In chapter 4, energy transport processes across phase transformation in one of the most

widely used phase change materials, Ge2Sb2Te4, are investigated. The primary focus of this

chapter is to develop techniques and methods to isolate heat within the memory cell in order

to decrease power consumption. In this regard, in addition to a thorough study regarding the

thermophysical properties of Ge2Sb2Te4, I explored the ways thermal transport in memory

cells can be manipulated by taking advantage of interfacial thermal conductance. This was

accomplished by first identifying the length scale at which interfacial thermal transport

plays a dominant role, and then determining the extent to which interfaces can suppress

thermal transport. For instance, it was shown that the effective thermal conductivity of 20

nm Ge2Sb2Te4 can be suppressed by a factor of four from 1.2 W m−1 K−1 in the thick

film regime to 0.30 W m−1 K−1 due to the effect of resistances at the interfaces. Further,

I demonstrated that as the thickness of Ge2Sb2Te4 reaches below the carriers’ mean free
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paths, the thermal transport transitions from a diffusive to a ballistic regime. For the case

of 5 nm thick Ge2Sb2Te4 sandwiched between tungsten electrodes, I showed that thermal

conductance is almost a factor of two higher in the ballistic regime. The understanding

obtained from this chapter would pave the way for more efficient and durable phase change

memory devices.

In chapter 5, I investigated the extent to which the thermal transport mechanism changes

as the tellurium atoms Ge2Sb2Te4 are substituted by selenium. Using theoretical approxi-

mations such as phonon-mediate minimum limit, I demonstrated that the thermal conduc-

tivity of Ge2Sb2Te4 in the crystalline phase is not expected to noticeably change upon

Se substitution. Nonetheless, experimental measurements reveal that although thermal

conductivity of the amorphous phase does not significantly change by substitution of Se,

the thermal conductivity in the crystalline phase is a factor of two lower than that of the

Ge2Sb2Te4. Through theoretical models and experimental approaches, I showed that the

electrons’ contribution to the thermal conductivity of Ge2Sb2Se4Te is substantially sup-

pressed. Since the optical bandgap of selenium is significantly larger than that of tellurium,

this leads to reduced electron mobility in Ge2Sb2Te4 and consequently lower electrical

resistivity. I further supported this by a series of ultrafast mid-infrared pump-probe mea-

surements that interrogated the electron and phonon relaxation times and showed a drastic

reduction in the electronic lifetimes of Ge2Sb2Se4Te, driving the thermal transport into a

phonon-dominated regime.

In chapter 6, the thermal properties of the selector device, which is an integral com-

ponent in phase-change memory architecture are investigated. For improved efficiency of

the memory devices, materials with lower thermal conductivity are suitable candidates for

this application. For this, a novel mechanism that leads to ultralow thermal conductivities

in amorphous solids has been identified. I showed that through manipulating the atomic

connectivity network in amorphous structures, the thermal transport in a representative

amorphous alloy, silicon telluride a-Si20Te80 can be strongly suppressed. I show that exist-

ing predictive models for the thermal conductivity of amorphous media significantly over-
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predict the thermal conductivity of a-Si20Te80. However, the predictions from ab-initio

molecular dynamics (AIMD) simulations, integrated with lattice dynamics calculations,

show excellent agreement with experimental measurements. The ultralow thermal conduc-

tivity of a-Si20Te80 is attributed to reductions in coordination number and a transition from

over-constrained to under-constrained glass network leading to strong localization of heat

carriers, namely propagons and diffusons. As a result of the reduced number of pathways

at which modes can interact with one another, a large shift in the mobility edge - a factor of

five - towards lower frequency and the localization of nearly 42% of the vibrational modes

is observed.

Chapter 7 was primarily focused on thermal transport across crystalline-to-crystalline

phase transformations. Through experimental measurements, it was demonstrated that the

thermal conductivity of antiferroelectric lead zirconate (PbZrO3) can be bidirectionally

switched by -10% and +25% upon applying electrical and thermal excitation, respectively;

in other words, the heat flux can be either increased or decreased on-demand. This unique

phenomenon is found to be enabled by an independent manipulation of the phonon scatter-

ing rates through differing external stimuli. Specifically, it was found that the antiferroelec-

tric domains of PbZrO3, and their corresponding domain wall densities, can be increased

through electrical stimuli, leading to higher scattering of phonons. In addition, upon ther-

mal stimuli, the crystal undergoes a structural phase transition from a low-symmetry or-

thorhombic to a high-symmetry cubic crystal structure, leading to less phonon scattering.

As such, it was demonstrated that the thermal conductivity of PbZrO3 can be tuned with

a net switching ratio of 38% from ∼1.2 to ∼1.65 W m−1 K−1. To the best of my knowl-

edge, not only did this chapter report the largest solid-state switching ratio in a purely

phonon-dominated crystalline solid, but it is also the first to show an increasing thermal

conductivity trend at the high-temperature limit for a highly ordered crystal.
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8.2 Future Outlook and Opportunities

• Thermal Transport in Phase Change Heterostructure- In chapter 4 and 5, the de-

tails regarding the thermal transport of commonly used phase change materials in a

homogeneous film structure (homostructure) were discussed. However, recently, it

has been realized that confining the motion of atoms in one direction by forming a

phase change heterostructure (TiTe/Sb2Te3) not only reduces the power consump-

tion, but also significantly reduces the drift in collected signal between different

switching cycles and improves the overall retention time. One important question

that has not been addressed in these emerging phase change materials is the effect

of interfaces on the overall thermal transport. For instance, what would be the opti-

mum interface density for the best performance in these devices? What would be the

optimum thickness for the bilayers? Or is there any size effect associated with each

individual bilayer? As was shown in chapter 4, when the thickness of GST is around

5 nm, the thermal transport moves away from diffusive and transitions into a ballistic

regime, which leads to higher thermal conductances. An in-depth thermal character-

ization in order to measure the interfacial thermal resistance as well as the thermal

conductivity of each bilayer would greatly facilitate designing the next generation of

these interfacial phase change materials.

• Thermal Transport across Threshold Switching- Silicon telluride a-Si20Te80 that

was discussed in chapter 6 is a type of Ovonic threshold switch that undergo an

electronic phase transition as a result of applied electric field. In this transition, the

electrical resistivity of the material changes by orders of magnitudes, which has been

the subject of investigation for decades. Although the changes in its electrical prop-

erties are an established research area, it is unclear how this phase transition would

impact thermal properties. The obvious question here is: what is the thermal con-

ductivity after threshold switching? The hypothesis around this question is that, if

this transition is purely driven by electrons and the lattice structure remains intact,
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then depending on how much the electrical resistivity changes, it may or may not

impact the thermal properties. Besides, this is all based on the assumption that after

the phase transition, the material stays as an Ohmic and obeys the Wiedemann-Franz

law. The experiment to measure the thermal conductivity of threshold switches upon

phase transition is extremely challenging. For these types of measurements, a sample

geometry that requires lithography to create small circuits is required. In addition,

the circuit electrical pathways must align with the thermal conductivity measurement

direction so that the changes in the electrical resistivity can be captured. On top of

all these, the sample cannot be held above transition for an extended period of time

(typically <100 ms) which requires the use of a modulated electrical field in order

to avoid damaging the film. Although the experiment is challenging, the measure-

ment of thermal properties after the threshold switching could potentially answer a

decades-long question about the origin of threshold switching.

• Mechanism of Threshold Switching- The origin of threshold switching has been

the subject of debates for the past few decades. With recent advancements in tunable

wavelength pump-probe spectroscopy, a technique similar to TDTR, various vibra-

tional modes and their lifetime from electrons to phonons can be detected with re-

spect to the probe wavelength with sub-picosecond temporal resolution. This allows

us to exclusively differentiate the effects of electronic changes from those of the lat-

tice. To explain threshold switching, two competing models, electronic-assisted and

thermally-assisted phase transition, have been relatively successful in providing some

insight into the underlying mechanism. The electronic-assisted theory describes the

phase transition in the context of energy hopping between the trap states within the

defects in the atomic structure. According to this, the glassy network of chalco-

genides gives rise to the formation of multiple localized defects where the conduc-

tion requires energy hopping between these localized trap states. Upon application

of an electric field, these localized electrons hop between the trap states and move

to the conduction band and lead to large changes in the electrical resistivity of the
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material. In order to probe these trap state in a-Si20Te80, the film can be directly (no

transducer) excited by a pump beam and using a probe beam at different wavelength,

the changes in the thermoreflectivity of material can be related to its electronic band

structure. Since the bandgap of a-Si20Te80 is around 0.8 eV, a probe wavelength from

600 nm to 2000 nm can detect the band gap and any potential trap states associated

within it.
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R. Dronskowski, J. Mayer, and M. Wuttig, “Impact of bonding on the stacking de-
fects in layered chalcogenides,” Advanced Functional Materials, 2019.

[181] M. Behrens, A. Lotnyk, J. W. Gerlach, I. Hilmi, T. Abel, P. Lorenz, and B. Rauschen-
bach, “Ultrafast interfacial transformation from 2d-to 3d-bonded structures in
layered ge–sb–te thin films and heterostructures,” Nanoscale, vol. 10, no. 48,
pp. 22946–22953, 2018.

[182] R. Wang, F. R. Lange, S. Cecchi, M. Hanke, M. Wuttig, and R. Calarco, “2d or not
2d: strain tuning in weakly coupled heterostructures,” Advanced Functional Materi-
als, vol. 28, no. 14, p. 1705901, 2018.

[183] J. Wang, I. Ronneberger, L. Zhou, L. Lu, V. L. Deringer, B. Zhang, L. Tian, H. Du,
C. Jia, X. Qian, et al., “Unconventional two-dimensional germanium dichalco-
genides,” Nanoscale, vol. 10, no. 16, pp. 7363–7368, 2018.

[184] Y. Cheng, O. Cojocaru-Mirédin, J. Keutgen, Y. Yu, M. Küpers, M. Schumacher,
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Appendix A

Laser Heating

Thermal conductivity measurements for thin films at temperatures above 500°C could
be challenging as it requires various equipment to prevent the sample from oxidation as
well as a cooling system to maintain the components other than the sample at room tem-
perature. In this appendix, using a continuous laser beam as an external heating source, I
demonstrate how optically delivering heat to the surface of the sample can raise the surface
temperature up to 500°C and successfully measure the thermal conductivity with time-
domain thermoreflectance technique. In addition, I provide some insight on the choice of
transducer for high temperature measurements. Optical heating not only provides a more
simplistic approach for locally heating the surface of a material, but also allows for rapid
changes in the temperature of up to hundreds of degrees in a few nanoseconds. In addi-
tion, using an electro-optic modulator, various heating profiles from nanosecond pulses to
sinusoidal and square waves can be delivered to the surface of the sample.

Thermal conductivity measurement at high temperatures has a variety of applications,
from thermal barrier coatings to thermoelectrics and electronics [16, 308]. Traditionally,
for measuring thermal conductivity of materials at temperatures higher than the environ-
ment, a resistive heating stage has been used. In this technique, the sample is attached to a
metallic chuck that heats up with a resistive element through Joule heating and raises the
temperature of the sample accordingly. Although, the use of a resistive heating stage is
simple and accurate, there are certain drawbacks that limit their applications. For instance,
in resistive heating the entire sample is heated to the temperature of interest and it is impos-
sible to locally heat a small area on the sample while keeping the other regions intact. This
is particularly important for testing electronic devices on the order of micrometer where
there are many other components that would damage upon exposure to high temperatures.
Second, there is a delay time associated with raising the temperature of the entire sample
to hundreds of degrees above room temperature in resistive heating which could be up to
several minutes. Third, the use of complicated equipment such as water pump to circulate
the water around the stage and vacuum pump to remove oxygen around the sample would
add instabilities during the measurements. All these limitations, however, can be resolved
by using a laser beam to rapidly and locally heat the sample to the temperature of inter-
est. Using a high-power laser source integrated with a electro-optic modulator allows for
delivering heat with various waveforms, i.e. sinusoidal, square, pulsed, and etc. In this ap-
pendix, I demonstrate how integrating a continuous wave laser with TDTR system enables
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fast and reliable measurement of thermal properties at elevated temperatures.

Figure A.1: (a) Laser heating configuration schematics showing the TDTR setup and the
added heater laser. (b) TDTR experimental data for Al/Sapphire with its corresponding
theoretical fit at two different laser powers. (c) Knife-edge measurements showing the spot
sizes for the pump and probe beams.

Here, I demonstrate how locally heating the measurement area using a separate laser
beam from that of the TDTR can create a large temperature gradient and change the thermal
conductivity of materials by more than a factor of two. For this purpose, we use a continu-
ous wave (CW) laser operating at wavelength of 532 nm. The schematic of the TDTR and
the added heater laser configuration is depicted in Fig. A.1. In order to ensure the heater
beam is precisely overlapped with the TDTR beams, prior to taking the measurements, the
heater beam is modulated passes through an additional electro-optic modulator (EOM) at
the similar frequency as the TDTR pump beam (8.4 MHz). By blocking the pump and
locking into the modulation frequency of the heater beam and maximizing the signal mag-
nitude, we can ensure the heater beam is overlapped with the TDTR probe beam. Once it
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is ensured that the heater beam is overlapped with the TDTR, the modulation is turned off
and only CW laser is delivered at the surface of the sample for steady state heating.

In order to obtain the spot size for the pump and probe beams, the thermal conductivity
of our calibration sample Al2O3 is measured and by using the known thermal conductivity
as an input to our thermal model, the spot sizes are adjusted to obtain the expected thermal
conductivity. According to this method and using a 20× objective, a spot size of ∼4.3 µm
in diameter is obtained for the pump and probe beams. Although pump and probe beam in
our TDTR setup have different sizes, since the thermal model takes their weighted average,
I assume that they have the same size. In order to ensure the accuracy of our measurements,
the spot sizes are measured using knife-edge technique that yields a spot size of ∼4.2 µm
for both pump and probe in close agreement with the fitting for the spot size.

Figure A.2: Thermal conductivity of SiO2 and Al2O3 as a function of calculated tempera-
ture rise from the heater beam.

In order to validate the laser heating experiment, I perform thermal conductivity mea-
surements as a function of laser power for different standard calibration substrates, i.e.,
quartz (SiO2) and sapphire (Al2O3). One of the challenges with laser heating experiment
is estimation of temperature rise within the probed region. Since laser locally heats the
surface of the sample, not only a radial temperature gradient exist from the center of the
beam towards the edges, but also there is a temperature gradient in the through-plane di-
rection. For estimating the temperature rise as a result of laser heating, I turn to finite el-
ement simulations and assuming a Gaussian beam shape with a thermal penetration depth
of dp,z =

√
κz/π fmodC an average temperature rise within the probed volume is predicted

based on the heater beam spot size and power (see Fig. 7.2(d)). The result of these mea-
surements with their corresponding literature values is plotted in Fig. A.2, showing great
agreement between the measure value and the estimated temperature rise within the probed
volume. In addition, a snapshot of the experimental setup showing the configuration of the
heater beam with the TDTR beams is given in Fig. A.2.

In the previous section, the laser heating experiment was performed on samples that
were coated with an Al transducer, which prevented measurements at high laser powers
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Figure A.3: Thermal conductivity of various substrates as a function of laser power.

due to its low melting temperature (660 °C) [309]. This led me to explore alternative trans-
ducer materials to induce larger temperature gradients with the laser beam. For this, gold
seems a suitable material candidate for high temperature measurements due to it relatively
high melting temperature (1064°C) and resistance against oxidation [310]. Nonetheless,
gold is infamous for its poor adhesion to other materials, leading to low thermal boundary
conductances that prevent it from optimally delivering heat to the substrate [103]. Hafnium
nitride (HfN) is an electrically conductive ceramic with an extremely high melting point
of 3385°C that has been employed as transducer for laser heating [311]. For this, different
substrates like Al2O3, MgO, Si, and SiC are prepared and coated with HfN. After perform-
ing laser heating experiment and thermal conductivity measurement as presented in Fig.
A.3, it is observed that the samples damage at power densities not significantly higher than
Al transducer. I repeat this measurement under Argon flow and with low increase rate in
power, but a similar result is observed. According to the measured thermal conductivity,
the HfN is damaged at temperatures below 600°C which is not expected. This could be
partially due to the low thermal conductivity of HfN. More detailed characterizations and
experiments are required to pinpoint the underlying reason behind this low melting point
of HfN which is beyond the scope of this dissertation. The thermal conductivity measure-
ments thus far, have demonstrated that laser heating could be a suitable approach to locally
heating materials and measuring their thermal properties.

A recently developed technique in our lab thermal conductivity mapping if a two-
dimensional area on the surface of the sample [312]. Combining a phase-change material,
laser heating, and thermal conductivity mapping, an arbitrary pattern with distinct thermal
conductivity can be encrypted underneath the transducer and subsequently mapped. To
demonstrate this, I take a 160 nm thick as-deposited amorphous GST sample that is coated
with 80 nm of Ru transducer and heat it with the heater laser introduced in this appendix.
The heater laser induces phase transition at the location of the beam with a spatial resolu-
tion of beam diameter, and by moving the sample in certain directions, a specific pattern
can be created. Since the thermal conductivity of GST can change by an order of magnitude
upon heating, optically heating GST can create a pattern where the thermal conductivity
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in the heated regions is almost an order of magnitude higher than the background. In this
approach, the blanket coated a-GST sample serves as a thermal canvas and the heater laser
serves as a thermal pen. To demonstrate this, the heater laser is used to write “UVA” on the
GST sample, and using thermal conductivity mapping, we can see the changes in thermal
conductivity on the surface of the sample as presented in Fig. A.4(a). As can be seen in
Fig. A.4(b), the reflectivity of the sample remains intact during the laser heating which is
an indicative of changes in the thermal conductivity of GST film rather than damages to
the transducer. This technique can be used to create any arbitrary pattern or encrypted texts
with a few microns resolution depending on the heater beam spot size, in this case, ∼4 um.

Figure A.4: (a) Surface reflectivity signal (b) thermal conductivity map for a 160-nm-thick
blanket coated GST film, showing regions with distinct thermal conductivity as a result of
phase transition induced by heater beam with a spot size of ∼4 um.
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Appendix B

Published Work

Thus far, I have made several contributions in the form of peer-reviewed journal pub-
lications to the scientific community and have published five first-author papers, four of
which are published in the journal of Nature Communications [16, 41, 62, 195]. In addi-
tion to my projects, I collaborated with several researchers within academia and industry,
which resulted in six co-authored publications [226, 299, 313–316]. The following publi-
cations are the result of my studies during my Ph.D. in reverse chronological order:
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