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ABSTRACT	
  
	
  
Memory retrieval is thought to involve the recreation of neural activity patterns that were 

present during learning. This idea stems from Hebbian models of plasticity, which 

assume that learning-induced changes in synaptic strength increase the probability of 

neural reactivation during retrieval. Although neural reactivation has long served as the 

basis of current models of memory it has been extremely difficult to validate 

experimentally. While it has been possible to follow the activity of individual neurons 

shortly after learning it has not been possible to examine their activity days and weeks 

later during retrieval.  We addressed this issue by using a stable form of GFP (H2B-GFP) 

to permanently tag neurons that are active during contextual fear conditioning. We 

demonstrate that neurons in the hippocampus and neocortex reactivate during the 

retrieval of context fear (Chapter 2). We next show that patterns of retrieval-driven 

reactivation shift over time in the hippocampus and amygdala, while remaining stable in 

the cortex (Chapter 3). Finally, we demonstrate that although the hippocampus is required 

for neocortical reactivation several days after learning, cortical regions can compensate 

when this region is inactivated following a weeks-long consolidation period (Chapter 4). 

Together, the results presented in this dissertation increase our understanding of the 

hippocampus’ role in retrieval-driven reactivation and inform current debates over the 

accuracy of memory storage and retrieval models. 
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Chapter	
  1	
  
	
  

General	
  Introduction



Traditional models of learning and memory assume that hippocampal and neocortical 

circuits reactivate during the retrieval of episodic and contextual memories (Eichenbaum, 

2004; Frankland & Bontempi, 2005; Morris et al., 2003). Consistent with a reactivation 

hypothesis, many brain regions that are active during learning are also engaged during 

retrieval (Frankland et al., 2004; Hall, Thomas, & Everitt, 2001; Lonergan et al., 2010; 

Schacter et al., 1999).  Although reactivation has served as the foundation of memory 

models for several decades, it has not been possible to determine if the same neurons that 

encode memory reactivate during retrieval. Using a novel transgenic animal, the H2B-

GFP TetTag mouse, this dissertation examines for the first time whether neurons in the 

hippocampus and neocortex reactivate during context fear memory retrieval (Chapter 2). 

We next examine whether patterns of reactivation shift over time during the retrieval of 

remote contextual memory (Chapter 3). Finally, in Chapter 4 we examine whether the 

hippocampus is required for neocortical reactivation at recent and remote time points. 

 

The Standard Model of Systems Consolidation 

Cortical reactivation during memory retrieval is thought to initially require the 

hippocampus, but occur independently with the passage of time (Alvarez & Squire, 

1994). The process by which memories become independent of the hippocampus and are 

stored in the neocortex is called systems consolidation (Frankland & Bontempi, 2005; 

Squire, 1992; Squire & Bayley, 2007; Wiltgen, Brown, Talton, & Silva, 2004).  This 

concept is based on the finding that hippocampus damage impairs recently acquired 

episodic memories but does not affect those formed in the distant past (Bayley, Hopkins, 

& Squire, 2003; Kapur & Brooks, 1999; Kirwan, Bayley, Galván, & Squire, 2008; 
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Rempel-Clower, Zola, Squire, & Amaral, 1996; Zola-Morgan, Squire, & Amaral, 1986) 

but see (Moscovitch et al., 2005; Winocur & Moscovitch, 2011).  For example, patient 

E.P. (bilateral hippocampus damage) could remember the city where he was raised fifty 

years prior, but was unable to learn about a new neighborhood where he had lived for six 

years (Teng & Squire, 1999).  To explain these findings, it was proposed that memory 

retrieval initially requires the hippocampus because this structure is able to reactivate 

neocortical regions that were engaged during learning.  Over time, continued reactivation 

strengthens the connections within cortical networks until memory can eventually be 

retrieved without the support of the hippocampus (Alvarez & Squire, 1994; Squire & 

Wixted, 2011).  Consistent with this idea, damage to the neocortex (e.g. lateral temporal, 

frontal) leads to impairments in remote memory (Bayley, Gold, Hopkins, & Squire, 2005; 

Bayley et al., 2003; Mangels, Gershberg, Shimamura, & Knight, 1996; Murre, Graham, 

& Hodges, 2001; Reed & Squire, 1998; Squire & Bayley, 2007; Squire & Wixted, 2011).   

 

Animal Models of Systems Consolidation 

Systems consolidation has been observed in animals using a number of behavioral 

procedures (e.g. context fear conditioning, spatial learning, social transmission of food 

preferences, trace eyeblink conditioning).  In these tasks, inactivation of the hippocampus 

impairs memory retrieval shortly after learning, but has no effect when performed weeks 

or months later (Anagnostaras, Maren, & Fanselow, 1999; Clark, Broadbent, Zola, & 

Squire, 2002; Kim & Fanselow, 1992; Lesburgueres et al., 2011; Maviel, Durkin, 

Menzaghi, & Bontempi, 2004; Ross & Eichenbaum, 2006; Takehara, Kawahara, & 

Kirino, 2003; Takehara, Kawahara, Takatsuki, & Kirino, 2002; Tayler, Tanaka, Reijmers, 
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& Wiltgen, 2013) but see (Clark, Broadbent, & Squire, 2005; Sutherland, Sparks, & 

Lehmann, 2010).  In addition, several regions of the neocortex become more important 

for memory retrieval with the passage of time.  Remote memory for context fear, spatial 

locations and eyeblink conditioning requires the medial prefrontal cortex (Frankland, 

Bontempi, Talton, Kaczmarek, & Silva, 2004; Maviel et al., 2004; Takehara et al., 2003; 

Takehara-Nishiuchi, Maal-Bared, & Morrissey, 2011; Takehara-Nishiuchi & 

McNaughton, 2008), while socially transmitted food preferences depend on the 

oribitofrontal cortex (Lesburgueres et al., 2011).  Increased immediate early gene 

expression in the neocortex is also observed during remote memory retrieval in these 

tasks (Lesburgueres et al., 2011; Maviel et al., 2004).  As a result, these animal models 

have been used extensively to examine the neurobiological mechanisms of systems 

consolidation.   

 

Assumptions of SMC 

A number of predictions made by SMC have been confirmed experimentally.  

Electrophysiological studies demonstrate that hippocampal and neocortical circuits are 

reactivated after learning during periods of sleep and inactivity (Hoffman & 

McNaughton, 2002; Louie & Wilson, 2001; Nadasdy, Hirase, Czurko, Csicsvari, & 

Buzsaki, 1999; Qin, McNaughton, Skaggs, & Barnes, 1997; Siapas & Wilson, 1998; 

Wilson & McNaughton, 1994).  Reactivation during these periods is initiated by sharp 

wave-ripple complexes (SPW-R) in the CA3 region of the hippocampus (Buzsaki, 1989; 

Chrobak & Buzsaki, 1996; Sullivan et al., 2011).  Blocking SPW-R events or disrupting 

the fibers by which they are transmitted to the neocortex impairs the consolidation of 
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recently acquired memories (Daumas, Halley, Frances, & Lassalle, 2005; Girardeau, 

Benchenane, Wiener, Buzsaki, & Zugaro, 2009; Jadhav, Kemere, German, & Frank, 

2012).  

 

Studies have also shown that neocortical plasticity is required for memory consolidation 

(Takehara-Nishiuchi, Nakao, Kawahara, Matsuki, & Kirino, 2006).  For example, 

heterozygous deletion of the αCaMKII gene impairs plasticity and synaptogenesis in the 

neocortex without affecting hippocampal function.  These changes have no effect on 

learning but produce severe memory loss weeks later (Frankland, O'Brien, Ohno, 

Kirkwood, & Silva, 2001).  Consistent with this finding, spine growth in the anterior 

cingulate and orbitofrontal cortex is necessary for remote memory formation 

(Lesburgueres et al., 2011; Vetere et al., 2011).  Together, these studies indicate that the 

consolidation of recently formed memories depends on the ability of the neocortex to 

form new synaptic connections (Frankland & Bontempi, 2005).  Theta-entrained activity 

in the hippocampus and neocortex may allow plastic changes to occur that mediate 

information storage across these networks (Siapas, Lubenov, & Wilson, 2005). 

 

Although SMC has been enormously useful, a number of its core assumptions remain 

untested (Alvarez & Squire, 1994).  For example, it has not been possible to determine if 

the same neocortical neurons that were engaged during learning reactivate weeks later 

during memory retrieval.  It has also been impossible to inactivate hippocampal neurons 

that were active during learning to determine if this structure drives the reactivation of 

neocortical networks.  However, recent advances in transgenic neural tagging now allow 
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researchers to examine assumptions that have been central to theories of memory 

consolidation for decades (Alvarez & Squire, 1994; Marr, 1971; McClelland, 

McNaughton, & O'Reilly, 1995).  These include: 

Assumption 1: the same neurons that encode memory in the hippocampus and neocortex 

are reactivated during retrieval.   

Assumption 2: early after learning, the hippocampus drives reactivation of neocortical 

ensembles during memory retrieval.   

Assumption 3: as time passes, neocortical ensembles are reactivated during memory 

retrieval without input from the hippocampus.  

 

Identifying Reactivated Neurons 

Immediate early gene (IEG) expression is commonly used to identify activated neurons 

during learning or retrieval.  Expression of these genes is regulated by excitatory synaptic 

transmission and, in the hippocampus, is closely related to place cell activity (Guzowski, 

2002; Guzowski, McNaughton, Barnes, & Worley, 1999; Vazdarjanova et al., 2006).  

IEGs can also be used to examine reactivation of individual neurons during two separate 

events.  For example, Guzowski and colleagues developed a technique called cellular 

compartment analysis of temporal activity by fluorescence in situ hybridization (catFISH) 

that utilized the time course of IEG mRNA transcription to identify reactivated neurons 

(Guzowski et al., 2005).  They found that a large population of hippocampal neurons was 

reactivated when rats explored the same spatial environment twice within a twenty-

minute period (Guzowski et al., 1999).  Reactivation was significantly reduced when 

animals explored two different environments.  While extremely useful, this technique is 
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limited by the rapid degradation of mRNA.  As a result, reactivated neurons can only be 

identified when sessions occur in close proximity (≈ 20-30 minutes).  

 

Reijmers et al. (2007) circumvented the temporal limitations of catFISH by using 

transgenic mice to label activated neurons.  In their mice, the c-Fos promoter was used to 

drive expression of tetracycline transactivator protein (tTA) during learning.  tTA 

expression shows robust overlap with endogenous c-Fos in this system (Liu et al., 2012).  

Activation of the tetO promoter by tTA led to the expression of tau-LacZ, which could be 

used to identify activated neurons.  Activation of the tetO promoter also produced the 

expression of a doxycycline-insensitive form of tTA, which sustained tau-LacZ activity 

for several days.  As a result, neurons that were labeled during learning could later be 

identified during testing.  During memory retrieval, expression of Zif-268 was used as an 

indicator of activity.  Neurons that were activated during learning and retrieval were 

double positive for tau-LacZ and Zif-268.  

 

Using a Pavlovian fear conditioning procedure, the authors were able to observe 

reactivation of individual amygdala neurons when memory was retrieved three days after 

training.  The extent of reactivation in the basolateral nucleus of the amygdala (BLA) 

correlated with memory strength for context fear, while reactivation in the lateral nucleus 

of the amygdala (LA) correlated with memory strength for tone fear.  Reactivation was 

significantly lower in mice that did not retrieve memory (fear conditioned-no retrieval 

group) and in homecage control animals that were not trained or tested. Together, these 

data demonstrate that neural reactivation in the BLA is important to fear memory 
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retrieval.  

 

Testing SMC Assumptions using H2B-GFP TetTag Mice 

By using similar methods of transgenic neural tagging, we can now address the first 

untested assumption of SMC: that neural reactivation occurs within the hippocampus and 

neocortex during memory retrieval. We have chosen to examine reactivation during the 

retrieval of context fear conditioning using a transgenic mouse that expresses a long-

lasting, activity-dependent form of GFP (H2B-GFP TetTag) (Tayler et al., 2011; Tayler 

et al., 2013).  In these mice, GFP is fused with the human histone protein HIST1H2BJ 

(Kanda, Sullivan, & Wahl, 1998).  The resulting protein (H2B-GFP) is localized to the 

nucleus and remains stable for several weeks after training. To restrict tagging to neurons 

active during learning, tetO-H2BGFP mice were bred with the fos-tTA mice described 

above.  c-Fos expression was used to identify neurons active during context testing. We 

anticipated that mice retrieving a memory for the training context would demonstrate 

reactivation of hippocampal and neocortical neurons. If reactivation occurred, we could 

then test the second and third assumptions of SMC; we could determine if reactivation of 

neocortical neurons requires the hippocampus at recent, but not remote time points. To do 

this, we trained mice using contextual fear conditioning to tag hippocampal and cortical 

neurons with H2B-GFP during learning. We then inactivated the hippocampus prior to 

memory retrieval 2 or 14 days later and examined whether neocortical neurons reactivate 

during retrieval. Based on SMC, we anticipated that hippocampal inactivation would 

impair neocortical reactivation at recent, but not remote time points.  
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It is important to note that a growing literature indicates the hippocampus sometimes 

plays a prolonged role in memory retrieval (Moscovitch et al., 2005; Sutherland et al., 

2010; Wiltgen et al., 2010; Winocur & Moscovitch, 2011).  In context fear conditioning, 

for example, hippocampus lesions can impair both recent and remote memory (Lehmann, 

Lacanilao, & Sutherland, 2007).  Whether or not systems consolidation occurs appears to 

depend on the quality of memory that is retrieved during testing and the ability of 

neocortical regions to compensate when the hippocampus is compromised (Goshen et al., 

2011; Wiltgen & Tanaka, 2013; Wiltgen et al., 2010; Winocur, Frankland, Sekeres, 

Fogel, & Moscovitch, 2009; Winocur, Moscovitch, & Sekeres, 2007).  A recent study 

suggests that this is the case (Goshen et al., 2011).  When the hippocampus was 

inactivated 28 days after context fear conditioning, the anterior cingulate cortex showed 

an increase in activity and became essential for memory retrieval.  When cortical 

compensation was prevented (via rapid optogenetic silencing) remote memory retrieval 

was dependent on the hippocampus.  These results suggest that remote memories can be 

retrieved by either the hippocampus or the neocortex.  Which system is used appears to 

depend on a number of factors including the passage of time, the presence of reminder 

cues and the proliferation of new neurons (Alvares Lde et al., 2012; Kitamura et al., 

2009; Winocur et al., 2009).   

 

In this dissertation, Chapter 2 determines whether hippocampal and neocortical neurons 

engaged during learning reactivate during recent memory retrieval. We hypothesized that 

reactivation would occur in mice trained and tested two days later in the same 

environment, but not in mice trained and tested in different environments.  Chapter 3 then 
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examines whether hippocampus and neocortex reactivation patterns change over time. 

Based on the SMC, we predicted that remote memory retrieval would reactivate the 

neocortex but not the hippocampus. Finally, Chapter 4 explores whether the hippocampus 

is necessary for neocortical reactivation at recent and remote time points. Based on the 

SMC, we hypothesized that hippocampus inactivation would impair the ability of 

neocortical neurons to reactivate when the inactivation is performed two days, but not 

fourteen days, after training. Together, these chapters demonstrate the first direct tests of 

reactivation assumptions held by the SMC and work to improve the accuracy of 

traditional models of learning and memory. 
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ABSTRACT	
  
	
  
Episodic memories are encoded within hippocampal and neocortical circuits.  Retrieving 

these memories is assumed to involve reactivation of neural ensembles that were engaged 

during learning.  However, this assumption has been difficult to verify experimentally. 

While it has been possible to follow the activity of individual neurons shortly after 

learning, it has not been possible to examine their activity days later during retrieval.  We 

addressed this issue by using a stable form of GFP (H2B-GFP) to tag neurons active 

during contextual fear conditioning. We then examined whether neurons engaged during 

learning reactivate during subsequent memory retrieval. We hypothesized that 

reactivation would occur in mice trained and tested two days later in the same 

environment. We also predicted that reactivation would not occur in mice trained and 

tested in separate environments or in mice that were trained but not tested.  

 

We observed that H2B-GFP expression was increased by learning and could be regulated 

using the administration of doxycycline chow (DOX).  Using this system, we found a 

large network of neurons in the hippocampus, amygdala and neocortex that were active 

during context fear conditioning and subsequent memory retrieval 2 days later.  

Reactivation was contingent on memory retrieval and was not observed when animals 

were trained and tested in different environments or when mice were trained but not 

tested. Reactivation was not observed in a control brain region presumed not to support 

contextual memory retrieval. In summary, we observed that retrieving a recently formed 

context fear memory induces widespread reactivation of neurons in the hippocampus, 

cortex, and amygdala.  
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INTRODUCTION	
  
	
  
Episodic and contextual memories can be retrieved months and years after they are 

formed.  Retrieving these memories is assumed to involve reactivation of hippocampal 

and neocortical networks that were established during learning (Eichenbaum, 2004; 

Frankland & Bontempi, 2005; Morris et al., 2003).  Consistent with this idea, many brain 

regions that are active during learning are also engaged during testing (Frankland, 

Bontempi, Talton, Kaczmarek, & Silva, 2004; Hall, Thomas, & Everitt, 2001; Lonergan, 

Gafford, Jarome, & Helmstetter, 2010; Schacter et al., 1999).  However, it has not been 

possible to determine if the same neurons that encode memory in these regions are later 

reactivated during retrieval.   

 

Fluorescence in situ hybridization (FISH) studies using the immediate early genes Arc 

and Homer indicate that hippocampal and neocortical neurons are reactivated when 

animals explore the same spatial environment twice within a 30 minute period 

(Guzowski, McNaughton, Barnes, & Worley, 1999; Kubik, Miyashita, Kubik-Zahorodna, 

& Guzowski, 2012).  Longer intervals cannot be examined with this technique, however, 

because mRNA for these genes rapidly decays.  To overcome this issue, we used newly 

engineered transgenic mice that express a long-lasting, activity dependent form of GFP.  

In these animals, activation of the c-Fos promoter during learning leads to the expression 

of human histone H2B-GFP, a fusion protein that takes several weeks to degrade (Foudi 

et al., 2009; Kanda, Sullivan, & Wahl, 1998; Tayler et al., 2011; Tumbar et al., 2004).  

As a result, the activity of neurons labeled with H2B-GFP can be examined days and 

weeks after learning.  A similar strategy was used to demonstrate reactivation of 
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amygdala neurons three days after learning in tau-LacZ reporter mice (Reijmers, Perkins, 

Matsuo, & Mayford, 2007).    

 

In the current experiments, we examined memory retrieval using a context fear 

conditioning task that is dependent on the hippocampus, amygdala and neocortex 

(Frankland & Bontempi, 2005; Maren, 2001; Wiltgen & Fanselow, 2003).  Neurons were 

labeled with H2B-GFP during learning and then re-examined two days later during 

memory retrieval.  We found a large network of tagged neurons in the hippocampus, 

amygdala and neocortex that were reactivated two days after training.  These same 

networks were not reactivated when animals were trained and tested in different 

environments, or when mice were trained but not tested. These results suggest that 

memory retrieval involves the reactivation of individual neurons that were engaged 

during learning.  
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METHODS	
  

Subjects 

The TetTag mice used in these experiments were generated by crossing transgenic mice 

that express a histone 2B-GFP fusion protein controlled by the tetO promoter (strain 

Tg(tetO-HIST1H2BJ/GFP) 47Efu/J; stock number 005104; Jackson Laboratory, Bar 

Harbor, Maine) with mice that express tetracycline-transactivator (tTA) protein under 

control of the c-Fos promoter (fos-tTA; provided by Mark Mayford) (Tayler et al., 2011).  

TetTag mice were maintained in a C57BL/6J background.  B6/129 F1 hybrids were 

generated by breeding TetTag mice with 129S6 mice (Taconic, Hudson, NY).  Mice were 

born and raised on DOX chow (40 mg/kg) to prevent H2B-GFP expression prior to 

experimental manipulations.  Mice remained on a 12-h light/dark cycle with ad libitum 

access to food and water for the duration of the experiment.  Experimental manipulations 

were performed on 8-12 week old male and female mice during the light phase of the 

cycle.  All experiments were approved by the University of Virginia Animal Care and 

Use Committee. 

 

Apparatus 

Mice were trained in contextual fear conditioning chambers (context A) that were housed 

in sound-attenuated boxes. The chambers contained a stainless steel grid floor, overhead 

LED lighting (providing broad spectrum and infrared light) and a scanning CCD video 

camera (Med Associates Inc., St. Albans, VT).  The chamber and drop pan were cleaned 

with 95% ethanol before each training session. Contextual fear memory was assessed by 

placing the mice in context A or a new environment (context B) and measuring the 
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freezing response (i.e. percentage of test time spent in an immobile, species-specific 

defensive posture). Freezing measurements were automated using the VideoFreeze 

system (Med Associates Inc., St. Albans, VT) (Anagnostaras et al., 2010).  In context B, 

all visible light was turned off, a curved white plastic back wall was inserted, a white 

plastic insert covered the floor, and Saniwipes (Nice-Pak Products, Inc.) were used to 

clean the chamber. 

 

Behavioral Procedures 

In the first experiment (Figure 1), TetTag mice in a C57BL/6J background were taken off 

DOX five days prior to training. During conditioning, mice were allowed to explore 

context A for three minutes prior to the onset of 5 footshocks (0.75mA, 2s) separated by a 

20s intertrial interval (ITI).  In all subsequent experiments, TetTag mice on a B6/129 F1 

hybrid background were taken off DOX for three days and trained with three shocks 

(0.5mA, 2s) to achieve a similar level of freezing and H2B-GFP expression as observed 

in C57BL/6J mice.  Unsignaled shocks were used because a previous experiment from 

our lab showed that similar training parameters produced temporally-graded retrograde 

amnesia (Wiltgen et al., 2010).  Following training, all mice were given high 

concentration DOX chow (1g/kg) for 24 hours to rapidly suppress GFP tagging and 

remained on 40mg/kg DOX chow for the duration of the study.  Memory was assessed 

two days later by returning the mice to the training context (A) or a novel environment 

(B) for five minutes and measuring the freezing response. An additional No Retrieval 

group was trained identically off DOX in context A and given high concentration DOX 

chow, but was sacrificed two days later directly from homecage.  
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Immunohistochemistry 

Ninety minutes after behavioral testing, mice were transcardially perfused with 4% PFA, 

followed by 24h post-fixation in the same solution. Free-floating 40µm coronal sections 

were prepared using a vibrotome and first blocked for one hour at room temperature in a 

solution containing 0.1% BSA, 0.2% Triton X, and 2% Normal Goat Serum. Sections 

were then stained in fresh blocking solution containing anti-cfos rabbit primary antibody 

(Calbiochem, Darmstadt, Germany), (1:20,000 dilution for 48 hr at 4°C). Following a 

series of 0.1M phosphate buffer washes, sections were stained using fresh blocking 

solution and Dylight 649 goat anti-rabbit secondary antibody (Jackson Immuno Research, 

West Grove, PA) (1:500 dilution for 24hr at 4°C). Finally, sections were stained with 

DAPI (Invitrogen, Carlsbad, CA) (1:1,000 dilution for 5 min) and mounted on slides. In 

some sections, excitatory neurons were identified using an anti-CaM Kinase II, α subunit, 

clone 6G9 mouse primary antibody (Millipore, Billerica, MA) (1:1,000 dilution for 48 hr 

at 4°C), followed by anti-Mouse IgG (Fab Specific)-Peroxidase secondary antibody made 

in goat (Sigma Aldrich, St. Louis, MO) (1:1,000 dilution for 24 hr at 4°C). In these 

sections staining was amplified using a TSA Cyanine 5 tyramide reagent amplification 

system (Perkin-Elmer, Waltham, MA) (1:50 dilution).  

 

Fluorescent Microscopy 

Sections from -2.055mm to -2.25mm posterior to bregma were used in all experiments.  

Within these coordinates we selected regions of interest in the dorsal hippocampus (DG, 

CA3, CA1), layer II/III of the lateral entorhinal cortex (ENTl), the basolateral nucleus of 

the amygdala (BLA), layer V/VI of the posterior parietal association area (PTLp), and 
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layer II/III of the retrosplenial cortex (RSPv) based on previous studies (Figure 2A) 

(Kubik et al., 2012; Maviel, Durkin, Menzaghi, & Bontempi, 2004; Reijmers et al., 2007; 

Tayler et al., 2011).  Sections from -0.88mm to -1.655mm posterior to bregma were used 

in the analysis of a control brain region, the secondary motor cortex (MOs). Images were 

taken in the z plane at a frequency of 1-2µm and acquired using 40x (DG, CA3, CA1, 

ENTl) or 20x (BLA, PTLp, RSPv, MOs) objective lenses of a Nikon Eclipse 80i 

epiflourescence microscope and NIS Elements software (Nikon, Melville, NY). The 

Allen Brain Atlas (Allen Brain Atlas Resources, Seattle, WA) was used to identify each 

structure. 

 

Signal Quantification 

H2B-GFP and αCAMKII co-localization was determined by examining the overlap 

between pixels in the FITC (GFP) and CY5 (αCAMKII staining) channels.  Co-

localization occurred when GFP staining in the nucleus was surrounded by a ring of 

cytosolic staining for αCAMKII.  For all other quantification, the middle step of each 

image stack was used to determine the number of DAPI labeled nuclei expressing c-Fos 

and/or GFP. To aid in quantification, a Nikon Elements macro was written that 

highlighted potential signals in the c-Fos and GFP channels as regions of interest (ROI) 

based on signal intensity (≥ 2 S.D. above mean intensity of the image channel), size (≤ 

µm2 area of a single DAPI labeled nuclei), and circularity.  Signal quality and z stack 

position were examined by a blinded rater before cells were counted as positive. To 

determine colocalization, the c-Fos ROI-highlighted channel was merged with the GFP 

channel, allowing a rater to determine whether both signals were present in the same cell 
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body. Cells were determined to be c-Fos positive, GFP positive, GFP+c-Fos positive, or 

signal negative. The total number of DAPI cell bodies in each step was counted 

manually.  Bilateral DG, CA1, CA3, ENTl, BLA, PTLp, RSPv, and MOs images were 

quantified from 5 sections per animal, giving a total of 10 images per region per animal. 

The percentage of DAPI-labeled cells containing c-Fos, GFP, or both was calculated for 

each image and then averaged to produce a single measurement in each region for each 

animal. 

 

Statistics 

Group differences were analyzed using one-way ANOVAs and planned comparisons 

(Fisher’s PLSD).  In some experiments, the percentage of double-labeled neurons 

(!"#  !  !!!"#
!"#$

)  𝑥  100   was compared to the percentage predicted by chance 

(!"#  
!"#$

  𝑥   !!!"#
!"#$

)  𝑥  100  using paired-samples t-tests.  Statistical significance for all tests 

was set at p < 0.05.   
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RESULTS	
  	
  

Selective and persistent tagging of activated neurons in H2B-GFP TetTag mice 

To label cells during learning, we used transgenic mice that express a long lasting, 

activity-dependent form of GFP.  In these mice, the tetracycline-transactivator (tTA) 

system for transgene regulation was combined with the c-Fos promoter to tag active 

neurons (Figure1A).  In the absence of doxycycline (DOX), activation of the c-Fos 

promoter leads to expression of an H2B-GFP fusion protein, which is stable for several 

weeks after induction (Tayler et al., 2011; Tumbar et al., 2004).  In the presence of DOX, 

H2B-GFP expression is prevented. H2B-GFP expression was widespread after context 

fear conditioning (Figure 1B, top) and was confined to excitatory neurons expressing 

αCamKII in the hippocampus (Figure 1B, bottom).   

 

We first determined whether H2B-GFP TetTag mice could be used to selectively label 

neurons in the hippocampus that were active during context fear conditioning.  Mice fear 

conditioned off DOX (OFF) showed greater H2B-GFP expression than homecage control 

animals (HC) (main effect of group F (1, 7) = 25.28, p < 0.05).  Post-hoc tests (Fisher’s 

PLSD) revealed that H2B-GFP expression was significantly elevated in CA1 and CA3 (p 

values < 0.05) (Figure 1C).  The percentage of labeled neurons was similar to levels 

observed in previous studies, indicating that H2B-GFP is a reliable indicator of cellular 

activity (Vazdarjanova et al., 2006; Zhang, Guzowski, & Thomas, 2005).  These results 

are consistent with a recent paper that showed activity-dependent labeling in fos-tTA 

transgenic mice recapitulates endogenous c-Fos expression (Liu et al., 2012).  We also 

observed a 57% increase in the percentage of H2B-GFP positive neurons in the DG 
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although this change was not statistically significant (p = 0.1).  The lack of an effect was 

likely due to the small number of neurons that are typically activated in this region during 

learning (1-5%) (Chawla et al., 2005; Leutgeb, Leutgeb, Moser, & Moser, 2007; 

Vazdarjanova et al., 2006).  No H2B-GFP positive neurons were observed in DG, CA3 or 

CA1 in mice that were fear conditioned on DOX (ON).   

 

In the next experiment, we examined the stability of the H2B-GFP signal over time. 

TetTag mice were trained off DOX to label activated neurons with GFP.  After training, 

the animals were put back on DOX for 2 or 14 days prior to brain extraction and 

quantification.  We found equivalent H2B-GFP expression 2 and 14 days after training 

(no effect of day F (1, 7) < 1) (Figure 1D).  These data indicate that the activity of tagged 

neurons can be followed for several weeks after context fear conditioning.  

 

Reactivation of neural networks during recent memory retrieval 

We next examined reactivation of H2B-GFP neurons during memory retrieval in several 

brain regions (Figure 2A) two days after training (Figure 2B).  Regions were analyzed in 

coronal sections that ranged from -2.05mm to -2.25mm posterior to bregma.  Neurons 

activated during context fear conditioning were labeled with H2B-GFP by removing 

DOX three days prior to training.  The animals were put back on high concentration DOX 

immediately afterwards to prevent further H2B-GFP tagging.  Two days later, the mice 

were tested in the same context and c-Fos expression was used to index cellular activity. 

H2B-GFP and c-Fos expression were quantified in DG, CA3, CA1 and the basolateral 

nucleus of the amygdala (BLA).  The BLA receives direct projections from the 
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hippocampus and is essential for context fear learning and expression (Cenquizca & 

Swanson, 2007; Maren, 2003).  Within the same AP coordinates, we also identified 

regions of interest in the lateral entorhinal cortex (ENTl), retrosplenial cortex (RSPv) and 

posterior parietal association area (PTLp).  These regions were selected based on their 

contributions to spatial learning and their anatomical connections with the hippocampus 

(Andersen, Morris, Amaral, Bliss, & O'Keefe, 2007; Burgess, 2008; Cenquizca & 

Swanson, 2007; Cho & Kesner, 1996; Kesner, 2009; Maviel et al., 2004).  We also 

quantified reactivation in a control region (secondary motor cortex; MOs) that is not 

presumed to directly support context fear retrieval.  Figures 2C and 2D illustrate the 

percentage of H2B-GFP and c-Fos expression that were observed across these brain 

regions two days after training.  

 

Given that the hippocampus is required to retrieve recent context fear memories 

(Anagnostaras, Maren, & Fanselow, 1999; Wiltgen et al., 2010), we expected to see 

reactivation of neurons (i.e. double labeling for H2B-GFP and c-Fos) in this region two 

days after training.  Figure 3A shows the percentage of reactivated neurons in TetTag 

mice (!"#  !  !!!"#
!"#$

)  𝑥  100   relative to chance (!"#  
!"#$

  𝑥   !!!"#
!!"#

)  𝑥  100 . Reactivation was 

significantly greater than chance in the DG (paired-samples t-test t(4) = 3.54, p < 0.05), 

CA1 (t(4) = 3.86, p < 0.05), and BLA (t(4) = 4.02, p < 0.05).  Reactivation did not exceed 

chance in CA3 (paired-samples t-test, p > 0.05).  These results suggest that recent 

memory retrieval involves reactivation of neurons in the hippocampus and amygdala that 

were previously activated during learning.   
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We next examined reactivation of cortical areas that are involved in spatial and 

contextual learning.  Figure 3B shows the percentage of reactivated neurons in each 

region relative to chance (chance = percent GFP x percent c-Fos).  Reactivation was 

significantly greater than chance in the ENTl (paired-samples t-test t(4) = 3.87, p < 0.05), 

RSPv (t(4) = 7.53, p < 0.05), and PTLp (t(4) = 4.20, p < 0.05).  As expected, reactivation 

did not exceed chance in MOs (paired-samples t-test, p > 0.05).  These results indicate 

that retrieval of a recently formed context fear memory involves widespread reactivation 

of cortical neurons that were engaged during learning.   

 

Memory retrieval is required for reactivation of H2B-GFP positive neurons 

The current data suggest that H2B-GFP positive neurons are reactivated during testing 

when animals retrieve a memory for the training context.  However, it is possible that 

reactivation is driven by other stimuli that are present during training and testing (e.g. 

transport cues, experimenter, removal from the homecage).  To examine this issue we 

performed two control experiments in which mice were trained but did not retrieve a 

memory. In the first experiment, mice were trained off DOX in context A (to induce GFP 

expression) but were not tested (i.e. sacrificed two days later from homecage, No 

Retrieval) (Figure 4, top). H2B-GFP expression did not differ between Retrieval and No 

Retrieval groups in CA1 or CA3, as both groups were trained identically in context A (p 

> 0.05) (Figure 4A). We did observe a small increase in H2B-GFP tagging in the DG of 

No Retrieval mice (main effect of group F (1, 9) = 10.93, p < 0.05). Analysis of c-Fos 

expression, however, revealed significant decreases in the DG (main effect of group F (1, 

9) = 9.01, p < 0.05), CA1 (main effect of group F (1, 9) = 58.33, p < 0.05) and CA3 of 
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No Retrieval animals (main effect of group F (1, 9) = 27.77, p < 0.05) (Figure 4B).  This 

demonstrates that context testing induced the c-Fos expression observed in the AA 

Retrieval group.   

 

Comparison of the percentage of reactivated cells in Retrieval and No Retrieval groups 

revealed a significant decrease in colocalization in CA1 (main effect of group F (1, 9) = 

5.39, p < 0.05) (Figure 5B) and a trend towards decrease in the DG (F (1, 9) = 2.25, p = 

0.17) of No Retrieval animals. Comparison of reactivated neurons in CA3 did not reveal 

a difference between Retrieval and No Retrieval groups (p > 0.05) (Figure 5B). To 

control for decreased c-Fos expression in No Retrieval mice, we also compared the 

percentage of reactivated neurons to that expected by chance. No Retrieval mice failed to 

show greater than chance reactivation in the DG or CA1 (paired-samples t-test, p values 

> 0.05) (Figure 5A). Together, these results suggest that the reactivation observed in the 

DG and CA1 of Retrieval mice cannot be directly attributed to cues experienced during 

the off DOX period or training.  

 

In the second control experiment, we quantified double labeling in mice that were trained 

in context A and tested in a different environment (context B) two days later (Figure 6, 

top).  These animals were exposed to the same background cues (e.g. handling, transport, 

experimenter) during training and testing but should not retrieve a memory for context A.  

Consistent with this idea, freezing levels in context B (𝑥 = 5%, SE 1.67) were 

significantly lower than those observed in our previous experiment when mice were 

trained and tested in context A (𝑥 = 30%, SE 10.20) (main effect of group F (1, 8) = 5.85, 
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p < 0.05).  Figures 6A and 6B show the percentage of neurons expressing H2B-GFP and 

c-Fos in the hippocampus, amygdala and cortex.  Figures 6C and 6D illustrate the 

percentage of reactivated neurons relative to chance (chance = percent GFP x percent c-

Fos).  Analysis of double labeling for H2B-GFP and c-Fos revealed that reactivation did 

not exceed chance in any of the brain regions examined (paired-samples t-test, all p 

values > 0.05).  These data suggest that reactivation of neural networks is only observed 

when memory is retrieved.  However, there was a trend for reactivation in the BLA and 

CA1 suggesting that neurons in these regions may be sensitive to other stimuli that are 

present during training and testing.  Nonetheless, together our experiments demonstrate 

that the main determinant of reactivation is re-exposure to the context in which footshock 

was previously administered. 
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RESULTS	
  SUMMARY	
  

In this chapter, we observed that neurons active during training can be tagged with a 

stable form of GFP (H2B-GFP).  Tagged neurons in the hippocampus, amygdala and 

cortex reactivated during memory retrieval two days after training. Reactivation was 

contingent on memory retrieval, as it did not exceed chance when mice were trained and 

tested in different environments. Reactivation was also impaired when mice were trained 

but not tested. Together, these results demonstrate for the first time that retrieval of a 

contextual fear memory induces the widespread reactivation of neural ensembles in the 

hippocampus, neocortex, and basolateral amygdala.  
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DISCUSSION	
  

The current data demonstrate that memory retrieval involves widespread reactivation of 

neural ensembles that were engaged during learning.  Using H2B-GFP TetTag mice we 

found significant reactivation in several regions of the hippocampus, amygdala and 

cortex during the retrieval of a recently formed context fear memory.  Reactivation was 

not observed when mice were trained and tested in different environments, and was also 

impaired when mice were trained but not tested.  Similar results have been obtained in 

FISH studies where rats explored the same spatial environment twice within a 30-minute 

period (Guzowski et al., 1999; Kubik et al., 2012).  Our experiments extend these 

findings to context fear conditioning using memory tests that were conducted days after 

training.  Our results are also unique in that reactivation was observed even though 

behavioral responses were distinct during training and testing (i.e. exploration versus 

freezing).  This implies that neural ensembles activated during exploration can be 

reactivated during subsequent memory retrieval when animals are immobile.  To 

illustrate this point, Figure 7A shows the amount of activity observed during training and 

testing in context A (group AA Retrieval).  Mice were significantly more active during 

the training session compared to the testing session (main effect of session (1, 4) = 72.43, 

p < 0.05).  The only reduction in activity that was observed during training occurred late 

in the session after footshocks were presented (bins 10-12).  Figure 7B shows the amount 

of freezing observed during the same sessions.  As expected, mice froze substantially 

more during the testing session compared to the training session (main effect of session 

(1, 4) = 8.29, p < 0.05).     
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It is possible that memory retrieval is not required for reactivation of H2B-GFP positive 

neurons (e.g. exposure to the same sensory cues on two different occasions may simply 

activate a similar population of neurons).  However, place cell work has found that 

repeated exploration of a spatial environment does not reactivate the same neurons unless 

plasticity mechanisms are engaged during learning.  For example, if NMDARs are 

blocked during exploration of a novel context, place fields form but are not stable 

(Kentros et al., 1998).  When the animal is subsequently returned to the same context, 

new place fields are observed as if the rat is in a different environment.  Therefore, 

exploring the same physical environment is not sufficient to reactivate the same group of 

neurons.  Instead, learning needs to take place during initial exploration so that the same 

spatial representation can be reactivated when the animals are returned to the 

environment.  A recent paper found that blockade of PKMζ, which impairs memory 

retrieval, also results in place cell remapping in a familiar environment (Barry et al., 

2012).  These results suggest that reactivation of neurons in the hippocampus is 

contingent on memory formation and retrieval.  

 

Another piece of evidence comes from a recent study that found selective stimulation of 

neurons that were engaged during learning results in memory retrieval (Liu et al., 2012).  

In these experiments, a fos-tTA mouse was used to drive expression of channelrhodopsin 

(ChR2) in the DG during context fear conditioning.  Subsequent stimulation of c-Fos 

positive neurons resulted in memory retrieval (i.e. freezing).  This result is direct 

evidence that reactivated neurons play a role in memory retrieval.   
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Figure 1. Selective and persistent tagging of active neurons in H2B-GFP TetTag 

mice.  A) The tetracycline-transactivator (tTA) system for transgene regulation was 

combined with the c-Fos promoter to tag activated neurons.  In the absence of 

doxycycline (DOX), activation of the c-Fos promoter leads to expression of an H2B-GFP 

fusion protein, which is stable for weeks after induction.  In the presence of DOX, H2B-

GFP expression is prevented.  B) Robust H2B-GFP expression was observed throughout 

the brain in mice that underwent context fear conditioning off DOX (top).  Expression of 

H2B-GFP was limited to excitatory neurons labeled with αCAMKII (red) in the 

hippocampus (bottom). The yellow outline indicates overlap between H2B-GFP positive 

nuclei and cytosolic αCAMKII staining. C) Mice fear conditioned off DOX (OFF) (n = 4) 
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showed greater H2B-GFP expression than homecage control animals (HC) (n = 5).  H2B-

GFP expression was significantly elevated in CA1 and CA3.  There was a numerical 

increase in the percentage of H2B-GFP positive neurons in the DG but this change did 

not reach statistical significance.  No H2B-GFP expression was observed in mice fear 

conditioned on DOX (ON) (n = 4).  D) Two groups of mice were fear conditioned in the 

absence of DOX.  Afterwards, the animals were put back on DOX for 2 days (n = 5) or 

14 days (n = 4) before being sacrificed for immunohistochemistry.  We observed robust 

expression of H2B-GFP in DG, CA3 and CA1 that did not change over time. Error bars 

represent ± SEM. *p < 0.05. 
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Figure 2. H2B-GFP and c-Fos expression after context fear conditioning and testing.  

A) A coronal section illustrating the brain regions analyzed for reactivation: dorsal 

hippocampus (DG, CA3, CA1), lateral entorhinal cortex (ENTl), basolateral amygdala 

(BLA), posterior parietal association area (PTLp) and retrosplenial cortex (RSPv).  The 

secondary motor cortex (MOs) was also imaged (-0.88mm to -1.655mm to bregma). 

Image adapted from the Allen Reference Atlas.  B) Behavioral procedure for the 

reactivation experiments.  Mice underwent fear conditioning in context A off DOX to tag 

activated neurons with H2B-GFP.  After training, animals were put back on DOX and 

tested 2 days later (n = 5).  c-Fos expression during testing was used to identify activated 

neurons.  Neurons double labeled with GFP and c-Fos were activated during training and 

testing. C) The percentage of neurons expressing H2B-GFP per brain region. D) The 
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percentage of neurons expressing c-Fos following testing in context A. Error bars 

represent ± SEM. *p < 0.05. 
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Figure 3.  Reactivation of neurons during memory retrieval. A) TetTag mice were 

trained off DOX in context A and tested in the same environment 2 days later (n = 5).  

The percentage of double-labeled neurons is shown relative to chance (percent H2B-GFP 

x percent c-Fos).  Significant reactivation was observed in the DG, CA1 and BLA but not 

CA3. B) Significant cortical reactivation was observed in the PTLp, RSPv, and ENTl. 

Reactivation was not observed in a control region, the MOs. Error bars represent ± SEM. 

*p < 0.05. 
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Figure 4. c-Fos expression is reduced in mice that are trained but not tested. TetTag 

mice were trained off DOX in context A and either tested (Retrieval, n = 5) or sacrificed 

directly from homecage (No Retrieval, n = 6) 2 days later. A) The percentage of neurons 

expressing H2B-GFP across brain regions. B) The percentage of neurons expressing c-

Fos across brain regions. c-Fos expression was significantly decreased in the DG, CA1, 

and CA3 of mice that were trained but not tested. Error bars represent ± SEM. *p < 0.05. 
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Figure 5. Reactivation is impaired in mice that are trained but not tested. A) The 

percentage of double labeled neurons (H2B-GFP + c-Fos) is shown relative to chance 

(percent H2B-GFP x percent c-Fos).  No Retrieval mice (n = 6) failed to show greater 

than chance reactivation in the DG or CA1. B) The percentage of reactivated cells in CA1 

was significantly decreased in No Retrieval animals. A numerical decrease in reactivation 

also occurred in the DG of mice trained but not tested. Error bars represent ± SEM. *p < 

0.05. 
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Figure 6: Memory retrieval is required for reactivation.  Mice (n = 5) were trained off 

DOX in context A and tested in context B two days later. A) The percentage of neurons 

expressing H2B-GFP across brain regions.  B) The percentage of neurons expressing c-

Fos across brain regions.  C) The percentage of double labeled neurons (H2B-GFP + c-

Fos) is shown relative to chance (percent H2B-GFP x percent c-Fos).  Mice trained in 

context A and tested in context B did not show greater than chance reactivation in the 

hippocampus or BLA.  D) Mice trained and tested in context B did not show greater than 
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chance reactivation in any of the cortical regions examined.  Error bars represent ± SEM. 

*p < 0.05. 
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Figure 7: Exploration differences during training and testing.  A) Average motion 

scores for mice trained and tested in context A.  Mice were significantly more active 

during the training session compared to the testing session 2 days later.  Activity only 

decreased during training after shock was presented (bins 10-12).  B) Freezing data for 

the same training and testing sessions.  There was significantly more freezing during the 

testing session compared to the training session.  Error bars represent ± SEM. 
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ABSTRACT	
  

In the previous chapter we demonstrated that recent memory retrieval is accompanied by 

widespread reactivation of neurons that were engaged during learning. Here we examined 

whether hippocampus, amygdala, and cortical reactivation continues to accompany 

memory retrieval when it occurs several weeks after training. We first observed that 

inactivation of the dorsal hippocampus prior to context testing impairs memory retrieval 

when performed two days, but not two weeks after training. This suggests that the 

systems underlying contextual memory retrieval reorganize within two weeks of learning. 

We next observed that neurons in the hippocampus (CA1 and CA3) and neocortex (ENTl 

and PTLp) reactivate in TetTag mice trained and tested in the same environment across a 

14-day interval. By comparing levels of reactivation at two days to fourteen days after 

training, we determined that patterns of reactivation shift in the hippocampus and 

amygdala but remain largely unchanged in the cortex.  This finding suggests that 

hippocampal and amygdala circuits are modified after learning, while cortical networks 

remain stable over time.     
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INTRODUCTION	
  

Current models of memory predict that memory retrieval requires the reactivation of 

cortical ensembles that were engaged during learning. In Chapter 2, we demonstrated that 

retrieval of a recently acquired (2d) contextual fear memory results in the reactivation of 

H2B-GFP neurons tagged during training in the neocortex, hippocampus, and amygdala. 

Reactivation did not exceed chance in mice trained and tested in different environments 

and was reduced in mice that were trained but not tested. In this chapter, we examine 

whether reactivation accompanies retrieval of remote contextual fear memories.  

 

The Standard Model of Systems Consolidation (SMC) states that the hippocampus binds 

and reactivates neocortical networks early after learning, but should become disengaged 

(i.e. not reactivated) over time as memory becomes stored in the cortex (Alvarez & 

Squire, 1994). In contrast, Multiple Trace Theory (MTT) predicts that the hippocampus 

will always reactivate when episodic or contextual memories are retrieved, regardless of 

their age (Nadel & Moscovitch, 1997).  MTT states that repeated retrieval of an episodic 

memory creates new, redundant memory traces between the hippocampus and cortex. In 

this model, older memories may appear less susceptible to hippocampus damage than 

newer memories due to the presence of redundant hippocampus-dependent memory 

traces, not due to a disengagement of the hippocampus over time.  

 

To test between these models, we examined reactivation in a group of H2B-GFP TetTag 

mice trained and tested in the same context over a longer time interval (14 days). Both 

models predict that neocortical neurons should reactivate during remote memory 

retrieval. However, the SMC predicts that hippocampal reactivation will decay over time, 
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while MTT predicts that this structure will continue to reactivate even following a 

consolidation period. 
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METHODS	
  
 
Subjects 

The TetTag mice used in these experiments are identical to those described in Chapter 2. 

Briefly, animals were generated by crossing transgenic mice that express a histone 2B-

GFP fusion protein controlled by the tetO promoter with mice that express tetracycline-

transactivator (tTA) protein under control of the c-Fos promoter (fos-tTA). B6/129 F1 

hybrids were generated by breeding TetTag mice with 129S6 mice (Taconic, Hudson, 

NY).  Mice were born and raised on DOX chow (40 mg/kg) to prevent H2B-GFP 

expression prior to experimental manipulations. All experiments were approved by the 

University of Virginia Animal Care and Use Committee. 

 

Apparatus 

The contextual fear conditioning equipment and chamber setup used in these experiments 

is also identical to that described in Chapter 2. Briefly, mice were trained in conditioning 

chambers (context A) that contained a stainless steel grid floor, overhead LED lighting, 

and a scanning CCD video camera. The chamber and drop pan were cleaned with 95% 

ethanol before each training session. Contextual fear memory was assessed by returning 

the mice to context A and measuring the freezing response.  

 

Behavioral Procedures 

TetTag mice on a B6/129 F1 hybrid background were taken off DOX for three days and 

trained with three unsignaled foot shocks (0.5mA, 2s). Immediately following training, 

all mice were given high concentration DOX chow (1g/kg) for 24 hours to rapidly 
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suppress further GFP tagging and then remained on 40mg/kg DOX chow for the duration 

of the study.  Memory was assessed fourteen days later by returning the mice to the 

training context for five minutes and measuring the freezing response.   

 

Hippocampus Inactivation 

Hippocampus inactivation was performed in a separate group of B6/129 TetTag 

littermates lacking H2B-GFP. Mice were trained as described above in context A. Seven 

days prior to testing, mice underwent surgery to implant plastic guide cannulae (22 

gauge; Plastics One, Roanoke, VA) bilaterally into the dorsal hippocampus. Mice were 

anesthetized with isoflurane and mounted in a stereotaxic apparatus (David Kopf 

Instruments, Tujunga, CA).  Bregma and lambda were placed in the same horizontal 

plane.  Cannulae were inserted through small burr holes and affixed with dental cement 

(Harry J. Bosworth Company, Skokie, IL) at the following positions relative to bregma 

(mm): AP: -2, ML: ±1.5, DV: -1 (from skull).  Prior to testing in context A, mice were 

lightly anesthetized with isoflurane and injection cannulae (28 gauge) projecting 1mm 

from the tip of the guide cannulae were used to infuse the AMPA/Kainate antagonist 

CNQX (Sigma Aldrich, St. Louis, MO) (3mM) or saline (0.9%) into the dorsal 

hippocampus (0.5 µl/side; 0.1 µl/minute).  Injectors remained in place for 2 minutes to 

allow for diffusion. Mice were tested in context A thirty minutes following the infusion.  

Cannulae placement was confirmed following testing using the Allen Reference Atlas 

(Dong, 2008).  

 

Immunohistochemistry 
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Immunostaining procedures were identical to those described in Chapter 2. Briefly, H2B-

GFP TetTag mice were transcardially perfused ninety minutes after testing in context A 

with 4% PFA, followed by 24h post-fixation. Free-floating 40µm coronal sections were 

prepared using a vibrotome, blocked, and stained using anti-cfos rabbit primary antibody 

(Calbiochem, Darmstadt, Germany), (1:20,000 dilution for 48 hr at 4°C) and Dylight 649 

goat anti-rabbit secondary antibody (Jackson Immuno Research, West Grove, PA) (1:500 

dilution for 24hr at 4°C). Lastly, sections were stained with DAPI (Invitrogen, Carlsbad, 

CA) (1:1,000 dilution for 5 min) and mounted on slides.  

 

Fluorescent Microscopy 

Microscopy techniques were identical to those described in Chapter 2. Sections from -

2.055mm to -2.25mm posterior to bregma were used to select regions of interest in the 

dorsal hippocampus (DG, CA3, CA1), layer II/III of the lateral entorhinal cortex (ENTl), 

the basolateral nucleus of the amygdala (BLA), layer V/VI of the posterior parietal 

association area (PTLp), and layer II/III of the retrosplenial cortex (RSPv) based on 

previous studies (Kubik, Miyashita, Kubik-Zahorodna, & Guzowski, 2012; Maviel, 

Durkin, Menzaghi, & Bontempi, 2004; Reijmers, Perkins, Matsuo, & Mayford, 2007; 

Tayler et al., 2011).  Sections from -0.88mm to -1.655mm posterior to bregma were used 

in the analysis of the secondary motor cortex (MOs). Images were taken in the z plane at 

a frequency of 1-2µm and acquired using 40x (DG, CA3, CA1, ENTl) or 20x (BLA, 

PTLp, RSPv, MOs) objective lenses of a Nikon Eclipse 80i epiflourescence microscope 

and NIS Elements software (Nikon, Melville, NY).  
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Signal Quantification 

Quantification procedures were identical to those described in Chapter 2. Briefly, a 

custom-written macro was used to identify c-Fos, GFP, or c-Fos + GFP positive cells in 

the middle step of each image stack. A blinded rater examined signal quality and z-stack 

position before cells were counted as positive. The total number of DAPI cell bodies in 

each step was counted manually.  Once again, bilateral images for each region were 

quantified from 5 sections per animal, giving a total of 10 images per region per animal. 

The percentage of DAPI-labeled cells containing c-Fos, GFP, or both was calculated for 

each image and then averaged to produce a single measurement in each region for each 

animal. 

 
 
Statistics 

Group differences were analyzed using one-way ANOVAs and planned comparisons 

(Fisher’s PLSD).  In some experiments, the percentage of double-labeled neurons 

(!"#  !  !!!"#
!"#$

)  𝑥  100   was compared to chance (!"#  
!"#$

  𝑥   !!!"#
!"#$

)  𝑥  100  using paired-

samples t-tests.  Statistical significance for all tests was set at p < 0.05.    
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RESULTS	
  
 
H2B-GFP tagging persists two weeks after training 

Previously in Chapter 2, we demonstrated that H2B-GFP does not degrade within 

hippocampal subregions two weeks after training. To determine whether H2B-GFP signal 

is also stable in other analyzed brain regions (Figure 1A) we trained mice (n = 4) off 

DOX in context A.  After training, animals were put back on high concentration (1g/kg) 

DOX for 24 hours, then regular DOX chow (40mg/kg) for 13 days prior to testing and 

brain extraction (Figure 1B).  We found equivalent H2B-GFP expression 2 and 14 days 

after training (no effect of day F (1, 7) < 1) (Figure 1C).  H2B-GFP expression was, 

however, reduced in the BLA, RSPv, and ACC in a pilot study of animals (n = 5) tested 

28 days after training (data not shown). These data indicate that the activity of tagged 

neurons across the hippocampus, amygdala, and neocortex can be followed for up to two 

weeks after context fear conditioning. Examination of c-Fos expression induced by 14d 

testing in context A revealed a difference between groups (main effect of group F (1, 7) = 

32.9, p < 0.05) (Figure 1D) that was limited to CA1 and RSPv (Fisher’s PLSD p < 0.05).  

In these regions, the number of c-Fos positive neurons increased 14 days after training.  

To control for these differences in expression, we compared the percentage of reactivated 

neurons (!"#  !  !!!"#
!"#$

)  𝑥  100   to that expected by chance (!"#  
!"#$

  𝑥   !!!"#
!"#$

)  𝑥  100 .  

 

Reactivation of neural networks during remote memory retrieval 

Previous work indicates that context fear gradually becomes independent of the 

hippocampus after learning (Anagnostaras, Maren, & Fanselow, 1999; Debiec, LeDoux, 

& Nader, 2002; Kim & Fanselow, 1992; Wiltgen et al., 2010).  Therefore, we next 
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determined whether the hippocampus is required for memory retrieval 2 and 14 days after 

training. To do this, we inactivated the dorsal hippocampus with the AMPAR antagonist 

CNQX prior to testing.  Memory was assessed by measuring the freezing response, a 

species-specific defensive behavior observed in rodents (Anagnostaras et al., 2010).  

TetTag littermates lacking H2B-GFP were trained in context A and tested 2 or 14 days 

later in the same environment.  Infusion of CNQX into the dorsal hippocampus 30 

minutes prior to testing impaired memory retrieval at two days (main effect of group F (1, 

24) = 10.23, p < 0.05) but had no effect 14 days after training (no effect of group F (1, 

22) < 1) (Figure 2).  These results suggest that the systems mediating context fear are 

reorganized within two weeks of training.  

 

We next determined if hippocampal, amygdala, and cortical neurons reactivate when 

memory is retrieved 2 weeks after training.  H2B-GFP positive animals (n = 4) were 

trained off DOX as described above and tested 14d later.  Analysis of double labeling 

revealed that neurons in CA3 (paired-samples t-test t(3) = 4.82, p < 0.05) and CA1 (t(3) = 

5.69, p < 0.05) were significantly reactivated during remote memory retrieval (Figure 

3A). In contrast, reactivation in the BLA and DG did not exceed chance (paired-samples 

t-test, p values > 0.05). We next examined reactivation of cortical regions when memory 

was retrieved 2 weeks after training.  Figure 3B shows the percentage of reactivated 

neurons in each region relative to chance.  We found that reactivation was significantly 

greater than chance in the ENTl (paired-samples t-test t(3) = 4.32, p < 0.05) and PTLp 

(t(3) = 8.59, p < 0.05) but not in the RSPv or MOs (paired-samples t-test, p values > 

0.05).   
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These results deviated from our predictions about remote memory reactivation in two 

ways.  First, we did not expect to find reactivation of hippocampal neurons two weeks 

after training given that this region was not required for memory retrieval at this time 

point.  The fact that CA3 and CA1 were reactivated suggests that the hippocampus 

normally contributes to memory retrieval but that other structures can compensate when 

this region is inactivated.  Recent studies are consistent with this idea (Goshen et al., 

2011; Wiltgen et al., 2010; Winocur & Moscovitch, 2011).  Second, we did not observe 

reactivation of the BLA even though the amygdala is required for the retrieval of fear 

memories months and years after learning (Gale et al., 2004; Maren, Aharonov, & 

Fanselow, 1996).  Examination of our c-Fos expression data (Figure 1D) indicates that 

activity in the amygdala at 2 weeks (9.9%) does not differ from that observed during 

memory retrieval at 2 days (7.6%) (no effect of time F (1, 7) = 1.31, p > 0.05).  

Therefore, it is possible that amygdala activity is required for remote memory retrieval 

even though reactivation of the same neurons that were engaged during learning is not.  

Alternatively, a smaller population of reactivated neurons (that did not exceed chance in 

the current experiment) may be sufficient to support memory retrieval at remote time 

points.  To test the latter possibility we examined the relationship between BLA 

reactivation and freezing.  There was a strong linear relationship between the percentage 

of reactivated neurons and the amount of freezing at 2 days (r2 = .81) and 2 weeks (r2 = 

.62) that did not differ (no effect of time, F (1, 5) = 3.14, p > 0.05).  This suggests that 

reactivation of BLA neurons is related to the amount of freezing during recent and remote 

memory retrieval.  This finding is consistent with a recently published paper that used a 
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similar genetic system to examine reactivation of amygdala neurons following fear 

conditioning (Reijmers et al., 2007).  

 

Changes in regional reactivation over time 

To determine whether there were changes in the number of reactivated neurons over time 

we compared the percentage of H2B-GFP positive cells co-labeled with c-Fos 

(!"#  !  !!!"#
!"#$%  !"#

) during the recent and remote memory tests (Figure 4A and 4B).  Planned 

comparisons (Fisher’s PLSD) found a significant reduction in the percentage of 

reactivated neurons in the BLA and DG during the remote memory test (p values < 0.05), 

an increase in CA3 (p < 0.05) and no change in CA1 (p > 0.05).   

 

In contrast, analysis revealed that the percentage of reactivated neurons in analyzed 

cortical regions did not change over time (all p values > 0.05).  Reactivation in RSPv did 

not exceed chance 14 days after training because of an increase in c-Fos expression 

(illustrated in Figure 1D), not because of a decline in the percentage of reactivated 

neurons.  This result is consistent with a previous study that found increased expression 

of c-Fos in the retrosplenial cortex during the retrieval of remote spatial memories 

(Maviel et al., 2004).  As shown in Figure 1D, we did not observe a change in c-Fos 

expression over time in any of the other cortical regions examined.  Therefore, our data 

suggest that reactivation of cortical networks remains relatively stable after learning.      
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DISCUSSION	
  

In this chapter we observed that remote memory retrieval is accompanied by reactivation 

of the same neurons that were engaged during learning. However, patterns of regional 

reactivation were not identical between 2 and 14 days. Within the hippocampus, the 

percentage of reactivated neurons decreased in the DG, increased in CA3 and remained 

stable in CA1 over time.  The continuous generation of new neurons in the DG may 

contribute to the loss of reactivation in this region.  Recent data indicate that 

neurogenesis in the DG plays an essential role in the clearance of previously formed 

context fear memories (Feng et al., 2001; Kitamura et al., 2009). Based on these data, one 

would predict a gradual decline in the reactivation of DG neurons after learning.  As the 

percentage of reactivated neurons decreased in the DG, we observed a corresponding 

increase in CA3.  This finding may be related to the role that CA3 plays in pattern 

completion.  Several studies have shown that context memories lose details and become 

less precise with the passage of time (Wiltgen & Silva, 2007; Winocur, Moscovitch, & 

Sekeres, 2007).  This implies that remote memory retrieval requires reactivation of 

partially degraded information; a process that is known to depend on CA3 (Fellini, 

Florian, Courtey, & Roullet, 2009; Nakazawa et al., 2002).  Therefore, as reactivation of 

DG neurons decreases over time, memory retrieval may be supported by reactivation of 

CA3 and CA1 networks.   

 

Neurons in the CA1 region of the hippocampus were reactivated during the retrieval of 

remote context fear memories. This result was unexpected given that the hippocampus 

was not required for memory retrieval 2 weeks after training (Figure 2).  If memory can 
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be retrieved without the hippocampus then why is this region still reactivated during 

retrieval? One possibility is that remote memory retrieval normally involves the 

hippocampus but can be mediated by other structures if this region is compromised.  Two 

recent studies support this idea.  The first showed that under some conditions, 

inactivation of the hippocampus does not impair context fear although it significantly 

alters the quality of memory that can be retrieved (Wiltgen et al., 2010).  This result 

suggests that alternative brain regions can retrieve information that supports freezing if 

the hippocampus is compromised.  The second study found that prolonged inhibition of 

the dorsal hippocampus produces compensatory changes in the anterior cingulate cortex 

(ACC) that are sufficient to support memory retrieval (Goshen et al., 2011).  These data 

indicate that the hippocampus is: 1) required for recent memory retrieval and 2) 

contributes to, but is not essential, for remote memory retrieval. 

 

We also observed robust reactivation of cortical regions involved in spatial and 

contextual learning (ENTl and PTLp) (Andersen, Morris, Amaral, Bliss, & O'Keefe, 

2007; Cho & Kesner, 1996; Kesner, 2009; Maviel et al., 2004).  Reactivation of H2B-

GFP positive neurons in these regions was similar during the retrieval of recent and 

remote context fear memories (Figure 4B).  This result is consistent with both SMC and 

MTT models of memory that predict stable reactivation of cortical neurons over time.  

According to these models, consolidation involves a gradual strengthening of connections 

(either intra-cortical or cortico-hippocampal) between neurons that were active during 

learning (Alvarez & Squire, 1994; Frankland & Bontempi, 2005, Nadel & Moscovitch, 
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1997). Consequently, in both models cortical neurons should be reactivated during the 

retrieval of new and old memories as was observed in the current experiments.   

 

In contrast to the cortex, there is disagreement about whether the hippocampus should be 

reactivated during the retrieval of remote memories.  SMC predicts a gradual loss of 

hippocampal memory traces during consolidation while MTT argues that detailed 

contextual or spatial information is permanently stored in this structure (Frankland & 

Bontempi, 2005; McClelland, McNaughton, & O'Reilly, 1995; Moscovitch et al., 2005; 

Squire, 1992).  Our data indicate that some regions of the hippocampus continue to be 

reactivated during retrieval even when cortical regions are capable of supporting 

memory.  This result is consistent with the idea that hippocampal representations are 

maintained over time as complementary traces are established outside this structure 

(Moscovitch et al., 2005; Winocur & Moscovitch, 2011).  Our data also suggest that 

while cortical traces are being established, the hippocampal representation undergoes a 

qualitative change that results in decreased involvement of the DG and increased 

involvement of the CA3 region over time.  
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Figure 1. H2B-GFP and c-Fos expression are similar 2 and 14 days after training.  

A) A coronal section (-2.05 mm posterior to bregma) illustrating the brain regions 

analyzed for reactivation: dorsal hippocampus (DG, CA3, CA1), lateral entorhinal cortex 

(ENTl), basolateral amygdala (BLA), posterior parietal association area (PTLp) and 

retrosplenial cortex (RSPv).  Image adapted from the Allen Reference Atlas.  B) 

Behavioral procedure for the reactivation experiment.  Mice underwent fear conditioning 

in context A off DOX to tag activated neurons with H2B-GFP.  After training, animals 

were put back on DOX and tested 2 (n = 5) or 14d (n = 4) later.  c-Fos expression during 

testing was used to identify activated neurons.  Neurons double labeled with GFP and c-

Fos were activated during training and testing. C) The percentage of neurons expressing 

H2B-GFP was equivalent 2 and 14d after training. D) c-Fos expression was the same in 
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most brain regions at 2 and 14d.  It differed in CA1 and RSPv where expression was 

increased 14 days after training.  Error bars represent ± SEM. *p < 0.05. 
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Figure 2. Contextual fear memory undergoes reorganization 14 days after training.  

A) TetTag H2B-GFP-negative littermates were trained in context A and tested two days 

(Recent, saline n = 13, CNQX n = 13) or 14 days later (Remote, saline n = 12, CNQX n = 

12) in the same environment.  Infusion of CNQX into the dorsal hippocampus prior to 

testing impaired memory retrieval at 2 days but not 14 days after training.  Error bars 

represent ± SEM. *p < 0.05. 
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Figure 3.  Reactivation of neurons during remote memory retrieval. A) TetTag mice 

were trained off DOX in context A and tested in the same environment 14 days later (n = 

4).  The percentage of double-labeled neurons is shown relative to chance (percent H2B-

GFP x percent c-Fos).  Significant reactivation was observed in CA3 and CA1, but not in 

the DG or BLA.  B) Two weeks after training reactivation exceeded chance in the ENTl 

and PTLp but not RSPv or MOs.  Error bars represent ± SEM. *p < 0.05. 
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Figure 4. Changes in regional reactivation over time. 

A) The percentage of H2B-GFP positive neurons that were reactivated (i.e. co-labeled 

with c-Fos) is shown for mice tested 2 days (Recent, n = 5) or 14 days (Remote, n = 4) 

after training.  The percentage of reactivated neurons decreased over time in the BLA and 

DG, increased in CA3 and remained unchanged in CA1. B) The percentage of H2B-GFP 

positive neurons that were reactivated did not change over time in any of the cortical 

regions examined.  Error bars represent ± SEM. *p < 0.05. 
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ABSTRACT	
  

The hippocampus is widely thought to drive the reactivation of neocortical circuits during 

the retrieval of episodic and contextual memories. However, there is little direct evidence 

to support this. In this chapter, we use transgenic mice to tag neocortical neurons during 

context fear conditioning and determine whether reactivation of these cells requires the 

hippocampus during memory retrieval.  Hippocampus inactivation was performed either 

two or fourteen days after training. We observed that hippocampus inactivation two days 

after training impaired memory retrieval and reduced c-Fos expression and neural 

reactivation in CA1. Hippocampus inactivation at two days also reduced the degree of 

reactivation in the anterior cingulate and retrosplenial cortices and eliminated correlated 

cortical activity observed in control animals during retrieval. In contrast, inactivation at 

fourteen days did not result in impaired memory retrieval or significant decreases in 

cortical reactivation. Structural equation modeling revealed that inactivation at this later 

time point resulted unexpectedly in both an increase and decrease in coordinated cortical 

activity. This may reflect the emergence of cortex-based compensatory retrieval networks 

in the weeks following learning. 
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INTRODUCTION	
  

Most models of episodic and contextual memory assume that the hippocampus drives the 

reactivation of neocortical neurons during memory retrieval (Alvarez & Squire, 1994; 

McClelland, McNaughton, & O'Reilly, 1995; Moscovitch et al., 2005; O'Reilly & Rudy, 

2001; Squire, 1992; Teyler & DiScenna, 1986; Teyler & Rudy, 2007; Winocur & 

Moscovitch, 2011). This idea was initially based on the rich anatomical connectivity 

between the hippocampus and the neocortex (Marr, 1971). The presence of direct 

projections from the hippocampus to the cortex is thought to allow the replay of 

hippocampal patterns observed during learning to stimulate the reactivation of cortical 

networks. Repeated reactivation of cortical neurons that were active during learning is 

thought to induce the formation of either new intra-cortical connections (Standard Model 

of Systems Consolidation, SMC) or redundant cortico-hippocampal traces (Multiple 

Trace Theory, MTT) that support long-term memory retrieval. Although 

electrophysiological studies demonstrate the replay of hippocampal and cortical firing 

patterns during periods of sleep and inactivity (Qin, McNaughton, Skaggs, & Barnes, 

1997; Siapas & Wilson, 1998; Wilson & McNaughton, 1994), a causal link between 

reactivation in the hippocampus and neocortex has not been demonstrated. As a result, it 

remains unknown whether the hippocampus is required for memory representations to 

reactivate within the cortex.  

 

To address this issue, we used transgenic mice (H2B-GFP TetTag) to label neocortical 

neurons during learning. In these mice, context fear conditioning induces the expression 

of a long-lasting H2B-GFP protein (Tayler et al., 2011; Tayler, Tanaka, Reijmers, & 
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Wiltgen, 2013). In the previous chapters, we showed that H2B-GFP labeled neurons in 

the hippocampus, retrosplenial cortex and posterior parietal association area reactivate 

(i.e. co-label with c-Fos) when context fear memories are retrieved (Tayler et al., 2013). 

The purpose of the current study was to determine if reactivation of these neocortical 

regions requires the hippocampus.  

 

The two major models of episodic and contextual memory (i.e. SMC and MTT) make 

different predictions about the importance of the hippocampus to cortical reactivation 

during remote memory retrieval. SMC proposes that over time newly formed intra-

cortical connections allow the cortex to support memory retrieval without input from the 

hippocampus (Alvarez & Squire, 1994). The SMC predicts, therefore, that inactivation of 

the hippocampus will affect the reactivation of cortical neurons and impair memory 

retrieval when it is performed early after learning, but not following a weeks-long 

consolidation period. This prediction is challenged, however, by Multiple Trace Theory’s 

assertion that complete damage to the hippocampus impairs both recent and remote 

contextual memories (Nadel & Moscovitch, 1997). According to MTT, the act of 

retrieving an episodic or contextual memory creates a new trace between the 

hippocampus and neocortex. Older memories, which have been retrieved more often than 

new memories, are more resilient to hippocampus damage because of the redundancy of 

their hippocampus-based connections, but cannot be retrieved if the hippocampus is 

completely compromised (Moscovitch et al., 2005). In contrast to SMC, MTT predicts 

that hippocampus inactivation will impair remote contextual memory retrieval and 

neocortical reactivation when performed following a consolidation period.  
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Therefore, in this chapter we examine the impact of hippocampus inactivation on 

neocortical reactivation during retrieval at a recent (2d) and remote (14d) time point. 

Based on models of systems consolidation, we hypothesized that neocortical reactivation 

would rely on the hippocampus shortly after learning, but occur independently following 

a weeks-long consolidation period. We also anticipated that functional connectivity 

between cortical brain regions would be reduced when the hippocampus was inactivated 

two, but not fourteen days after training. Alternatively, if the MTT is more accurate, then 

we predicted that hippocampus inactivation at 14 days would impair neocortical 

reactivation and the ability of cortical regions to coordinate their activity during remote 

memory retrieval.	
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METHODS	
  

Mice 

The animals used in these experiments are identical to the TetTag mice described in 

Chapters 2 and 3. TetTag mice on a B6/129 F1 hybrid background were born and raised 

on DOX chow (40 mg/kg) to prevent H2B-GFP expression prior to experiments. All 

procedures were performed on 10-12 week old male and female mice during the light 

phase of the 12-h light/dark cycle.  Mice were single housed and given ad libitum access 

to food and water for the duration of the experiment.  All experiments were approved by 

the University of Virginia Animal Care and Use Committee. 

 

Hippocampus Cannulation Procedure 

Ten days prior to training, all mice underwent surgery to implant plastic guide cannulae 

(22 gauge; Plastics One, Roanoke, VA) bilaterally into the dorsal hippocampus. Mice 

were anesthetized with isoflurane and mounted in a stereotaxic apparatus (David Kopf 

Instruments, Tujunga, CA).  Bregma and lambda were placed in the same horizontal 

plane. To avoid damage to the posterior parietal association area (PTLp), cannulae were 

inserted at a 20° angle through small burr holes and affixed with dental cement (Harry J. 

Bosworth Company, Skokie, IL) at the following locations relative to bregma (mm): AP: 

-2.25, ML: ±3.0, DV: -1 (from skull).  Animals were given seven days to recover prior to 

DOX chow removal.  

 

Contextual Fear Conditioning 
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DOX was removed three days prior to training to label activated neurons with H2B-GFP. 

Mice were allowed to explore the context (context A) for three minutes prior to the onset 

of footshock (3 shocks, 0.5mA, 2s duration, 20s ITI).  Mice were returned to their 

homecages 30s after the last shock and immediately given high concentration DOX chow 

(1g/kg) to suppress further H2B-GFP expression.  Memory was assessed two or fourteen 

days later by returning the mice to the training context for five minutes and measuring the 

freezing response. The contextual fear conditioning equipment used in these experiments 

is identical to that described in Chapters 2 and 3. Briefly, context A contained a single-

grid stainless steel floor, overhead LED lighting, and a scanning CCD video camera 

(Med Associates Inc., St. Albans, VT).  The chamber and drop pan were cleaned with 

95% ethanol prior to each session. Automated freezing measurements were obtained 

using the VideoFreeze system (Med Associates Inc., St. Albans, VT).  

 

Hippocampus Inactivation 

Prior to testing in context A, mice were briefly anesthetized with isoflurane and injection 

cannulae (28 gauge) projecting 1.25mm from the tip of the guide cannulae were inserted 

to infuse the AMPA/Kainate antagonist CNQX (Sigma Aldrich, St. Louis, MO) (3mM) 

or saline (0.9%) into the dorsal hippocampus (0.75 µl/side; 0.1 µl/minute). Injectors 

remained in place for 2 minutes to allow for diffusion. Mice were tested sixty minutes 

following the infusion. Cannulae placement was confirmed using the Allen Reference 

Atlas (Dong, 2008).  

 

Immunohistochemistry and Quantification 
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c-Fos Time Course:  

We piloted the time course of c-Fos expression in CA1 to ensure that c-Fos positive cells 

were activated by the retrieval test and not by infusion handling. TetTag GFP negative 

littermates were removed from homecage, lightly anesthetized with isoflurane and placed 

briefly in a stereotaxic apparatus, transferred to a recovery box, and then remained in the 

infusion area for a total of ten minutes to simulate infusion handling. Mice were returned 

to homecage and transcardially perfused using 4% PFA 90, 120, 150, or 180 minutes 

later (n = 4 per time point). c-Fos immunostaining and macro-aided quantification of c-

Fos positive cells proceeded as described below.  Time point differences were analyzed 

using one-way ANOVAs and planned comparisons (Fisher’s PLSD). 

 

Colocalization Staining Procedure:  

Mice were transcardially perfused using 4% PFA ninety minutes after testing in context 

A.  Following 24-h post-fixation, brains were sectioned, blocked, and stained for c-Fos 

(Calbiochem, Darmstadt, Germany, 1:20,000 dilution for 48 hr at 4°C; Dylight 649 goat 

anti-rabbit secondary antibody, Jackson Immuno Research, West Grove, PA, 1:500 

dilution for 24hr at 4°C; DAPI, Invitrogen, Carlsbad, CA, 1:1,000 dilution for 5 min). 

Complete staining procedures are identical to those described in Chapters 2 and 3. 

Imaging was conducted using the 20x objective of a Nikon 80i wide-field epiflourescence 

microscope and NIS Elements software (Nikon, Melville, NY). Bilateral CA1, PTLp, 

retrosplenial cortex (RSPv), anterior cingulate cortex (ACC), basolateral amygdala 

(BLA), central nucleus of the amygdala (CEA), and lateral entorhinal cortex (ENTl) 

images were quantified from 3 sections per animal, giving a total of 6 images per region 
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per animal. The middle-most 2µm step of each image stack was used for quantification. 

A macro was used to identify c-Fos and GFP signals as regions of interest based on size, 

circularity, and intensity (≥ 2 S.D. above mean intensity of the channel). Cells were 

determined to be c-Fos positive, GFP positive, GFP+c-Fos positive, or signal negative. 

The total number of DAPI-labeled cell bodies was counted manually.  The percentage of 

cells containing c-Fos, GFP, or both was calculated for each image and then averaged to 

produce a single measurement in each region for each animal. 

 

Statistics 

Group differences were analyzed using one-way ANOVAs and planned comparisons 

(Fisher’s PLSD). Reactivation (i.e. overlap) of neurons in each brain region was analyzed 

by first normalizing each mouse’s percentage of double-labeled neurons to the average 

percentage of overlap in that brain region for all mice (i.e. overlap/mean). Normalized 

reactivation was then compared between groups using one-way ANOVAs. Simple linear 

regressions were used to examine the relationships between pairs of brain regions, and 

between GFP, c-Fos, or normalized colocalization and freezing. Statistical significance 

for all tests was set at p < 0.05.    

 

Structural Equation Modeling 

Structural equation modeling was performed using OpenMx and R software (Boker et al., 

2012; Boker et al., 2011). We compared a null model, in which there was no anatomical 

structure imposed on the shared covariance (i.e. relatedness) of activity between cortical 

brain regions to an alternative model, in which anatomical connections were predicted to 
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guide the strength and direction of covariance between regions. Our two models (null vs. 

alternative) were tested against the data to determine goodness of fit. Confirmatory 

structural equation models were generated using regional GFP, c-Fos, and normalized 

colocalization activity for each group. After determining whether Saline and CNQX 

group models differed at each time point (2d and 14d), we tested the significance of 

individual anatomical connections in the models to identify the connection(s) responsible 

for the model difference. To do this, we compared nested models in which a) the 

anatomical path coefficients were allowed to be freely estimated between the Saline and 

CNQX groups (i.e. null model) and b) an alternative model, in which the anatomical path 

coefficients were fixed to be identical across groups (McIntosh & Gonzalez-Lima, 1994). 
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RESULTS	
  

We began our experiments by performing a time course pilot for c-Fos expression to 

ensure that stimulation from the inactivation procedure (e.g. transport, handling, and 

cannula insertion) did not contaminate retrieval-driven c-Fos (Figure 1A). Expression in 

CA1 reached a maximum % of c-Fos positive cells ninety minutes following infusion 

handling and was no longer significantly different from homecage levels 150 minutes 

following handling (p > 0.05). We therefore determined that mice tested 60 minutes after 

the infusion and perfused 90 minutes following testing would express retrieval-induced c-

Fos (Figure 1B).  

 

We next trained TetTag mice in a context fear chamber (context A) off DOX to label 

active neurons in the hippocampus and cortex with H2B-GFP.  Two or fourteen days 

later, mice received an infusion of saline (2d: n = 7, 14d: n = 6) or the AMPA/kainate 

glutamate receptor antagonist CNQX (2d: n = 7, 14d: n = 7) into the dorsal hippocampus 

and were tested sixty minutes later (Figure 1C). CNQX was selected as the inactivation 

agent for its ability to inhibit hippocampus function without affecting fibers of passage 

(Winters & Bussey, 2005).  

 

Inactivation two days after training 

We found that inactivating the dorsal hippocampus with CNQX two days after training 

impaired freezing during the context test (main effect of group F (1, 12) = 16.12, p < 

0.05) (Figure 2).  Hippocampus inactivation also decreased c-Fos expression (main effect 

of group F (1, 12) = 13.71, p < 0.05) (Figure 3A) and the percentage of reactivated cells 



93	
  

in CA1 (main effect of group F (1, 12) = 20.55, p < 0.05) (Figure 3B). CA1 H2B-GFP 

expression (which occurred during learning) was not affected (p > 0.05).  

 

We observed that CA1 activity during learning is an important predictor of subsequent 

memory retrieval. The percentage of H2B-GFP expressed in CA1 in saline animals 

correlated positively with the amount of freezing during testing two days later (R(5) = 

0.74, r2 = 0.55, p = 0.05). The percentage of reactivated neurons in CA1 in all mice also 

correlated positively with the amount of freezing during testing (R(12) = 0.66, r2 = 0.44, 

p < 0.05) (Figure 4). These results suggest that reducing the reactivation of CA1 neurons 

via hippocampus inactivation impairs memory retrieval soon after learning has occurred. 

	
  

We next examined the effects of hippocampus inactivation on a network of six extra-

hippocampal brain regions. As in Chapters 2 and 3, we examined the amygdala 

(basolateral amygdala (BLA) and added the central nucleus of the amygdala (CEA)), 

lateral entorhinal cortex (ENTl), retrosplenial cortex (RSPv) and posterior parietal 

association area (PTLp); regions important for spatial and fear learning (Kesner, 2009; 

Maviel, Durkin, Menzaghi, & Bontempi, 2004). We also examined the anterior cingulate 

cortex (ACC), which plays an important role in the retrieval of context fear memories 

(Frankland, Bontempi, Talton, Kaczmarek, & Silva, 2004; Goshen et al., 2011; Maviel et 

al., 2004; Vetere et al., 2011).   

 

The percentage of H2B-GFP positive cells did not differ between saline and CNQX 

groups in any of the regions examined (all p values > .05). Surprisingly, despite a 



94	
  

decrease in freezing behavior the percentage of BLA and CEA neurons positive for c-Fos 

did not decrease in CNQX animals as a result of hippocampus inactivation (p values > 

.05). Hippocampus inactivation also did not affect c-Fos expression in the ACC (p > 

0.05) (Figure 5A). However, we did observe a strong trend towards decreased c-Fos 

expression in the RSPv (main effect of group F (1,12) = 4.071, p = 0.07) (Figure 5A) and 

unexpected increases in PTLp and ENTl c-Fos expression following inactivation (PTLp: 

main effect of group F (1, 12) = 5.03, p < 0.05; ENTl: main effect of group F (1, 12) = 

5.88, p < 0.05) (Figure 5A). Decreased RSPv c-Fos expression was not unexpected, given 

that recent work by Guzowski and colleagues demonstrates decreased Arc immediate 

early gene expression in the RSPv following inactivation of the dorsal hippocampus 

using tetrodotoxin (Kubik, Miyashita, Kubik-Zahorodna, & Guzowski, 2012). In both the 

current experiment and Guzowski study it may be that loss of direct output from dorsal 

CA1 projections to layer 2/3 of the RSPv results in decreased cortical activity (Cenquizca 

& Swanson, 2007).  

 

We next examined changes in colocalization. We observed no group differences in 

normalized colocalization (i.e. percentage of double-labeled neurons normalized to the 

average percentage of overlap in that brain region for all mice) in the BLA, ENTl, or 

PTLp (all p values > 0.05). We did, however, observe an unexpected increase in 

reactivation in the CEA of CNQX mice (main effect of group F (1,12) = 9.45, p < 0.05). 

Analysis of cortical reactivation revealed a significant reduction in normalized 

colocalization in the ACC (main effect of group F (1,12) = 4.63, p < 0.05) and a strong 

trend towards reduction in the RSPv (main effect of group F (1,12) = 3.19, p = .10) 
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(Figures 5B & 6). These data indicate that reactivation of cells in the ACC and RSPv 

during memory retrieval relies on the hippocampus two days after training.  

 

Finally, we examined correlated activity between individual brain regions during memory 

retrieval. As expected, regional correlations for the percentage of H2B-GFP positive cells 

were similar in CNQX and saline animals, as the hippocampus was active during training 

in both groups (Figure 7). We observed positive relationships between GFP expression in 

the PTLp and RSPv (Saline: R(4) = 0.93, r2 = 0.87, p < 0.05, CNQX: R(5) = 0.64, r2 = 

0.41, p = 0.1) and between the RSPv and ACC (Saline: R(4) = 0.61, r2 = 0.37, p = 0.1, 

CNQX: R(5) = 0.68, r2 = 0.46, p = 0.1). Both groups also exhibited strong, positive 

correlations for the percentage of c-Fos positive cells between the BLA and CEA (Saline: 

R(4) = 0.90, r2 = 0.81, p < 0.05, CNQX: R(5) = 0.76, r2 = 0.58, p < 0.05) (Figure 7). This 

regional correlation was not observed in the GFP data, demonstrating that it emerged 

after training and therefore may be specific to memory retrieval. The presence of this 

relationship in CNQX mice suggests that coordination between the BLA and CEA during 

retrieval is not dependent on the hippocampus.  

 

Group differences emerged, however, when we analyzed the degree of reactivation (i.e. 

normalized colocalization). Normalized colocalization was positively correlated between 

the PTLp and RSPv during memory retrieval in saline animals (R(4) = 0.81, r2 = 0.66, p < 

0.05) (Figure 8). This supports the idea that coordinated cortical activity accompanies 

memory retrieval (Hoffman & McNaughton, 2002; Squire, 1992).  Interestingly, this 

cortical correlation was eliminated by hippocampus inactivation (R(5) = 0.35, r2 = 0.12, p 
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> 0.05) (Figure 8). This indicates that the hippocampus plays an important role in 

coordinating cortical activity during memory retrieval.   

 

To examine correlated activity across multiple brain regions, we next performed 

structural equation modeling (SEM). Unlike linear regression analysis, which limits one 

to examining relationships between individual brain regions, SEM allows us to follow 

changes in coordinated cortical activity across multiple brain regions. We estimated 

changes in functional connectivity between hippocampal, cortical, and amygdala regions 

linked by known anatomical pathways (Andersen, 2007; Cenquizca & Swanson, 2007) 

(Figure 10). By structuring the model using known neuroanatomical connections, we 

could conclude that any significant correlations found between our brain regions were in 

fact anatomically viable (Addis & McAndrews, 2006). We observed that Saline and 

CNQX models generated from GFP and c-Fos data did not differ based on factor loadings 

(i.e. path coefficients, p values > 0.05). However, models generated using normalized 

colocalization data did differ based on path coefficients (p < 0.05). Change in the path 

coefficient from PTLP àRSPV following inactivation was found to drive the difference 

in the Saline and CNQX models (p < 0.05) (Figure 10). Together, our correlation and 

modeling data suggest that inactivating the hippocampus two days after training impairs 

both coordinated cortical activity and functional connectivity during memory retrieval.  

 
 
Inactivation fourteen days after training 

Inactivating the dorsal hippocampus fourteen days after training did not significantly 

impair freezing during the context test (p > 0.05) (Figure 11). This suggests that the 

systems supporting contextual memory retrieval are reorganized two weeks after training. 
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Hippocampus inactivation did cause a numeric (21.65%) decrease in CA1 c-Fos 

expression, however the decrease was not significant at this time point (p > 0.05) (Figure 

12A). This appears to be the result of a sharp decrease in saline CA1 c-Fos expression at 

14 days (main effect of day F (1,11) = 7.59, p < 0.05) rather than an infusion failure, as 

CNQX c-Fos expression did not differ between 2 and 14 days (p > 0.05). Decreased 14 

day c-Fos expression was not a general phenomenon:  no other brain region sampled 

exhibited decreased c-Fos in saline controls. Inactivating the dorsal hippocampus also 

reduced the percentage of reactivated cells in CA1 by 31.75% (Figure 12B), however this 

decrease was not significant. This may be due once again to a decrease in the percentage 

of reactivated CA1 cells in the saline group at this time point (main effect of day F (1,11) 

= 20.14, p < 0.05), as CNQX groups did not differ between 2 and 14 days (p > 0.05). 

Although CA1 GFP expression did not differ between saline (n = 6) and CNQX mice (n 

= 7) (p > 0.05) (Figure 12A), correlation analysis failed to produce significant 

relationships between 14d CA1 GFP or normalized colocalization and freezing. Together, 

these results could serve as evidence of CA1 disengagement in the retrieval process 

following consolidation (Frankland & Bontempi, 2005; Frankland et al., 2004).  

 
	
  
We next examined the effects of hippocampus inactivation at 14 days on the BLA, CEA, 

ENTl, ACC, RSPv, and PLTp.  Once again, GFP expression did not differ between saline 

and CNQX groups in these regions (all p values > 0.05). However, at 14 days we did 

observe extreme H2B-GFP signal degradation in the BLA. As a result, it is difficult to 

interpret BLA data for this time point and we have excluded BLA pathways from the 14-

day SEM.  
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Hippocampus inactivation did not reduce c-Fos expression in the ACC, RSPv, or PTLp 

(all p values > 0.05) (Figure 13A). Inactivation also did not reduce reactivation of cells in 

the ACC, RSPv, or PTLp (all p values > .05) (Figure 13B). Together, these data could 

support the SMC: indicating that retrieval-driven cortical reactivation is impaired by 

hippocampus inactivation when it is performed two, but not fourteen days after training. 

However, this interpretation of the data is undermined by the fact that CNQX groups did 

not experience a significant increase in the percentage of colocalized cells in any cortical 

region between 2 and 14 days (all p values > 0.05). Instead, we observed a numeric 

(though insignificant) reduction from 2 to 14 days in ACC and RSPv colocalization in the 

saline group (all p values > 0.05). Therefore, we cannot rule out that the lack of impaired 

cortical reactivation at 14d could have been driven by reduced reactivation in the saline 

group and not by the emergence of hippocampus-independent cortical reactivation in 

CNQX mice.  

 

We next examined correlated activity between individual brain regions during memory 

retrieval (Figures 14-16). GFP correlations were similar across saline and CNQX groups, 

with the exception of a correlation between PTLp and RSPv in CNQX animals (R(5) = 

0.88, r2 = 0.79, p < 0.05) (Figure 14). When we analyzed correlations in 14-day c-Fos 

expression, we observed the surprising presence of correlated activity between PTLp and 

RSPv (R(5) = 0.82, r2 = 0.67, p < 0.05), and between CA1 and RSPv (R(5) = 0.91, r2 = 

0.82, p < 0.05) only in CNQX animals (Figure 14). We also observed a strong, positive 

relationship between PTLp and RSPv normalized colocalization (R(5) = 0.92, r2 = 0.84, p 
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< 0.05) that was found only in the CNQX group. These results could be interpreted as 

evidence of cortical coordination despite hippocampus inactivation, which would support 

SMC. However, since these relationships were absent in 14d saline controls, they may 

alternatively represent a cortical compensatory mechanism that occurs only when the 

hippocampus is compromised: an interpretation more in line with Multiple Trace Theory 

(Goshen et al., 2011; Nadel & Moscovitch, 1997).  

 

Finally, we chose to perform structural equation modeling at 14d. This allowed us to 

directly compare the saline and CNQX correlation models to determine whether 

significant differences were produced by hippocampus inactivation. SEM was performed 

similarly to 2d, however the connections between CA1à BLAà CEA were excluded 

due to signal degradation in the amygdala. Saline and CNQX Normalized Colocalization 

models were found to differ based on path coefficients (p < 0.01) (Figure 17). Following 

hippocampus inactivation, the path coefficient from PTLP à RSPV was significantly 

stronger than in saline controls (CNQX: 1.34, SE = 0.22; Saline: -0.17, SE = 1.00). 

However, due to the large SE of path coefficient strength in saline animals, this path 

alone did not drive the difference between the models (p > 0.05). Another contributing 

factor was a decrease in RSPV à ACC path strength in CNQX mice (CNQX: 0.27, SE = 

0.21; Saline: 1.14, SE = 0.44). Once again, the SE of the saline path was large enough to 

preclude this one connection from driving the model difference (p > 0.05). Because each 

significant path change did not independently drive the difference in model fit, we tested 

the paths in combination. We found that a model where both PTLP à RSPV and RSPV 

à ACC path coefficients were allowed to be freely estimated significantly differed from 
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a model in which both of these path coefficients were fixed across groups (p < 0.01). This 

suggests that changes in the path coefficients of both cortical projections drove the 

difference between the 14d Saline and CNQX models. In summary, hippocampus 

inactivation changed the overall patterns of cortical coordination at 14 days by inducing 

both a specific gain (PTLp à RSPv) and loss (RSPv à ACC) of cortical functional 

connectivity. This can be interpreted as evidence of cortical network reorganization 

resulting from hippocampus inactivation 14 days after training. 
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DISCUSSION	
  
 
In this chapter, we sought to experimentally verify a fundamental assumption of current 

models of memory: that the hippocampus is necessary for the reactivation of cortical 

neurons during memory retrieval. To do this, we tagged neocortical neurons with H2B-

GFP during context fear conditioning and examined whether these same neurons 

reactivate when the hippocampus is inactivated prior to retrieval 2 or 14 days later.  

 

The data demonstrate the importance of the hippocampus to memory retrieval 2 days 

after training. First, we observed that inactivating CA1 prior to testing impaired 2d 

memory retrieval. Second, we found an interesting and robust correlation between CA1 

activity during learning (i.e. H2B-GFP tagging) and the strength of subsequent memory 

retrieval two days later. Third, we observed a strong, positive correlation between CA1 

reactivation and freezing during the context test. This demonstrates that reducing the 

reactivation of CA1 neurons impairs memory retrieval soon after learning has occurred. 

This result is interesting considering that animals which froze less would have had the 

opportunity to explore more of context A and activate a potentially larger number of CA1 

place cells. We observed the opposite effect, where increased CA1 reactivation correlated 

with increased freezing behavior (i.e. immobility). This relationship indicates that 

reactivation of CA1 neurons is more than a side product of re-exposure to the training 

environment, but is instead an important predictor of successful memory retrieval.  

 

The data next demonstrate the importance of the hippocampus to cortical reactivation 

during recent memory retrieval. Hippocampus inactivation at two days reduced 

reactivation in the anterior cingulate and retrosplenial cortices, and eliminated patterns of 
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correlated cortical activity observed in control animals during testing. These results 

represent the first direct evidence that the hippocampus is important for neocortical 

reactivation to occur during memory retrieval, and support memory models based on 

reactivation hypotheses (Alvarez & Squire, 1994; Nadel & Moscovitch, 1997; Winocur 

& Moscovitch, 2011).  

 

In contrast, hippocampus inactivation fourteen days after training did not significantly 

impair memory retrieval for the training context. This result suggests that the systems 

mediating memory retrieval reorganize in the weeks following training, and support our 

use of 14 days as a remote retrieval time point. In sharp contrast to inactivation at 2 days, 

inactivation 14 days after training did not result in impaired neocortical reactivation in 

the ACC or RSPv. At first glance, these results appear to support the Standard Model of 

Systems Consolidation, which predicts that neocortical reactivation should occur 

independently of the hippocampus following consolidation (Alvarez & Squire, 1994). 

However, this interpretation of the data is weakened by the absence of a significant 

increase in the cortical reactivation of CNQX animals from 2 to 14 days. If SMC was 

directly supported by our data, then we would expect to see similar levels of cortical 

reactivation in 2d saline, 14d saline, and 14d CNQX groups, with reactivation only 

decreased in 2d CNQX animals. Instead, we observed a numeric reduction in cortical 

reactivation from 2 to 14d in saline mice. This reduction at 14d may have driven the lack 

of impaired cortical reactivation following 14d hippocampus inactivation.  
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Additionally, SEM revealed that hippocampus inactivation at 2 days eliminated patterns 

of cortical coordination (PTLp à RSPv) observed in saline animals. We therefore 

predicted that if SMC was directly supported by our data, then we would observe 14-day 

hippocampus inactivation resulting in a sparing of the cortical correlations observed in 

control animals. Instead, we observed a lack of cortical correlations in the saline group 

and the emergence of CA1à RSPv and PTLpà RSPv coordination only following 

hippocampus inactivation.  

 

Together, these results may support a modified version of SMC where neocortical 

circuits are established after learning, but do not replace the original memory 

representations stored in the hippocampus (Winocur & Moscovitch, 2011). As a result, 

hippocampus inactivation several weeks after training may induce a shift or 

reorganization in cortical coordination in an attempt to compensate for the loss of 

hippocampus input. Recent work by Deisseroth and colleagues (2011) supports cortical 

compensation following hippocampus inactivation at a remote time point. They 

demonstrate that prolonged (30 minute) pharmacological inactivation of CA1 results in 

an adaptive shift to the ACC during remote memory retrieval. This shift was absent when 

CA1 was rapidly silenced using optogenetics, which the authors assume did not provide a 

long enough temporal window for cortical compensation to occur.  

 

Finally, we must acknowledge that our experiments have two major limitations. First, 14 

days is not an optimal time point for testing recent vs. remote memory predictions of the 

SMC. Unfortunately, the stability of H2B-GFP expression outside of CA1 was limited to 
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14 days after induction. This prevented us from examining the impact of hippocampus 

inactivation on cortical reactivation at a more traditional 28-day time point (Frankland & 

Bontempi, 2005; Squire, 1992; Wiltgen, Brown, Talton, & Silva, 2004). We may have 

observed different patterns of cortical coordination in both saline and CNQX groups had 

we been able to examine reactivation at 28 days. Future studies should take advantage of 

a newly developed tagging approach called TRAP: targeted recombination in active 

populations (Guenthner, Miyamichi, Yang, Heller, & Luo, 2013). In these mice, activity-

dependent expression of a fluorescent effector gene is dependent on the presence of 

tamoxifen. When tamoxifen is administered prior to training, CreERT2 is expressed in 

active cells and induces excision of a loxP-flanked transcriptional stop signal. This results 

in ubiquitous expression of a fluorescent protein such as tdTomato. The advantage of this 

system is that the time window of activation is short (<12 h), background expression 

levels are very low, and activity-induced labeling is permanent. 

 

Second, pharmacological inactivation of CA1 cannot specifically silence only those CA1 

neurons that were engaged during learning. In contrast, optogenetic techniques can be 

used to control the activity of specific cell populations. Activation or inactivation is 

achieved via expression of light-sensitive proteins such as channelrhodopsin (ChR2), 

halorhodopsin (NpHR), or archaerhodopsin (Arch) (Yizhar, Fenno, Davidson, Mogri, & 

Deisseroth, 2011). Recent work has shown that optogenetic methods can be combined 

with the tetracycline transactivator system to control the activity of hippocampal neurons 

that were engaged during learning (Liu et al., 2012). In future experiments, this powerful 

tool could be used to examine the contribution of previously activated hippocampal 
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neurons to neocortical reactivation during recent and remote memory retrieval.  
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Figure 1. CA1 c-Fos expression time course and inactivation design. A) Expression of 

c-Fos reached a maximum % of positive neurons in CA1 ninety minutes following 

infusion handling and returned to homecage levels 150 minutes after handling. B) Mice 

were infused at time 0, tested in context A 60 minutes after the infusion, and perfused 90 

minutes later to restrict c-Fos expression to testing. C) Behavioral Design: mice were 

trained in context A off DOX to label activated neurons with H2B-GFP. Two or fourteen 

days later the hippocampus was inactivated using CNQX and mice were tested in the 

training context.  
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Figure 2. Hippocampus inactivation at 2d impairs memory retrieval. TetTag mice 

were trained off DOX in context A and tested 2 days later (Saline n = 7, CNQX n = 7). 

Infusion of CNQX into the dorsal hippocampus 60 minutes prior to testing impaired 

memory retrieval for context A. Error bars represent ± SEM. *p < 0.05. 
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Figure 3. Hippocampus inactivation at 2d impairs CA1 reactivation. A) Infusion of 

CNQX into the dorsal hippocampus 60 minutes prior to testing reduced the expression of 

c-Fos in CA1. H2B-GFP expression (which occurred during context training) was 

unchanged. B) CNQX inactivation impaired the reactivation of neurons in CA1. Error 

bars represent ± SEM. *p < 0.05. 
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Figure 4. Hippocampus reactivation correlates with the strength of 2d memory 

retrieval. The percentage of reactivated CA1 neurons correlated significantly with 

freezing behavior at testing. *p < 0.05. 
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Figure 5. The hippocampus is necessary for the reactivation of neocortical neurons 

at 2d. A) Hippocampus inactivation did not impair c-Fos expression in the ACC or 

PTLp, but did cause a strong trend towards reduction in the RSPv. B) Hippocampus 

inactivation reduced reactivation in the ACC and caused a strong trend towards reduction 

in the RSPv, but did not affect the PTLp. The percentage of double-labeled neurons is 

shown normalized to the average percentage of overlap in each brain region for all mice. 

Error bars represent ± SEM. *p < 0.05. †p < 0.1 
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Figure 6. Hippocampus inactivation at two days impairs the reactivation of 

neocortical neurons. Hippocampus inactivation (right in each panel) reduced the 

reactivation of ACC and RSPv, but not PTLp H2B-GFP neurons tagged during learning. 

H2B-GFP shown in green, c-Fos in red, DAPI counterstaining in blue. Arrows indicate 

reactivated neurons.  
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Figure 7. Hippocampus inactivation did not impair H2B-GFP and c-Fos regional 

correlations.  As expected, regional correlations (r2 scores) for training-induced GFP 

activity (Top) were similar in CNQX (n = 7) and saline (n = 7) animals. Both groups also 
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exhibited strong, positive correlations for c-Fos activity between the BLA and CEA 

(Bottom). Data shown as r2 scores. *p < 0.05. †p < 0.1 
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Figure 8. Hippocampus inactivation impairs correlation between the PTLp and 

RSPv during 2d retrieval. The degree of reactivation (i.e. colocalization normalized to 

the regional mean for all mice) was positively correlated in saline animals between the 

PTLp and RSPv during memory retrieval. This cortical correlation was eliminated by 

hippocampus CNQX inactivation. Data shown as r2 scores. *p < 0.05. †p < 0.1 
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Figure 9. Correlation matrices examining immediate early gene and reactivation 

activity during 2d memory retrieval. Saline controls (top left) and inactivated animals 

(top right) exhibited positive correlations in c-Fos activity between the BLA and CEA 

during memory retrieval. Normalized colocalization was also positively correlated 

between the RSPv and PTLp during memory retrieval (bottom left). This cortical 

correlation was absent in inactivated mice (bottom right). Data shown as r2 scores. 

  

2D#Saline

Fos CA1 LEC RSPv PTLp ACC BLA CeA Fos CA1 LEC RSPv PTLp ACC BLA CeA

CA1 1.00 0.00 0.02 0.20 0.01 0.13 0.07 CA1 1.00 0.33 0.00 0.19 0.22 0.32 0.07

LEC 0.00 1.00 0.00 0.27 0.58 0.49 0.40 LEC 0.33 1.00 0.59 0.00 0.01 0.51 0.04

RSPv 0.02 0.00 1.00 0.12 0.05 0.04 0.00 RSPv 0.00 0.59 1.00 0.37 0.12 0.09 0.02

PTLp 0.20 0.27 0.12 1.00 0.20 0.32 0.41 PTLp 0.19 0.00 0.37 1.00 0.09 0.09 0.40

ACC 0.01 0.58 0.05 0.20 1.00 0.24 0.28 ACC 0.22 0.01 0.12 0.09 1.00 0.35 0.19

BLA 0.13 0.49 0.04 0.32 0.24 1.00 0.81 BLA 0.32 0.51 0.09 0.09 0.35 1.00 0.58

CeA 0.07 0.40 0.00 0.41 0.28 0.81 1.00 CeA 0.07 0.04 0.02 0.40 0.19 0.58 1.00

Col CA1 LEC RSPv PTLp ACC BLA CeA Col CA1 LEC RSPv PTLp ACC BLA CeA

CA1 1.00 0.08 0.02 0.22 0.06 0.09 0.09 CA1 1.00 0.00 0.44 0.12 0.55 0.00 0.09

LEC 0.08 1.00 0.13 0.47 0.00 0.06 0.20 LEC 0.00 1.00 0.01 0.85 0.01 0.00 0.67

RSPv 0.02 0.13 1.00 0.66 0.40 0.02 0.59 RSPv 0.44 0.01 1.00 0.12 0.50 0.18 0.01

PTLp 0.22 0.47 0.66 1.00 0.22 0.02 0.37 PTLp 0.12 0.85 0.12 1.00 0.03 0.01 0.78

ACC 0.06 0.00 0.40 0.22 1.00 0.16 0.53 ACC 0.55 0.01 0.50 0.03 1.00 0.18 0.01

BLA 0.09 0.06 0.02 0.02 0.16 1.00 0.16 BLA 0.00 0.00 0.18 0.01 0.18 1.00 0.04

CeA 0.09 0.20 0.59 0.37 0.53 0.16 1.00 CeA 0.09 0.67 0.01 0.78 0.01 0.04 1.00

0.00 1.00

2D#CNQX



116	
  

 
Figure 10. Impact of hippocampus inactivation on functional connectivity models at 

2d. Functional connectivity was examined using structural equation modeling (SEM). 

Changes in functional connectivity were estimated between hippocampal, cortical, and 

amygdala regions linked by known anatomical pathways. Saline (left) and CNQX (right) 

models generated using normalized colocalization data differed based on path 

coefficients. A decrease in path strength between PTLP àRSPV in CNQX animals drove 

the difference in the models. Path coefficients (Standard Error in parentheses) reflect the 

estimate and direction of covariance between brain regions. *p < 0.05.  
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Figure 11. Hippocampus inactivation at 14d did not impair memory retrieval. 

TetTag mice were trained off DOX in context A and tested 2 or 14 days later (2d: Saline 

n = 7, CNQX n = 7; 14d: Saline n = 6, CNQX n = 7). Infusion of CNQX into the dorsal 

hippocampus 60 minutes prior to testing failed to impair memory retrieval for context A 

at 14 days. Error bars represent ± SEM. *p < 0.05. 
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Figure 12. Impact of hippocampus inactivation on CA1 c-Fos expression and 

reactivation at 14d. A) Top: Infusion of CNQX into the dorsal hippocampus 60 minutes 

prior to testing at 2 days reduced the expression of c-Fos in CA1. Bottom: Inactivation at 

14d produced a numeric decrease in CA1 c-Fos expression, but this result was not 

significant. B) Top: CNQX inactivation impaired the reactivation of neurons in CA1 at 2 

days. Bottom: Inactivation at 14d produced a numeric decrease in CA1 reactivation, but 

this result was not significant. Error bars represent ± SEM. *p < 0.05. 
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Figure 13. Hippocampus inactivation does not impair neocortical reactivation at 

14d. A) Hippocampus inactivation did not impair c-Fos expression in the ACC, RSPv, or 

PTLp. B) Hippocampus inactivation did not impair reactivation in the ACC, RSPv, or 

PTLp. The percentage of double-labeled neurons is shown normalized to the average 

percentage of overlap in each brain region for all mice. Error bars represent ± SEM. *p < 

0.05.  
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Figure 14. Hippocampus inactivation at 14d induces reorganization of c-Fos 

regional correlations.  Top: H2B-GFP correlations (r2 scores) were similar across saline 
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(n = 6) and CNQX (n = 7) groups. Bottom: CNQX animals alone demonstrated correlated 

c-Fos activity between PTLp and RSPv and between CA1 and RSPv. Data shown as r2 

scores. *p < 0.05. 
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Figure 15. Hippocampus inactivation at 14d results in the reorganization of cortical 

coordination during memory retrieval. Saline mice exhibited a strong trend towards 

correlation between the RSPv and ACC that was eliminated following hippocampus 

inactivation. However, a strong positive relationship also emerged between PTLp and 

RSPv following hippocampus inactivation. Data shown as r2 scores. *p < 0.05. †p < 0.1 
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Figure 16. Correlation matrices examining immediate early gene and reactivation 

activity during 14d memory retrieval. Inactivated animals (top right) exhibited positive 

correlations in c-Fos activity between CA1 and RSPv, and between PTLp and RSPv that 

were absent in saline controls. Normalized colocalization was also positively correlated 

between PTLp and RSPv in CNQX animals (bottom right), but not saline controls 

(bottom left). However, saline animals did exhibit a strong trend towards correlation 

between the RSPv and ACC. Data shown as r2 scores.  

14d$Saline 14d$CNQX

Fos CA1 LEC RSPv PTLp ACC BLA CeA Fos CA1 LEC RSPv PTLp ACC BLA CeA

CA1 1.00 0.01 0.00 0.25 0.14 0.17 0.90 CA1 1.00 0.18 0.82 0.90 0.36 0.41 0.34

LEC 0.01 1.00 0.06 0.01 0.49 0.07 0.10 LEC 0.18 1.00 0.24 0.10 0.07 0.44 0.52

RSPv 0.00 0.06 1.00 0.07 0.19 0.09 0.10 RSPv 0.82 0.24 1.00 0.67 0.10 0.47 0.25

PTLp 0.25 0.01 0.07 1.00 0.06 0.11 0.26 PTLp 0.90 0.10 0.67 1.00 0.54 0.22 0.33

ACC 0.14 0.49 0.19 0.06 1.00 0.00 0.33 ACC 0.36 0.07 0.10 0.54 1.00 0.14 0.34

BLA 0.17 0.07 0.09 0.11 0.00 1.00 0.23 BLA 0.41 0.44 0.47 0.22 0.14 1.00 0.16

CeA 0.90 0.10 0.10 0.26 0.33 0.23 1.00 CeA 0.34 0.52 0.25 0.33 0.34 0.16 1.00

Col CA1 LEC RSPv PTLp ACC BLA CeA Col CA1 LEC RSPv PTLp ACC BLA CeA

CA1 1.00 0.16 0.08 0.91 0.18 0.13 0.14 CA1 1.00 0.01 0.00 0.00 0.16 0.16 0.08

LEC 0.16 1.00 0.49 0.17 0.25 0.50 0.87 LEC 0.01 1.00 0.01 0.01 0.04 0.00 0.12

RSPv 0.08 0.49 1.00 0.08 0.53 0.15 0.40 RSPv 0.00 0.01 1.00 0.84 0.19 0.51 0.01

PTLp 0.91 0.17 0.08 1.00 0.19 0.29 0.10 PTLp 0.00 0.01 0.84 1.00 0.41 0.22 0.05

ACC 0.18 0.25 0.53 0.19 1.00 0.00 0.41 ACC 0.16 0.04 0.19 0.41 1.00 0.08 0.37

BLA 0.13 0.50 0.15 0.29 0.00 1.00 0.18 BLA 0.16 0.00 0.51 0.22 0.08 1.00 0.09

CeA 0.14 0.87 0.40 0.10 0.41 0.18 1.00 CeA 0.08 0.12 0.01 0.05 0.37 0.09 1.00

0.00 1.00
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Figure 17. Hippocampus inactivation at 14d results in the reorganization of cortical 

functional connectivity during memory retrieval. Functional connectivity was 

examined using structural equation modeling (SEM). Changes in functional connectivity 

were estimated between hippocampal and cortical regions linked by known anatomical 

pathways. Saline (left) and CNQX (right) models generated using normalized 

colocalization data differed based on path coefficients. Changes in the path weights of 

both PTLP à RSPV and RSPv à ACC drove the difference in the models. Path 

coefficients (Standard Error in parentheses) reflect the estimate and direction of 

covariance between brain regions. *p < 0.05. †p < 0.1 
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Hebbian-based models of memory are founded on the idea that memory retrieval requires 

the reactivation of neural circuits, or engrams, wired together during learning (Takeuchi, 

Duszkiewicz, & Morris, 2014). However, until recently it has not been possible to 

determine whether retrieving a memory involves reactivation of the same neurons 

engaged during learning. Using a novel transgenic animal, the H2B-GFP TetTag mouse, 

we have demonstrated for the first time that neurons in the hippocampus and neocortex 

reactivate during the retrieval of context fear memory (Chapter Two). We next showed 

that patterns of retrieval-driven reactivation shift over time in the hippocampus and 

amygdala, while remaining stable in the cortex (Chapter Three). Finally, we 

demonstrated that although the hippocampus is required for neocortical reactivation 

several days after training, cortical regions may compensate when this region is 

inactivated following a weeks-long consolidation period (Chapter Four). 

 

Chapter Two examined whether neurons engaged during contextual fear conditioning 

reactivate during subsequent memory retrieval. We first demonstrated that the H2B-GFP 

TetTag system can be used to selectivity and persistently tag neurons activated during 

learning. We observed that H2B-GFP expression in transgenic mice was increased by 

learning and did not occur when mice were administered doxycycline chow.  Using this 

system, we found a large network of neurons in the hippocampus, amygdala and 

neocortex that were active during context fear conditioning and subsequent memory 

retrieval 2 days later.  We next demonstrated that reactivation is contingent on memory 

retrieval, as we failed to observe greater than chance reactivation when animals were 

trained and tested in different environments. Reactivation was also decreased in a control 
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condition where mice were trained but not tested. Finally, reactivation was not observed 

in the secondary motor cortex: a control brain region presumed not to directly support 

contextual memory retrieval. Together, these results confirmed our hypothesis that 

retrieving a recently formed context fear memory induces widespread reactivation of 

neurons in the hippocampus, amygdala, and neocortex.  

 

Chapter Three examined whether reactivation continues to accompany memory retrieval 

when mice are tested at a longer time interval. We first established that inactivation of the 

dorsal hippocampus prior to context testing impaired memory retrieval when performed 

two days, but not two weeks after training. This suggested a) that the systems mediating 

contextual memory retrieval reorganize within two weeks of learning in H2B-GFP 

TetTag mice, and b) that we could use 14 days as a remote retrieval time point for this 

transgenic system. We next observed that neurons in the hippocampus (CA1 and CA3) 

and neocortex (ENTl and PTLp) reactivate in TetTag mice trained and tested 14 days 

later in the same environment. By directly comparing the percentage of H2B-GFP cells 

that reactivate two versus fourteen days after training, we determined that patterns of 

reactivation shift in the hippocampus and amygdala, but remain largely unchanged in the 

cortex over time.  This result suggests that hippocampal and amygdala circuits are 

modified after learning, while cortical networks remain relatively stable.     

 

In Chapter Four, we used the H2B-GFP TetTag system to address two fundamental 

assumptions of the Standard Model of Systems Consolidation (SMC): a) early after 

learning, the hippocampus drives reactivation of neocortical ensembles during memory 
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retrieval, and b) following consolidation, neocortical ensembles reactivate independently 

(Alvarez & Squire, 1994). To test these assumptions, we trained TetTag mice off 

doxycycline to label neocortical neurons. Hippocampus inactivation was then performed 

prior to memory retrieval two or fourteen days later. Hippocampus inactivation two days 

after training impaired memory retrieval and reduced c-Fos expression in CA1. 

Colocalization analysis revealed that 2d inactivation also impaired neural reactivation in 

CA1 and reduced reactivation of neurons in the anterior cingulate and retrosplenial 

cortices. Hippocampus inactivation also eliminated patterns of correlated cortical activity 

that were observed in control animals during retrieval.  

 

In contrast, inactivating the hippocampus fourteen days after training did not result in 

impaired freezing or significant decreases in cortical reactivation. When we performed 

structural equation modeling, we observed that inactivation at this later time point 

resulted unexpectedly in both an increase and decrease in coordinated cortical activity. 

This suggests that following a weeks-long consolidation period, cortical networks may be 

capable of reorganizing to compensate for hippocampus inactivation during retrieval: a 

finding supported by recent work by Deisseroth and colleagues (Goshen et al., 2011).  

 

Novel Techniques and Findings 

Prior to these experiments, fluorescence in situ hybridization (FISH) studies by Guzowski 

and colleagues demonstrated that hippocampal and neocortical neurons reactivate when 

animals explore the same spatial environment twice within a 30 minute period 

(Guzowski, McNaughton, Barnes, & Worley, 1999; Kubik, Miyashita, Kubik-Zahorodna, 
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& Guzowski, 2012). This technique has also recently been used to show reactivation of 

lateral amygdala neurons following re-exposure to the same fear conditioned context 

across a 30-minute interval (Nomura, Nonaka, Imamura, Hashikawa, & Matsuki, 2012). 

Longer retrieval intervals, however, cannot be investigated using this technique due to the 

rapid degradation of mRNA. In contrast, in-vivo recording methods are capable of 

following the activity of individual neurons across days and weeks. However, the 

potential for sparsely distributed learning circuits makes in-vivo recording an 

inappropriate tool for examining widespread retrieval-driven reactivation (Takeuchi et 

al., 2014).  

 

To overcome these issues, we used novel TetTag mice developed by Mark Mayford at 

the Scripps Research Institute in La Jolla, CA. These animals express a long-lasting, 

activity-dependent form of GFP, human histone H2B-GFP: a fusion protein that takes 

several weeks to degrade (Kanda, Sullivan, & Wahl, 1998). Using this system, we were 

able to tag neurons across the hippocampus, amygdala, and neocortex during learning and 

examine whether neurons reactivate when memory is retrieved days and weeks later. A 

similar tagging strategy was used by Mayford and colleagues to demonstrate the 

reactivation of amygdala neurons during associative memory retrieval three days after 

training in tau-LacZ reporter mice (Reijmers, Perkins, Matsuo, & Mayford, 2007). Our 

experiments improve upon this study by examining reactivation across a collection of 

interconnected brain regions at both recent and remote time points.  
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The experimental procedures used in this dissertation offer three methodological 

improvements for the study of retrieval-driven reactivation. First, we developed a novel 

quantification macro for use with Nikon NIS Elements software to aid in colocalization 

analysis (Nikon, Melville, NY). This macro increased the speed and ease of 

colocalization quantification by automatically detecting c-Fos and GFP positive cells 

based on their signal intensity, size, and circularity. Second, we developed a novel 

procedure for dorsal CA1 inactivation in which cannulae were inserted at a 20° angle to 

avoid damage to overlying neocortical regions important for contextual memory retrieval 

(i.e. PTLp and RSPv). Finally, to ensure that c-Fos expression was induced by the 

retrieval test and not infusion handling we established a time course for peak c-Fos 

expression and degradation in CA1. A clearance time course for this immediate early 

gene was previously lacking in the literature. 

 

Overall, the experiments outlined in this dissertation contribute five novel findings to the 

field of learning and memory: 1) neurons across the hippocampus, amygdala, and 

neocortex reactivate during memory retrieval. 2) Over time, reactivation patterns shift in 

the hippocampus and amygdala, while remaining more stable in the neocortex. 3) The 

level of CA1 activity during learning can be used to predict the strength of contextual 

memory retrieval occurring several days later. 4) The hippocampus supports both 

neocortical reactivation and intra-cortical coordination during recent memory retrieval. 5) 

Following a weeks-long consolidation period, neocortical regions are capable of shifting 

their patterns of functional connectivity to compensate for hippocampus inactivation and 

support continued memory retrieval.   
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Testing Assumptions of Current Models of Memory 

In this dissertation, we used the H2B-GFP TetTag system to test the accuracy of several 

fundamental assumptions made by the SMC. According to the Standard Model, episodic 

memories begin as patterns of activity within the hippocampus: a structure unique for its 

interconnectivity and integration of input from cortical association areas and extra-

hippocampal structures (Kandel, 2001; Rudy, 2008). Shortly after learning, the memory 

engram exists as a network of co-active hippocampal and neocortical neurons bound 

together through replay and NMDA-receptor dependent Hebbian plasticity (Kentros et 

al., 1998; Moscovitch, Nadel, Winocur, Gilboa, & Rosenbaum, 2006; Takeuchi et al., 

2014; Teyler & DiScenna, 1986). Following a lengthy consolidation period, the 

development of new intra-cortical connections among learning-engaged neurons allows 

the cortex to support memory retrieval without input from the hippocampus (Alvarez & 

Squire, 1994).  

 

The SMC predicts, therefore, that damage to the hippocampus will affect newly formed 

memories, but spare older memories that have had time to consolidate within the cortex. 

This prediction was first challenged, however, by Nadel and Moscovitch’s assertion that 

complete damage to the hippocampus results in the loss of both recent and remote 

episodic memories (Nadel & Moscovitch, 1997). Nadel and Moscovitch proposed the 

Multiple Trace Theory (MTT) as an alternative to the Standard Model. According to this 

theory, the act of retrieving an episodic memory creates a new trace between the 

hippocampus and neocortex. Older episodic memories, which have been retrieved more 
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often than new memories, appear at times to be resilient to hippocampus damage because 

of the redundancy of their hippocampus-based connections, not because they have 

achieved permanent storage within the cortex. In contrast to SMC, MTT predicts that 

hippocampus inactivation will still impair episodic memory retrieval and neocortical 

reactivation when performed following a consolidation period.  

 

Although we cannot directly test episodic memory in mice, recent experiments 

demonstrate that rodents do form hippocampus-dependent “what-where-when” memories 

for specific experiences (Fellini & Morellini, 2013). Many rodent studies have used 

hippocampus inactivation to demonstrate temporally graded retrograde amnesia and thus 

support the Standard Model (Frankland & Bontempi, 2005; Kim & Fanselow, 1992). 

However, a growing number of studies demonstrates the continued involvement of the 

hippocampus in spatial and contextual memory retrieval following a consolidation period 

(Goshen et al., 2011; Sutherland, Sparks, & Lehmann, 2010; Wiltgen et al., 2010; 

Winocur, Moscovitch, & Sekeres, 2013; Ziv et al., 2013). These recent findings support 

MTT and other alternative models to the SMC. 

 

Therefore, in Chapter Four, we investigated whether hippocampus inactivation would a) 

impair memory retrieval and the reactivation of neocortical networks when performed 

two days after training, and b) fail to impair retrieval and cortical reactivation when 

performed several weeks later. We observed that the hippocampus is important for 

neocortical reactivation to occur during retrieval two days after training. This result 

supports both SMC and MTT (Alvarez & Squire, 1994; Nadel & Moscovitch, 1997; 
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Winocur & Moscovitch, 2011). In contrast, hippocampus inactivation two weeks after 

training did not impair memory retrieval or result in decreased cortical reactivation.  

 

It is tempting to view these results as evidence for the Standard Model of Systems 

Consolidation. However, this interpretation may be inappropriate due to the lack of 

increased CNQX cortical reactivation from 2 to 14 days in our experiments. Second, if 

SMC was directly supported by our data, then we would expect to see 14-day 

hippocampus inactivation resulting in a sparing of cortical correlations observed in 

control animals. Instead, we observed both a numeric decrease in colocalization from 2 to 

14 days and a lack of cortical correlations in the 14d saline group. The emergence of 

CA1à RSPv and PTLpà RSPv coordination only occurred in CNQX animals following 

14d hippocampus inactivation. Our results, therefore, may support a modified version of 

SMC where neocortical circuits are established after learning, but do not replace the 

original memory representations stored in the hippocampus (Winocur & Moscovitch, 

2011). As a result, hippocampus inactivation several weeks after training may induce the 

reorganization of cortical coordination in an attempt to compensate for the loss of 

hippocampus input.  

 

The obvious drawback in Chapter Four was our inability to test predictions of SMC at a 

traditional 28-day interval (Frankland & Bontempi, 2005; Squire, 1992; Wiltgen, Brown, 

Talton, & Silva, 2004). This was due to the degradation of H2B-GFP signal in the 

amygdala and portions of the cortex after 14 days. However, future experiments 

described below can take advantage of recent advances in tagging and inactivation 
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methodology to clarify the hippocampus’ role in neocortical reactivation during remote 

memory retrieval.  

 

Future Directions 

Alternative tagging methods 

Although the TetTag system is a powerful technique for labeling active neurons it has 

several limitations.  First, gene tagging is dependent on the removal of doxycycline, 

which can take several days (Glazewski, Bejar, Mayford, & Fox, 2001; Reijmers, 

Perkins, Matsuo, & Mayford, 2007).  Active neurons can be labeled anytime during this 

period, which results in elevated background expression relative to other methods 

(Guzowski, McNaughton, Barnes, & Worley, 1999; Liu et al., 2012; Milanovic et al., 

1998; Tayler, Tanaka, Reijmers, & Wiltgen, 2013).  Second, while H2B-GFP tagging is 

persistent, it is not permanent. The lack of a continuous feedback loop, like that present in 

Tau-LacZ reporter mice, results in the degradation of GFP signal several weeks after 

induction (between 14 and 28 days) (Reijmers et al., 2007). A recent study solved this 

problem by using a novel approach called TRAP: targeted recombination in active 

populations (Guenthner, Miyamichi, Yang, Heller, & Luo, 2013).  In these mice, activity-

dependent expression of a fluorescent effector gene is dependent on the presence of 

tamoxifen. The time window of activation is shorter in these mice (less than 12 hours) 

and background expression levels are very low. These mice could be extremely useful for 

long-term labeling studies because their activity-induced labeling is permanent.    

 

A second limitation of the TetTag approach is that the percentage of reactivated 
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hippocampal neurons is lower than that reported in catFISH studies.  For example, 90% 

of labeled CA1 neurons reactivated when rats were placed in the same environment twice 

(Guzowski et al., 1999).  In contrast, exposure to two identical environments in TetTag 

mice induces reactivation of only 20-40% of CA1 neurons (Nakazawa, Pevzer, & 

Wiltgen, 2013; Tayler et al., 2013).  There are many differences between these 

experiments (e.g. species, procedure, intervals between tests, background labeling) that 

could account for this difference.  However, a recent study by Ziv et al. (2013) used 

optical imaging to examine place cell reactivation in mice and found that ≈ 25% of 

neurons in CA1 (with active place fields) were reactivated in the same environment 5 

days later.  This number decreased slightly over time to ≈ 15% when sessions were 

separated by 30 days.  In this study, the authors used calcium imaging and a miniaturized 

head-mounted microscope to monitor neural activity as mice traversed a linear track.  

This method allowed them to examine thousands of neurons per mouse over a period of 

several weeks.  The fact that reactivation levels in this study are similar to that observed 

in TetTag mice suggests that the percentage of reactivated neurons is smaller when tests 

are separated by several days as opposed to several minutes (as is the case in catFISH 

experiments).  

 

Optogenetic control of memory circuits 

A third limitation to the current experiments is the unspecific nature of pharmacological 

CA1 inactivation.  Although our CNQX-induced freezing impairments were consistent 

across experiments, this method is not capable of specifically silencing only CA1 neurons 

that were previously active during learning. In future studies, optogenetic techniques 
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could be combined with the TetTag or TRAP system to control the activity of previously-

active cell populations via the expression of light-sensitive proteins such as 

channelrhodopsin (ChR2), halorhodopsin (NpHR), or archaerhodopsin (Arch) (Yizhar, 

Fenno, Davidson, Mogri, & Deisseroth, 2011). The combination of optogenetics and a 

genetic, activity-dependent tagging system could be used to examine the contribution of 

previously active hippocampal neurons to neocortical reactivation during memory 

retrieval. For instance, activity-dependent expression of tTA could be used to drive the 

production of both a long-lasting tag and ChR2.  According to recent experiments using a 

similar procedure by Tonegawa and colleagues, subsequent stimulation of tagged 

hippocampal neurons should induce memory retrieval (Liu et al., 2012). If current models 

of memory are correct, then optogenetic stimulation of hippocampal neurons should also 

lead to neocortical reactivation early after learning.  

 

Unfortunately, optogenetic techniques are limited in their ability to recapitulate 

endogenous firing activity during light stimulation.  Inducing artificial activity in the 

hippocampus could, therefore, alter the response of cortical neurons and limit 

reactivation.  An alternative way to address this issue would be to inactivate tagged 

hippocampal neurons and determine the effects on neocortical reactivation.  A recent 

study showed that NpHR can be used to silence hippocampal neurons and impair context 

fear memory retrieval (Goshen et al., 2011).  In future studies, expression of this protein 

could be restricted to previously active neurons using methods similar to Liu et al. 

(2012).  By silencing these neurons one could determine whether hippocampal activity is 

required for neocortical reactivation during recent, but not remote memory retrieval.  
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Concluding Remarks 

Recently developed neuroscience tools are making it possible to test basic assumptions of 

memory models for the first time. In this dissertation, we have used novel H2B-GFP 

TetTag animals to demonstrate that neural reactivation is an important component of both 

recent and remote memory retrieval. We have also demonstrated that the hippocampus is 

required for neocortical reactivation to occur several days after learning, but that cortical 

regions can reorganize their functional connectivity to compensate following 

consolidation. Future experiments testing the hippocampus’ role in retrieval-driven 

reactivation will benefit from the use of optogenetics to achieve more specific control 

over the activity of neural networks.  Using this method, researchers could determine 

whether the reactivation of previously-engaged hippocampal neurons drives the 

reactivation of neocortical circuits at recent and remote time points.  
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