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Abstract

Growing crystals is a critical step in the procesdetermining the 3-D structure
of macromolecules by X-ray crystallography. Whilgngficant progress has been made
in analyzing quantitatively crystallization expeénts, in general, crystallization of
biological macromolecules remains more of an ahth science. This work presents
Xtaldb, an expert system for the quantitative asialpf crystallization experiments.
Xtaldb provides tools for efficiently designing stgllization screens, tracks in a semi-
automatic manner most of the parameters of therempets, and provides sophisticated
search, analysis, and data graphing tools. Theidigoused to produce balanced
random screens is the fastest and most robustalailXtaldb was tested on a set of six
novel proteins that had failed to produce diffratguality crystals in a high-throughput
structure determination pipeline. Of them, fivelgel crystals diffracting to 3.5 A or
better and three 3-D structures were elucidatee. @mhe three proteins was YfbR, a
member of the HD-domain phosphohydrolase superjai@tructural analysis of the 3-D
structure and biochemical work confirmed phosphoblade activity. Further studies by
a collaborator demonstrated that YfbR is a 5'-daoxleotidase. Xtaldb was used to
produce two crystals of catalytically inactive YfloRutants in the presence of metal
cofactor and the substrates TMP or dAMP. The atrestof the complexes explained the
mechanism of the unique pattern of substrate selkyctfurther supported by
computational docking studies. The complex streswuggested a plausible atomic
mechanism of catalysis for the enzyme, the firsppsed mechanism for an HD-domain

phosphohydrolase based directly from enzyme-substanplex structures.
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1 Introduction

1.1 Macromolecular X-ray crystallography

Crystallography of biological macromolecules igahnique for experimentally
determining the three-dimensional structure ofatens of the proteins or nucleic acids
or both under study. Electrons of atoms in biolagrmacromolecules predominantly
scatter X-rays elastically, meaning when they & with collimated, monochromatic
X-ray radiation, they emit radiation of the samevalangth.

The monochromatic waves emitted from different at@wonstructively or
destructively interfere with one another in differéirections. If there is no long- range
order of atoms in space, the pattern of interfezaatoo weak to be seen. However, if the
atoms are arranged in an ordered manner, reguéaference occurs and the resulting
pattern of diffraction may be measured with therappate equipment. Waves of
wavelengtht of two identical objects separated by a distahaél maximally reinforce
at specific diffraction angle® given by Bragg’s law,

2dsind=nA
(wheren is an integer 0). Bragg's law also applies to objects in reglddtices in two
and three dimensions. When the atoms are arrangedriystalline lattice, the repeating
subunit (or unit cell) is a block of lengéh b, andc, respectively, along each of its sides.

One can imagine an infinite number of sets of palrplanes subdividing the
lattice. As the crystal lattice becomes very lglige, contains many unit cells in all
directions), only those planes of slope that evelnhde the lattice by integer fractions of

the unit cell dimensions will contain perfectly egping patterns of electron density, and



Figure 1-1: Bragg diffraction planes. 10

The solid lines represent the Bragg diffractionr@a corresponding to (1,2,0) passing through
the rectangular unit cell shown. The incident besinkes the planes and are “reflected” in a

particular direction6 given by the plane spacinand the wavelength of the incident beam.

incident beam

only those planes produce measurable diffracti@mise Thus the continuous pattern of
diffraction becomes essentially discrete. Eaclosptanes can be represented by a triplet
of integers g, k, 1), where each index represents the number of tiheeplanes subdivide
each unit cell. For example, Fig. 1-1 illustrateaddy’s law for the (1,2,0) planes of a
typical crystal. Note too that the indices can bgative as well, indicating slope in a
dimension in an opposite direction. Ask, andl increase, the spacing (or resolutidn)
decreases, and dslecreases, the diffraction anglecreases.

The mathematical construct representing the phageuplitude of the wave
“reflected” from a particular set of Bragg planesalled astructure factoy written as
F(hkl) (the commas betwednk, andl are omitted for conciseness). A structure factor
vector with amplitudeH| and phase is typically expressed as a complex number using

Euler’s formula:
F =|F|cosp+i|F|sing=Flexdig).
Each structure factor can be represented as a Stira electron scattering factdys

which is an atom-dependant quantity that desctiloes strongly each atofrscatters
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electrons as a function of atomic number (the nurobelectrons per atom), scattering

angle and thermal motion, each multiplied by a @eptpresenting the position of each
atom and the reflection planes. The structure fdefiokl) can be calculated as a function

of each of then atoms in the unit cell,
F(hkl) =" f, expl2sir, [(hki)),
j=1

wherer; is a vector representing the position of ajamthe unit cell, an&®(hkl) is the
normalized vector perpendicular to thek() diffraction planes.
The structure factors and the dengify, y, 2 of electrons in the unit cell (of

volumeV) are related by the Fourier transform, written as
p(X,y,2) = \%ZZZF(th)exp(—Zﬁr(hH Ky +12)) .
h k |

However, it's important to note th&thkl) is an imaginary vector quantity, with both an
amplitude and a phage The amplitudes of the structure factor vectors lwa accurately
determined by an X-ray diffraction experiment. Thest popular is the so-called
oscillation method. The protein crystal is mount&da goniostat and rotated in a high-
intensity X-ray beam. For each frame of data (Ugwa0D.5° to 1.0° wedge), reflections
are collected on a two-dimensional X-ray detecitie intensity of each diffraction spot
is proportional to the square of the structuredaamplitude. The fundamental problem
is that the phases of each structure factor camateasured directly, making accurate
phase determination one of the major obstaclesystallography.

A number of different techniques for determining ffhase information have
been developed. If the number of atoms is smadlnmber of strong reflections is large,

and the collected data are of atomic resolutioh.g<A), the phases can even be
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determined directly from relationships between sétgflections (direct methods; see

Appendix A). Other techniques for producing phagermation include isomorphous
replacement, anomalous diffraction, and molecwdptacement. In single-wavelength
isomorphous replacement (SIR), phase informatiateis/ed from comparison of two
sets of diffraction amplitudes collected on twdelié€nt crystals. Usually one of the two
crystals is untreated (native) and the other tcedecontain high-molecular weight
atoms, usually metals or other co-factors (demegtiMultiple-wavelength isomorphous
replacement (MIR) is employed to improve phasermfation, where two or more
derivative crystals are used. The main problem wighisomorphous replacement
technique is imperfect isomorphism between crystals

Anomalous diffraction works analogously, save tinai sets of amplitudes are
determined from a single data collection experinsenthe data are perfectly
isomorphous (in the absence of radiation damade.ahomalous diffraction method
(Hendrickson, 1981) uses the fact that in pradtieeelectron scattering factor for a given
atom is a complex number containing three companenien by

f=f,+f+f",

wheref, is the elastic scattering component, #rahdf" are the anomalous scattering
components, the former in phase and the latteta@t@0° out of phase (due to iha the
term). The anomalous components are wavelengthrdepé, and are significant only
near the resonance frequencies for excitationadgtieins for the element (see Fig. 1-2).
Only selected elements, many of them metal iorstwer high-molecular weight atoms,
have detectable anomalous scattering componettis 2t-ray wavelengths commonly

used for macromolecular crystallography. One metbodhtroducing ordered



Figure 1-2: Coefficients for anomalous scattering factof$se. 13
The theoretical amplitudes for the anomalous sdatjefactor components f' and f* as a function
of X-ray wavelength. The sharp jump in f' near908gis usually referred to as the absorption
edge. (Data for the figure by Ethan Merritt at taiversity of Washington, taken from

http://skuld.bmsc.washington.edu/scatjer/.
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anomalous scattering atoms is to produce modifietep with selenomethionine, where
the S atom in methionine is replaced with Se (Hekdonet al, 1989; Doublie, 1997),
though S can be used for anomalous phasing (Hésorng 1981).

In purely elastic scattering, the structure faetmplitudes and phases for the pair
of reflections [,k,I) and ¢h,-k,-I) differ only in the sign of the phase. Howevetthiére
are ordered anomalously scattering atoms, the ibotibn from those atoms produce a
difference in the magnitude and the phases ofvleestructure factors. This is
represented graphically in Fig. 1-3A, where theteecfor theF(h,k,]) and the=(-h,-k,-)
structure factors are shown (writtenfas; andFpy., for protein +_leavy atoms)Fp is

the elastic scattering from the protein aldfgthe in-phase scattering component from
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the heavy atoms alone, aRd. andFy. the out-of-phase scattering components from

the heavy atoms. If the positions of the heavy atomthe unit cell are known, the phases
and amplitudes dfy, Fy+, andFy. can be calculated, as shown in Fig. 1-3B. (Thegeaar
number of techniques for determining heavy atonitjpos from anomalous data, one of
which is described in Chapter 4.) Since the amgéituofFp. andFpy. but not their
phases are known, by drawing two circles of the@mpate radii, two estimates for the
proper phase angles can be determined, as showg.ifi-3B. This method of phase
solution is known as single-wavelength anomaloifsadition (SAD). In SAD there is an
ambiguity where the correct phase cannot be deteamiirectly. Traditionally,
additional sources of phase information, from addal isomorphous replacements or
from another dataset collected at a different wevgth (or wavelengths) with different
anomalous scattering components are used (multipleelength anomalous diffraction;
MAD).

The phase ambiguity in SAD can be resolved by dgnsbdification techniques.
By taking the centroid phase between the two deterthphases, weighted by a figure of
merit (a measure of phase probability), an ingilaictron density map can be generated
by the Fourier transform (as described on pageTHi¥ map, while incorrect, does
contain experimental phase information and carult@dr refined by using sonaepriori
assumptions about the expected characteristidseadlectron density for a biological
macromolecule. One such assumption is that sonien®gf the map should contain
essentially no ordered density (the solvent), &edémaining regions should contain

density corresponding to the distributions obseimezimilar, previously solved



Figure 1-3: Phase diagram for SAD. 15
(A) Representation of the structure factbes.. for reflection (h,k,lI) andFpy., for reflection (-h, -
k, -I), and the components of which they are comghds both figures, the horizontal axis is the
real component of the complex number, and thecaixis is the imaginary component. (B) A
Harker constructior(Harker, 1956) for SAD phasing, used to determiveepiroper phases for
Fpr+e andFpy.. The angles for the (-h,-k,-l) reflection are negghso they may be compared with
(h,k.l) directly.

A .
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structures. The techniques of solvent flattening laistogram matching iteratively

modify the density map according to that assump®milarly, a reasonable assumption
is that the electron density of a macromoleculaughbave high connectivity, which can
be improved by various techniques, such as iteratikeletonization (Cowtan, 1994). For
accurate SAD data, these methods are generally@pl®duce an interpretable map.

In general, anomalous diffraction requires moreueatte and precise diffraction
amplitude data than isomorphous replacement. Ingment in data collection and
processing tools in recent years have increasegdpelarity of anomalous diffraction in
general and SAD in particular (Dautetral, 2002; Minoret al, 2006).

Another approach for phasing is molecular replacgmesed in the special case
where the 3-D structure to be solved is known tgtbécturally similar to a 3-D structure
that has already been determined (the search m@&iedn the set of atoms;( ..., ry) in
the search model, a set of calculated structuterfgE; can be calculated by summing
the atomic scattering factors (using the expres&ioR(hkl) shown on page 11). A target
function is defined which measures the differenesvieen the amplitudes of the
experimentally measured structure factegghkl) andF(hkl), and the search model is
rotated and translated in the unit cell to minintizis target function. Molecular
replacement may even be used in situations whersdéarch structure and the target data
have different spacegroups and unit cell parametiwever, it is limited in
effectiveness to cases where the search and &rgetures are similar, and the technique
can introduce bias into the model for the targahadgnitial phases come entirely from
the search model.

Once an initial set of phases is determined byadribe methods described
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above, a 3-D electron density map is generated n€Restep is to build the molecular

model, which is the interpretation of the electdmmsity map. In the case of proteins, the
polypeptide backbone of recognizable secondargtre elements are built first. Once
sections of backbone are built, the density coomedmg to the sidechains of each amino
acid residue can be used to dock the known poligeegequence into the electron
density. A number of programs have been developaditomate the process of initial
map interpretation and model building; two of thara described in Chapter 4. A
number of 3-D graphical applications have been ldbgesl for the purposes of building a
molecular model into electron density, such asdhédet al, 1991) or COOT (Emsley
& Cowtan, 2004).

Each atom in the model typically contains a coroector thermal motion, where

the corrected electron scattering fadfdor atomj is given by
S AT
f? :ex;{—ZBj bt j(fj ) :

Bj is a quantity representing the thermal motiontofrgj, andf° is the scattering factor

for a stationary molecule. Due to the limited resion of data in macromolecular
crystallographyB is usually modeled isotropically (assuming uniforitaration in all
directions) using a single parameter per atom, gntamal to the mean of the square of
the atomic vibrations:

B =872u.
There are alternative methods of modelB@ne is an anisotropic model, which uses six
parameters to model the thermal vibration of tleenaas an ellipsoid rather than a sphere,

but requires very high resolution data due to tgeiicant increase in the number of
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parameters. Another involves adding translatiordtion/screw (TLS) parameters,

where the macromolecule is subdivided into rigidgjrand the overall torsional motion
of each unit is refined and added as a componethiedB-factor for each atom
(Schomaker & Trueblood, 1968; Schomaker & Trueb)dd98).

When an initial model has been built, it is refirsghinst the collected structure
factor amplitude data. One of the most effectivéhods of computational refinement is
the maximum-likelihood method, as implemented & phogram REFMAC (Murshudov
et al, 1997). The conditional probability distributiohaset of model parameters
(which includes the atom positions, B values, ajivg¢n the set of observed structure
factor amplitudes| is writtenP(x, |Fo|). (P(A;B) is defined as the conditional
probability of A given a knowrB.) By using Bayes’s method (and assuming the emors

each structure factor are independent) this cadhitiprobability can be expressed as

P(x|F,))O PO P(F, (hki); F. (hkl)),

wherep(X) is the prior probability (in other words, the kmo prior information) for the
model parametens (Murshudovet al, 1997). Thep(x) term is implemented in terms of
stereochemistry (constraints on the bond lengtiglea,etc. of the atoms), as well as
other constraints such as non-crystallographic sgtnn{NCS), where two or more
copies of a model in an asymmetric unit are comstthto have similar model
parameters. As in molecular replacement, the siet afe calculated from the model.
Rather than maximizing this function, this is céted as the minimization of the log-

likelihood functionLLK, derived by taking the negative logarithm of bsittes, as

LLK =-logP(x;|F.|) 0 -log p(x) - 3 P(F, (hki)|; F. (hkl)).
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Thus there are two terms in the function to be mined, one representing the

agreement of the model with stereochemistry, aredrepresenting the fit of the
calculated structure factors with those observggically a weighting term is used to
balance the relative importance of each term duhiegninimization process. The
minimization is performed iteratively by standaradjent minimization methods (Press
et al, 1992).

After a cycle of refinement, the refinement modeloaded back into a graphical
application, and the model can be compared toldwtren density map. For this purpose,
oa-weighted 26-F. (which gives a continuous electron density in Watie fit the model)
and K-F; (which shows the differences in the maps genefaieitie observed and
calculated structure factors) maps are usually.useid a coefficient for the overall error
in the structure factor distribution, which candstimated from a relatively small set of
reflections (Read, 1997). The maps are calculayesl Fourier transform using the model
phases and amplitudes equalto|F,|-D|F¢| (or m|F|-D|F¢| for R-F;) wherem andD
are parameters derived frasp (Read, 1997). While this introduces bias intortrep by
using phases and part of the amplitudes from thagetn@hougho is intended to
minimize this bias), generally the 2F. map is less noisy and easier to interpret. This
new map is used to extend and improve the moddliteen the whole cycle is repeated.

To monitor the convergence of the refinement, treetation coefficienR is

defined (Brunger, 1997), as

3" w(hkl)
R — h,k,I

IF, (hKl)| - k|Fc(th)H

> |F, (ki)

h,k,l
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w(hkl) is a weight for each structure factor, &id a scaling factor. As the model

improves andH.| converges towardr{|, this correlation coefficient decreases in value.
However, since the model does have some bias girschuilt and refined against a map
that contains data from the previous model, inaimeodels can be refined to artificially
low R values. The bias is also related to the relatil@lydata-to-parameters ratio in
macromolecular crystallography, due to the limitesblution of the data. To counteract
this bias, Brunger suggested an application ofséabdished statistical method known as
cross-validation (Brunger, 1992). The observedcsuine factor amplitudes are
partitioned into two sets; a small test set comagimbout 5% of reflections, and the
working set. Only the working reflections are usethe refinement and building
process, and the test set is explicitly excludeaceSthe model built does not contain any
information derived from the test set, the corielatoefficientRq. (calculated
identically toR save that only reflections in the test set areuskould report agreement
between the model and the observed data free sf{Branger, 1992). GenerallReeis
larger tharR, but likeR, Riee Should decrease with subsequent cycles of refineme
Other methods of structure validation monitor ttexesochemical properties of the
model. The Ramachandran plot graphs the polypeptidkbone torsion anglesandy,
where some regions of the graph are geometricallgrable or allowed and others are
forbidden (Ramachandran & Sasisekharan, 1968).ofoals methods exist for DNA.
Some tools have been developed, such as PROCHE&Kdlvskiet al, 1993), that
monitor bond lengths, angles, and torsion anglesttdistical outliers as compared to the
distributions found in previously solved structurése Molprobity program (Lovekt

al., 2003) adds hydrogens to a molecular model (warehusually omitted in
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macromolecular crystallographic refinement) andhttietects regions of the map

where interatomic clashes are seen. Molprobity détects bad rotamers—infrequently
seen conformations of amino acid sidechains—andtens in G-Cz geometry. Once a
3-D macromolecular structure is solved, refineddovergence, and validated, it is

deposited in the Protein Data Bank (Berneaal, 2002) and assigned a four-character

identifier.
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1.2 Biomacromolecular crystallization

Protein crystallization is a dynamic process treggethds upon a large number of
parameters, of both the biological and biochenpecaperties of the macromolecule and
of the physical and chemical properties of the tedlization experiment (Giegé &
Ducruix, 1992). To produce crystals of macromolesubr diffraction, sufficient
guantities of soluble macromolecule(s) must beinbthand purified to near
homogeneity (usually tens of micrograms to milligs). Crystals used for these
diffraction studies must be large (usually 361 in all three dimensions) and possess
long- range order in order to measure diffractiorpbtudes with sufficient accuracy—
for example, better than 1% for SAD experimentxdse in general there are no
methods to predict crystallization conditicagriori, crystallization remains a difficult
step (particularly for “high-hanging fruit” like mebrane proteins). Thus studies into the
guantitative and statistical analysis of prior tajiszation experiments have increased
(Rupp & Wang, 2004).

The process of macromolecular crystallization rezggithat the protein or nucleic
acid be supersaturated in agueous solution, urmhelittons where nucleation and growth
of crystals is both kinetically and thermodynamilicéhvorable. Typically, such states are
achieved by mixing highly concentrated macromoleadlutions with high
concentrations of chemicals known as precipitdfitpure 1-4 shows a theoretical phase
diagram for a macromolecule mixed with precipitdglow the solubility limit for the
macromolecule, no phase transition to crystalbseosed. The phase above the

solubility limit can be roughly divided into diffent regions which vary in kinetic
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Figure 1-4: Idealized phase diagram of crystallization esments.

The horizontal axis represents the concentratioa pfecipitant (salt, polymer, etc.) and the
vertical axis represents the concentration of tleeramolecule to crystallize. The solid curve
represents the limit of solubility for the peit as a function of precipitant concentration, ahd
different supersaturated regions above the solybilinit are marked in shades of gray. The
different arrowed lines represent idealized suctgdmatch (solid line), dialysis (dashed line),
and vapr diffusion (dotted line) crystallizations. For@aline, the dot represents the initial st
of the experiment, and the downward arrow repres#re drop of macromolecule concentration

as crystals are formed.

A

macromolecule concentration [M]

precipitant concentration [P]

behavior. (The term “region” is used to emphasheg these regions are not formal
thermodynamic phases). Just above the solubititit is the metastable region, where the
macromolecule is not yet concentrated enough tatapeously form crystal nuclei, but

will crystallize in the presence of existing nudler other nucleation materials). Above



Figure 1-5: A survey of different crystallizatiorethods. 24
In all of the diagrams, macromolecule solutions sihhewn in dark gray, and precipitant
solutions are shown in light gray. For batch expeegits, the concentrations of macromolecule
and precipitant stay constant throughout the experit, while for dialysis and vapor diffusion,
the initial concentrations of macromolecule [M} precipitant [P} or both may be lower than
the final equilibrium concentrations ([Mand [P]s). In interfacial diffusion methods, a gradient

of macromolecule or precipitant or both is formadhivariety of media.
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the metastable region is the labile region, wheystal nuclei form fairly readily. Far

into the labile region, amorphous precipitatiomssially more favorable kinetically. An
ideal crystallization experiment should begin (atially reach) the labile region so that
crystal nuclei may form, but then move into the as&ble region so that the crystallizing
protein is predominantly ordered into growing caystrather than forming new nuclei.

There are a wide variety of crystallization methtidgt have been developed to
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traverse this macromolecule phase space, someiofiwre summarized in Fig. 1-5.

The simplest crystallization experiment is batgystallization, where the precipitant and
macromolecule solution are simply mixed togethet @uien sealed to prevent
evaporation. While this is the most straightforwdesign for such an experiment, the
concentration of macromolecule [M] and precipit@?itin the solution do not change
(apart from the possible drop in [M] due to crysiaprecipitation formation—see Fig. 1-
4). This does not allow the same opportunity tudrae the macromolecule’s phase space
that other techniques allow. Batch solutions casitmply sealed in a small container
(such as a well of a 96- or 192-well plate), orpdrof batch solutions may be placed
under solutions of oil. A technique has also besvetbped to float batch solutions
between oil solutions of different densities, whiemoves the influence of the container
on the crystallization process (Chayen, 1996).

One method to increase the ability to traverse eromaolecule’s phase space is to
separate the macromolecule and the precipitantiffierent containers in a non-
equilibrium state and then allow them to slowly iéfjtate. In this case, the initial state
of the macromolecule may even be below its solydilinit, and as the system slowly
equilibrates, the macromolecule solution moves theometastable region. One such
technique is dialysis (Fig. 1-5), where a macromale solution is placed in a dialysis
bag or button, separated by a porous membranetfremrecipitant. The dialysis
membrane has pores of a size that allow the ptaaipio permeate through but not the
macromolecule. Therefore the concentration of naotecule remains constant but the
precipitant concentration increases (Fig 1-4). Sidialysis is labor-intensive and

difficult to scale to small volumes and to many exments, the method is not frequently
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used.

A far more popular crystallization method is vagddfusion (Fig. 1-5). A small
crystallization drop containing a mixture of bolie tmacromolecule and the precipitant
solution, and a much larger reservoir containinky ¢time precipitant, are sealed into an
airtight container. In this setup, the concentratid the precipitant in the drop is lower
than in the reservoir (or “well”). Over a periogtimg hours to days, the system
equilibrates as water diffuses through the vapaisptirom the drop to the reservoir
(Mikol et al, 1990). This has the significant advantage thalewhe macromolecule
solution is traversing crystallization space (Fid)1lit does so slowly, which kinetically
favors crystal formation over precipitation. As lyghpor-diffusion methods are well-
suited both for miniaturization and high-throughpyperiments, particularly on 96-well
crystallization plates. Multiple techniques for wagliffusion are used, including
hanging-drop, sitting-drop, and sandwich-drop sefig. 1-5).

In some ways, interfacial diffusion methods (Figb)lare similar to vapor
diffusion, but in this circumstance, one or boththed macromolecule and precipitant
solutions are allowed to diffuse into a solid quid substrate. These methods cause a
gradient of the solution or solutions to be formetich allows multiple points of the
phase diagram to be sampled simultaneously. Sediffiedent interfacial diffusion
methods have been developed, such as capillarysafi (Phillips, 1985), free-interface
diffusion (Sauteet al, 2001), and microfluidic chips (van der Woertdal, 2003).

The two-dimensional phase space diagram is anmegtoyversimplification;
macromolecular solubility depends upon many pararagwhich are physical,

biological, or chemical. A list of approximately g@nificant experimental parameters
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Physical parameters
Macromolecule identity
Macromolecule type
Macromolecule molecular weight(s)
Macromolecule isoelectric point(s)
Macromolecule sequence(s)
Putative flexible domains (tags, etc)

Cloning & expression

Time of expression

Person/robot who expressed molecule
Expression vector

Expression method

Expression species

Purification

Time of purification

Person/robot who purified molecule
Macromolecule purification method(s)
Macromolecule purity (%)
Macromolecular alterations
(proteolysis, tag cleavage, etc.)
Solubility

Storage buffer(s) and pH

Storage temperature

Crystallization

Time of crystallization

Person/robot who set up crystallization
Drop volume (iL)

Well volume (iL)

Crystallization method

Plate type / material

Macromolecule concentration (M)
Complex component ratio
Precipitant(s) identity

Precipitant(s) concentration (M)
Additives / ligands identity

Additives / ligands concentration (M)
Temperature

Humidity

Initial screen or optimization?

Observation
Times of observation
Person/robot who made each vaisen
Entity / entitinglrop
Number of eansti
Amount of precipitation
Drop contamis
Degree of crystal twinning or clustering
Crystal size (height, width, depth)
Crystal shape
Crystal color
Is crystal birefringent?
Is crystal macromolecular (ic¢ salt)?

Harvesting & freezing
Time(s) drop is opened
Reason drop is opened (seediagvesting, etc)
Seeding method
Crystal useddeeding
Identity of heavy atomsioak
Concentration of heaweyrain soak
Time of harvestin
Person/robot who harvested crystal
Harvesting method
Number of soaking/harvestiesst
Cryosolution component(s) identity
Cryosolution component(s) concentration
Behavior of crystal in cisaution

Data collection
Time of diffraction
Person/robot who collectéttattion data
Space group
Diffraction limit
Crystal mosaicity
Unit cell parameters
Diffraction wavedgh(s)
Anomalous signal

that can affect the production of well-diffractingystals are listed in Table 1-1. Thus the

parameter space that must be explored is not tmeaional but highly multi-

dimensional, where only small regions of this spameespond to combinations of

parameters that yield diffracting crystals.
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The process of sampling crystallization space tsroflivided, somewhat

arbitrarily, into two phases: crystal screening aptimization. Crystal screening is
carried out when little or no information is knowhout the best conditions for producing
crystals of a given macromolecule. These initiaésns attempt to efficiently sample a
large range of possible conditions, recognizinghigély-dimensional nature of
crystallization space. Many of these crystal scseagnthe form of sets of precipitant
cocktails, are commercially available (Jancarik 8&K1991; Sturaet al, 1992; Cudney
et al, 1994; Scotet al, 1995). Once an initial “hit” is determined, th@rameters of the
hit are typically systematically varied to optimithext condition. Unlike initial crystal
screening, where efficient mechanisms for sampinygtallization space are at least
occasionally used, optimizations are frequentlygrared exhaustively, despite the fact
that there may still be many parameters to be Bedraround the initial hit. The same

efficient sampling techniques could be appliedftroization.
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1.3 Crystallization space screening methods

Since the crystallization space is highly multi-émsional, efficient techniques
for intelligently sampling this space are neededi several have been developed. These
screening methods can be generalized in the tefassmn of experiment (DOE) theory,
as originally formalized by R. A. Fisher (Fishe®51) and applied to protein
crystallization by C. W. Carter, Jr. and co-work@srter & Yin, 1994; Carter, 1999). A
“basis set” o factors is chosen, where each factor represguasaameter in the
crystallization experiment, such as temperaturegipitant identity, precipitant
concentration, drop volume, additive identity, @t;. Each factor has 2 or more discrete
levels, where the number of levels for each paramstgiven by the sely( ..., |,) with
eachl; > 2. In cases where the factor can adopt a contstemge of values, such as
precipitant concentration, a set of value stepshosen, though some random screening
algorithms use a continuous range for picking valofthose parameters.

The simplest, and least efficient, type of expenbhuesign is the full factorial,
where every possible combination of factors isa@sThus the number of experimekts

required is given by:

24-well grid screening is an example of a full ta@l design, with two factors of 4 and 6
levels, respectively. However, when the numbeewgéls and/or number of parameters
increases, the geometric increase in the numbexgdriments required makes full
factorial designs unfeasible. Consider the examap&precipitants at 4 concentration

levels, 4 organic additives at 3 concentrationlevend 5 different buffers, a typical
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basis set of reagents for a 48 or 96 condition cernial screen. A full factorial design

would require 8x4x4x3x5 = 1920 experiments, whecprohibitive given the typically
small amounts of purified, highly-concentrated pnotavailable for crystallization
screening. There were attempts to build automgtitesns designed to screen >100,000
crystallization conditions per day (Abatd al, 2000), but no further reports have
confirmed if that level of output has been reached.

A number of screening methods have been develapsaple search space
more efficiently, such as footprint (Stugaal, 1992), random (Shieét al, 1995), sparse
matrix (Jancarik & Kim, 1991), incomplete factor{@arter & Carter, 1979), and
response surface screens (Carter, 1997). Bothatiemirmodels and experimental data
show that random screens, where all of the paramete¢he basis set tested are varied
randomly, produces successful crystallization imefietrials than grid and footprint
screens, where one or two of the parameters indave varied systematically (Segelke,
2001). Biased random screening methods, due tprtideration of commercially
available kits, have become ttle factostandard for crystallization screening, but gnid o
full-factorial methods are far more widely used ¢oystal optimization, as it is
considerably easier to design such experimentsahy br spreadsheet applications.
Generally, the use of efficient methods of samppagameter space such as random
designs or response surfaces have been not wiglsbyted for crystal optimization,
likely due to the relative difficulty in designirapnd analyzing such experiments.

Random crystallization experiment designs may lbelisided into three different
types: purely random, biased, and balanced. Givsase set of parameters or “factors”,

such as precipitant identity, concentration, terapge, protein batctgtc, purely random
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designs randomly choose combinations of factors et requested number of

experimental runs is found. A few publicly availalgrystallization tools generate purely
random designs, such as CRYSTOOL (Segelke, 20@iLXtaiBase (Meining, 2006).
These programs deviate from purely random desighsio that both programs check for
insoluble combinations of chemicals. Biased rand@signs, such as the “sparse matrix”
screen (Jancarik & Kim, 1991), randomly select covations of factors, but bias the
selection toward conditions that have producedessfal crystallizations in the past.
Virtually all widely used commercial designs foitial screening follow this model
(Jancarik & Kim, 1991; Sturat al, 1992; Cudnet al, 1994; Scotet al, 1995), but
many of them are often out-of-date, as they aredas the state of the PDB from many
years ago. Algorithmic approaches have been projposese Bayesian statistics to
generate such biased random screens (Heneéssy2000).

Balanced random screens also randomly select expets, but place an
additional constraint that the design be "balanded:, each possible level for each
factor is represented an equal number of timeg)ekample, given three factoasb,
andc, where each factor has three levels 0, 1, ange2experimental design shown

below is balanced both with respect to each faatorto each pair of factors:

NNMNNPFPPRPPOOOD
NPFPOMNPFPFOMNMRPFPODT
OFRLNFNONOPRFRO
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The factors are listed in columns, and each rowesgmts an individual condition or

"run”. For all combinations of columns-&b), (b,c), and &,c)—each possible
combination of factors—(0, 0), (0,1), (0,2) (1,@,1), (1,2), (2,0), (2,1), and (2,2)—
occurs an equal number of times. Note that a adidrial design would require 27 runs.
In DOE theory, such an experimental design is knas/an orthogonal array of strength
two (OA). Balanced designs are much more suitedtgttistical analysis by linear
regression than purely random or biased designd€iCa999). Using a predefined 64-
condition OA for crystallization experiments hagbgreviously suggested (Kingsten
al., 1994).

While it is trivial to generate a random experingmtesign where each individual
factor is balanced, generating screens where afliple binary combinations of factors
are balanced is far more difficult. While it may ibgpossible to generate an OA for a
given set of factors and levels within a specifietnber of runs, creating an array that is
as balanced as possible is a computationally difffgroblem. A few programs have been
developed to generate balanced random screensy&takkography: INFAC (Cartest
al., 1988), DESIGN (Sedzik, 1994), and SAmBA (Audical, 1997). Of these three,
only one (SAMBA) is still available online. The oroplete factorial method, as
implemented by INFAC, and DESIGN informally addrésis problem by making sure
that each combination of levels is representedatlonce for each pair of factors, but
often such designs are sub-optimally balanced (@etlal, 1997). SAMBA uses more
sophisticated backtracking and simulated annealiggrithms to create balanced designs

(Audic et al, 1997).
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1.4 Statistical and empirical analysis of crystallization

Quantitative analysis of macromolecular crystatlma may be addressed in two
different ways, using either “micro” or “macro” amaches. The “micro” approach
addresses the fundamental thermodynamic and kipedperties of crystallization
experiments. These properties have been under &iudyany years, and most, but not
all, of these mechanisms are fairly well underst@aarbin & Feher, 1996). However,
this theoretical approach often proves less thafuls practical situations, as
measuring fundamental thermodynamic and kinetiotjti@s of proteins often take up
more time and resources than simply setting up-dp@ss$s crystallization conditions. One
possible exception to this rule is the observedetation of the solution property known
as the second virial coefficient with the formatmirmacromolecular crystals (George &
Wilson, 1994).

In contrast, the “macro” approach takes a top-dammpirical view of protein
crystallization. Rather than pursuing the molecut@chanisms of crystallization, data
from prior experiments are observed and then staitrends are calculated. The earliest
such analyses took successful crystallization d¢ardi from the PDB or the literature
and used it to produce some statistical analyseweier, this approach suffers from a
“tip-of-the-iceberg” effect, as the possibly hundseor thousands of unsuccessful
experiments that produced the one successful owe@sennot reported.

The first effort to create such a global databds#ystal conditions was the
Biological Macromolecular Crystallization DatabdB#MCD) of Gilliland and coworkers

(Gilliland, 1988; Gillilandet al, 1994; Gillilandet al, 1996). The crystal entities in the
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BMCD were entered into the database by extractiegappropriate crystallization

conditions from the literature. Each crystal emoytains basic information on the
macromolecule crystallized, the crystallization noets, the identities and concentrations
of the chemical precipitants and additives used,l&sic diffraction information.

Several papers described quantitative analysiseoBMCD. Samudzi and
coworkers measured the distribution of various piaygparameters of the proteins
crystallized and found that (1) most macromolecalatecular weights were less than
100 kDa, (2) most macromolecules crystallized atceatrations of 0.01 to 2.0 mM, and
(3) the most common pH for crystallization was apmately 7.0 (Samudat al,
1992). The cluster analysis of the BMCD (a methwt tocates “natural” groupings of
data within the given parameter space) showedhieadata partitioned most significantly
into eight groups, which showed significant asymmetith respect to macromolecule
type, crystallization method, and precipitant cheat{s) used (Samudet al, 1992). At
the time this analysis was performed (1992), theree 1025 crystal conditions in the
BMCD. The same authors repeated these analys&®8 (Farret al, 1998) using a later
edition of the BMCD, which contained more crystadlion conditions (approximately
2300) and was significantly more complete (>90%jeAcluster analysis, the data best
fit into 25 categories, and the authors used tif&rimation to generate a list of general
recommendations for crystallization experiment giesiased upon the properties of the
macromolecule (or complex) to be screened (Eaal, 1998).

The analysis of Hennessy and coworkers took ardifteapproach, as they
divided the BMCD macromolecules into a taxonomeraichy and applied a Bayesian

method to generate a probability of crystallizationa given set of parameters
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(hierarchical class, pH, temperature, component@&atnations, etc.), which can be

used to weight or bias the components of the ls&s$im the design of random screens
(Hennessyet al, 2000). Formal Bayesian analysis requires data froystallization
failures as well as successes. Because the BMC®muecontain information on failed
crystallization experiments, Hennessy and coworpmoximate this by considering
diffraction resolutions lower than 2.5-3.5 A addee (Hennessgt al, 2000). 25% of
PDB deposits have resolutions of 2.5 A or lower.

The crystallization database system XtalBase (Megin2006) was used to import
BMCD data. Each component of the crystallizatiolutons in the BMCD were
imported into bins of a given range of concentrato pH, and a statistical measure was
calculated that approximated the probability ofstajlization given each possible
combination of a pair of components (Meining, 2006)

Now, in the adolescence of high-throughput cry=tatiion efforts (structural
genomics), large groups are beginning to collageaets of data on crystallization that
include failed experiments as well as the succéssies. Some of these sets of data are
large enough for broad-scale analysis through “datang”. The results of these broad-
scale analyses have focused on determining the effestive solutions in given pre-
mixed crystallization reagent screens, and progedf macromolecules that best serve as
predictors of ability to crystallize. It is intetesy to note that the rates of progression
from purified proteins to crystallization and framrystallization to diffraction are similar
for different structural genomics centers (O'Toelal, 2004).

The Joint Center for Structural Genomics (JCSGmepl several results from a

multi-tiered crystallization screen of the proteoafidhermatoga maritimaln the first
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tier, 539 proteins were successfully expressedpanified (out of a predicted 1877

ORFs), and initial crystallization conditions wedentified for 465, using a set of 480
conditions from a set of 10 commercially availa@teeens: Wizard /11, and Cryo I/II
from Emerald Biosciences, and Crystal Screen IW6CPEG/lon Screen, Grid Screen
Ammonium Sulfate/PEG 6000/MPD and Grid Screen PEGArom Hampton Research
(Lesleyet al, 2002). This initial screen determined that marotgins crystallized in
multiple conditions, as half of the proteins scextnrystallized in 5 or more conditions,
and four crystallized in greater than 100 (Pagal, 2003). A core set of 67 screen
conditions from the 480 were identified that weapable of crystallizing 99% of the
targets that produced crystals (Pagal, 2003). The results of these experiments were
eventually used to produce a new premixed sparsexnsareen (Newmaset al, 2005).

A similar analysis was performed by the Aled Edveagdoup at the University of
Toronto (Kimberet al, 2003). A set of 755 different bacterial proteivere screened
with the standard 48-condition sparse-matrix ChyStaeen | (Jancarik & Kim, 1991),
and of them, crystals were observed for 45% otdhgets (Kimbeet al, 2003). By
clustering the results, it was determined that 2@ 48 conditions were capable of
crystallizing 94% of all of the proteins that cigiized, and 6 of the conditions were
capable of crystallizing 60% (Kimbet al, 2003).

The JCSG data set was also analyzed in terms @irtperties of the proteins that
were successfully crystallized, as measured byelag¢ive rate of success, defined as the
number of proteins that crystallized as a functball proteins in the proteome (Canaves
et al, 2004). For a number of protein parameters, theme sharp drop-offs where the

relative rate of success dipped below 15%, regyltimranges of protein parameters
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where crystallization was more probable. Polypegstidith 80 to 560 amino acid

residues, isoelectric points between 4.5 and @& agpercentage of charged residues
below 45% were significantly more likely to crydizé (Canave®t al, 2004).

Given the pace and means by which crystallizati@h information is currently
generated, using at least semi-automatic systemgafiking such data is essential
(Lorber, 2001). In the high-throughput structuralbgy environment, the traditional
written notebook- or spreadsheet-based approdatpisctical. The computerized,
database-driven laboratory information managemgstiems (LIMS) to store, annotate,
and analyze the data developed mainly for highutjinput laboratories can also be used
to analyze the data from small scale crystallizaggperiments.

Some of the earliest efforts for using computerartnotate protein crystallization
experiments described in the literature used sgtesat applications (Hanniek al,

1992; Hasselet al, 1994). Spreadsheets are still used fairly widetiay, particularly for
optimizations, due to the simplicity and flexibyliof their interface. However, this same
flexibility makes searching or mining spreadshéetsnformation difficult. While the
data are in computer-readable form, they are mottstred and thus their syntax and
semantics are not defined. An ideal system foiirgggorotein crystallization information
must allow the researcher a great deal of flexybihi preparing and analyzing
crystallization experiments but yet store the dditdhose experiments in a highly
structured way to make them amenable to broad-sealeching and analysis. One
critical flaw in most LIMS systems is an over-r@li@ on user input, coupled with
insufficient data analysis tools.

Relational database management systems or RDBM&I(QO60) provide a
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flexible and efficient mechanism for storing marataland the complex relationships

between them, and have becomedbdactostandard for modern database systems. Data
in RDBMS are manipulated and searched using thetitred Query Language (SQL).

In contrast, there are two fundamental approaan&fMS interface design. One
uses web interfaces, with Internet browsers apldiéorm for the client for inputting,
reporting and sometimes managing data. Such igtesfean be easily installed and
distributed, since the client requires little meodtware than a standard Web browser.
However, such interfaces are limited in complekiyythe constraints of Hypertext
Markup Language (HTML) and Javascript, though #q@dly-maturing AJAX
(asynchronous JavaScript with XML) set of techn@eglo help address these problems
to some degree. The vast majority of LIMS desigioedtructural biology use a web-
based approach (Bertoeeal, 2001; Haebett al, 2001; Harris & Jones, 2002;
Manjasettyet al, 2003; Gotet al, 2003; Morriset al, 2005; Priluskyet al, 2005;

Meining, 2006). However, this type of interface raslkcommunication with hardware
attached to the client machine very difficult.

Another approach is to develop stand-alone progfantktie native platform of
the client computer. Such clients are more diffitolinstall and to keep up-to-date, since
upgrades of the client must be distributed to eachputer. The development time and
effort for such systems can also be longer, or beagestricted to particular architectures.
Java-based clients solve these problems to soreatekiy distributing the code through a
web browser, at the expense of ensuring a Javimenvironment is installed with
each browser (Elkin & Hogle, 2001; Zolreti al, 2003; Fultoret al, 2004; Aminet al,

2006). However, the resulting systems can be mumie isophisticated and user-friendly,



and are capable of extensive communication with external hardware.
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2 The Xtaldb protein crystallization expert system

2.1 Crystal experiment design and tracking

Conclusions based on analyses of crystallizatiramation are highly dependant
on the set of experimental data used to generasettonclusions. Due to the sheer
number of parameters involved in protein crystatian, concerns have been raised about
the validity of applying crystallization knowledgétained through data-mining from one
research group to another (Rupp, 2003). Each rdsgaoup may use different
equipment and protocols for protein expression@urdication. The difference in source
material may dramatically affect crystallizatiomdaultimately, data from one's own
laboratory is the most reliable source of informatior data-mining to design the most
successful crystallization experiments.

Additionally, as discussed in Chapter 1, the typkiads of crystallization
experiments designed by hand, such as grid scraengelatively inefficient in terms of
searching crystallization space. Some tools egigenerate more efficient random
screens, but the screens generated by most oftih@seare not suitable for quantitative
statistical analysis by linear regression modek i@ & Yin, 1994; Carter, 1999), and as
a consequence, such methods have never been ftiyqueed. To design crystallization
experiments for statistical analysis, collect dethinformation about crystallization
experiments, and generate detailed analyses oésudts of those experiments, the
Xtaldb system has been developed.

Xtaldb is a client-server based system, where pialtilients through a network

connect to a central server, as illustrated in Eifj. The central server contains a
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database and an image server that store all @perimental information collected by
each of the clients. Each client provides the fata for designing plates, observing
drops, running searches and analyses, and comntesiedh the hardware for semi-
automated or automated data acquisition. Becaudesotlient-server architecture,
multiple experimenters in multiple research groogs conduct and track crystallization
experiments simultaneously and access data callégtethers. The system uses a
permissions-based security model to prevent onerempnter from modifying
crystallization data entered by another, or fromeasing data collected by another
research group. Xtaldb is a component of the LakdbBratory information management

system (LIMS; see Sectidh5), which is designed to keep track of an expenital
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pipeline from cloning to structure solution.

Xtaldb is the first system that allows not onlyalketd analysis of all
crystallization parameters but also takes into aotthat chemicals and solutions can
change with time due to evaporation, oxidation, €he stock solutions and preparations
of macromolecules used to prepare a crystallizgilate represent physical entities. For
example, if a stock solution of 4 M NaCl was usegrepare crystallization wells, the
system tracks when that stock was prepared, whmaped it, and the specific reagent
bottle and lot of NaCl the stock was prepared frohese solutions and protein
preparations can be tracked back to their souetd®r the purification process used to
generate the protein or the lot of chemical usgatépare the stock solutions. Two
modules of the LabDB LIMS system, described in Bec2.5, interface with laboratory
equipment to collect this information in a semieauatic way.

In practice, crystallization experiments are perfed by designing plates that
contain mixtures of protein and solution, using tiehniques described in Section 1.2. In
Xtaldb, there are two modes for designing experiserhe first is a manual mode with a
spreadsheet-like interface. The plate is prepayesklecting each stock solution, then
selecting the wells to which that stock will be addat a set concentration. The system
has sophisticated validity checks. For examplectiemt checks if a requested
concentration is too high to be produced by dilutad the corresponding stock solution
and if necessary reports the error. The systemukes the concentrations of the stock
solutions to generate a pipetting guide, calcutatite volumes of each of the stock
solutions and of water needed to mix the wells @dmags specified. A plate layout may be

saved to a local file in XML format and reused dheo plates. Finally, a barcode may be
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assigned to a plate for quick subsequent identifina

The spreadsheet-like client interface is desigoduktvery flexible, to permit as
many different types of crystallization experimeasspossible. The system handles both
24- and 96-well plate formats, can handle multgriestallization methods (vapor-
diffusion and batch), and can handle an arbitramyploer of drops per well, up to 9. Each
individual drop of a plate to be designed can bat&d independently of the others.

The system also keeps track of a library of preedigommercial and custom
crystallization screens. Many commercial crystaliiazn screens are already entered into
the database, and a tool is provided for imponieg commercial or custom pre-mixed
screen into the system from comma-separated VELEE) text or Excel spreadsheet
files. A component of the spreadsheet-like mamiarface allows conditions from a pre-
mixed screen to be added to a range of wells amyaisdr

The second mode for designing plates in Xtaldb asseyies of “wizards” to
simplify preparing standard premixed screens carii@d random screens on a set of
plates. In the premixed screen wizard, some paeskke the screen, plate type, and
well volume are selected, and the common layodraps to be set in each well is
chosen. As in the manual mode, the premixed semegard verifies the information
entered and then generates the appropriate nurhpttes for all of the conditions in
the premixed crystallization screen.

The wizard for generating random balanced screesisnilar. Along with the
number of drops and the name and type of the plidtegparameters (factors) to be varied
and the levels for each parameter are selectednfeders to be chosen are not limited to

reagents and their concentrations, but may aldadecther parameters of the



Figure 2-2: The drop observation window. 44
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experiment: the macromolecule concentration, pH; iblecular weight, and drop
volumes or ratios or both. As before, the systehdates the input. If it is valid, the
Xtaldb client generates the balanced random s@aeeme or more plates and generates a
pipetting guide for each plate.

Xtaldb utilizes an algorithm for generating balashexperimental designs
recently described by Xu (Xu, 2002), though thegpam’s implementation has been
modified to permit numbers of levels not evenlyisiivle into the number of runs. The
algorithm builds the experimental design one col(faator) at a time, and iteratively

swaps elements in that column until a statistigdinoality criterion is maximized (Xu,
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2002). The Xtaldb implementation is faster and nrofmust than any other reported

program for generating balanced random screensystallization (see Sectidh4 for
more details), and is written in the C programmargguage for purposes of speed.

Plates may be edited after they are created, tsenganual spreadsheet-like
interface, even if they are created with one ofwtimards. If a reagent is spilled or a drop
is otherwise damaged during the process of satifing plate, the edit utility allows
modification of the plate after it has been ententd the database to reflect the
unexpected changes. Once a plate has been obskovesljer, no more changes can be
made to the plate layout. A general system for irtipg plate designs and pre-made
screens in text, CSV, and XML formats is also urdrelopment.

Once a plate has been set up, it is observed ome@ times. Fig. 2-2 shows the
window for manually annotating the observation ofrap. By clicking a button, an
image of the drop is automatically captured. Thetewots of drops are annotated
manually as consisting of one or more entities cWwinange from precipitation to crystals,
by selecting down the appropriate description pukdown box. More than one entity
may be set for the same drop. Additionally, oth#in@gonal characteristics of the entities
may be described, such as amount of precipitatiamystal size.

The system accesses various types of equipmenighmmodules that utilize
abstract programming interfaces (API). In the piygie installation of the system at the
University of Virginia, several pieces of hardwarere connected to a client system to
automate certain aspects of data acquisition. Eige8 shows a layout of a client system
installed in the Rastinejad/Minor laboratory at Wrversity of Virginia. A barcode

scanner is used to authenticate and identify ewpariers and quickly access particular
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plates, which are labeled with unique barcodeuth screen monitor, located close to
the stereo microscope, is used to quickly annathservations. A digital camera
mounted on the microscope records images interdgfiand the current drop image on
the monitor may be compared directly with previounages. The library for
communicating with digital cameras is modular alioas multiple types of digital
cameras to be used. In this prototype workstaaddanon Powershot G5 camera is
mounted on an Olympus SZX-10 stereo microscope &8).

A modified version of the Xtaldb client called Autaldb is provided for

communication with various pieces of laboratoryoaustion. Autoxtaldb provides a non-
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interactive, command-line-based API to the expgstesn that may be utilized by

modular drivers to communicate with other forms&ofomation. Additionally, to
facilitate communication with automation and ottlata management systems, Xtaldb
provides capabilities for exporting data into diéfiet formats. The system can export
information in CSV or XML, and through add-on moekil is capable of generating
command scripts to drive pipetting robots (suci 8B Labtech's Mosquito system).
When crystals are harvested from crystallizatiaypdrfor X-ray diffraction
analysis, an interface is provided to record thedmsted crystals in the database. Each
crystal is identified by name, and information stbabout the crystals can include
information about the size, mounting method, cryotgctant solution, harvest and
diffraction time, who performed the experiments] éree-form notes. These crystals
harvested can be interfaced with the HKLdb intesfat HKL-3000 (Minoret al, 2006),
which takes the list produced with Xtaldb and a&ges information about data
collection, indexing, scaling, and structure sauntwith each crystal in the database.
Diffraction information may also be entered by hamdituations where HKLdb is not
present. Thus in terms of analysis, informationualtbbe diffraction characteristics of
crystals may also be used in analyzing crystalbratrials, by identifying conditions that

produce visually good but poorly diffracting cryisiarms.
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2.2 Data analysis

There are two primary tools in Xtaldb for analyzihg database for information:
a search dialog and a data mining console. In toatls, the search criteria entered into
the system are translated into SQL queries thapassed to the database system, though
neither requires detailed knowledge of SQL.

The first tool is a dialog for searching all platdsops, and crystals, which is
shown in Fig. 2-4. Search conditions, such as ptajame, plate name, well contents,
drop observation, etc., are selected, and canineioed by the Boolean operators
“AND” and “OR” to build up more complex searchesrtWally all of the recorded
parameters of the plates, drops, and crystals earséd as search conditions. Those
plates, drops, or crystals that match the seartdrierare returned in a columnar list,
which can be sorted by each column. Clicking orwiqular search result will link the
user to the page describing that result. This didimes not require any knowledge of the
SQL language, as the query is completely genelatele inputs to the interface.
However, the results reported are limited to sintigts of data that match the given
specified condition.

The second tool for analysis is the data miningsot# which is illustrated in Fig.
2-5. On the console, the SQL queries are spediiiiledtly, though a large set of editable
SQL templates are available. Using the templates dot require deep knowledge of
SQL, just some common sense. This tool gives alfutidtexibility, as much more
complex analyses of the data can be generatedsagassible to construct any SQL

guery. However, in that case, more detailed knogdeaf the SQL language is required.



Figure 2-4: The drop search dialog.
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Fig. 2-5 shows an example template query, whicleggas the list of most frequently

used chemicals, counts of all of the drops thatainrthat chemical with observed

crystals, and divides that number by the total nemab drops that contain that chemical

to measure the success rate by reagent. Similglaéss are provided to count the

relative success for each commercial screen conmpotaelist the plates and

observations created in the past two weeks, torgena list of crystallization pH as a

function of pl, and to perform many other tasks.

Information found using the data mining consol&t#ldb may be presented in

graphical form by automatic generation of bar atatter graphs. This is implemented

through an interface to the Gnuplot plotting paekdgata from random screen
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experiments can be exported in text-based fornmats text, CSV, and XML) that may
be imported into other statistical analysis proggam

The ultimate criterion of success for a crystatitma experiment is structure
elucidation using the crystal produced by that expent. However, such a criterion is
not very well suited for purposes of data miningpace such a crystallization
experiment is obtained, no further data analysiseeded (at least for that project!).
Analysis of crystallization experiments requiresaducing multiple criteria that may be
used to identify the success of a given crystalbreexperiment. Drops may be visually

annotated as containing crystals, the drop maybigm@ed a numerical quality score, or
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more detailed information about the observed clystadrops may be listed, such as

size, shape, birefringence, etc. Crystals may beekted from a drop, and diffraction
information, such as diffraction limits, mosaicigtc., may be measured. The numerical
guality score as a simplest approximation may satVest glance to be a reasonable
measure of the overall quality of the drop, bus inherently subjective, and if it is
recorded at the time that the crystallization dsopbserved, may not reflect the quality

of crystals that are harvested and shot. Other unesissuch as more detailed parameters
of crystal morphology and diffraction behavior aedter in terms of giving a more
detailed description but are more difficult to regent and search in the database, and
may be less likely to be consistently recordedehdity, all of these parameters should be

recorded and considered when doing analysis ofalligaition experiments.
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2.3 Implementation details

The Xtaldb client is a standalone, modular, an@cbkpriented Perl/Tk program.
The client itself is cross-platform, running on Waws, Linux, and Mac OSX, though
some of the hardware driver modules are operatistgs dependant. Binary
distributions of the client contain a Perl intetereand all of the libraries to run the
program without installing additional software. TGauplot graph-plotting program is
optional, and only required for use of the grapHeaiures as described above. The
server depends on two open-source programs; thgoredl database server PostgreSQL
(version 7.3 or later) and Apache HTTPD (versiar Bater). The server itself is
composed of a database server, an image servea, sndll set of accessory scripts. The
prototype installation of the server is installedlonux Fedora Core 6, with PostgreSQL
8.1 and Apache 2.2, but server installations h#se lzeen successfully tested on other
Linux distributions and on Windows XP.

As described in Chapter 1, relatively few crystation database systems use a
native client interface. While this in some casekes the process of updating the
software more difficult, the choice of using a matprogram allows the use of more
extensive hardware applications and the use ofeabftware APIs for hardware
applications. As an example, Xtaldb can directtgiiact with a Canon digital camera for
direct image capture and upload to the databasehwiould be difficult to impossible
for web-based interfaces. The use of a native tclilso permits complicated calculations
to be performed on the client side, reducing thematational load on the server. This

simplifies considerably the processor requiremémtshe system's server, which is only
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required to have the network bandwidth to serve many clients and disk space to hold

the data and images.
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2.4 Balanced random screen design algorithms

As described in Chapter 1, three other programs baen described that generate
balanced random screen designs for crystallizatdBAC, DESIGN, and SAmMBA. To
compare the performance of the balanced randorerscesign algorithm implemented
in Xtaldb to these programs, identical sets ofdexctind levels were passed to all four
programs, and the resulting designs were compared.

To measure to the degree of “balance” or efficievicgach generated design, the
measure® andA,were used (Xu, 2002). TH2 parameter measures the efficiency of an
experimental design by taking the determinant efdbrrelation matrix for the model
matrix, weighted by the number of degrees of freedbhe value oD for any design is
D <1, where values closer to 1 represent a designfester unbalanced factors or
binary combinations of factorB. = 1 if and only if the design is an orthogonabgrrThe
A, criterion measures the sum of squares of theiafjathal elements of the model
correlation matrix, so tha&, = 0 if and only if the design is an orthogonabarrand the
value increases as the design becomes more imbdlanc

Using these measures, identical designs genergt®dHAC, DESIGN, and
Xtaldb are shown in Table 2-1. For virtually alltbe designs tested, Xtaldb produced
more efficient experimental designs than the otWwerprograms. In addition, Xtaldb
generated consistently efficient designs regardiésise number of factors or runs, while
the designs made by INFAC or DESIGN are much maeensistent in their level of
efficiency. This suggests that in addition to bdegs efficient, both programs employ

less robust algorithms.



Table 2-1: Comparison of Xtaldb versus INFAC andSDEN. 55
Balanced screens generated by the algorithm impléedan Xtaldb are compared to
experimental designs published in the literatureagated by the programs INFAC and
DESIGN. Source or executable code for both prograresho longer available online. N is
the number of runs in each experiment, and leass the number of levels for each of the
factors of designs. For example, (4,3,3) descrdresxperiment with three factors with 4, 3,
and 3 levels respectively. D and @&e calculated as described in the text. Referente
(Abergel et al., 1991), 2-(Audic et al., 1997) Gafter et al., 1988), 4-(Sedzik, 1994).

Published design Xtaldb
N Levels Program Ref. D A D Ao
12 (4,3,3) INFAC 1 0.982 0.125 0.982 0.125
12 (3,3,3,2) INFAC 1 0.912 0542 0.942 0.375
16 (4,4,3,2) INFAC 2 0.956 0.386 0.969 0.261
20 (3,3,3,3,3,2) INFAC 3 0.748 2.280 0.972 0.302
24  (3,3,3,3,2,2) INFAC 1 0.840 1.272 0.981 0.188
24 (4,3,3,2,2,2) INFAC 1 0.880 1.101 0.997 0.031
24 (6,3,3,2,2,2) INFAC 1 0.753 2.472 0.976 0.281
36 (9,4,4,4,3,3,2) DESIGN 4 0.836 2.780 0.980 0.435
48 (6,6,5,2,2) INFAC 1 0.929 1.002 0.979 0.318
48 (6,4,3,3,2,2) INFAC 1 0.930 0.941 0.995 0.070

88 (11,8,8,8444,4,2) DESIGN4 0.736 9.690 0.977 0.985

The third balanced random screen program, SAMBA, seanpared to Xtaldb
using the samB andA, measures for a set of experimental designs asrshoWable 2-
2. SAmBA implements two algorithms for generaticge&rimental designs, one using
simulated annealing and one using a backtrackiggrighm. SAmBA produced
experimental designs that are as efficient, oomes cases slightly more efficient, than
those of Xtaldb. However, the SAMBA program had s@®rious issues. Beyond trivial
experimental designs, the backtracking algorithrBAMBA was far too slow for
practical use. The simulated annealing algorithnfiop@ed much more quickly, but was
not robust. If it was unable to find a suitably maal design for a given number of
experiments within a certain number of cyclesdied a run and repeated the process.

This resulted in experimental designs with 10 t0 frtbre runs than requested, and



Table 2-2: Comparison of Xtaldb versus SAmBA. 56
D and A are calculated as in the text. Time measuresithe for a typical execution of the C
version of SAMBA (with the simulated annealing rdtlgan, using code downloaded from
http://www.igs.cnrs-mrs.fr/'samBba&and the C executable implementing screen désiialdb.

Both programs were compiled and run on a 3.2 MHelIRentium 4 system with 1 GB RAM,
running Fedora Core Linux 6.

>4 The designs output by SAMBA for these parameaer8®, 43, 53, and 139 runs
respectively.

® The SAmBA algorithm did not converge within aemoéed period of time (> 6 hours).

SAmMBA Xtaldb
N Levels D A Time D A Time
12 (4,3,3) 0.982 0.124 <0.1s 0.982.125 <0.1s
12 (3,3,3,2) 0.953 0.375 <0.1s 0.942375 <0.1s
16  (4,4,3,2) 0.969 0.261 <0.1s 0.969.261 <0.1s
20 (4,4,3,3,2) 0.954 0557 <0.1s 0.94B560 <0.1s
20 (54,4,3,2) 0.963 0.474 0.2s 0961486 <0.1s
20 (3,3,3,3,3,2) 0.978 0320 0.1s 097302 <0.1s
24 (3,3,3,3,2,2) 0.980 0.188 0.1s 0.981188 <0.1s
24 (4,3,3,2,2,2) 0.997 0031 0.1s 0997031 <0.1s
24 (4,4,3,3,3,2) 0.984 0.205 18s  0.998205 <0.1s
248 (6,3,3,2,2,2) 1.000 0.006 0.2s 0.9760.281 <0.1s
30" (6,5,5,4,3) 0.972 0.466 5mb56s 0.9670.560 0.2s
36 (6,54,3,2) 0.977 0336 0.2s 09M®336 0.2s
36° (6,5,5,4,3,2) 0.983 0.299 6m32s 0.9630.660 0.4s
36" (9,4,4,4,3,3,2) 0.997 0.054 18m57s 0.9800.435 0.7s
48 (6,6,5,2,2) 0.979 0318 0.2s 097M318 0.6s
48 (8,6,4,3,2) 0.992 0.142 04s 0992142 08s
48 (6,4,3,3,2,2) 0.995 0.070 0.3s 0995070 0.7s
57 (6,6,5,4,2) 0.985 0.250 0.4s 0981336 1.7s
88 (11,8,8,84,4,44,2) ffla n/& n/€  0.977 0985 32s
168 (14,12,4,3,2) 0.999 0.031 84s 0.999031 1m 21s

computation times of several minutes (Table 242\ ds difficult to predict for which
sets of input such pathological behavior would é&ns For one particularly large input,
SAmMBA failed to produce a suitable design evenraieeral hours of computation. In
contrast, Xtaldb consistently produced experimetsigns in seconds, and the

computation time was roughly proportional to thenter of factors and the number of



experiments (Table 2-2).
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2.5 The LabDB LIMS
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Xtaldb is a component of a larger crystallizatiahdratory information

management system (LIMS) called LabDB, which igently being developed at the

University of Virginia. The LabDB system consist§a@ur components: Wetlab for

chemicals, chemical bottles, and solutions; Pep@Bpfotein cloning, expression and

purification; Xtaldb for crystallization and crystaarvesting; and a plug-in module for

HKL-3000 for diffraction data collection and strucg solution called HKLdb (Figure 2-

6). Each component interacts directly with apprajgriaboratory hardware to eliminate

human beings as much as possible from the pro¢ekgaharvesting, and each is

optimized for the task for which it is designed.

All four components store the data they use inrdrakdatabase, and as a result

share common organizational information, such afepts, laboratories, user accounts,

passwords, and identification barcodes (Fig. dAat@rmation collected by one module is

accessible within another. The overall system degals very large, containing more

Figure 2-6: Overall schematic of the LabDB LIMS system.
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Figure 2-7: Simplified diagram of the database sohe 59
Each box represents a table with a list of objestsere each object is either a physical entity
(orange), process (green), or concept (blue). Hirelines represent links between objects in the
database. Each interface uses a specific set td¢ab the database, labeled with dashed boxes.
All interfaces make use of the research group,@erproject, and macromolecule tables. Each

object has a list of “attributes”, which describled different properties of each object.
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(clear, precip, crystals, etc)

than 70 tables separated into separate namesa@zch component.

The Wetlab component tracks laboratory chemicalt|lds, and solutions in the
LabDB database. It maintains an inventory of chamiand bottles, labeling with
barcodes, using a hand-held personal digital asdi§PDA). It interfaces with standard
commercial off-the-shelf laboratory hardware, anavles a mechanism to semi-
automatically create stock solutions of reagentssat their pH. Each solution is labeled

with a barcode and logged into the central datglzeseell as when and by whom the
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solution was made. Each stock solution is traceladbdl to the chemical bottle and lot

from which it was made.

The Wetlab system consists of two parts. The i&rst server application that
communicates with the hardware, interfacing throtghnetwork to a Radiometer
Analytical pH meter, a Mettler-Toledo balance, anflebra barcode printer through a
port server. The code in the server that driveb @aece of equipment is modular, and
any hardware exporting data via the RS-232 ser@bpol could be used. In addition, a
WebDAQ unit drives a set of off-the-shelf analagidl pumps that pump water, NaOH,
HCI and acetic acid. The second is a Visual C+entlrunning on an iPAQ PDA
outfitted with a Socket barcode scanner. The chemtmunicates with the server through
a wireless network. Researchers manage the chebuttdd and solution inventory,
create solutions, and control the laboratory hardwath the PDA.

Solutions may be prepared to a set molarity, mglabr percentage
weight/weight. The PDA is used to enter the cormegian and volume desired, then
scans the barcode of the reagent bottle. The systas up the molecular weight of the
compound in the database and calculates the ambahemical to add. The
experimenter weighs out the reagent on the balantiethe calculated amount is
reached. The system reads the true amount of reagasured and adjusts the final
volume of the solution accordingly, either by infong the user for molar solutions or by
pumping the appropriate volume of water for molaiveight/weight solutions. Finally, a
detailed label is printed with a unique barcodamtify the solutions. Buffer solutions
may be set to the appropriate pH by invoking thesple with the PDA. The fluid

pumps add concentrated acid or base as appropnrtt¢he setpoint is reached. The
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system then records the actual pH in the databaserants out a modified label.

When new chemical bottles arrive in the lab, tteeagcher inputs their information into
the database with the PDA. The database recordsuthent weight or volume of each
reagent and automatically decrements the apprepaiimbunt when a solution is made.
Wetlab was developed by the author, Piotr Lasotajték Potrzebowski, and others.

Pepdb is a PHP-based component that stores infiemetbout protein cloning,
expression, and purification. Researchers use ab@fbiser to input data into forms as
each step is completed. Detailed information aleach clone is stored. Pepdb imports
data from an AKTA FPLC protein purification systemsing an interface written by
Heping Zheng.

HKLdb is a plug-in module for HKL-3000 (Minaet al, 2006) that links
harvested crystals tracked with the Xtaldb systerié diffraction, scaling, structure
solution, and (limited) structure refinement daddlected on that crystal. Like the other
components, users log in upon starting the HKL-3®@@ram and select a project and
crystal, and subsequent steps carried out in thgr@m are recorded in the database.
HKLdb is being developed by Marcin Cymborowski, \dé& Minor, and Maksymilian

Chruszcz.
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3 Applications of Xtaldb

3.1 Test set

New crystallization methods and techniques are véign tested on readily
available and easily crystallized proteins, suclysszyme, glucose isomerase, or
thaumatin (for recent examples, see Dunlop & Ha2@85; Hanseet al, 2006;

Khurshid & Chayen, 2006, among many others). Howetés approach is not too
informative as these model proteins usually criigealery readily; it is relatively
difficult to find conditions in which lysozyme doest crystallize (Chayen & Saridakis,
2001). Using diffraction data as a method of conmggerystal quality of such proteins is
usually meaningless as handling of crystals (hainvgsfreezing, mounting, etc.)
introduces more variability than the crystallizatimethods.

For that reason, we used a different approactstdite Xtaldb system. A set of

Table 3-1: Initial test proteins screened with Xtal

Organism MW Function Structure? Diffracting  Reso.
(kDa) (PDB id) crystals? A
YfbR E. coli 22.7 5'-deoxynucleotidase Yes Yes 2.1
(2PAQ)
RcsA E. coli 23.5 Activator of colanic No Yes 3.0

acid capsular
polysaccharide

synthesis
YgiC E. coli 45.0  Glutathionylspermidine No Yes 3.9
synthase/amidase
homolog
TM0549 T.maritima 19.4 Acetohydroxyacid Yes Yes 2.3

synthase regulatory  (2FGC)
subunit homolog
TM0913 T.maritima 29.8 MazG homologue No Yes 2.6

TM1030 T.maritima 23.8 TetR-family Yes Yes 2.0
transcriptional regulator  (1277)
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novel bacterial proteins that failed to producérddtion quality crystals in the pipeline

of the Midwest Center for Structural Genomics (MgS@re purified, screened and
optimized using th&taldb system. The proteins chosen for analysis arallistdable 3-
1. None of the proteins had a known 3-D structsoethat experimental phases would
have to be determined (though preference was nmagedteins containing sufficient
methionine for SeMet phasing). Additionally, mostlte proteins chosen were identified
by sequence to be members of protein families sotine annotated biochemical
information but no known 3-D structure. Clones a€le protein were obtained from the

lab of Aled Edwards at the University of Tororftiescribed in SectioB.6 below).
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3.2 Protein expression

The T7 RNA polymerase expression system was uspobtiuce protein in the
bacteriumk. colifor purification (Studier, 1991; Studiet al, 1990). All of the targets
obtained were cloned into the p15TV-L vector, a rhcation of the multi-copy pET-15b
vector (Novagen), as shown in Fig. 3-1. Like othEll-based vectors, the p15TV-L
vector places the target protein gene under theaarf a promoter recognized only by
the RNA polymerase from bacteriophage T7. Whervéator is transformed into a
typical E. coli strain, the native RNA polymerase does not prodioeeloned gene as it
does not recognize the T7 promoter (Studieal, 1990). Because this decreases the
constitutive, uninduced level of protein expressaod thus provides improved protection
from toxic DNA constructs to the expression celisis approach is widely used for
protein production ife. coli.

To introduce T7 RNA polymerase for expression system, derivatives of the
E. colistrain BL21(DES3) are used. BL21(DE3) containssofien of thé.-derived
bacteriophage DE3 inserted into the chromosome DH{&lysogen contains the gene
lacl, encoding for théac repressor, and the gene for T7 RNA polymerasenuhée
control of thelacUV5 promoter (Studieet al, 1990). In the absence of lactose (or one of
its analogs), th&ac repressor produced lgcl binds tolacUV5and prevents expression
of T7 RNA polymerase. Lactose analogs such as agpybfS-D-thiogalactopyranoside
(IPTG) inactivate théac repressor, inducing expression of T7 RNA polymerasd in
turn expressing the target gene (Studteal, 1990). In p15TV-L (and pET-15b), a

second copy of thiacl gene and &c repressor binding site at the T7 promoter is



Figure 3-1: Schematic diagram of a gene cloned theop15TV-L vector. 65
The region of the plasmid sequence that encodds-tileeminal tag of the expressed protein
differs from the standard pET-15b vector is showaxpanded view. "ori" is the origin of
plasmid replication.
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p15TV-L

(modified pET-15b) ,
T7 terminator

thought to prevent constitutive expression of Hrget protein due to the “leaky” nature
of lacUV5. A gene conferring resistance to the antibiatigpicillin (Amp allows
selection for cells containing the plasmid (Figl)3-

p15TV-L alters the target protein upon translatiyrappending 23 residues to the
N-terminus of the expressed polypeptide. This tagains 6 sequential histidines, which
serve as an affinity tag for immobilized metal mitfy chromatography (IMAC; described

below), connected by a cleavage site recognizedligcco etch virus (TEV) protease
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(Fig. 3-1). As the N-terminal tag is lengthy andyndésrupt formation of crystal

lattices, cleavage with TEV protease provides thktyato remove all but two residues
of the tag. For more than one test protein, remof/tiie affinity tag proved necessary for
crystallization (see below).

To produce native protein, the cloned vectors wemresformed into th&. coli
Rosetta(DE3) or Rosetta2(DE3) expression straingdiyen). Both strains are
derivatives of BL21(DE3) and both contain extraocAinphenicol-resistant plasmids
with genes encoding tRNAs for codons rarely seds. icoli genes. The presence of the
rarest codons in the transcript of genes, partitywahen the rare codons are found in
sequential clusters, has been shown to negatiVielgtdoth the translation accuracy and
amount of expression of heterologous proteirs.inoli (Kane, 1995; Rosenbeg] al,
1993). Co-expressing tRNAs for rare codons has baewn to improve expression of
heterologous proteins (Brinkmaehal, 1989; Del Titoet al, 1995). Rosetta(DE3) cells
contain genes expressing tRNAs for the codons AMBG, AGA, CUA, CCA, and
GGA. Rosetta2(DE3) adds the gene expressing tRKNAddon CGG (Novagen).

The strain of cells used to produce protein incoafes with selenomethionine
(SeMet) was B834(DE3)pLysS. B834(DE3) is a derxatif BL21(DE3) with mutations
rendering it unable to synthesize methionine (ités,a methionine auxotroph). The
pLysS vector constitutively expresses a low le¥él blysozyme in BL21(DE3) cells. T7
lysozyme selectively inhibits the activity of T7 RNbolymerase, which prevents basal
expression of target proteins in pET-derived vecthre to the leaky nature of the
lacUV5 promoter, allowing the cloning of relatively tox@rget proteins into the cells

(Studier, 1991). When the pET system is inducetl VAT G, the level of expression of



Table 3-2: Buffers used in expression, purificatiand crystallization.
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Name
Lysogeny broth
(LB) medium
(Bertani, 1951)

Terrific Broth
(TB) medium

(Tartof & Hobbs,
1987)

M9 minimal
Medium

Resuspension
buffer

Binding buffer
Wash buffer
Elution buffer
TEV protease

dialysis buffer

Crystallization
buffer

Contents

1 %wl/v bacto-tryptone
0.5 %wl/v yeast extract
1 %w/v NacCl

1.2 %w/v bacto-tryptone
2.4 %wl/v yeast extract
0.4 %wl/v glycerol

2.0 %wl/v glucose

17 mM KH,POy

72 mM K;HPOy

8 g/L NgHPO,

4 g/L KH,POy

5 g/L NaCl

5 g/L NH,CI

0.4 %wl/v glucose

1 mg/L thiamine

Trace metals: 1 mM MgSQ1 mM CaC}, 30uM
FeCk, 61uM ZnCl,, 1.6uM boric acid, 760 nM
CuCh, 420 nM CoCJ, 80 nM MnC}

500 mM NaCl

50 mM HEPES

5 %uvlv glycerol

Resuspension buffer + 5 mM imidazole
Resuspension buffer + 30 mM imidazole
Resuspension buffer + 250 mM imidazo

500 mM NaCl

50 mM HEPES

5 %uvlv glycerol

500 mM NaCl
10 mM HEPES

pH

7.8

7.4

7.5

7.5
7.5
7.5

7.5

7.5
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T7 RNA polymerase overwhelms the constitutive leofel 7 lysozyme produced by

the pLysS vector, preventing much change to theatiwgeld of induced protein
expression (Studier, 1991).

10-25 mL cultures of either the Rosetta(DE3) orétia®(DE3) expression strains
transformed with the target genes cloned into plh™éctors were grown with shaking
in baffled flasks in LB media for 3-4 hours at 379®ese cultures were then used to seed
1L baffled flasks containing sterile rich mediatifjer LB or TB medium; see Table 3-2)
and the appropriate antibiotics for selection (5Jlmampicillin and 34 mg/L
chloramphenicol). The cultures were allowed to gtowstationary phase (average £3D
was 1.5 for LB, 2.0 for TB), and were then indubgcadding IPTG to a final
concentration of 1 mM.

To produce protein incorporated with SeMet, B8348EysS cells
(transformed with the target genes cloned into pAhTvectors) were grown overnight
in small cultures of 10 mL of M9 minimal media (Tal3-2) with 50 mg/L methionine.
The small cultures were used to seed 1L baffleskfiaof M9 minimal media with 8 mg/L
methionine, grown with shaking at 37°C. When thiéucess reached a stationary phase,
usually around an Qdgs of 0.6-0.8, SeMet was added to a final concemmatif 50
mg/L. After 15 minutes, the SeMet cultures wereuret! by adding 1 mM IPTG.

Typical growth curves for a 1L native Rosetta(DEGIture and for a 1L SeMet
B834(DE3)pLysS culture are shown in Fig. 3-2. Fothithe native and Se-Met
expressions, after induction the cultures were grawl6°C overnight (10-16 hours), and
were harvested by centrifugation. To monitor groaftk. coli cultures, small samples

were taken at regular intervals and monitored kicapdensity at 595 nm (Qfg).



Figure 3-2: Typical growth of 1L expression cultures. 69
Native protein is in closed squares and SeMet prasein open squares. Csgs is the optical
density at 595 nm, blankeersussterile medium. APC11001 was grown in B834(DE338Ly
cells in M9 minimal medium containing 8 mg/L metimie. APC4257 was grown in
Rosetta(DE3) cells in LB medium. The points whelde$ and IPTG were added to the cres

are marked by arrows.
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3.3 Protein purification

The overall purification pipeline is summarizedHig. 3-3. The cell pellets were
resuspended in resuspension buffer (Table 3-2)tfandesuspended cells were lysed by
ultrasonication, which uses sonic waves to disti@tmembranes of the cells. The lysis

was performed in the presence of a protease iohibacktail (final concentration each of
Figure 3-3: Schematic diagram of the protein purificatismcess.
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1 mM benzamidine, 1 mM PMSF), which prevents degfiad of the expressed

protein by proteases released upon cell lysis.if$@uble components of the resulting
lysate were pelleted by centrifugation at 15000 fpni5-30 minutes in a Sorvall SS-34
rotor. In virtually all cases, the purified proteiremained soluble after this centrifugation
step, though when TM0549 was prepared in the poesehSeMet, most of the protein
pelleted in the insoluble lysis fraction, and hadbé purified by a refolding protocol (see
below).

Protein purification is typically monitored by SOIFAGE, a technique for
separating denatured proteins (approximately) bieoutar weight using an electrical
potential across a matrix of polyacrylamide. Aaigprotein markers of known molecular
weight are used to calibrate the migration of garctiein. An SDS-PAGE gel for a
typical purification of wild-type YfbR is shown iRig. 3-4. A significant fraction of the
protein in the cells is YfbR, and while some amauairihe protein is lost in the insoluble
pellet fraction, an amount sufficient for purificat was retained in the flowthrough.

The first chromatography step purified protein bgams of immobilized metal
affinity chromatography (IMAC). In IMAC divalent &ans such as Ni, C&*, or Zrf*
are bound to a stationary substrate, usually palynselids like agarose packed into a
chromatography column (Poraghal, 1975). Certain amino acids residues are capdble o
chelating these divalent cations much more effettithan others, and long strings of six
(or greater) histidine residues, which can be spatly added to the N- or C-termini of
recombinant proteins, bind to Niwith high affinity (Hochuliet al, 1988). The
histidines coordinate the metal cation, which soailoordinated to a compound like

nitrilotriacetic acid (NTA) covalently linked to ¢hsolid substrate (Hochudt al, 1988).



Figure 3-4: SDS-PAGE of a typical purification experiment. 72
An SD-PAGE gel of a typical purification of YfbR is sholelow. The lanes are as labeled: M —
molecular markers, C — cells before lysis, P —qiddlfter lysis, S — supernatant after lysis, F —
first IMAC flowthrough, E- first IMAC elution. The molecular weight of eanhrker protein is

shown in kDa along the left hand side of the image.
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To release the bound protein, imidazole (the sidechoiety of histidine) is applied to
the column and competes with the histidine for inedgion binding, thus liberating the
bound protein. Originally such purifications werrformed under denaturing conditions
(Hochuli et al, 1988), but by using a lower concentration of iazidle during the binding
and wash steps, binding of lower-specificity pnosetan be inhibited and allow
purification of 95% or better (Janknedttal, 1991).

The supernatants were applied by gravity flow tal5(packed volume) columns
of Ni-NTA resin (QIAGEN) affinity resin equilibratewith binding buffer (Table 3-2).
The resins were washed with 10-20 column volumesash buffer (with 30 mM
imidazole), then purified protein was eluted withding buffer (with 250 mM
imidazole). All buffers used to purify SeMet-substed proteins also contained 5 nfivl
mercaptoethanol (BME). In the typical purificatishown in Fig. 3-4, virtually all of the

wild-type YfbR protein bound to the affinity resiand after elution was fairly (but not



Figure 3-5: SDS-PAGE of typical TEV protease digestions. 73
An SD-PAGE gel of SeMet-incorporated versions of thest proteins, before (B) and after (A)
48 hours of digestion at 4° C with recombinant TiEdtease. The overall level of expression of
TMO0549 was very low (as discussed below). The mialeaeights of the marker proteins in k

are shown along the left hand side of the image.
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completely) pure.

After the initial IMAC step, the polyhistidine affity tag was cleaved by
digestion with recombinant TEV protease (Kapetsal, 2001) at 4°C for 2-4 days during
dialysis into binding buffer. The cleavage was aonéd by SDS-PAGE. Examples of
TEV protease cleavage of three different test jpmetare shown in Fig. 3-5. Some of the
proteins could not be cleaved by the proteasejratitbse cases the elutions from the
first affinity column protein was used in furtheystallization experiments. For example,
in Fig. 3-5, YfbR shows clear lysis of the tag if@dicated in a decrease in protein size
after the reaction), while YgiC does not changsine.

Those proteins that were cleaved were dialyzed baokoinding buffer and
applied to a second Ni-NTA column prepared as leefatechnique sometimes referred
to as subtractive purification. After cleavagelwd tag, the protein should pass through in

the flowthrough of the second IMAC column, whicle iimpurities that bound to the last
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column will once again bind as before. In most sake majority of the cleaved

protein passed through the column, and this flomtgh was dialyzed into crystallization
buffer and prepared for crystallization.

In the case of YfbR, however, the cleaved proteara again to the affinity
resin. The cleavage of the tag was confirmed bysrspectroscopy, so this result was
unexpected. Using different metal affinity matriceeh as TALON Superflow (BD
Biosciences) resin, which uses®as the metal instead of Nj resulted in similar
results. The mystery was eventually solved wheved determined that the protein was a
likely metal-binding protein (discussed furtheiGhapter 4). Even though the tag was
removed, the inherent ability of the protein tocbi** and C&* prevented purification
of YfbR by subtractive IMAC methods.

For YfbR, the elution from the second IMAC columasifurther purified by size-
exclusion chromatography, which (roughly) separpteseins by molecular diameter. In
the case of YfbR, a HiPrep 16/60 Superdex 200 colaperated with an AKFA FPLC
system (GE Healthcare) was used. Eventually prépasaof all proteins were further
purified by size-exclusion, as the technique isatdg of separating the monodisperse and

aggregating populations of a given protein in sohut
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3.4 Crystallization

After purification, each protein was dialyzed i@ mM HEPES pH 7.5 and 0.5
M NacCl, and concentrated to 8-50 mg/mL. Protein s@sened for crystallization in a
series of commercial screens: Hampton Researclyst&iScreen |, Crystal Screen Il,
PEG/lon, and Index Screen, and promising hits wetenized. Other commercial
screens from deCODE Genetics and QIAGEN were ddatsiwere not found in the
initial set. A variety of optimization technique€ke used, such as including small
concentrations of organic additives or putativeactdrs, varying drop sizes and ratios,
sampling multiple temperatures (4°, 20°, 37°, 50@@d in one case, re-purifying protein
using a refolding protocol.

After optimization with Xtaldb, all six proteins the initial test set subsequently
produced diffracting crystals, with five diffractjrio 3.5 A or better. Selenomethionine-
substituted protein was produced and crystallibectéch of those five proteins, and of
them, the structures of three could be solved byDM& SAD methods. Each of these
proteins were subsequently co-crystallized witrapué ligands or cofactors, and in total
resulted in 7 PDB deposits. As the Xtaldb systesirhatured, all crystallization
experiments set up in the Minor laboratory at tmversity of Virginia are now tracked
with the system. The use of Xtaldb on other prgé@cthe Minor laboratory produced
three other new crystal structures: mouse apolggepr A-1 binding protein (PDB id
2DG2), mouse sperm c-type lysozyme-like protei@D@I), andP. aeruginosarotein
PA5185 (2AV9). These proteins yielded 9 additidrBIB deposits.

Crystals of SeMet-substituted wild-type YfbR (sdea@ter 4) were crystallized
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by hanging-drop vapor diffusion, where the well @aned a solution of 10% w/v PEG

3350, 0.3 M NH citrate, and 5 mM BME, and the drop containgd 2f protein
solution mixed with 2iL of well solution. Cleavage of the N-terminal pdiistidine tag
proved to be necessary, as none of the conditidgthstags attached produced hits.
Crystals were harvested, briefly soaked in a 4Xtuné of well solution and glycerol,
and flash-frozen in liquid Nfor diffraction at 103 K.

YfbR alanine mutants (see Chapter 4) were screkatdin commercial screens
and in conditions that produced crystals for thielsype protein. Well-diffracting
crystals of the E72A mutant were produced by hamgirop vapor diffusion, as
described above, in 0.1 M NHitrate, 5% w/v PEG 3350, 0.2-0.8% w/v NDSB 25t] a
1% v/v glycerol. Crystals were transferred intaalsng buffer containing 5 mM Co£l
0.15 M Na acetate pH 4.5, 5% w/v PEG 3350, anceBt8 mM 2'-deoxyriboadenosine-
5'-monophosphate (dAMP) or 7.5 mM thymidine-5'-mpimasphate (TMP), and
incubated for 10-18 hours. The crystals were theflip transferred into a 3:1 mixture of
soaking buffer and PEG 400 and flash-frozen ini¢tidup.

An initial hit for native TM0549 was obtained frofampton Research’s Crystal
Screen | commercial screen, condition #44 (0.2 Mfbtgnate). rTEV protease proved
ineffective in cleaving the tag off of the proteamd TM0549 was not treated with the
enzyme in subsequent purifications. After optim@atsome native TM0549 crystals
based on this initial condition diffracted fairlyeW (to a resolution of 2.5 A). However, it
was found that Se-Met-incorporated protein preatpd during the standard purification
process. Some efforts were made to prepare heatgl-swaks for either SIR/MIR or

MAD, but failed. Eventually, protein purificationasg carried out under denaturing
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conditions, by taking the insoluble protein fraatibom the cell fractionation spin (see

Fig. 3-3) and dissolving in binding buffer plus 6gdanidine hydrochloride (Petkowski
et al, 2007).

The crystallization of TM0549 was performed in gresence of a relatively high
concentration (0.5 M) of L-arginine, which was detaed by means of a screen of
refolding agents (Petkowskt al, 2007). While the use of L-arginine in preventing
aggregation in protein refolding is well known (fisoto et al, 2004), the use of the
amino acid as an additive for crystallization haslveen widely reported. The refolded
Se-Met incorporated protein was re-screened innabeun of premixed commercial
screens, though the initial hit of Mg formate prdye be necessary. The optimized vapor
diffusion well contained 2% v/v glycerol, 0.4% wWdDSB 201, and 150 mM Mg
formate, and the purified protein solution in themlwas 1 uL 7.7 mg/mL in 0.5 M L-
arginine pH=8.5 and 50 mM NaCl mixed with 1 uL wadlution. 50x50x5@L crystals
appeared after about 24 hours. The structure wasdsby Se-Met SAD at by Janusz
Petkowski (Petkowslet al, 2007).

TM1030 could be purified in both native and Se-Mebrporated forms without
refolding. An initial hit was found in Hampton Reseh’s Index screen condition #95;
0.1 M KCSN and 30% w/v polyethylene glycol 2000 raorethyl ether (PEG 2K MME).
Cleavage of the N-terminal polyhistidine tag provedessary, as uncleaved protein
failed to crystallize. After optimization, the fiherystallization conditions had a well
solution of 50 mM Na citrate pH=4.5, 30% w/v PEG RKIE, 0.1 KCSN, with luL
protein at 7.2 mg/mL mixed withul. of well conditions. The structure of TM1030 was

solved by Kasia Koclega and others at 2.0 A resmiulty means of an unusual dual-



Table 3-3: Different crystal forms of PA5185. 78

Spacegroup Reso Solvent  Molecules in Additive
(A)  content (%) AU
C2 2.4 44 12 (NSO,
P321 3.1 61 2 HEPES
P222 2.5 55 6 NDSB 201
C222 1.9 54 3 MES

crystal “MAD” experiment (Koclegat al, 2007). Subsequently, a crystal of TM1030
crystallized with the addition of 3% w/v dextroselged a structure at 1.75 A resolution,
and another crystallized with the addition of 10 i, sulfate in a different crystal
form (spacegroup C2 instead of,P2).

By using different additives, tHe. aeruginosarotein PA5185, which was not
part of the initial screen but was later analyzétth Wtaldb, crystallized in 4 different
crystal forms, as shown in Table 3-3. The initigistal form crystallized to 2.4 A and
contained a sulfate group. When the structure wpsramposed on a homolog, the
sulfate group was found to superimpose on a phesgnaup of the ligand in the
homolog structure. Thus the set of additives waiesen due to the fact that they
contained sulfate or sulfate-like groups. Theskedeht crystal forms differ significantly
in resolution, ranging from 1.9 A to 3.1 A, withdely different spacegroups and
percentage of solvent content. This resulted iig@ifscant improvement of resolution to

1.9 A over the original 2.4 A.
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3.5 Quantitative analysis of crystallization experiments

The Xtaldb system is now routinely used for allstajlization setups in the Minor
laboratory. At the time of writing, 44343 crysta#ition drops on 1549 plates, set up
using solutions of 23 different proteins, are tetkvith the system. While the statistical
significance of results drawn with this data sendbcompare with the larger data sets
collected by other groups (see Chapter 1), thisfsetystallization experiments has
proven useful in designing template queries forasgically analyzing data.

To choose a basis set of additives for the dedigammlom screens, it is helpful to
know the most “successful” reagents used in thé pasther words, if a particular
reagent is present relatively frequently in crystation drops containing crystals,
Bayesian reasoning suggests that future experinséotdd be biased toward the used of
that reagent in the future. This logic influenclkd thoice of reagents used in most
commercial screens, and reagents such as PEG (Reidale 2006), ammonium sulfate
(Gilliland, 1988; Peagt al, 2005), and sodium malonate (McPherson, 2001) haea
found frequently in successful crystallization esuments.

Fig. 3-6 shows the twenty most frequently used eatgyin crystallization screens
tracked with the Xtaldb system. Optimizations wexelicitly excluded to prevent
possible bias due to replicated conditions (seevielAs commercial crystallization
screens were predominantly used, it is not sungitiat PEG 3350 and ammonium
sulfate are highly represented in the list of ollersage frequencies. (One of the screens
used was Hampton Research’s PEG/lon screen, whé& @nditions contain PEG

3350.) Despite the fact that PEG 3350 is used alimose as frequently as the second



Figure 3-6: Most frequently used reagents and relativesaif success. 80
In the left plot, th twenty most frequently used reagents in the pypwoXtaldb database, where
the red bars show the total number of drops, aedgtieen bars the number of drops annotate
contain crystals. The analysis was limited to soheg experiments, not optimization, to avoid
bias. The right plot shows the relative rate ofcass for the same twenty reagents by percer

The figure was generated with Xtaldb.
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most frequent chemical, with our set of proteimspreonium sulfate, sodium acetate, and
PEG 2K MME were more frequently seen in successfidtallizations (Fig. 3-6).

The use of additives has also proven successidrtte extent within the test set,
as shown in Fig. 3-7. Either wild-type or liganddino forms of all three of the proteins
with structures solved were crystallized in thesprece of non-detergent sulfobetaines
(NDSB), a set of zwitterionic ammonium propane cuidite derivatives with favorable
solubilization and protein stabilization propert{®sillard et al, 1996). Of the 170 drops

set up containing NDSB 201, 49 are recorded toaiomtrystals. We obtained similar



Figure 3-7: Additive frequency and success rates forgesieins. 81
The nine compounds below represent the most frédguesed additives in the crystallization
Xtaldb test set, where the red bars indicate th& ttumber of drops set up containing
reagent, and the green bars the number of dropstated to contain crystals. The figure was

generated with Xtaldt
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results with NDSB 256 (38 of 118) and NDSB 195 ¢10 of 55). Other additives such as
sugars (dextrose, sucrose, xylitol) and small aagafglycerol, octanol) showed similarly
high rates of successful crystallization. It shdoddnoted that such data could be biased
as successful crystallization conditions are reypid for the purpose of producing
sufficient crystals for diffraction, and there ig simple mechanism for determining
which crystallization experiments are duplicates.

One particular topic of debate in the field of engail crystallization analysis is
whether there is an observable relationship betwleesoelectric point (pl; the pH at

which a given protein is electrically neutral) gparticular protein and the pH levels at



Figure 3-8: Relation between pl and pH of crystallization. 82
Each data point represents a crystallization drogthie Xtaldb annotated to contain cryst:
where the x value is the calculated pl for the pitotand the y value is the pH of crystallization.
Drops that did not contain buffers are omitted frtms plot. The figure was generated us
Xtaldb
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which it crystallizes. Most studies have suggesiede is no relationship (Pageal,

2003), while others have claimed that there isreetation (Kantardjieff & Rupp, 2004)
though the methodology used to determine that ladioe has been questioned (Huber &
Kobe, 2004). Fig. 3-8 plots the pH of crystallipatidrops, as a function of calculated pl
for the protein in that drop, for all of the expeants annotated to contain crystals in the
prototype Xtaldb system. While one protein witretatively high pl (> 9) does appear to
preferentially produce crystals in the pH rang8&-&, in general, there is no observable

correlation between pl and crystallization pH.
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All of these analyses were done in real time using built-in template SQL

gueries in the console dialog of Xtaldb.
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3.6 Structures solved with Xtaldb

All three of the structures solved with Xtaldb tatel subsequently led to full
biochemical and structural studies, so many daveatrystals were grown with Xtaldb.
All three structures also led to full papers ddsnog structure/function relationships. One
example is YfbR, which was established by sequanedysis to be a member of a
widely distributed metal-dependant phosphohydrofasely. This annotation guided the
structural and biochemical analyses of this protieat described in the next chapter.

The crystal structure of TM0549 is shown in Fig0.3FM0549 fromThermotoga
maritimais similar by sequence to the so-called smalllegguy subunit of the
acetohydroxy acid synthase isoform lllEfcoli (Kaplunet al, 2006). Upon
determination of the crystal structure, the netgsdiincluding Mg formate in the
crystallization conditions became obvious, as eaohomer contained an ordered
Mg(H»0)s*" ion that formed major crystal contacts, shownpes-filling spheres in Fig.
3-9 (Petkowsket al, 2007). It is unclear if this metal ion is necegdar the
physiological functioning of the protein, as tBecoli ortholog was also crystallized in
Mg?* but did not contain an ordered ion in the electtensity (Kapluret al, 2006).

Acetohydroxy acid synthase catalyzes two similactiens, one catalyzing the
condensation of 2 pyruvate molecules to 2-acetalecand the second catalyzing the
condensation of pyruvate and 2-ketobutyrate to€2ea2-hydroxybutyrate, which are
precursors for the synthesis of leucine and vallile small regulatory subunit, which
contains an ACT domain and a ferrodoxin-like domdmes not catalyze the reaction,

but it is both required for proper assembly offilnectional enzyme, and its ACT domain



Figure 3-9: The crystal structure of TM0549. 85
The putative biological dimer idiewn in a stereo view, with one monomer in greahtha othe

in blue. Md" ions and their coordinating waters are shown aacgpfilling spheres.

binds valine, which is a negative regulator of enayfunction (Mendeét al, 2003).

The crystal structure of TM1030 is shown in FigL@-The protein has been
determined by both sequence and structural siryilanalysis to DNA-binding
transcriptional regulators of the TetR family. Ttheee helices at the N-terminus, shown
in darker colors in Fig. 3-10 are highly conseraad contain the helix-turn-helix (HTH)
DNA binding motif. The larger, C-terminal ligandrgiing domain is less conserved
among members of the family.

Shortly after the structure of TM1030 was depos(f0B code 1277), a
structure of the same protein crystallized in défe conditions was deposited by the
Joint Center for Structural Genomics (1ZKG). Thrsisture contained electron density
for a large, unidentified linear ligand (most likd?EG), and had significant
conformational changes, presumably caused by tidirg of the unknown ligand

(Premkumaeet al, 2007). Most notably, the distance between the EdiAling HTH



Figure 3-10: The crystal structure of TM1030. 86
The (putative) biological dimer is shown in sterepresentation, with one monomer in red and
one in blue. Within each monomer, the N-terminalfE{hding domain is shown in a darker

color, and the C-terminal ligand-binding domainandighter color.

motifs in the two subunits of the dimer increasenif 30 A to 50 A, larger than the
distance between two major grooves in DNA, anag been postulated that this
conformational change prevents DNA binding (Koclegal, 2007).

TM1030 is structurally similar to the multidrug rgsnce protein EthR fromal.
tuberculosiswhich was solved in complex with the ligand hee@ad octanoate (Frenois
et al, 2004). The EthR protein was identified as a conegpd in the mechanism of
ethionamide resistance, a drug for the treatmentwfidrug-resistani. tuberculosis
infection (Frenoiet al, 2004). While the unknown ligand in the other staue of
TM1030 binds in a different conformation than thipleatic molecule in EthR, it is of
similar size and binds in a similar location. Ipisstulated that TM1030 has a similar
function to EthR, binding a long, possibly alipleatiolecule, and disrupting the probable

DNA-binding function of the protein (Kocleg# al, 2007).
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4 Structural analysis of the 5'-nucleotidase YfbR

4.1 HD-domain phosphohydrolases

The first test target to have its structure solwed YfbR, a 199 amino-acid, 22.7
kDa protein fromE. coli. By sequence it was known that YfbR belonged large
superfamily of proteins known as the HD-domain md&pendant phosphohydrolase
family. The HD-domain, characterized by a divaleation-bindingH...HD...D motif, is
a widely conserved catalytic domain found in ne&09Q0 proteins in bacteria, archaea,
and eukaryotes. Enzymes containing HD-domainssabt@ad-substrate-range
phosphohydrolases that can catalyze both metalrdiepé and -independent
phosphomonoesterase and phosphodiesterase redétrangd & Koonin, 1998). They
have diverse functions associated with nucleic anii nucleotide metabolism and signal
transduction (Setet al, 1988; Aravind & Koonin, 1998; Yakuniet al, 2004).

In each sequenced genome, there are seven to tiwBntpmain proteins
encoded as stand-alone proteins or fused to niajtodnsferase or helicase domains
(Aravind & Koonin, 1998). To date, only four HD dam proteins have been
characterized biochemically: dGTPase (Satal, 1988), RelA/SpoT (Aret al, 1979),
and tRNA nucleotidyltransferase (Yakurghal, 2004) fromE. coli, and theThermus
thermophilusddNTPase (Kondet al, 2004), and of them only two have structures
elucidated: the catalytic fragment of the RelA/Spmmolog fromStreptococcus
equisimilis(PDB id 1VJ7; Hogget al, 2004) andr. thermophilugsiNTPase (2DQB;
Kondoet al, 2007). The bifunctional RelA/SpoT catalyzes bihidn synthesis and

hydrolysis of (p)ppGpp, which is produced in laggeantities in the so-called “stringent
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response” in bacteria, a mechanism by which tharosgns conserve energy during

nutrient starvation (Chatterji & Ojha, 2001). Mibial dNTPases control the intracellular
pool of dNTPs and hydrolyze them to deoxynucleoaiu@ inorganic triphosphate (Seto
et al, 1988; Kondcet al, 2004).

HD-domain proteins are also related to the ca@bjpimain of class | eukaryotic
phosphodiesterases (PDESs), which hydrolyze the 8y&ic phosphate bond of the
intracellular second messengers cAMP and cGMP (8efdBeavo, 2006). PDEs which
contain the corél...HD...D motif but are distinct from the HD domain superiignm
that they contain additional conserved regions. @ueeir pharmacological relevance,
several structures of the catalytic domains of PB&d PDES5 have been solved in
complex with substrate analogs (Hedial, 2003; Xuet al, 2004; Zhanget al, 2004).
The catalytic domains of PDE4 and PDE5 containd Znd an unknown divalent metal
cation (presumably M), both of which are thought to coordinate a bmdghydroxide
ion which serves as the nucleophile in a singlp-stgalysis mechanism, and a conserved
His residue protonates the leaving O3’ group (Hou& Adams, 2003; Xiongt al,
2006). However, apart from the four residues ofHilemotif itself, the conserved
residues in the PDE superfamily identified to pdanple in substrate recognition or
catalysis are not conserved in non-PDE membeifiseofiD-domain superfamily.

E. coliYfbR has over 100 orthologs found in bacteria, aeg) and eukaryotes.
The human genome encodes one YfbR ortholog, thieanacterized HD-domain-
containing protein HDDC2 (28% sequence identity)jol might represent a novel
intracellular 5 -nucleotidase in humans. In additio YfbR, theE. coligenome encodes

two more stand-alone HD domain proteins, YfdR (&@8no acids) and YedJ (231
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Figure 4-1: Sequence alignment of YfbR with hon®log

HD-domain proteins of known structure (AF1432, ATW2, PF0395, PHO347;. thermophilus
dNTPase), paralogs (E. coli YfdR, YedJ) and ortip@loom humans (HDDC?2) arfl pombeare
shown. Residues identical to the consensus arienadmd similar residues are shown in purple.
The secondary structure of YfbR is shown abovalitpement. The signature HD motif is boxed
in red, and alanine mutation sites that reducedloolished catalytic activity (see text) are

marked with arrows. The sequence alignment figuag eveated with TEXSHADE (Beitz, 2000).
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amino acids). These uncharacterized proteins sbarsequence similarity with YfbR

(18.8% and 15.3% sequence identity, respectivAlypequence alignment of several
stand-alone HD domain proteins is shown in Fig,ctehted by inputting the set of HD-
domain proteins along with the 31 sequences o€tB&1896 domain (Tatusat al,
2003) to the 3BDCOFFEE web server (Pogbal, 2004), which generates alignments
using both sequence and structural information. dltgmment reveals the conservation

of the predicted metal-coordinating HD domain mbttif.HD...D.



4.2 Wild-type structure solution
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Diffraction data on a SeMet-substituted wild-typ#bR crystal were collected at

the peak (0.9793 A), inflection (0.9795 A), anddhienergy remote” (0.9755 A)

wavelengths for Se fluorescence at beamline 19fibeoStructural Biology Center

(SBC-CAT) at the Advanced Photon Source (APS) (Rbaamet al, 2006). The data

Table 4-1: Crystallographic data collection andirefment statistics.

Each of the crystal structures of YfbR describetthig thesis are shown. Statistics for the

highest resolution shell for each structure arewhan parentheses. The redundancy was

calculated by grouping Friedel pairs of reflectiogether.

Data collection

wild-type YfbR

E72A-Co-TMP E72A-@%MP

Space group R3
Unit cell parameters

c=56.3 A
Wavelength (A) 0.9793
Resolution range (A) 50-1.95

(2.02-1.95)
/ol 12.1 (1.7)
Rmerge 0.102 (0.580)
Unique reflections 28633
Completeness (%) 98.2 (87.8)
Redundancy 5.0 (3.6)
Solvent content (%) 44
Solved by SeMet SAD
Refinement
Resolution range (A) 50-2.1
No. protein atoms/AU 2793
No. waters/AU 126
No. substrate atoms/AU 0
R/Riree (%) 18.7/23.7
Mean B-factor (&) 26.6
RMSD bond length (A) 0.022
RMSD angles (°) 1.81

Ramachandran favored (%) 96.7
Ramachandran allowed (%) 3.3
Ramachandran outliers (%) 0.0
PDB id 2PAQ

R3

a=b=137.0A a=b=136.1 A
c=55.4 A

0.9793

50-2.1
(2.14-2.10)

22.9 (2.8)

0.081 (0.423)

22238

100.0 (100.0)

5.1 (5.1)
43
MR

40.4-2.1
2783
42
51
19.6/24.7
35.0
0.020
1.84
96.4
3.6
0.0
2PAR

R3
a=b=135.6 A
c=54.9 A
0.9793
50-2.1
(2.18-2.10)
28.2 (3.2)
0.063 (0.563)
21959
99.9.()0
4.5 (4.4)
42
MR

40.1-2.1
2777
53
53
19.6/26.0
38.3
0.022
191
98.8
1.2
0.0
2PAU




92
were indexed, integrated, and scaled with HKL-2(0Dvinowski & Minor, 1997) in

space group R3. The frames of data collected diffchto about 2.0 A with absorption
correction, but were highly mosaic (1.4-1.7°). ™a¢a collection parameters are listed in
Table 4-1.

Se sites were determined using the program SHELSdDrieider & Sheldrick,
2002). SHELXD was given the expected number of pedom sites (14 in this case),
generated an initial set of Se sites consisterit thig Patterson correlation of the data,
then conducted cycles of dual-space refinementsphealled “shake-and-bake”
algorithm). Calculated phases are generated frensehof model sites, and refined with
the collected structure factors; then the refinledses are used to generate a new density
map, where the peaks are used as the model sitdgefoext cycle (Schneider &
Sheldrick, 2002). Correlation coefficients meagheeagreement of the calculated
structures factors with those measured. For wipgktyfbR, the correlation coefficients
for the Se sites using data from all three wavdlen{MAD) were significantly worse
than those for only the peak wavelength (SAD), gisimesolution cutoff of 2.7 A. A set
of 12 Se sites with good occupancy were found.

At this point, the Se substructure was used indifferent pipelines to generate
electron density maps and initial models. In thst fpipeline, an alpha version of HKL-
3000 (at the time called "HKL-2000_ph"; Minet al, 2006) was used. To determine the
proper hand of the sites found, HKL-3000 used SHEIL(®heldrick, 2002) to generate
phases with both the original sites and those sitessted. The sites with the proper hand
(i.e., which set of sites gave higher contrast@mhectivity of the resulting maps) were

then passed into MLPHARE (Otwinowski, 1991), whiahther refined the heavy atom
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positions and then solved for the native phaseSAly phase solution. Because

unambiguous phases cannot be determined with SAdadlane (see Section 1.1),
centroid phases with their figures of merit werépot, and then passed into the density
modification program DM (Cowtan, 1994), which wdeato generate an interpretable
map. This map was input into RESOLVE for automatadel building. RESOLVE
identifies regions of the map that appear to forhelices of3-strands, then uses
template fragments from known structures to buitttlei atoms into those regions
(Terwilliger, 2002). In wild-type YfbR, RESOLVE huil55 residues out of the expected
398, 31 of them with the proper sequence.

In the second pipeline, the SHELXD Se atom sitee\passed into
SHARP/autoSHARP, which uses the SHARP program liasmg (Bricognet al,
2003) and SOLOMON (Abrahams & Leslie, 1996) for slgnmodification. This
pipeline generated an electron density map using ptdasing methods similar to those
described above for MLPHARE and Disllpeit with a different likelihood function
(Bricogneet al, 2003). The resulting map was passed into the ARRP suite for
automatic model building (Perrakes al, 1999). ARP/WARP uses the “warpNtrace”
algorithm, which builds nonbonded “free” atoms itiie electron density, then traces
patterns matching protein stereochemistry. Theidyhodel is refined and then the
tracing step is repeated, followed by sequenceidgdPerrakiset al, 1999). The
ARP/WARP program traced 151 out of 398 residuesaast not able to dock any
sequence information.

The two different automatic building algorithms (BELVE and ARP/WARP)

complimented each other surprisingly well, in gahéuilding similar secondary
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structure fragments in either offset or overlappiegions. By superimposing both

molecules in a molecular graphics program, as asethking advantage of the two-fold
symmetry of the dimer observed in the structurdinger model with complete sequence
could be obtained. This model had 175 out of 19&itees for each polypeptide (350
residues in total).

The combined model was refined by cycles of sineadl@nnealing and restrained
maximume-likelihood refinement in CNS 1.1 (Brunggral, 1998) and manual rebuilding
in O (Jonekt al, 1991). Two-fold NCS constraints were used dutirgmaximum-
likelihood refinement. The model was validated vite PROCHECK and Molprobity
programs, both of which analyze model geometryRachachandran plot statistics.
Refinement and Ramachandran statistics are showabte 4-1. When refinement was
complete, the structure was deposited to the PDB ilWPH. Later, when mutant
YfbR structures were determined and refined udiegorograms REFMAC5
(Murshudovet al, 1997) from the CCP4 package (CCP4, 1994), and T(3€e below),
it was observed that tHRandRyee Statistics for the wild-type model were signifitgn
worse than those for the mutants. The wild-typecstire was improved by maximum-
likelihood restrained refinement in REFMACS5 and malrrebuilding with COOT
(Emsley & Cowtan, 2004). TLS restraints (Wienal, 2001) were used in refinement.
The TLS model consisted of 12 groups (6 segmentsh@en) as identified by the TLS
Motion Determination server (Painter & Merritt, B)Dand a new, slightly corrected
model was submitted to the PDB with id 2PAQ.

The globular structure of YfbR, shown in Fig. 4R @onsists of &-helices per

monomer, connected by extended loops. Two polygemtinains are found in the



Figure 4-2: Wild-type YfbR crystal structures. 95

(A) Cartoon representation of the presumed dimavitaf-type YfbR, viewed in two different
orientations. One of the two polypeptides of theetiis colored by primary sequence, with the
N-terminus in blue and the C-terminus in red. Th&sing loop between helice8 anda4 is
indicated. (B) Stereo view of a monomer of wildetyfibR (red) superimposed with the structures
of the orthologs AF1432 (PDB id 1ynb; green), PFREBDB id 1xx7; blue), and PH0347 (PDB
id 2cqz; gray) superimposed. The sidechains oHiDamotif are shown in stick representation.
The structures of PF0395 and PH0347 each contaln’ain their respective HD metal-binding
motifs, which are shown as a blue sphere and goagi®, respectively.

asymmetric unit. In both chains, residues 82-9h@loop between helices ando4

and residues 188-199 of the C-terminus of the pratere disordered and not included
in the structure. In addition, the side chainsenfesal residues, particularly in helid,
were also not modeled. Analysis of the crystal paghks well as size exclusion

chromatography results (see Chapter 3) suggesae¢thi dimer seen in the asymmetric
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unit is also the biological unit, where the dimmatierface surface area is approximately

2100 K.

The architecture of the four residues (H33, H689 hd D137) that compose
the cation binding site is very similar to thatfouin the structure of the catalytic N-
terminal fragment of th&. equisimiliRelA (Hogget al, 2004), save that the imidazole
group of H68 is oriented away from the cation bigdsite. No metal is observed in the
divalent cation binding site. The crystallizatiaondition that produced this crystal
contained a significant concentration of NH4 ciréd.1-0.4 M), and the citrate appeared
to be necessary to produce crystals large enougtifftaction. Therefore, it was
hypothesized that citrate acts as a chelating agestenting binding of divalent cations.

A search for structural homologs identified fouargt-alone HD domain proteins
whose structures were deposited in the PDB follgvgiolution of the structure of YfbR:
AF1432 fromArchaeglobus fulgidu@PDB id 1YNB), PF0395 frorRPyrococcus furiosus
(1XX7), PHO347 fromPyrococcus horikosh{2CQZ), and ATU1052 from
Agrobacterium tumefacief@GZz4). Although these proteins share relatively |
sequence similarity with YfbR (26% to 32% sequeidestity), their crystal structures
indicate strong structural similarity (Z-scoresl6f7 to 18.4, rm.s.d. 2.3t0 2.7 A ). The
structure-based alignments and all statistics wal®ulated using DaliLite (Holm &
Park, 2000). As shown in Figure 4-2B, the strudweAF1432, PF0395, and PH0347
were particularly similar to YfbR in the regionsrsponding to heliceg2, a3, andu6
(r.m.s.d. 2.3to0 2.5 A). These helices containptfelicted catalytic HD motif suggesting

that these enzymes use the same catalytic mechanism
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4.3 Biochemical analysis of YfbR

To determine the function of YfbR, the protein vilast assayed in the presence
of the reporter compourtnitrophenol phosphate (pNPP; see Appendix A fersimall
molecule structure). pNPP is colorless, but thg@-dxy-4-nitrophenol product
produced when the phosphate is cleaved is yellod tlae rate of production of

phosphate may be measured by absorbance at 410 nm.

OH OH

OH
sgplel
NO5 NOo
The commercially available enzyme alkaline phospéaivas used as a positive

control. Purified YfbR was mixed into a series 6D2.L reactions on a 96-well
microplate, where each reaction contained 5 mM gdC38ug protein (as determined
by Bradford assay), 50 mM HEPES pH=7.5, and 0-10 piN?P, and allowed to react
for 187 minutes at 37°C. There were seven dupbcatteach pNPP concentration. When
the reaction had completed, each well's absorband&0 nm was measured in a
microplate spectrophotometer. The results of thetren course are plotted in Fig. 4-3.
The results were fit to a single-site Michaelis-Mankinetics model, where ¥ is the
maximal rate of catalysis, and,Ks the the concentration of phosphate where tteeafa
catalysis is half of Max (the Michaelis constant). The results fit welthe model, with
Km = 1.23+£0.13 mM and Max = 1.6802£0.053 pmol/min/mg protein (though it ispible

that the \hax is underestimated due to the long incubation winde reaction).

The metal dependence of phosphohydrolytic actwityfbR was also measured.



Figure 4-3: Kinetic parameters for hydrolysis of pNPP bpR. 98
The hydrolysis was measured as free phosphatesedgaer min per mg of YfbR as a function of
substrate concentration. The solid curve represardisgle-state Michaelis-Menten fit of the

data. The error bars represent the standard errot().
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200pL reactions were set up on a microplate, each auntg30 mM pNPP, 1.14g
protein, 50 mM HEPES pH=7.5, and 5 mM of one of GaCoCL, CuChb, MgCl,,

MnCl,, NiCly, or ZnC} (n=5 for each divalent cation). After incubatiray 152 min at
37°C, the plate was scanned for absorbance atm1@md the results are shown in Fig.
4-4 (the CuClreaction precipitated and was omitted). A metakigtly required for
activity of the enzyme, with the highest activitythe presence of €b, followed by
Mn?*. However, since Cd is very rardn vivo, it is postulated that Mt serves as the

primary cofactor in living cells.



Figure 4-4: Strict metal dependence of phosphohydrolygigfbR. 99
Rate of phosphate liberation from YfbR was meashyatie breakdown of 30 mM pNPP in
presence of 5 mM of the divalent on (as the chloride salt), 14 YfbR and 50 mM HEPES

pH=7.5. Error bars represent the standard error &J=
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Shortly after these experiments were conducte@pampwas published by
Alexander Yakunin and coworkers at the Universitfforonto (Proudfooet al, 2004).
Their work confirmed both that YfbR had phospholoydse activity, and the pattern of
strict metal selectivity observed here & Mn?* > CLf*). More interestingly, by using
a generalized screen of natural phosphatase stdssttiaey identified the likely
substrates for YfbR. Specifically, 90+ endogendusgphate-containing compounds
(nucleotides and phosphorylated sugars, amino ,aandsorganic acids) were screened in

microplates in 16Q@l reactions with CoGland incubated for one hour at 37°C. The
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reactions were halted by the addition ofid@f the Malachite Green reagent

(Baykovet al, 1988) and the level of Released was measured by absorbance at 630 nm.
YfbR is strictly specific to 5-deoxyribonucleotslédNMPs), and does not show
activity for 5'-ribonucleotides (NMPs), 3'-deoxyoitucleotides (3'-dNMPs), or
nucleotide di- (NDPs) or triphosphates (NTPs). N@Rd NTPs also competitively
inhibit the activity of the enzyme. However, thewme appears not to discriminate
among particular nucleotide bases, as there wagHas a 2-fold difference in activity
(Km=12-47uM, Vmax = 0.37-0.71 mM) among the six biological 5'-deoxgieotides
tested (Proudfoagt al, 2004). This is the first nucleotidase with thatgcular pattern of
specificity. The 5'-NT activity of YfbR is strictljependant on the presence of divalent
metal cation and has a slightly alkaline pH optimai8.0 (Proudfookt al, 2004).
5'-nucleotidases (5'-NTs; EC 3.1.3.5) form the loalia component of the set of
enzymes that regulate the intracellular pool ofi@otides and 2'-deoxynucleotides for
DNA and RNA synthesis (Bianclet al, 1986). 5'-nucleotidases have also been shown to
play a role in the production of extracellular adgine for cell signaling in mammalian
cells (Zimmermann, 1992; Hunsuckadral, 2005), in nucleotide scavenging pathways in
mammals (Hunsuckeat al, 2005), and the phosphate-starvation responsertic
bacteria (Rittmanmet al, 2005).
Mammalian 5'-nucleotidases have been relatively-eredracterized, both
biochemically and structurally (Bianchi & Spycha®®03; Hunsuckeet al, 2005).
Seven classes of 5'-NTs have been identified:|Ifigated in the cytosol (cN-IA, cN-IB,
cN-I11, cN-1ll, and cdN), one found in the mitocharad matrix (mdN), and one anchored

to the outer surface of the plasma membrane (eM)levthe classes vary in patterns of
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substrate specificity, all of the intracellularNbls belong to the/p-fold haloalkanoic

acid dehydrogenase (HAD) superfamily, and strustihiseve been solved for cN-11 (PDB
id 2J2C), cN-III (Bittoet al, 2006), and mdN (Rinaldo-Matthet al, 2002). Based on
structural studies, intracellular 5'-NTs are thdughshare a common mechanism, where
the nucleotide phosphate binds a coordinated divabetal ion (usually M) and a
conserved Asp makes an in-line nucleophilic at@mtkhe bound phosphate, forming a
phosphoaspartyl intermediate. This phosphoenzyieenrediate is then liberated by a
second nucleophilic attack by water (Bigbal, 2006; Himoet al, 2005; Wallderet al,
2005). In contrast, eN belongs to the calcinewpesfamily of binuclear
metallophosphatases, which includes the purpleawidSer/Thr protein phosphatases.
The structure of UshA, a periplasmic homolog offedin E. coli has been solved
(Knofel & Strater, 1999). Unlike the intracellularNTs, eN contains two metal ions in
the catalytic site, and is proposed to have asistgp catalytic mechanism, where the
attacking nucleophile is a metal-bound water orrbyile ion (Knofel & Strater, 2001).
Much less is known about prokaryotic 5'-NTs. A n@nmbf membrane-
associated, periplasmic and extracellular bactBHBITs have been identified and
purified, but few have been extensively characeetjzsuch as UshA froi. coli, NucA
from Haemophilus influenza@agurskyet al, 2000), or HppA fronHelicobacter pylori
(Reilly & Calcutt, 2004). Recently, using a systéimgeneral enzymatic screen against a
large set of purified bacterial proteins (Kuznetseval, 2005), three of the first
intracellular bacterial 5'-NTs were identifiedtn coli. SurE, YjjG, and YfbR. SurE is a
5'(3")-nucleotidase and a member of a conservedagofaund in prokaryotes and

eukaryotes. SurkE shows catalytic activity,( 0.10-0.37 mM, Wax= 10-22



102
umol/min/mg) for both purine and pyrimidine riboneoctides and

deoxyribonucleotides, can utilize a number of défe divalent metals for activity (M
> Cd* > Ni** > Mg?"), and has an optimum pH of 7.0 (Proudfebgl, 2004). YjjG (like
the eukaryotic intracellular 5'-NTs) is a membethef HAD superfamily, and displays
relatively high activity (K, = 0.51-0.77 mM, Wax = 46-73umol/min/mg) for the 5'-
nucleotides UMP, dUMP, and TMP, with much lower\dtt for a variety of other
mono- and diphosphate nucleotides. Divalent metbe is required for activity (Mg >

Mn?* > Cd"), and the pH optimum (pH 7.5) is nearly neutrab(Rifootet al, 2004).



103

4.4 Alanine scanning mutagenesis

To determine which residues play a role in substratognition or catalytic
activity or both, twelve conserved residues locatedr the predicted active site were
identified (R18, W19, V30, H33, V37, H68, D69, ET¥[7, E122, and D137; marked by
arrows in Fig. 4-1). This part of the research dase in collaboration with Michael
Proudfoot and Alexander Yakunin from the Universifyroronto. The QuikChand¥
site-directed mutagenesis kit (Stratagene) was tesgditate the selected amino acid
residues of YfbR to Ala, the proteins were oversesged and purified using previously
described protocols (Gonzaletzal, 2006), and the nucleotidase activity of mutariR'f
was compared to that of the wild-type using dAMRyasibstrate (Fig. 4-5). The V37A
mutant showed wild-type activity and substrateratfyi V30A and E122A exhibited
reduced activity and affinity, and seven mutantsg§R, H33A, H68A, D69A, E72A,
D77A, and D137A) had greatly reduced or negligdieymatic activity, demonstrating
that they are important for activity. Four of thessidues (H33, H68, D68, and D137)
comprise the metal-binding motif of HD domain pioge

Additionally, general phosphohydrolase assays ¢Rvtiomologs YfdR and
YedJ fromE. coliwere performed by Michael Proudfoot, and of AF1482n A.
fulgidusby the author. Each protein was over-expressatjguuand tested for
phosphohydrolase activity against a range of phatsygle and phosphodiesterase
substrates (Kuznetsoe al, 2005). In these assays, both AF1432 and Yedbietiino
significant activity, whereas YfdR was found todretherE. coli5'-nucleotidase with a

substrate range broader than that of YfbR (Fig).4-5
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Figure 4-5:Nucleotidase activity of mutants of ¥#nd of YfdR.

(A) Nucleotidase activity of YfbR alanine scanmmgants was measured in the presence of 0.5
mM CoC} and 0.1 mM dAMP. (B) Nucleotidase activity of YfolRselected natural substrates in
the presence of 0.5 mM CeQFigure produced by Michael Proudfoot and Alexan#akunin,

and reproduced with permission.)
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The general screens were performed essentiallyeasopsly described

(Kuznetsoveet al, 2005). Briefly, purified protein was screened ppiosphatase activity
using the general phosphatase subspratiérophenyl phosphate@iPP) in 20QuL
reactions. The reactions contained 50 mM HEPES-K/ @15 mM MgC}, 1 mM

MnCl,, 0.5 mM NiC}, 20 mMpNPP and 1(g of purified protein. Reactions were
incubated for one hour at 37°C and then activitg m&asured by absorbance at 410 nm.
The YfbR mutant profile was studied by testing tfgtants for activity against dAAMP
under saturating conditions for the wild-type pnotdhe 16QuL reaction mixtures
contained 50 mM HEPES-K pH 8.0, 0.5 mM Cg@.1mM dAMP, and Lg of a YfbR
mutant (or wild-type). The reactions were incubdte0 minutes, then 40L of the
Malachite Green reagent was added and the fre@$measured at 630 nm. The dAMP
saturation curves for the YfbR mutants that shoa&d/ity were done with 160L
reaction mixtures containing 50 mM HEPES-K pH & mM CoC}, 3uM — 1.25 mM

dAMP, and 0.6 — 1.3g of a YfbR mutant or wild-type protein.
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4.5 Mutant substrate-bound structures

Diffraction data on substrate-soaked YfbR E72A mutaystals were also
collected at APS beamline 19-ID. Reflection dataenedllected, indexed, integrated, and
scaled using HKL-3000. Data for the dAMP-soakedtalydemonstrated merohedral
twinning (Yeates, 1997). Twinning in general corabsut due to the non-perfect nature
of real-world crystals, where multiple crystal ie¢ts are present. For most kinds of
twinning, this is easy to detect, as multiple, idist patterns of reflection spots may be
seen on the oscillation image. However, if thead#ht crystal lattice dimensions happen
to coincide in all three dimensions, the reflecsidtom both lattice patterns will also
coincide, and the twinning is said to be merohe(ifahtes, 1997). In this case of the
dAMP-soaked crystal, it was by the operatibn-f-k, -1), with a twin fraction of 0.346
(meaning approximately 34.6% of the unit cells bglto one of the two lattice types).
However, as long as the merohedral twinning ispeotect (i.e., with a twinning fraction
significantly less than 0.5), this effect can berected by a simple mathematical
transformation (Yeates, 1997). Corrected strudiaceors produced by the DETWIN
program from the CCP4 distribution (CCP4, 1994)emvgsed for structure solution and
refinement.

Structures were solved using the molecular rept@ee mode of HKL-3000
(Minor et al, 2006), which uses MOLREP (Vagin & Teplyakov, 1R9he wild-type
structure, with waters removed and SeMet replagaadthionine, was used as a search
model. The structures were iteratively improvecimnual rebuilding with COOT,

followed by maximume-likelihood restrained refinenh@nth REFMACS. 2-fold non-



Figure 4-6: YfbR nucleotide binding site. 107
(A) oa-weighted 2E-F electron density maps for nucleotide substrathéE72A-Co-TMP

(blue) and E72A-Co-dAMP (red) structures. Maps @atoured at &. (B) Stereo view of TMP
(blue) and C&' (pink sphere) in the binding site of the E72A-CoPT#fructure (light gray).
dAMP from the equivalent position in E72A-Co-dAMRBlIperimposed in pink. (C) Stereo view
of the binding site in E72A-Co-TMP (light gray) sumposed onvild-type YfbR (yellow). The
Co®* and TMP substrates of E72A are represented aB)ilWater O atoms from E72A-Co-TMP
and from wild-type YfbR are shown as gray and yeipheres, respectively. Residue E72 and
one of the bound waters (HOH1101) of wild-type Ydb&labeled in red.




108
crystallography symmetry (NCS) and TLS restraingsemused in refinement. The

TLS model consisted of 14 groups, 7 per chain,tifled as described above.

Seven catalytically inactive YfbR mutant proteinsrevpassed through
crystallization trials, and the E72A protein prodddiffraction-quality crystals, in a
crystal form similar to that of wild-type. Co-crgdlizations of YfbR E72A with CoGl
and dNMPs failed, likely due to the chelating effetcthe crystallization solution.
However, by soaking crystals of the mutant for Ipegiods of time (10-18 hours) with
the substrates in a buffer where citrate was repldéy acetate, two datasets on two well-
diffracting crystals were obtained with relativdligh occupancy for both metal and
nucleotide in the electron density. Two structwe¥fbR E72A were solved by
molecular replacement (using the structure of the type YfbR as the search model):
one soaked with Coghnd TMP (E72A-Co-TMP) and the other soaked witiCzand
dAMP (E72A-Co-dAMP). The data collection and struetsolution statistics of both
structures are summarized in Table 4-1. The oveaaformation of the substrate-soaked
structures of YfbR E72A is very similar to the wilgpe YbR, with an r.m.s.d. of 0.45 A
and 0.48 A for E72A-Co-dAMP and E72A-Co-TMP, regpay. The occupancy of the
nucleotide and Cd in each chain of E72A-Co-dAMP is 0.8 and 0.9, eesipely, while
there is essentially complete substrate occupan&y2A-Co-TMP. 2k-F. maps are
shown for both nucleotides in Fig. 4-6A.

In both structures, the metal-binding HD motif Bch monomer contained a
single strong peak of density in the,ZFz maps (~13.% for E72A-Co-TMP, ~125 for
E72A-Co-dAMP), and residue H68 is reoriented tasifion coordinating the metal

cation in the binding site. An anomalous differentap calculated for a similar crystal



Figure 4-7: Superposition of three structures of HD-domaiioteins. 109
Structures are shown with divalent cations and sabes (or natural inhibitors) bound. YfbR

E72A complexed with ¢*

and TMP (this work) is shown in blug. equisimilisRelA complexed
with Mr** and guanosine-5'-diphosphate-2',3'-cyclic monophage (Hogg et al., 2004) is
shown in magentd.. thermophilusINTPase complexed with figKondo et al., 2007) is shown

in green.

soaked with CoGland diffracted at a wavelength of 1.28 A confirntiegre is a single
metal ion per monomer, which is most likely®dn both structures, the metal ion is
coordinated in a distorted octahedral configurabgrihe four residues of the HD motif
(H33, H68, D69, and D137), a water molecule, apti@phate oxygen of the bound
nucleotide (Fig. 4-6B). The structuresRfhorikoshiiPH0347 andP. furiosusPF0395
each demonstrated the presence of% &tbm coordinated in an equivalent position by
the four residues of the HD motif: H33, H67, D6Bdd@124 (the same numbering for

both proteins).
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The active states of the biochemically charactdri2B domain enzymee.

thermophilusddNTPase (Kondet al, 2007) ands. equisimilisRelA bound with the
natural inhibitor guanosine-5'-diphosphate-2',®licymonophosphate (Hogg al,

2004) are superimposed on the structure of E72AFME&-in Fig. 4-7. In all three
structures, the four residues of the HD motif, &8l as the three-helical fragments to
which they belong, share a conserved structuralitaxture and bind divalent cations in
equivalent positions. However, the structure ofrdsdues involved in substrate
recognition and catalysis are not conserved, elilexequence or in structure. Although
all of the nucleotides seem to bind in the sameg@iposition relative to the metal ion,
the ribose rings and nitrogenous bases all adgpifsiantly different orientations, and
bind to non-conserved motifs. There is no subsiratke structure of dNTPase, but the
residues predicted to be involved in substrateibmere not conserved (Koneo al,

2007).
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4.6 Substrate binding and selectivity

In both monomers of both structures, nucleotidessale is found adjacent to the
metal binding site, and the nucleotides bind inilsintonfigurations. The phosphate is
coordinated to the Gdand also forms a hydrogen bond with the side-chgonserved
residue R18 (Fig. 4-6B). Mutation of this residaetanine abolished activity of the
enzyme, suggesting that the positively-charged ptags an important role in orienting
the phosphate into the proper position. Additionahe structures of both E72A-
substrate complexes revealed that the YfbR actiegecan not accommodate more than
one phosphate group of the substrate (Fig 4-6B% @&kplains why YfbR does not
hydrolyze deoxyribonucleoside di- or triphosphates.

The 2'-deoxyribose rings of the nucleotides in EER&TMP and E72A-Co-
dAMP all adopt C2'-endo configurations, the confation preferred in B-DNA. Three
H-bonds stabilize the ribose in this configuratiarstrong hydrogen bond (2.5 A) from
the 3' hydroxyl to a carboxyl oxygen on D77, and tmeaker hydrogen bonds from
backbone nitrogens to the ribose: W19 N-H ... @8 &80 N-H ... O4' (Fig. 4-6B). The
D77A mutant was also catalytically inactive, likelye to the role D77 plays in binding
the ribose of the nucleotide. In the structurehefhuman mitochondrial
deoxyribonucleotidase dNT-2, the 3'-OH group ofdkexyribose is also coordinated by
the hydrogen bonding to the side chain of an agfgaresidue (D43) (Rinaldo-Matthes
al., 2002). In contrast to this enzyme, YfbR doeshyalrolyze deoxyribonucleoside 3'-
monophosphates (Proudfaettal, 2004). In the active site of YfbR, the 3'-phogeha

group would be positioned far away from the metal the putative metal-coordinated



112
catalytic water molecule making the reaction imgass In addition, in both E72A-

substrate structures, the 3'-O of ribose is localesk to the side chain of P20 (3.8 — 4.0
A), suggesting that YfbR will not bind these nudides.

The aromatic indole group of W19 makes substaaéinlder Waals contacts with
the ribose and part of the nitrogenous base ofiticéeotide. In particular, the plane of
the indole is located approximately 3.6 A from hearbon atom of the deoxyribose
(Fig. 4-6B). Due to the C2'-endo configuration loé deoxyribose, if there was a
hydroxyl bound to the 2' carbon, the oxygen wowddzated approximately 2.5 A from
the plane of the indole group of W19.

This strongly suggests that the W19 side chainspllag major role in determining
the selectivity of YfbR for 2'-deoxyribonucleotideser ribonucleotides. Unfortunately,
the W19A mutant protein could not be purified, segfqng that a larger residue is
required in this position for protein stability solubility or both. The substrate selectivity
of E. coli YfdR is similar to that of human deoxyribonucleaisgés mdN and cdN (Fig. 4-
5), and there is a Phe residue (F37) after theectoad R36 in its amino acid sequence
(Fig. 4-1). The presence of a (slightly smallergRlide chain in the binding site of YfdR
is the likely reason for the reduced selectivityto$ protein toward
deoxyribonucleotides.

Human mitochondrial (mdN or dNT-2) and cytosolidcor dNT-1)
deoxyribonucleotidases are the only known 5'-nuidases that prefer the deoxyribo-
form over the ribo-form of nucleoside 5 -monophasels (Bianchi & Spychala, 2003;
Walldenet al, 2005). Structural studies of mdN revealed traasdlectivity for

deoxyribonucleotides is due to the presence ofdadphobic pocket formed by F49,
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F102, and 1133 near the 2'-carbon of the sugar|@&faet al, 2005). In the structures

of the biochemically uncharacterized YfbR orthol®&§90395 and PH0347, the conserved
tryptophan residue (W19 in PH0347) is positionell farther away from the substrate
binding site due to the insertion of two amino a@sidues after the conserved Arg (Fig.
4-1) suggesting that these proteins might have i®etectivity for deoxyribonucleotides.
This architecture is also seen in the structurki432, which had no measurable
nucleotidase activity (see Section 4.4).

To further explore the ability of different nucletgs to bind to YfbR, a
computational docking analysis was performed withAutodock program (Morrist
al., 1998). Specifically, flexible models of AAMP aAMP were applied to the structure
of YIbR E72A. The dAMP and PEG were manually remtbfrem the structure of YfbR
E72A bound with C% and the nucleotide. The model was run througRIEBUCE
utility on the Molprobity (Lovellet al, 2003) web server, which protonates the
polypeptide chains. Separately, using the dAMP ma&ein the B monomer of the
E72A-Co-dAMP structure as a template, energy-mingdistructures of protonated
dAMP and AMP were generated. For both structures,ad the three oxygens on the
phosphate was protonated.

The B monomer of the E72A-Co-dAMP structure andrtheleotide structures
were prepared for docking analysis with Autodoogr§ion 4) (Morriset al, 1998). The
dAMP and AMP structures were treated as flexibléh w and 8 torsions respectively.
The E72-Co-dAMP monomer was treated as rigid. Appabe docking parameters for
Co?* have not been determined, but a recent papermsefeece-field parameters

producing successful docking toZmand Md" in AutoDock (Cheret al, 2007).



Figure 4-8: Best docking solutions for dAMP and AMP 114
Models of the best computational docking solutfonslAMP (left, in blue) and AMP (right, in
red) to YfbR E72A. The metal ion and dAMP seehdrstibstrate-bound structure are shown in
green. The metal-binding residues and W19 are stasngrey sticks.

Accordingly, the C8' ion was changed to a Mg, and following the example of Chen
and coworkers, a partial charge of @vas used for the Mg cation (Cheret al, 2007).
The precalculated grids for the protein structuezer91 by 91 by 91 elements, centered
on the known nucleotide binding site, with the détfgrid spacing of 0.375 A. The
docking analyses for dAAMP and AMP were done idatiifoon the same grids, using the
default Lamarckian genetic algorithm with defawdtgameters.

A number of solutions for both nucleotides wereagi#d. The solutions with
nucleotide conformations closest to the correctlipip conformation observed in the
soaked structures are shown in Fig. 4-8. The ddseding solution for dAAMP (left)
binds both the phosphate and ribose in essentralyroper mode and orientation, with
only the nitrogenous base rotated about 30° oupadiséion observed in the crystal

structure. Autodock estimates a free energy ofibondf -8.73 kcal/mol for this
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computational solution, with an RMSD of 1.5 A t@tknown reference structure.

None of the AMP solutions bind in the proper moderentation, and the closest
solution (right) has an estimated free energy oéling of -6.54 kcal/mol, with an RMSD
of 2.9 A to the known reference structure.

In both complex structures, the nucleotide basdwtf TMP and dAMP adopt an
anti conformation, and they are widely exposed to lsalikent. No hydrogen bonds or
other specific contacts are made to the N or O stomthe edge of the aromatic base
typically involved in nucleotide recognition. Thabing patterns of both molecules (a
purine and a pyrimidine) are very similar and fottbnucleotides the polar atoms on the
aromatic base are exposed to solvent. This laske¢ific contacts for the nitrogenous
bases of both nucleotides is consistent with tble ¢td overall specificity for particular 5'-

deoxyribonucleotides observed for YfbR.
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4.7 Catalytic mechanism of YfbR

Virtually all enzymatic substitution reactions dfgsphates proceed via an in-line
attack by a nucleophile, where the entering andgagroups are located on opposite
sides of the phosphorus atom (Frey, 1982). In f@&=Co-TMP and E72A-Co-dAMP
structures, the most likely candidate for the noiitie is an activated water molecule
coordinated to the G This model is supported by a strict metal depandef the
YfbR nucleotidase activity demonstrated previoy8lyoudfootet al, 2004). While a
hydroxide ion and a water molecule cannot be dyelistinguished by electron density
at 2.1 A resolution, the shortened?Ge-O bond distance of 1.9 A for the enzyme
suggests that the moiety is in hydroxide form. Aaheoordinated hydroxide ion is also
proposed to be the nucleophile in the mechanisoatafysis by the eukaryotic
phosphodiesterase PDE4 (Hetial, 2003; Xuet al, 2004).

The proton for the leaving 5'-O atom of the deoxgteaside may come from the
side chain of the conserved E72, which is essefatiaf foR activity (Fig. 4-5). This
glutamate is conserved in the HD domain proteiosfclusters 2 (YGK1 family) and 3
(RelA/SpoT family) (Aravind & Koonin, 1998). Sintke carboxylate group of E72 is
located ~6 A from the nucleotide binding site, @adnot interact directly with the
substrate, we propose that the water molecule (sethie free-state crystal structure and
marked as HOH1101 in Fig. 4-6C) acts as a bridgeraton transfer from E72 to the
leaving group O atom. There are no other ordergdnwaolecules or residue side chains
capable of donating a proton to the leaving oxyigahe active site of YfbR. Thus, in the

proposed mechanism of catalysis by YfbR (shownign 49), a hydroxide ion bound to
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the CS* atom makes a nucleophilic attack on the phospifatee bound nucleotide, and
residue E72, mediated through a water moleculeatgsra proton to the
dephosphorylated O5' group of the deoxyribose.

Since the phosphate conformation is rotated siighilay from the optimal
position for nucleophilic attack by a €ebound hydroxide ion, the possibility that
another nucleophile is involved in the reactionrarbe excluded. For example, the
oxygen of the carboxylate group of D137 not coaaitia to the metal could serve as the
nucleophile, forming a covalent phosphoaspart@rimediate. The phosphate then would
be liberated by a second substitution reaction walker. Such a two-step mechanism has
been proposed for human deoxynucleotidase (Knofstré&ter, 2001; Himet al, 2005).
Alternatively, the water bound to E72 could sersdlee nucleophile rather than as the
proton donor, as it was suggested for the consdegddn theS. equisimilifRelA (Hogg
et al, 2004). However, in YfbR this mechanism would riegja kinetically slow

pseudorotation of the hypervalent phosphorus ireerate (Westheimer, 1968), which is
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rarely observed in phosphohydrolases or phosphotransferases. Additional functional

and structural experiments with active state analogs are necessary to determine the

mechanism conclusively.
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5 Conclusions

Has Xtaldb, the crystallization expert system far tesign, tracking, and analysis
of crystallization experiments described aboventesuccess? Xtaldb is now in
practical, everyday use at the University of ViigirOut of an original set of
uncharacterized proteins that failed to yield diftion-quality crystals, 87% have SeMet
crystals that diffract to 3.5 A or better, and 8B structures of 50% have been solved.
The system has been used to track >40,000 crystidin drops of 23 different proteins,
and its use has resulted in 16 PDB deposits aee flail structural papers, with more to
come.

Xtaldb provides many searching and graphical ttmiseal-time quantitative
analysis of crystallization experiments. The systeaoks images and annotations of
crystallization drops, is capable of representiramyndifferent kinds of crystallization
experiments, and links that information to prepares of protein and chemical reagent
information. Xtaldb is integrated with several dint kinds of hardware for accurate
capture of crystallization data. The system aldvely tracks information from up- and
down-stream in the macromolecular crystallizatigrepne, by serving as the
crystallization component of the LabDB protein ¢aji@graphy LIMS system.

Xtaldb also provides tools for designing experinsghiat search crystallization
space efficiently. The system provides a mechamisrgenerating efficient random
screens. The module for producing random screedtupes well-balanced designs
suitable for linear regression analysis and ish&author’'s knowledge, the fastest and

most robust program available for the task.
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It is significant that the initial set of test peats for Xtaldb were more-or-less

uncharacterized bacterial proteins that failediétdydiffracting crystals in a high-
throughput crystallography pipeline. Since as imynstructure determination projects,
the proteins were over-expressed in a recombingession system, and purified by
various chromatography techniques, this proteipgmation information was included
into the database for analysis. This informatiolpée@ suggest the different techniques
for optimization that were then employed to prodtheecrystals we obtained. Most
importantly, the structures of the uncharacterjexeins solved resulted in more
extensive explorations of structure-function relaships. The role of TM0549, as a
putative regulatory subunit for acetohydroxyacidtegse was explored (Petkowski
al., 2007). Stuctural studies of TM1030 led to a pilalesmechanism of DNA-binding for
this member of the TetR transcriptional regulatonily (Koclegaet al, 2007). Finally,
YfbR, a member of the large, widely-conserved HDrdn phosphohydrolase
superfamily, was analyzed in detail.

The wild-type structure of YfbR was solved, andnttiee expected
phosphohydrolase activity of the enzyme was corgdnA collaborator determined that
YfbR was a 5’-deoxyribonucleotidase with a noveta of selectivity, and generated
catalytically inactive alanine substitution mutafithese mutants were screened for
crystallization, and crystals of the YfbR E72A mitaoaked with C3 and either TMP
or dAMP were solved, with divalent cation and stditst nucleotide ordered in the
structure. The binding mode of the substrate oktieyme agrees with the pattern of
selectivity observed in the biochemical assaysirBoomatic analysis of homologs and a

computation docking analysis with the substrate d&hd the non-substrate AMP
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provide further confirmation of the selectivity thie novel nucleotide binding site.

Alignment of the wild-type structure with the sutasé-bound mutants strongly suggests
a plausible mechanism for phosphohydrolysis. Thestmanism differs from the one
suggested for PDE, and is the first mechanism tébadomain phosphohydrolase
derived directly from a substrate-bound crystaldtire.

The substrate binding mode demonstrated here sigignificantly from those
proposed for other members of the HD-domain phaspihmlase superfamily. The
known substrates of the HD-domain hydrolases irekuth various nucleotides as 5'-
and 2 -deoxyribo- and ribonucleoside monophosphgspGpp, (d)NMPs, and 2°,3"-
cNMPs (Setcet al, 1988; Kondcet al, 2004; Hogget al, 2004; Proudfooét al, 2004).
Thus, the members of the HD-domain superfamily texeeloped different modes of
substrate binding while retaining a similar struatdold and using the same metal
binding motif to catalyze a phosphohydrolase reactin summary, structure-function
analysis of YfbR resulted in observation of plalesimolecular mechanisms for both the
novel mechanism of substrate specificity and foalyais of the enzyme.

In the field of quantitative analysis of crystadltion experiments, no clear
consensus has been reached about what generalsionsl may be drawn from the
macromolecular crystallization process, such dtistrated by the debate over the
correlation of crystallization pH to pl. Crystabitzon of biological macromolecules is a
complicated process, and as some have noted,itheoesilver bullet. Rupp and Wang
relate a quote by locomotive engineer Karl Golsdb861-1916): “There is no single
place on a steam engine where you can save auba,thousand places where you can

save a kilogram (Rupp & Wang, 2004).” In many ca#ies conclusions drawn by
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guantitative analysis of crystallization experingewill be localized and specific to

the particular crystallization problem at hand.

However, there are significant questions in thégl@nalysis of crystallization
experiments that Xtaldb should be able to addresisa future. One is the process of
determining which parameters of a crystallizatigpexgiment have the most significant
effect on the experimental outcome, or which meshfod crystallization are the most
successful. Crystallographers are routinely wathatimany possibly trivial parameters
can affect crystallization (see Section 1.2), whitglght make it appear that the act of
producing macromolecular crystals is difficult togossible. Yet the nearly 40,000 X-ray
diffraction structures in the PDB are clear evidetitat despite the apparent complexity
of the macromolecular crystallization problem, iamg cases it can be practically solved.
In truth, it is likely that many of the parametefsa crystallization experiment have only
trivial effects on the outcome compared to othérfe.simply don’t know in any objective
way which parameters belong in which category, bictv crystallization methods are
most effective.

A necessary prerequisite for conducting such afysisds collecting as much
information as possible about crystallization ekpents, in a controlled (and preferably
semi-automated) manner. Xtaldb is uniquely suitedHis task, due both to the tools it
provides for designing and observing experimentselkas its interfaces to laboratory
hardware. As more experiments are designed anttg@sa collected with the system,
the analyses made with the system will increasgatistical significance. In the future,
the set of complete, or nearly complete, data Isedewith the system will allow robust

analysis of the relative importance of the paransatesolved in protein crystallization,
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using methods like factor analysis. Such an analysis should significantly increase the

global success rate of crystallization by determining quantitatively, rather than

gualitatively, which methods of producing macromolecular crystals are most effective.
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Appendix A: Small-molecule structures of HD-domain

protein and PDE ligands

A.1 Introduction

Small-molecule crystallography is mathematicalipare complicated problem
than macromolecular crystallography. However, thnitéd number of atoms in the unit
cell and the higher diffraction limit (usually amai0.7 A) makes the solution of small
molecule structures a straightforward process gsine data to parameter ratio is much
larger. In general, small-molecule structures casdived by “direct methods”, which
essentially solves the phase problem present stallggraphy, by allowing structure
solution from a single diffraction amplitude dat. Direct methods represent one of the
most significant advances in the history of crystalphy, and Herbert A. Hauptman and
Jerome Karle were awarded the Nobel Prize in Cheyriis 1985 for developing the
mathematical theory of direct methods.

Direct methods are techniques for calculating phiabenitio from structure
factor amplitude data. They rely upon known inediesl between groups of three (or
more) structure factors, treated probabilisticadly,constraints to refine a set of randomly
generated phases toward the correct ones (Giacmv22@1). Only the strongest
reflections should be used, as the inequalitieslagest to equalities as the reflections
increase in intensity. However, the method requinas the diffraction limit be of atomic
resolution or better(1.2 A) and that the number of non-hydrogen atanisetfound to

be 600 or less (Sheldriak al, 2006), though there has been some success with
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molecules with as many as 2000 non-hydrogen aténag&oet al, 1999).

Because of the larger data to parameter raticatibias in a small-molecule
structure can be modeled with anisotropic tempegdactors. Unlike isotropic
temperature factors, which assume that the themoébn of the atom is uniform in all
directions (see Chapter 1), the anisotropic modwmlets the motion as an ellipsoid,
which more accurately reflects the vibration of bmaded atom. The ellipsoid is
represented by six parameters, three radii an@ thrientation angles, as opposed to a
single parameter for the isotropic model. This@ase in the number of parameters is
permitted due to the atomic resolution of the dettd the much larger data-to-parameter
ratio as compared to macromolecular crystallographg atomic resolution of the data
also allows the direct modeling of hydrogen atowisich are usually omitted in
macromolecular crystallography, though the sigoatiie atoms is weak due to the very
low electron scattering factor for hydrogen.

Small-molecule structures are typically reportethvifiree values for model-to-
data fit, as generated by the crystallographicesfient program SHELXL (Sheldrick &
Schneider, 1997). The first is a conventioRalalue, analogous to tlieandRyee used in

macromolecular refinement:

- Z|F0|_|FC|
TSR

This value is reported for all reflections and doty those reflections wherey|P 4.

However, a weighted R factor, which makes use tefisities (|F) instead of structure

factor amplitudes (|F|), is also reported,
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as well as a goodness-of-fit paramededefined as

1
. (zww: - Ff)zjz,
n-p
wheren is the number of reflections apdhe number of parameters (Sheldrick &
Schneider, 1997). Like the conventioRalvalue, the fit improves asR, decreases. The
ideal value for the goodness-of-fit paramedés unity. The weighting parameterin

both equations is given by:

1

o’(F2)+ a2|:°2+F°2 2+b2F°2+F°2.
° 3 3

W=

The parametera andb are automatically refined by SHELXL to flatten twealysis of

variance (Sheldrick & Schneider, 1997).
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A.2 Methods and results

The production of small-molecule crystals is sigmintly simpler than crystals of
biological macromolecules, and is performed by stngvaporation. Two ligands of HD-
domain proteins, disodium 4-nitrophenylphosphatdéRB-Na) and zardaverine, were
obtained from commercial sources. pNPP-Na was ldisdanto a solution of 70%
ethanol in water, and the solvent was then alloiwezlyaporate at room temperature in a
fume hood for approximately 1 week. The evaporafi@sk was wrapped in aluminum
foil to prevent light-induced breakdown of the camapd. A 200x200x150m crystal
was attached with a small bead of glue to a pinraadnted on the goniometer of a
Rigaku R-AXIS RAPID diffractometer, using Mo,Kadiation for data collection.
Zardaverine was produced by dissolving the compaaimadethanol, which was allowed
to evaporate at room temperature in a fume hod@D>A90x51Qum crystalline plate
was obtained, which was attached to a pin and nedum the goniometer of the Rigaku
R-AXIS RAPID diffractometer, which at the time hadealed tube producing Cy K
radiation.

Diffraction data were collected, indexed, integdatend scaled with a version of
HKL-3000 (Minoret al, 2006), called HKL-3000_sm, which is integratedhw$HELX-
97 for small-molecule structure solution. After tieta are scaled, the structure data is
passed to the structure solution program SHELX®IBitk, 1997), which uses direct
methods to generate an initial density map. HKL&BGMn provides a three-dimensional
OpenGL interface to dynamically add, reassign,aeteé atoms, followed by a cycle of

refinement with the crystallographic refinementgraom SHELXL (Sheldrick &



Table A-1: Small molecule X-ray data collection aefinement parameters. 128

pNPP-Na Zardaverine
Data collection
Radiation type Mo & Cu Ka
Wavelength ) 0.709 A 1.54 A
Spacegroup R& P2/n
Unit cell parameters a=19.007(1) A, a=7.239(1) A,

b=11.982(1) A,
c=13.492(1) A,
p=103.708(1)°

b=15.838(1) A,
c=10.099(1) A,
p=91.991(6)°

Diffraction angle ¢) range 2.0°-40.3° 5.20-72.3°
Resolution range 0.55A-10A 0.80A-85A
Refinement

Reflections collected 130337 41088
Num. of reflectionsr) 18300 2228

Num. of reflections (I > @) 12628 2027

R1 0.048 0.035

WR; 0.146 0.093

S 1.10 1.04

Model parametergj 397 213
Weighting parameters a=0.0727, b=0.9368 a=0.0585,11893

Schneider, 1997). The data collection and refingratatistics are shown in Table A-1.
Both model used anisotrophic temperature factohsgtware represented in the
figures as displacement ellipsoids, where the siigh encloses the 50% probability level
for the average position of the atom. All figurdsmmdels with displacement ellipsoids
were generated using the program ORTEP-3 (Burndtléhson, 1996; Farrugia, 1997).
The models also have hydrogen atoms, and in beiscsome electron density was seen
for the hydrogens. However, due to the weaknesiseofiydrogen electron density, for
purposes of refinement the hydrogens were simpbyvald to “ride” on their bonded
atoms at fixed ideal distances. The hydrogens vefiieed with isotropic temperature
factors. In the case of pNPP-Na, which did haved solvent molecules, the positions
of the riding hydrogens were determined by optingzihe H-bonding network with the

CALC-OH program (Nardelli, 1999).



A.3 Crystal structure of pNPP-Na
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PNPP has been used for decades as a marker oftjatase activity, as described

in Chapter 4. pNPP was originally employed clirlical the detection of alkaline

phosphatase activity in blood serum (Bessesl, 1946) and is used today as a general

indicator of phosphohydrolase activity. The anis@icomponent of a set of general

enzymatic screens against libraries of proteinsnghown function (Kuznetsowet al,

2005), and was used to originally determine thetion of YfbR as a phosphohydrolase

(Chapter 4).

The anion is commercially available in the dianform as a hexahydrate

disodium salt. Jones and coworkers reported thietsiie using

Figure A-1: Contents of asymmetric unit of the talystructure of pNPP.

Non-hydrogen atoms are shown as displacement eitipst the 50% probability level. H atoms

are shown as spheres of arbitrary radius. Na-O aot# are shown as dashed lines.
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Figure A-2: Crystal packing in the structure of pNPP. 130
The unit cell is shown as a yellow box. Na-wateartacts are shown as dashed lines. Hydrogens

are omitted for clarity.

bis(cyclohexylammonium) as the countercation, beteaunable to crystallize the
disodium salt (Jonest al, 1984b). The structure of the disodium 4-nitropleimosphate
hexahydrate salt was solved at 103 K to a resaiufd.55 A (Fig. A-1). The structure
of the sodium salt with a different hydration stat&s later reported (Kuczek al,

2007). The data collection and refinement stastie@ shown in Table A-1. There are
two 4-nitrophenylphosphate anions in the asymmeitrit of the crystal structure. While
the 4-nitrophenyl groups of both anions are neiaeytical in structure, the phosphate
groups differ in conformation, in both the C2—C1—OB1 torsion angle [anion A:
137.96 (9)°; anion B: 158.52 (9)°] and the C1—O3— ¥ torsion angle [for A, 49.26
(10)°; for B, 43.42 (10)°].

In the crystal structure of pNPP-Na, alternating-polar and hydrophilic layers
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are observed (Fig. A-2). The non-polar regions istrod tightly packed nitrophenyl

groups, while the hydrophilic layers contain thegphate ions, sodium ions and their
bound water molecules.

The crystal packing for pNPP-Na differs from thathe
bis(cyclohexylammonium) salt (Jonesal, 1984b). In the latter, the
cyclohexylammonium cations interdigitate betweenritrophenyl groups, while in the
former the aromatic rings stack directly. Jones @ndorkers report that the length of the
CO—P bond in their structure of the 4-nitrophengligibhate dianion is significantly
longer [1.664 (5) A] than those of other dianiokyiphosphates, with a mean of 1.614
(4) A (Jones et al., 1984a). The measured CO—ARrdist in the sodium salt structure
[P1A—O3A = 1.6461 (8) A and P1B—O3B = 1.6519 (8)dk¢ not significantly
different from that found in the bis(cyclohexylamnnam) salt structure. Our measure of
the mean CO—P—Qangle of 105.2° in (l) is significantly smalleathboth the mean of
114.0° for the bis(cyclohexylammonium) salt andréq@orted mean of 112.8° for dianion
alkylphosphates (Jones al, 1984b). Finally, the bis(cyclohexylammonium) sibws
significantly shorter lengths for the remainingetaP—O bonds compared with the
means (1.514, 1.519 and 1.510 A) for 22 other dimaikylphosphates (Jonesal,
1984a). In contrast, our values for these bondsadaliffer significantly from the
reported mean values. While the solved structutevis the trend for CO—P bond
lengths as a function of R—OH pKa as explored medand coworkers, the pKa of the
4-nitrophenyl group alone is not sufficient to eadplthe differences in P—®ond
length or CO—P—Obond angles. Neighboring cations and water moéscalso

influence the geometry of the phosphate group.
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A.4 Crystal structure of zardaverine

6-(4-difluoromethoxy-3-methoxyphenyl)-3@Q-pyridazinone (zardaverine)
selectively inhibits PDE3 and PDE4 (Radteal, 1994).. Zardaverine, along with other
dialkoxyphenol-containing compounds, have been @xadnas possible treatments for
acute respiratory failure (Rale¢ al, 1994; Schermulet al, 2003; Schmidet al, 2000).
Zardaverine has also been used as a template cowhp@gomputationally generate a
library of PDEA4 inhibitors (Krieet al, 2005).

Two protein structures of zardaverine complexedth WIDE4 type D have been
reported, one structure solved to a resolution ®#2(Leeet al, 2002), and the other to

1.54 A (Cardet al, 2004). In the higher resolution structure of PDEZardaverine, the

Figure A-3: The asymmetric unit of the crystal structufeardaverine.
Nor-hydrogen atoms are shown as displacement elligsatidhe 50% probability level. H atoms

are shown as spheres of arbitrary radius.




Figure A-4: Crystal packing of zardaverine. 133

The hydrogen bonds involved in dimer formationsdirewn as dashed lines.
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compound is found in three different conformatioAsB, and C, with occupancies of
47%, 33%, and 20%, respectively. In all three confrs, the two rings are not co-
planar. The torsion angles along C6—C1—C7—N2 ar6°3@r A, 146.6° for B, and
165.1° for C. The A and B conformers are essegteduivalent except that the
pyridazinone ring is flipped along the C1—C7 bontis is possible because the
pyridazinone ring is not anchored by H bonds topttegein.

The small-molecule structure of zardaverine wagesbht 103 K, which is shown
in Fig. A-3. The data collection and refinementgmaeters are shown in Table A-1. In

contrast to the zardaverine models in the PDE4ixRires, in the small-molecule
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structure, the N1—H1---O8, {/+1, z+1) H-bond stabilizes the pyridazinone ring in a

single conformation.The crystal packing ensurestti@two rings of the compound are
essentially co-planar, with a C6—C1—C7—N2 torsiogla of 4.9(2)°, as the molecules
are packed in nearly planar layers, as shown iarEig\-4.

In the small-molecule structure, dimers of zardeneeare observed. The H1 atom
(which is the only hydrogen in the structure capaiflstrong hydrogen bonding) forms a
H bond with O3%, y+1, z+1) of a symmetry-related molecule. This hydrogendis
nearly ideal with an H1---O3 distance of 1.887 4 an N1—H1---O3 angle of 174.04°.
The N1—H1---O3 H-bonds are responsible for dimen&dion. The O3 atom is also
involved in a short contact interaction with hydeagatom H12x+1,y+1, z+1), where
the O3---H12 distance is 2.23(1) A, and the O32-H112&+1, y+1, z+1) angle is

163(1)°.
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