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INTRODUCTION 

Life is a perpetual onslaught of less-than-optimal conditions. In order for life to 

continue despite the ubiquity of otherwise-lethal stressors, organisms develop 

physiological and behavioral adaptations to escape, tolerate or avoid the stresses they 

face. Broadly, my dissertation covers the genetic signatures of evolutionary responses 

to stressful conditions. In the first portion of my dissertation, I investigate the 

evolutionary consequences of an extreme stress tolerance strategy in Firmicutes 

bacteria. For the remaining parts of my dissertation, I turn to the humble fruit fly, 

Drosophila melanogaster. Using this model organism, I investigate genetic mechanisms 

related to survival in starvation and desiccation conditions, such as those encountered 

at the onset of winter when food becomes scarce. Using both systems, I address how 

strategies of adapting to stress influences each organism’s genome. Using various 

inferential techniques, I make use of present-day observations to recapitulate the 

evolutionary trajectories of organisms—trajectories that vary in length from thousands 

of years to a single day. 

 

The basal unit of molecular evolution is the substation of one nucleotide for 

another, and rates of evolution are inferred from rate of nucleotide substitutions. In 

1969, Laird, McConaughy, and McCarthy noticed that hemoglobin proteins evolved—

i.e. fixed nucleotide substitutions—more rapidly in rodents than in ungulates, despite 

sharing a single point of divergence. The disparity in evolutionary rates was resolved 

when considering substitutions per generation instead of per year, and the generation 

time hypothesis is a current explanation for differences in evolutionary rates.  

 

Generation time is predicted to correlate with rates of molecular evolution due 

to the inheritance pattern of gametes. Nucleotide substitutions occur as a result of 

mutagenic environmental factors, e.g. UV radiation, or as the result of proofreading 

errors during DNA replication (Kunkel 2011). While the former should occur at a 

relatively constant rate in a static environment, the latter will be directly proportional 
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to the number of times a cell lineage undergoes DNA replication. Thus, a cell line that 

undergoes fewer rounds of division will exhibit fewer total substitutions as a result of 

fewer replication-dependent substitutions. If an organism sequesters gametes (or 

gamete-producing cells) instead of continually dividing, then replication-dependent 

mutations will accrue at a rate proportional to sexual generations. 

 

There is now a preponderance of evidence for the generation-time effect across 

the tree of life, including various mammals  (Ohta 1973; Li and Tanimura 1987; 

Nabholz et al. 2008), reptiles (Bromham 2002), birds (Mooers and Harvey 1994), 

invertebrates (Thomas et al. 2010, but see Thomas et al. 2006) and plants (Gaut et al. 

1996; Laroche et al. 1997; Ainouche and Bayer 1999; Laroche and Bousquet 1999; 

Andreasen and Baldwin 2001; Smith and Donoghue 2008).  

 

 While bacteria do not produce gametes, whole genomes are inherited during 

cell division, thus every mitotic division in bacteria is analogous to a single generation. 

Subsequently, one might expect rates of molecular evolution in bacteria to correlate 

with the average time between mitotic divisions—with bacterial “generation time.” Yet, 

evidence for an effect of generation time on the rate of molecular evolution in bacteria 

was lacking. This is partially due to the intrinsic difficulty of investigating the historic 

effects of generation time in bacteria. Whereas most plants and animals exhibit 

relatively constant generation times, bacteria generation times vary across orders of 

magnitude depending on environmental conditions. As a result, it is difficult to identify 

appropriate contrasts for testing the generation-time effect for most bacteria species. 

One alternative could be to infer generation time by proxy—using a measurable 

phenotype that can be assumed to vary with generation time. 

 

One such proxy of generation time is the ability to form bacterial endospores. 

A subset of bacteria in the phylum Firmicutes—and only the phylum Firmicutes—are 

capable of entering this vegetative, nonreproductive endospore state. Endospores have 
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a highly durable water-proof cell wall, do not require nutrition, and can withstand 

otherwise lethal levels of heat, desiccation, radiation, or lack of oxygen (Nicholson et 

al. 2000; Onyenwoke et al. 2004), with endospores of Bacillus subtilis having been shown 

to survive conditions akin to asteroid impact. It is believed that a majority of a spore-

forming bacteria’s life is spent in endospore state (Priest and Grigorova 1990). 

Endospores can remain dormant for extended durations until a proper environment 

triggers reanimation, with reports of spores being revived after 40 million years of 

dormancy inside of fossilized amber (Cano and Borucki 1995). As a consequence, it is 

a reasonable assumption that endospore-forming Firmicutes exhibit relatively longer 

“generation times” as measured by duration between mitotic cell divisions compared 

to close relatives that do not form endospores. 

 

A study by Maughan (2007) contrasted evolutionary rates between spore-

forming Firmicutes and non-spore-forming Firmicutes, finding no difference in 

evolutionary rate. Assuming endospore-formation is an appropriate proxy for time 

between cell divisions (and is properly assigned to various taxa being contrasted), a lack 

of evidence of a generation time in bacteria is a curious result in the light of widespread 

evidence of such effect in plant and animal species. One explanation for the negative 

result of Maughan (2007), should a generation-time effect exist, is low statistical power 

from limited taxonomic sampling. 

 

In chapter one,  I revisit the generation-time hypothesis using the Firmicutes 

bacteria system, increasing bacteria representation from 23 taxa in (Maughan 2007) to 

197 taxa. With this improved taxonomic sampling, I reevaluated the relationship 

between generation time and evolutionary rate within the Firmicutes phylum. My 

comparative phylogenomic analysis of the Firmicutes phylum was capable of 

estimating putative endospore-forming ability from the history of gene content across 

time. I show strong evidence that the rate of molecular evolution is negatively 

correlated with generation time in bacteria, in line with observations throughout the 
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rest of the tree of life. In order to understand the evolutionary history of endospore 

formation in ancestral nodes of the Firmicutes tree, I conducted ancestral state 

reconstruction of spore-forming ability. My results indicate that endospore formation 

arose once near the root of the Firmicutes tree, and the trait was subsequently lost in 

multiple lineages—never to be regained.  

 

Thus far, I have introduced endospore formation in Firmicutes as one example 

of extreme stress avoidance. As a consequence of this adaptive state of dormancy, the 

genomes of spore-forming Firmicutes contain detectable signatures a reduced rate of 

nucleotide substitution acting over millions of years. Whereas environmental stresses 

experienced by Firmicutes bacteria have resulted in slowed evolution, some organism 

exemplify rapid evolutionary responses to environmental stresses. For the remainder 

of my dissertation, I address the methods by which we study the genetic basis of local 

adaptation in natural populations over extremely short time scales—again, in the 

context of surviving in stressful environments. 

 

The ability to tolerate (and thus survive in) stressful conditions is one outcome 

of local adaptation. While the ability to tolerate stress may reduce mortality and 

improve lifespan, such adaptations may not be without cost. Consider the Y-model of 

resource allocation (van Noordwijk and de Jong 1986), where two traits draw from a 

single pool of resources, and allocation to one trait (i.e. reproduction) precludes 

resources from being allocated to another trait (i.e. survival). Drosopholids make for a 

useful model to study the genetic mechanisms of tradeoffs between survival and 

reproduction, in part due to the ease at which these traits evolve during artificial 

selection. Maynard Smith (1985) described the negative correlation between survival 

and reproduction in D. melanogaster, where sterile mutants experienced longer lifespans, 

and battery of experimental evolution experiments have recapitulated this result. 

Artificial selection for delayed reproduction results in an improved lifespan (Rose 1984) 

and improved tolerance to desiccation and starvation (Rose et al. 1985). Selection for 
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resistance to starvation results in decreased early-adult-life fecundity (Wayne et al. 

2006), and selection for decreased early-adult-life fecundity in turn results in greater 

desiccation tolerance (Nghiem et al. 2000). Desiccation tolerance evolves rapidly during 

artificial selection experiments (Hoffmann and Parsons 1989) with female survival 

doubling from 15 to 30 days in 26 generations of selection (Telonis-Scott 2006). 

Together, results show that for D. melanogaster, stress tolerance traits are highly 

correlated with each other, and in turn negatively correlated with reproduction.  

 

Patterns of genotypic and phenotypic variation in D. melanogaster have been 

shaped by environmental stresses that vary over space and time. As a result, 

measurements of growth and reproduction in the wild shows a high degree of clinality. 

Flies from low, warm latitudes develop more quickly (James and Partridge 1995) and 

have low incidence of diapause (Schmidt et al. 2005), a state of ovarian arrest with low 

metabolic rate and improved stress tolerance (Tauber et al. 1986). Diapausing flies do 

not produce eggs and do not senesce as quickly—but treatment with juvenile hormone 

reactivates both senescence and egg production (Tatar et al. 2017). The same pattern 

is borne out of expression data, where genes differentially expressed across latitudinal 

clines are involved in metabolism and growth (Chen et al. 2012). The reproduction-

survival tradeoff in response is not unique to Drosopholids: desiccation tolerance is 

improved during diapause in the mosquito Culex pipiens, where diapausing animals are 

larger and lose water more slowly, at the cost of delayed reproduction (Benoit and 

Denlinger 2007). In both cases of mosquitos and flies, larger body size will confer 

greater desiccation resistance due to a lower surface area to volume ratio. 

 

Geographically distinct regions that are independently colonized by 

Drosophilids provide natural replicates of adaptation to spatially variable 

environments. There is concordance of genetic differentiation when comparing flies 

from latitudinal clines in North America to those of Australia (Turner et al. 2008), 

showing congruence in genetic responses to the same environmental stresses. 
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Drosophila melanogaster flies from distinct arid environments are consistently more 

desiccation tolerant than those from tropical environments (Hercus and Hoffmann 

1999) and a comparison of cactus specialists reveals shared patterns of expression and 

positive selection for the same genes (Rane et al. 2019). 

 

However, correlative studies from sampling natural populations may sometimes 

yield misleading conclusions. For example, desiccation tolerance in D. melanogaster is 

observed to correlate with melanism in natural populations, where flies residing near 

the dry or high latitude end of cline are more melanistic (Rajpurohit et al. 2008; Parkash 

et al. 2009; Telonis-Scott et al. 2011). This observation leads to the Melanism-

Desiccation hypothesis: that melanin is an adaptation for desiccation resistance, 

reducing the rate of water loss. One experiment showed that artificial selection for 

melanism has improved desiccation tolerance (Ramniwas et al. 2012), potentially 

affirming the melanism-desiccation hypothesis. However, desiccation tolerance has 

more recently been shown to evolve wholly independently from melanism (Rajpurohit 

et al. 2016), showing that melanism cannot, at least by itself, explain size-specific 

differences in desiccation tolerance. 

 

In order to fully understand the precise mechanisms driving local adaptation in 

natural populations, we must include all steps from genotype to phenotype. Because it 

is known that non-coding regulatory genetic variation strongly influences phenotypes 

(King and Wilson 1975; Andolfatto 2005; Kopf et al. 2015; Nourmohammad et al. 

2017), we must connect genotype to expression variation, which is in turn connected 

to phenotypic variation. The remaining chapters of my dissertation involve the 

development and use of a novel method of association mapping population to better 

understand the coding and noncoding genetic variation (e.g., cis-regulatory elements 

driving allele-specific expression, ASE) that allows evolution of stress tolerance and 

reproduction life history traits.  
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Pre-sequenced inbred reference panels are commonly used resources for genetic 

association studies of life history traits, and such panels exist for mice (Chesler et al. 

2008), Caenorhabditis elegans (Noble et al. 2019), Arabidopsis thaliana (Kover et al. 2009), 

wheat (Huang et al. 2012), rice (Singh et al. 2013), corn (Krämer et al. 2014), and D. 

melanogaster (King et al. 2012; Mackay et al. 2012; Grenier et al. 2015). While such 

reference panels provide a replicable source of genetic variation for performing 

association studies, their genomes are inbred. Because pertinent biological mechanisms 

such as dominance relationships or allele-specific expression cannot be studied in 

inbred populations, inbred reference panels are insufficient for holistically informing 

mechanisms of adaptation in natural populations. 

 

 I propose an alternative method of generating a mapping population, which I 

call the Hybrid Swarm method, where extensive recombination is instead replaced with 

greater initial haplotype diversity. The Hybrid Swarm method leverages ancestral 

recombination present in its founders’ genomes, requiring fewer (e.g., five) generations 

of recombination to break up linkage disequilibrium and achieve high mapping 

resolution to the nucleotide level. This design also provides outbred genomes (allowing 

the study of dominance and allele-specific expression) without the need for laboriously 

sampling natural populations. 

 

To date, the Hybrid Swarm method has likely remained unused due to the 

expensive genotyping requirements of outbred populations, compared to pre-

sequenced inbred lines. While genotype imputation (genome reconstructions) can be 

employed to reduce sequencing coverage requirements (Howie et al. 2009, 2012; Li et 

al. 2009; Spiliopoulou et al. 2017), the computational requirements of imputation grow 

at a greater-than-linear rate with the number of founding haplotypes. As a result, a 

Hybrid Swarm population founded by dozens to hundreds of founding lines would 

require an intractable amount of computational resources. I proposed to reduce 

computational requirements by focusing imputation search space on a subset of most-
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likely-ancestors for a given chromosome. If a subset of most-likely-ancestors can 

accurately be determined, the computational requirements of Hybrid Swarm genome 

reconstructions would become tractable, making the method economically feasible 

with ultra-low-coverage sequencing data. With the Hybrid Swarm method of 

association mapping, researchers can quickly and affordably generate outbred mapping 

populations for the study of complex traits.  

 

In chapter two, I evaluate methods of reconstructing forward-simulated Hybrid 

Swarm genomes from ultra-low coverage sequencing data. After optimizing parameters 

of the reconstruction pipeline, I show that it is feasible to generate high-quality 

genotype estimates while sampling as few as 1/20 to 1/200 variable sites. However, it 

is not sufficient to solely show that genome reconstructions are accurate—it is further 

necessary to show that Hybrid Swarm populations are capable of resolving genotype-

phenotype relationships. In order to evaluate the effectiveness of the Hybrid Swarm 

for genetic association mapping, I developed a high-throughput pipeline for simulating 

GWAS, and then compared my newly developed mapping population to modern 

alternatives. I show that although inbred populations exhibit greater intrinsic power in 

mapping additive traits, a Hybrid Swarm population performs similarly to a highly 

outbred population, e.g. individuals from wild sampling. My results suggest that 

outbred mapping populations can be quickly generated using the Hybrid Swarm 

method, as a simpler and cheaper alternative to wild sampling. 

 

In chapter three, I put my low-coverage genome reconstruction pipeline to use to 

study the mechanisms of rapid adaptation by D. melanogaster to desiccation and 

starvation conditions. After reconstructing nearly 700 individual fly genomes, I conduct 

a GWAS of survival, with significant associations found for multiple mitochondrial 

proteins—a class that has been previously implicated in lifespan expansion and 

tolerance to stress. Using expression data, I categorize genes that are differentially 

expressed and biological processes differentially represented in fed or starvation 
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conditions. As expected, fed flies exhibit increased expression of reproductive genes. 

In the starvation condition, flies exhibit upregulation of multiple metabolic processes, 

particularly purine synthesis—which has been previously implicated in the tradeoff 

between fecundity and lifespan. Interestingly, we see that genes primarily expressed in 

different tissues exhibit variable rates of ASE, with increased representation of ASE in 

the carcass, salivary glands, heart, and fat body; the only tissue class to show reduced 

ASE is the ovary. Previous work has shown reduced levels of genetic variation in D. 

melanogaster reproductive genes, as a potential signature of purifying selection. My 

results suggest that genetic variation in and around reproductive genes themselves do 

not underly the tradeoff between survival and reproduction.  
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Abstract 

Molecular evolutionary rate varies significantly among species and a strict global 

molecular clock has been rejected across the tree of life. Generation time is one primary 

life-history trait that influences the molecular evolutionary rate.  Theory predicts that 

organisms with shorter generation times evolve faster because of the accumulation of 

more DNA replication errors per unit time. While the generation-time effect has been 

demonstrated consistently in plants and animals, the evidence of its existence in 

bacteria is lacking. The bacterial phylum Firmicutes offers an excellent system for testing 

generation-time effect because some of its members can enter a dormant, non-

reproductive endospore state in response to harsh environmental conditions. It follows 

that spore-forming bacteria would—with their longer generation times—evolve more 

slowly than their non-spore forming relatives. It is therefore surprising that a previous 

study found no generation-time effect in Firmicutes. Using a phylogenetic comparative 

approach and leveraging on a large number of Firmicutes genomes, we found 

sporulation significantly reduces the genome-wide spontaneous DNA mutation rate 

and protein evolutionary rate. Contrary to the previous study, our results provide 

strong evidence that the evolutionary rates of bacteria, like those of plants and animals, 

are influenced by generation-time. 

 

Introduction 

The rate of molecular evolution varies significantly between species and much 

evidence has rejected the existence of a strict global molecular clock across the tree of 

life (Bousquet et al. 1992; Thomas et al. 2006; Welch et al. 2008; Kuo and Ochman 

2009). It has been demonstrated that organism-level traits such as life history could 

influence the molecular evolutionary rate in eukaryotes, chief among them is the 

generation time. The generation-time hypothesis states that organisms with shorter 

generation time evolve faster, as they copy their genomes more frequently and 

therefore have more DNA replication errors per unit time.  
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The generation-time effect has been repeatedly observed in both animals and 

plants (Laird et al. 1969; Kohne 1970; Li and Tanimura 1987; Ohta 1993; Mooers and 

Harvey 1994; Bromham et al. 1996; Gaut et al. 1996; Gaut et al. 1997; Laroche et al. 

1997; Ainouche and Bayer 1999; Laroche and Bousquet 1999; Andreasen and Baldwin 

2001; Bromham 2002; Nabholz et al. 2008; Smith and Donoghue 2008; Welch et al. 

2008; Thomas et al. 2010). For example, molecular evolutionary rates in rodents were 

much faster than those of primates (Laird et al. 1969; Kohne 1970). Perennials, with 

longer generation times, have been shown to accumulate substitutions more slowly 

than rapidly-maturing annual plants (Soria-Hernanz et al. 2008; Yue et al. 2010; 

Buschiazzo et al. 2012; but see Whittle and Johnston, 2003).  

 

It is less clear whether there is a generation-time effect on the rate of molecular 

evolution in bacteria. Testing the generation-time hypothesis in natural bacterial 

populations can be difficult.  Unlike animals and plants that have relatively fixed 

generation time, bacteria populations of the same species can have highly variable 

generation times depending on the growth condition. It is therefore difficult to 

accurately estimate the generation time of bacteria in natural environments, as nutrients 

and other important environmental factors for growth (e.g., temperature, salinity) vary 

widely in time and space. Certain members of the bacteria phylum Firmicutes are capable 

of entering an encapsulated, dormant and non-reproductive state known as an 

endospore. This state allows for bacteria to withstand and survive extreme conditions, 

such as ultraviolet radiation, desiccation, heat, and lack of nutrients. Spores can stay 

dormant for extended periods of time. When the environment becomes favorable, 

spores can exit to the vegetative state. Revival of spores millions of years old has been 

reported (Cano and Borucki 1995). It is thought that spore-forming bacteria mostly 

exist as spores in nature (Priest and Grigorova 1990), therefore it is reasonable to 

assume that spore-forming Firmicutes (SFF) have longer generation times than their 

non-spore-forming relatives (NSFF). As such, Firmicutes represents an excellent system 

to test the generation-time hypothesis in bacteria. 
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Not replicating while dormant, SFF are expected to have less DNA replication 

errors per unit time, and thus a lower rate of evolution. It is therefore surprising that a 

previous study showed no differences in the evolutionary rates when comparing SFF 

and NSFF (Maughan 2007). However, the use of few Firmicutes genomes in that study 

may have prevented detection of differences between these groups, if such a difference 

exists. Leveraging on a substantially increased representation of the Firmicutes phylum 

and using a phylogenetic comparative approach, we revisited the relationship between 

spore formation and evolutionary rates in bacteria. We found strong evidence that rates 

of molecular evolution are correlated with generation time in bacteria. 

 

Methods 

Reconstructing a genome tree of Firmicutes 

Using the Phyla-AMPHORA package (Wang and Wu 2013), protein sequences 

of 168 single-copy, “universal”, phylum-level marker genes from 573 completed 

genomes of Firmicutes were identified, aligned, trimmed and concatenated into a single 

alignment. To reduce the computational cost, a FastTree (Price et al. 2009) built from 

the concatenated alignment was used to select 200 representatives that maximized the 

phylogenetic diversity, using a greedy algorithm described in (Steel 2005). A RAxML 

maximum-likelihood tree was made with 1,000 bootstrap replicates using the LG + 

gamma model (Stamatakis 2014). Similarly, a bacterial genome tree containing 200 top 

representatives of major bacteria phyla was reconstructed, using the concatenated 

protein sequences of 31 “universal markers” (Wu and Scott 2012). The Firmicutes 

genome tree was then rooted using the bacterial genome tree as a guide. 

 

Identifying sporulation genes in Firmicutes genomes 

199 genes whose annotation contained keywords “spore”, “sporulation” or 

“germination” were downloaded from Bacillus subtilis database SubtiList 

(http://genolist.pasteur.fr/SubtiList/), and combined with 175 B. subtilis sporulation 
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genes used in (Wu et al. 2005). Genes with highly conserved domains (e.g. kinases, 

phosphatases, ATPases) were removed from the list, resulting in a set of 163 

sporulation genes, which were used as query sequences to BLASTP search against 573 

complete Firmicutes genomes. The mutual-best-hits of each sporulation gene in each 

Firmicutes genome were identified as orthologous genes. The e-value cutoff was 1e-3 in 

both the forward and reverse BLASTP searches. The same procedure was also used to 

identify sporulation genes in representatives of non-Firmicutes bacteria.  

 

Predicting sporulation potential with phylogenetic profiling 

The distribution patterns of the 163 sporulation genes in each of the 200 

Firmicutes representatives were represented with a binary matrix, where each column 

represented one species and each row represented one gene. “1” and “0” denoted the 

presence and absence of genes respectively. Species and genes were then grouped by 

the gene distribution patterns (phylogenetic profiles) with the CLUSTER program 

(http://rana.lbl.gov/EisenSoftware.htm), using the absolute correlation (centered) as the 

similarity metric and complete linkage as the clustering method. 

 

Ancestor state reconstruction 

Having predicted sporulation potential by phylogenetic profiling, we 

reconstructed the ancestral state with the R package ‘ape’ (Paradis et al. 2004). A binary 

categorical trait of “spore-forming” and “non-spore-forming” was mapped onto the 

tips of the Firmicutes genome tree. Transition probabilities for trait gain and loss were 

set to be equal. Results were similar when transition probabilities of trait gain to loss 

were set to be 1:2, 1:5 and 1:10.  

 

PAML analyses 

The CDS (Coding DNA Sequences) of the 168 protein-coding genes were 

aligned using their protein sequence alignments as a guide. Using the alignment, the 

likelihood of the corresponding Firmicutes genome tree was calculated in PAML (Yang 
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2007) using three molecular clock models: no molecular clock, in which the rate of 

every branch varied freely; a global clock, in which every branch shared the same 

evolutionary rate; and a local clock, where spore-forming and non-spore-forming 

branches had separate rates. The Akaike Information Criterion (AIC) was calculated 

for each model to determine which was the best. From the codon alignments, the 

synonymous substitution rate, dS, was calculated in PAML (Yang 2007) using a neutral-

site, no-molecular-clock model. 

 

Phylogenetic independent contrast analysis of evolutionary rates 

Independent contrasts were performed using the R package ‘caper’ (Orme 

2013). Discrete contrasts were made using the predicted sporulation potential (spore-

forming or non-spore-forming). Continuous contrasts were made using the numeric 

count of identified sporulation genes. Contrasts with studentized residuals having 

absolute values greater than 3 were excluded from our analyses as potential outliers.  

 

Estimation of codon bias 

For each of the 197 Firmicutes representatives, CDS of all protein-coding genes 

in the genome were concatenated into a single nucleotide sequence. The codon bias 

index (CBI) was calculated for each genome in CodonW 

(http://codonw.sourceforge.net) based on the usage of a subset of B. subtilis optimal 

codons. 

 
Results 

Prediction of a species’ sporulation potential   

Sporulation is highly complex, but one of the best-studied biological processes. 

For example, in Bacillus subtilis, the model organism for studying sporulation, 

sporulation involves a cascade of expression of at least 200 genes (Piggot and Losick 

2002). For a non-model organism, classifying whether it can sporulate or not based on 

laboratory observation is unreliable because we do not know exactly what 

environmental factors might trigger sporulation in the organism. When a species loses 
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its ability to sporulate (e.g., by losing a key sporulation gene), it is expected to eventually 

lose most of its sporulation genes since there is no longer selective pressure to maintain 

them, unless they also perform other biological functions. The tight correlation 

between the sporulation process and the number of sporulation genes has been used 

to predict a species’ potential to form spores (Onyenwoke et al. 2004; Maughan 2007).  

 

Gene content has been used to group species (Huson and Steel 2004) and in 

theory could be used to predict phenotypes associated with the genes as well. If we can 

partition Firmicutes into spore-forming and non-spore-forming groups by the 

distribution patterns of sporulation genes, then we should be able to predict the spore-

forming ability of a species based on its membership in the groups. To predict the 

sporulation potential of Firmicutes, we carried out a phylogenetic profiling analysis of 

sporulation genes in all complete Firmicutes genomes. Using a mutual-best-hit approach, 

we identified orthologs of 163 known B. subtilis sporulation genes in other Firmicutes 

species (Supplementary Table S1). The distribution patterns of sporulation genes in 

200 representatives of Firmicutes are shown in Figure 1. Based on the presence/absence 

of sporulation genes, Firmicutes were partitioned into two major groups at the root of 

the tree (Figure 1). The first group contained Staphylococcus, Streptococcus and 

Lactobacillus that are unable to sporulate, while the second group contained well-

known spore-forming genera such as Bacillus and Clostridium (Figure 1). We therefore 

predicted that members of the first and second groups are NSFF and SFF respectively. 

Consistent with our predictions, not a single species within the first group is known to 

sporulate. The average number of sporulation genes in the genomes of the first group 

(95% CI 15.050.39 genes per genome) is significantly smaller than that of the second 

group (95% CI 85.24.42, P < 0.0001). Accordingly, when plotting the number of 

sporulation genes against the genome size, SFF form a cluster that is well separated 

from NSFF and other bacterial phyla (Supplementary Figure S1). However, we note 

that one butyrate-producing bacterium SM4/1 (NCBI taxonid 245012) in group 2 is 
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missing 146 of 163 sporulation genes including the master switch gene spo0A. We 

therefore predicted it to be non-spore-forming. 

 

Evolution of sporulation in Firmicutes 

To test whether SFF and NSFF have different evolutionary rates, it is a 

prerequisite to obtain a robust species tree of Firmicutes. First of all, the tree is required 

for estimating the overall species evolutionary rates. Secondly, the tree provides a 

framework of the natural relationships between species, so correlation due to common 

ancestry can be removed (Felsenstein 1985; Harvey and Purvis 1991) when we test the 

effect of sporulation on the evolutionary rates. Using the concatenated protein 

sequence alignment of 168 single-copy genes that are universally present in all 

Firmicutes, we reconstructed a maximum-likelihood tree of 200 Firmicutes representatives 

(Figure 2). The tree was rooted with the last common ancestor (LCA) of Ammonifex 

and Sulfobacillus as the deepest lineage, based on the topology of a bacterial species tree 

containing all major bacterial phyla. The tree is fully resolved and as typical of genome 

trees, the nodes in the tree are all highly supported with few exceptions.  

 

Consistent with the previous study (Maughan 2007), our ancestral state 

reconstructions indicate that sporulation arose only once, in the LCA of Firmicutes, and 

subsequently has been lost many times (Figure 2). Interestingly, our ancestral state 

reconstruction shows that once the ability to form spores was lost, it was never 

subsequently regained – even with the relaxed assumption that trait gain and loss are 

equally likely. This is consistent with Dollo’s law that complex traits, once lost, may be 

difficult to re-evolve (Marshall et al. 1994). 

 

Some losses were ancient, for example, in the LCA of Staphylococcus and 

Lactobacillus, leading to the diversification of large clades of Firmicutes that are all unable 

to form spores. Other losses were more recent, one striking example being Clostridiales 

genomospecies BVAB3. A previous study (Galperin et al. 2012) and we both predicted 
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that BVAB3 is a NSFF as it encodes merely 8 sporulation genes. Consistently, 

endospore formation has not been observed for this species. Our ancestral state 

reconstructions predicted that BVAB3 lost the ability to sporulate after it split off from 

its close relatives. These relatives, Clostridium clariflavum, Ruminiclostridium thermocellum, 

Clostridium cellulolyticum and Clostridium stercorarium have all been observed to form spores 

in the laboratory (Freier et al. 1988; Gehin et al. 1995; Shiratori et al. 2009; Dumitrache 

et al. 2013). Consistent with our prediction that NSFF evolve more quickly, the branch 

length of BVAB3 to its last spore-forming ancestor is twice of those of its closest 

relatives – a clear demonstration of more rapid evolution coinciding with the loss of 

spore-forming ability. 

 

Similar losses were predicted in species for which sporulation has not been 

reported: Bacillus selenitireducens (Afkar et al., 2003), the LCA of Finegoldia magna (formerly 

Peptostreptococcus magnus, Jassem et al., 1996) and Anaerococcus prevotii (LaButti et al., 2009), 

and the LCA of Acetobacterium woodii (Balch et al., 1977) and Eubacterium limosum 

(Genthner et al., 1981), among others. In each of these instances, the loss of endospore 

formation appears to coincide with longer branch lengths, compared to their close 

relatives.  

 

Evolutionary rate varies between lineages 

In comparing branch lengths of Firmicutes possessing various counts of 

sporulation genes, it is clear that evolutionary rate is not uniform (Figure 3, 

Supplementary Table S2). To determine if variation does in fact exist between lineages, 

various molecular clock models were tested in PAML. Our results show that a global 

molecular clock is the poorest model compared to both local and no-clock models 

(Supplementary Table S3), supporting the previous finding that protein evolutionary 

rates vary between Firmicutes lineages (Maughan 2007). In the local clock model, SFF 

and NSFF were each described by a separate evolutionary rate. The local model fits the 

data better than the global clock, showing that some variation in evolutionary rate can 
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be explained by spore-forming ability. Because the no-clock model fits the data best, 

there exists additional variation in evolutionary rate that cannot be explained by spore-

forming ability alone. As the local clock does not take differences due to phylogeny 

into consideration, this is to be expected. 

 
Spore-forming Firmicutes have lower protein evolutionary rates 

The presence of many loss of trait events in the species tree of Firmicutes 

provides a powerful framework for us to test the effect of spore formation on 

evolutionary rate. We first tested whether the amino acid substitution rate variation 

correlates with spore-forming ability. To remove correlation due to shared evolutionary 

history, we conducted phylogenetically independent contrast analyses. Independent 

contrasts performed using 200 Firmicutes representatives showed that there is a strong 

association between the amino acid substitution rate (measured by the tree branch 

length of the tree in Figure 2) and spore-forming ability (P < 0.001, df = 14, 

Supplementary Table S4). One contrast involved three species (Thermodesulfobium 

narugense, Coprothermobacter proteolyticus and Natranaerobius thermophilus) that were 

suspected to be clustered together due to long-branch attraction (LBA). These three 

species were therefore removed, resulting in a 197-species dataset. Independent 

contrasts conducted with this reduced dataset also showed a strong association 

between spore-forming ability and evolutionary rate (P < 0.0001, df = 12, Table 1). 

 

To ensure that our conclusions are not solely dependent on our predictions of 

spore-forming ability, as a precautionary measure we removed any SFF not 

corroborated by Galperin et al. (2012). This resulted in removal of 60 taxa predicted to 

be spore-forming in our study. We retained species that we classified as NSFF as these 

classifications are most likely accurate due to the low number of sporulation genes and 

the lack of master sporulation gene spo0A. Independent contrasts yielded results 

similar to the 197 and 200 species data set (Supplementary Table S5). 
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Because there is uncertainty associated with sporulation prediction based on 

phylogenetic profiles, we also performed phylogenetic contrast analysis using the 

nominal count of sporulation genes as a continuous variable. These continuous 

independent contrasts conducted with the 200 and 197 species data sets corroborated 

the results of discrete contrasts (P < 0.0001, df = 199 Supplementary Table S4; P < 

0.0001, df = 192, Table 1) without having presumed any spore-forming ability, showing 

that species with greater counts of sporulation genes evolve more slowly. 

 

To evaluate the effect of the robustness of the tree topology on our results, we 

removed three contrasts with less than 80% bootstrap support. Specifically, this 

eliminated 85 species descending from the LCA of Exiguobacterium spp and 

Lactobacillales. Independent contrasts for this 112-species tree yielded results similar 

to the 197 and 200 species data sets (Supplementary Table S6).    

 

Spore-forming Firmicutes have lower spontaneous mutation rates 

Because the amino acid substitution rate is the compound result of spontaneous 

mutation, selection and genetic drift, next we determined whether sporulation affects 

the spontaneous mutation rate alone. Spontaneous mutation is caused by DNA 

polymerase errors and other molecular processes that introduce errors during the 

transmission of genetic information, and therefore directly correlates with the 

generation time. We expect SFF with longer generation time to have lower 

spontaneous mutation rates than NSFF. 

 

We measured the spontaneous mutation rate using the synonymous substitution 

rate (dS). Because synonymous mutations in general do not alter the phenotype, they 

are assumed to be selectively neutral and have been used to estimate the spontaneous 

mutation rate (Kimura and Ohta 1971, Ohta 1993). dS were calculated with codeml of 

the PAML package using aligned DNA sequences of the 168 genes shared among 

Firmicutes (Supplementary Table S2). Both discrete and continuous dS-based 
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phylogenetic contrasts indicate that spore-forming ability is significantly associated 

with the spontaneous mutation rates (Table 1). 

 
No evidence of correlation between population size and sporulation 

If the population size correlates with spore-forming ability, then genetic drift 

resulting from small population size could also explain differences in amino acid 

substitution rates. To test this potential confounding factor, we calculated genome-

wide codon bias indices – a proxy for population size – for Firmicutes used in our 

analyses (Supplementary Table S2). Independent contrasts performed on codon bias 

indices (CBI) revealed no association with either predicted spore-forming ability (df = 

13, P >0.05, R2 = 0.007) or sporulation gene count (df = 192, P > 0.05, R2 = 0.01154). 

 

Discussion 

Using a large dataset of 200 Firmicutes species, we found sporulation significantly 

reduces the rates of molecular evolution in bacteria. This is in sharp contrast to a 

previous study that found rates of molecular evolution in bacteria are relatively constant 

despite spore dormancy (Maughan 2007). One possible reason that the study by 

Maughan (2007) failed to detect significant difference in evolutionary rates between 

SFF and NSFF is the lack of power in the data: its conclusion was based on only two 

phylogenetic contrasts. In comparison, we had at least 13 contrasts because of the large 

number of species included in our study. Perhaps a more important reason is the likely 

misclassification of sporulation ability of some key Firmicutes species in the previous 

study. One of the two contrasts in Maughan (2007) study involved Thermoanaerobacter 

tengcongensis, which was classified as non-spore forming and was contrasted against three 

spore-forming Clostridium spp. We think the contrast is likely wrong. T. tengcongensis 

encodes 63 sporulation genes (Figure 2) and therefore was predicted to be able to 

sporulate in this and a previous study (Traag et al. 2013). While T. tengcongensis has not 

been observed to sporulate when it was first identified (Xue et al. 2001), RNA-seq has 

shown that a cold-shock protein induces expression of sporulation genes in response 

to low temperatures (Liu et al. 2014). We note that misclassification of SFF or NSFF 
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will reduce the power to detect generation-time effect. The fact we were able to detect 

generation-time effect suggests that it is real and might be even stronger. 

 

In this study, we observed a generation-time effect in both synonymous and 

nonsynonymous substitution rates of protein-coding genes. In theory, synonymous 

changes are not affected by selection and genetic drift and therefore are expected to 

reflect the underlying mutation rate. The generation-time effect on evolutionary rate 

was originally found to be most evident at synonymous sites (Li and Tanimura 1987; 

Ohta 1993). This is because on top of mutation rate, nonsynonymous substitutions are 

also affected by selection and genetic drift, which can obscure the generation time 

effect in amino acid substitutions. For example, mammals with longer generation time 

tend to have smaller population size, which causes accelerated substitution rates for 

slightly deleterious mutations. This explains the failure to detect a generation-time 

effect in nonsynonymous substitution rates in mammals: it is cancelled out by the 

genetic drift. In bacteria, population size varies between species and is known to have 

a large impact on nonsynonymous substitution rates. For example, obligate intracellular 

bacteria usually have much smaller population sizes than free-living bacteria. The 

increased genetic drift in obligate intracellular bacteria contributes to their highly 

accelerated amino acid substitution rates (Ochman et al. 1999). The extent to which 

selection and genetic drift differ between SFF and NSFF is not well known. The fact 

that we were able to detect a generation-time effect in nonsynonymous substitution 

rates suggests that neither has obscured the signal in Firmicutes. Consistent with this, 

using the codon usage bias as a proxy for estimating the effective population size, we 

did not detect significant correlation between population size and sporulation, 

indicating that genetic drift is not the main cause of rate variation in Firmicutes. In fact, 

in our study we found even a stronger evidence of a generation-time effect in 

nonsynonymous substitution rate (Table 1). We think this is because the rate 

differences in synonymous substitution rate were underestimated due to saturated 

synonymous substitutions in our dataset. Indeed, the average dS in our phylogenetic 
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contrast analysis approached 2.66 substitutions per site, a clear sign of saturated 

substitutions. In addition, it is possible that endospores experience less selection at 

nonsynonymous sites because of the dormancy, resulting in fewer substitutions in SFF 

and contributing to the greater disparity. 

 

Another source of mutations in bacteria is replication-independent mutations 

such as these caused by unrepaired DNA damages. Because they are independent of 

DNA replication, they are unaffected by generation time and therefore can obscure the 

generation-time effect. Spores have tremendous resistance to DNA damage, however, 

due to a combination of multiple factors including DNA packing assisted by small acid-

soluble spore proteins, dehydration, the high concentration of dipicolinic acid 

(Desnous et al. 2010) and spore photoproduct lyase that repairs UV damage (Van Wang 

and Rupert 1977). Again, the fact that we observed generation-time effect in dS 

suggests that replication-independent mutations do not play a major role in the 

evolution of Firmicutes. 

 

Our ancestral reconstruction suggests that sporulation evolved only once in the 

last common ancestor of Firmicutes and has since been lost many times in non-spore-

forming lineages. Assuming that once the sporulation trait is lost so will most of the 

sporulation genes, the sporulation gene content can be used not only for predicting the 

sporulation ability but more importantly the time a species has spent as a spore-former 

in its evolutionary history. Using sporulation gene number in phylogenetic contrast 

analysis therefore circumvents the uncertainty associated with the binary trait 

prediction. Regardless of whether we use a binary (sporulation ability) or continuous 

variable (number of sporulation genes) in our phylogenetic contrast analyses, we 

detected significant generation-time effect in Firmicutes.  

 

The generation-time effect appears to be genome wide as our results were based 

on the analysis of 168 genes common among all Firmicutes. Our analyses were not based 



30 
 

on laboratory observations, but instead on genomes – the products of bacteria 

reproducing and evolving over millions of years. As such, they provide strong evidence 

of generation-time effect in natural bacterial populations throughout an extended 

evolutionary history.
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Tables & Figures 

 
Figure 1. Phylogenetic profile analysis of 163 sporulation genes in genomes of 200 Firmicutes representatives.  

Each row represents one sporulation gene and each column represents one genome. The presence and absence of genes are 

indicated in red and black, respectively. Firmicutes were clustered into two groups by the similarities of the distribution profiles of 

sporulation genes in the genomes. The phylogenetic profiles are also described in Supplementary Table S1. 
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Figure 2. A maximum-likelihood genome tree of 197 Firmicutes representatives 

based on 168 shared marker genes. 

The size of the bar on the outer circle represents the number of identified sporulation 

genes in the genome. The bars were colored by the predicted spore-forming potential 

of their corresponding genomes (blue: spore-forming; orange: non-spore-forming). 

The branches were highlighted using the same color scheme based on the maximum-

likelihood ancestral state reconstruction of spore-forming ability of the lineages. 

Bootstrap support for nodes is > 80% except for those indicated with a yellow circle. 

Full-resolution image available as separate file. 
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Figure 3. Relationship between sporulation gene count and the branch length 

(from the tip to the root) of 197 Firmicutes representatives. 

Each dot represents a genome and is colored by the genome’s predicted sporulation 

potential. 
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Supplementary Figure S1. The number of sporulation genes plotted against the 

number of protein coding genes in the genomes. 

Each dot represents a genome and is colored as: orange, spore-forming Firmicutes; blue, 

non-spore-forming Firmicutes; blank, non-Firmicutes bacteria. 

  



35 
 

 

 

Supplementary Table S1. Phylogenetic profiles of sporulation genes in genomes of 

200 Firmicutes representatives (Available as separate file). 

 

Supplementary Table S2. List of molecular evolutionary rates and codon bias index 

for each of the 197 Firmicutes species analyzed in this study (Available as separate 

file). 

 

Supplementary Table S3. Log likelihood and AIC values of different clock models. 

Model -log likelihood Parameters AIC 

Global 16063256.15 1 32126514.31 

Local 16051271.69 2 32102547.38 

No clock 15991403.07 391 31983588.14 

 

Supplementary Table S4. Independent contrast analysis of protein evolutionary rates 

of 200 Firmicutes representatives. 

Sporulation 

variable 

Evolutionary 

Rate 
Contrasts P-value (exact) P-value R2 

Discrete 
amino acid 

substitution 
15 0.0007639 < 0.001 0.5667 

Continuous 
amino acid 

substitution 
197 2.636E-14 

< 

0.0001 
0.2567 
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Supplementary Table S5. Independent contrast analysis of evolutionary rates in 137 

Firmicutes representatives after removing 60 species not positively identified as spore-

forming in Galperin et al. (2012). 

Sporulation 

variable 

Evolutionary 

Rate 
Contrasts 

P-value 

(exact) 
P-value R2 

Discrete 
amino acid 

substitution 
11 0.001255 < 0.01 0.6634 

Discrete dS 10 0.001815 < 0.01 0.679 

Continuous 
amino acid 

substitution 
135 1.12E-10 

< 

0.0001 
0.2669 

Continuous dS 135 3.52E-09 
< 

0.0001 
0.2299 

 

Supplementary Table S6. Independent contrast analysis of evolutionary rates in 112 

Firmicutes representatives after removing three contrast nodes with less than 80% 

bootstrap support from the 197-species dataset. 

Sporulation 

variable 

Evolutionary 

Rate 
Contrasts 

P-value 

(exact) 
P-value R2 

Discrete 
amino acid 

substitution 
11 0.004755 < 0.01 0.566 

Discrete dS 11 0.04623 < 0.05 0.3409 

Continuous 
amino acid 

substitution 
110 3.39E-16 

< 

0.0001 
0.4586 

Continuous dS 109 2.61E-14 
< 

0.0001 
0.417 
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Accurate, ultra-low coverage genome reconstruction and association studies in Hybrid 

Swarm mapping populations 
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Abstract 

Genetic association mapping studies seek to uncover the link between genotype 

and phenotype, and often utilize inbred reference panels as a replicable source of 

genetic variation. However, inbred reference panels can differ substantially from wild 

populations in their genotypic distribution, and patterns of linkage-disequilibrium and 

nucleotide diversity. As a result, associations discovered using inbred reference panels 

may not reflect the genetic basis of phenotypic variation in natural populations. To 

address this problem, we evaluated a mapping population design where dozens to 

hundreds of inbred lines are outbred for few (e.g. five) generations, which we call the 

Hybrid Swarm. The Hybrid Swarm approach has likely remained underutilized relative 

to pre-sequenced inbred lines due to the costs of genome-wide genotyping. To reduce 

sequencing costs and make the Hybrid Swarm approach feasible, we developed a 

computational pipeline that reconstructs accurate whole genomes from ultra-low-

coverage (0.05X) sequence data in Hybrid Swarm populations derived from ancestors 

with phased haplotypes. We compared the power and precision of Genome-Wide 

Association Studies (GWAS) using the Hybrid Swarm, inbred lines, recombinant 

inbred lines, and highly outbred populations across a range of allele frequencies and 

effect sizes, modeling genetic variation from the Drosophila melanogaster Genetic 

Reference Panel as well as variation from neutral simulations. While inbred populations 

tended to perform best due to the intrinsic power benefits conferred by the lack of 

heterozygotes, association mapping with the Hybrid Swarm performed comparably to 

highly outbred (F50) populations and has higher precision than mapping with inbred 

lines. Taken together, these results demonstrate the feasibility of the Hybrid Swarm as 

a cost-effective method of fine-scale genetic mapping. 

 

Introduction 

Genetic mapping studies seek to describe the link between genotype and 

phenotype. For experimental crosses, mapping was traditionally conducted by scoring 

the phenotypes of recombinant offspring descended from a limited number of parental 
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lines. While such Quantitative Trait Loci (QTL) mapping studies can have high power 

to detect associations, they offer minimal mapping resolution (Cheng et al. 2010), often 

detecting broad regions of phenotypic association (Bergland et al. 2012). If linkage 

disequilibrium is lowered, spurious associations become rarer (Li et al. 2005) and 

associations can be resolved at the gene or nucleotide level, as in GWAS of large 

outbred populations (Nikpay et al. 2015; Wu et al. 2017; Monir and Zhu 2017). 

However, GWAS suffer from reduced power to detect associations, necessitating a 

large sample size relative to QTL mapping (Spencer et al. 2009). 

 

To generate higher resolution mapping populations than the traditional 

biparental F2 design, Multiparent Populations (MPPs) are commonly used. By crossing 

together multiple genetically diverse inbred lines, researchers can leverage maintainable 

diversity from inbred lines to produce mapping populations without sampling wild 

individuals. The mapping resolution of MPPs depends on the extent of linkage 

disequilibrium, and resolution is improved by allowing for more recombination 

between haplotypes, or by incorporating a greater number of genetically diverse 

haplotypes (Mott et al. 2000; Chia et al. 2005). Advanced intercross lines (AILs) are 

outbred MPPs generated by crossing two inbred lines together for a limited number of 

generations (ca. 5-20), providing greater mapping resolution than biparental F2 crosses 

(Darvasi and Soller 1995). Further increases to mapping resolution can be achieved 

with Recombinant Inbred Lines (RILs), whereby founding lines are extensively crossed 

for fifty or so generations, followed by isogenization for long-term maintenance. Such 

multi-parent populations are commonly used for the dissection of complex traits in 

model organisms (Chesler et al. 2008; Kover et al. 2009; King et al. 2012b) and 

agriculturally important crops (Huang et al. 2012; Singh et al. 2013; Krämer et al. 2014). 

 

One alternative approach for generating a high-resolution mapping population 

is to substitute extensive recombination for increased haplotype diversity. By crossing 

dozens to hundreds of inbred lines for a limited number of generations, heterozygous 
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mapping populations can be generated quickly (as with AILs) with sufficiently reduced 

LD to detect associations with high resolution (as with RILs). Unfortunately, the many-

haplotypes few-generations method is not without its drawbacks. First, including many 

haplotypes decreases the frequency of the rarest alleles, reducing power to detect 

associations. Second, such an outbred population would require genotyping efforts, 

unlike pre-sequenced homozygous lines. The net requirement of genotyping a large 

sample size may explain the continued widespread use of pre-genotyped recombinant 

inbred lines for genetic association experiments in model systems (Huang et al. 2011; 

King et al. 2012b; MacKay et al. 2012; Srivastava et al. 2017). 

 

Here, we describe computational methods that allow for cost-effective 

association mapping with a large outbred population. The Hybrid Swarm is founded 

by dozens to hundreds of inbred lines, crossed for a limited number of generations. To 

reduce genotyping costs of the Hybrid Swarm, we developed and evaluated a pipeline 

to reconstruct whole genomes using ultra-low coverage sequencing data. We developed 

and tested our pipeline by reconstructing whole genomes for thousands of simulated 

Hybrid Swarm individuals. Our simulated genomes draw from natural variation in the 

Drosophila melanogaster Genetic Reference Panel (DGRP), as well as from variation 

generated from coalescent models representing a broad range of genetic diversity 

parameters for common model systems. We show that the Hybrid Swarm approach 

allows for highly accurate genotyping (average 99.9% genotypic accuracy) from ultra-

low-coverage (0.005-0.05X) whole-genome individual-based sequencing. We then 

perform simulated GWAS to describe power and precision of association mapping in 

the Hybrid Swarm compared to inbred lines, recombinant inbred lines, and a highly 

outbred (���) population. Our computational tools are capable of efficiently simulating 

low-coverage reconstruction and GWAS power analysis of any model system. 

Together, our results demonstrate the feasibility of cost-effective high-resolution 

association mapping in a large outbred population. 
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Methods 

Generating and preparing simulated reference panels. 

In order to evaluate low-coverage reconstruction for various degrees of genetic 

diversity, we generated reference panels using haplotypes produced by coalescent 

models across a range of genetic diversity levels. Haplotypes were generated using the 

R (R Core Team 2016) package scrm (Paul R. Staab et al. 2015) and subsequently 

restructured into VCF file format (Danecek et al. 2011). We generated ten independent 

panels for each of 18 combinations of population size (N� = 10�, 10�, 10�), mutation 

rate (μ = 10��, 5 × 10��, 10��), and number of haplotypes (32, 128). The value for θ 

for each simulation was defined as 4N�μ. We simulated a chromosome-length locus of 

25 Mb with a recombination rate of 1.5 cM/Mb. SNP positions output by scrm (a 

decimal within the range of 0 to 1) were converted to base pair positions by multiplying 

the decimal by chromosome length (25 ×106 base pairs for our simulations) and 

rounding down to the nearest integer. Any sites with more than two alleles were 

converted to a biallelic site by discarding tertiary or quaternary alleles. Genotype values 

were re-coded as polarized signed integers: +1 for reference and -1 for alternate alleles. 

For every position, reference and alternate alleles were defined by randomly selecting 

one of the twelve non-repeating pairs of nucleotides.  Reference genome FASTA files 

were created with a custom python script that generated a 25 million length string of 

nucleotide characters with weighted probability to achieve 45% GC-content, followed 

by replacing variable positions with their respective reference alleles. 

 

Preparing DGRP haplotype data 

As a case study of low-coverage genome reconstruction in a model system, we 

incorporated wild fruit fly genetic diversity from the Drosophila melanogaster Genetic 

Reference Panel (Mackay et al. 2012) DGRP freeze 2 as available from the Drosophila 

Genome Nexus (Lack et al. 2015). To minimize missing data, we included the 129 lines 

(out of 205) which exhibited aligned whole genome FASTA files with less than 50% of 
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nucleotides indicated by the ambiguity character N. We excluded insertions, deletions, 

fixed sites, and sites with more than two alleles. Any heterozygous genotype calls were 

masked as missing data. Diploid genotypes were re-coded as a single signed integer 

value, with +1 for homozygous reference, -1 for homozygous alternate, and 0 for 

missing data. This resulted in a polarized VCF file containing only biallelic SNPs and 

only homozygous (or missing) genotype calls.  

 

Simulating Mapping Populations 

To generate simulated populations, we developed a forward-simulator in R that 

stores ancestral haplotype block maps instead of genotypes. Our analyses necessitated 

a method of storing genotype information for thousands of individuals across 

thousands of simulations. To do so, we leveraged information redundancy that exists 

between related individuals in recombinant populations, generating haplotype block 

files. We achieved between three and four orders of magnitude of compression relative 

to a VCF file. For example, for a population containing 5000 diploid genotypes at 

nearly four million sites, a compressed VCF file is approximately 6.5 GB, compared to 

approximately 3.5 MB for a haplotype block file. This reduced file size is what allowed 

us to generate and store 28,000 total independent GWAS simulations (500 each for 56 

parameter combinations). When haplotype block ancestry is known and recorded, as is 

possible with simulations, genotypes must only be recorded once (for the ancestral 

founders). Recombinant individual genotypes can then be reconstituted by extracting 

ancestral genotypes from ancestor and base pair position indices.  

 

We simulated Hybrid Swarms through random mating over five non-

overlapping generations at a population size of 10,000. Simulations proceeded in the 

following manner: first, a subset of either 32 or 128 founders was selected. Then, of 

that founder subset, 10,000 individuals were sampled with replacement. All possible 

founders were chosen with equal probability, and were assigned male or female sex 

with a 1:1 ratio, where sex was determined by the presence of a designated sex 
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chromosome. Sexual reproduction was simulated by random sampling of recombinant 

gametes from male-female pairs. Once 10,000 recombinant progeny were generated, 

the parental generation was discarded. Reproduction continued until the F5 population 

was achieved. Recombination frequency was modeled as a Poisson process with an 

expected value � = Σ(�������) per chromosome. For simulations of D. melanogaster 

populations based on DGRP chromosomes, recombination occurred only in females, 

with recombination frequency and position based on values from Comeron et al (2012). 

For populations founded by simulated haplotypes, recombination occurred in both 

sexes, with recombination occurring uniformly across each chromosome 

(Supplemental Figure S1).  

 

Simulating and Mapping Sequencing Data 

We used wgsim (Li 2011) to generate simulated reads. To achieve a desired level 

of sequencing coverage � = 0.05 or 0.005, we generated � = (� × �)/(2 × �) reads 

per chromosome, with read length � = 100 bp and chromosome length � bp. We 

specified a base error rate of 0.001 and an indel fraction of 0. Remaining wgsim 

parameters were left as default. 

 

We assembled paired-end reads using PEAR (Zhang et al. 2014) and separately 

aligned the assembled and unassembled groups to a reference genome with bwa 0.7.14 

using the BWA-MEM algorithm (Li 2013). Reads from DGRP-derived populations 

were mapped to the D. melanogaster reference genome v5.39, and reads from coalescent-

derived populations were mapped to their respective simulated reference genomes. 

After converting mapped reads to compressed BAM format with samtools 1.3.1 (Li et al. 

2009), we removed PCR duplicates with Picard tools 2.0.1 (Broad Institute 2015a). 

 

Most Likely Ancestors Selection 

To make chromosome reconstructions in the hybrid swarm computationally 

tractable (Figure 1), we developed a method of accurately selecting a subset of most 
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likely ancestors for any single chromosome. We then used that ancestor subset to 

reconstruct haplotype blocks using the RABBIT package (Zheng et al. 2015) in 

Mathematica. RABBIT operates as a Hidden Markov Model (HMM) using the Viterbi 

algorithm to return the most likely series of parental combinations (hidden states) 

across the genome (SNP positions) given the observations (sequenced alleles). For 

every position in the genome, the Viterbi algorithm evaluates relative likelihoods of 

transitioning to any possible hidden state. Because the hidden states in our case are 

ancestor combinations, there will be (�� + �)/2 combinations of � haplotypes to 

evaluate at every site. This number of evaluations is tractable at smaller values of � but 

grows at a quadratic rate. For example, increasing the number of founding haplotypes 

from 8 to 128 is a 16-fold increase in haplotypes, but it would incur orders of magnitude 

increases in computational effort (Figure 1). Thus, in order to make reconstructions in 

RABBIT computationally tractable for hybrid swarm individuals, it is necessary to 

identify a subset of founders that accurately includes the true ancestors contributing to 

any given chromosome. 

 

We used the software package HARP (Kessner et al. 2013) to rank the 

population founding lines based on likelihood of being a true ancestor of a 

chromosome to be reconstructed. HARP was originally developed to estimate 

haplotype frequencies from pooled sequence data, and we co-opted it to assess relative 

likelihood that any founder contributed to a genomic window. We ran HARP with 

non-overlapping 100 kb windows with a minimum frequency cutoff 0.0001, producing 

output which can be visualized as a heat map of ancestor likelihood across the 

chromosome. A custom R script analyzed this HARP output and ranked all possible 

founders in terms of likelihood of contribution for a given chromosome. Briefly, a 

chromosome-wide significance threshold was calculated, e.g. the 95% or 99% quantile 

of all likelihoods across all founders and all chromosome windows. Then, every 

potential ancestor for each 100 kb window was classified as falling above or below this 

threshold. Founding lines were then ranked in descending order of the number of 
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windows passing the threshold. We examined two measures of effectiveness for this 

method across a range of quantile threshold values (90%, 95%, 99%, and 99.9%) when 

selecting up to a maximum number of most likely ancestral haplotypes. The first 

measure is the number of true ancestral founders excluded; the second measure is the 

fraction of the chromosome derived from ancestors missing from the selected subset. 

 

Chromosome Reconstruction with RABBIT 

We used the MAGIC reconstruct method of the Mathematica package RABBIT 

(Zheng et al. 2015) to perform chromosome reconstructions, which has been shown to 

be accurate for genotype estimation at sequencing coverage at 0.05X  for a variety of 

multiparent populations (Zheng et al. 2018). RABBIT requires three inputs: observed 

genotypes in the individual being reconstructed; map distance (in cM units) of the same 

loci; and genotypes for the potential ancestors at those same loci. For DGRP-derived 

simulated populations, we specified map distance based on values reported by 

Comeron et al. (2012) by performing linear interpolation of cumulative map units (cM) 

as a function of base pair position. For populations derived from simulated haplotypes, 

we used a linear function of 37.5 cM over each 25 Mb chromosome. To specify 

genotype information, we first counted reference and alternate reads using the Genome 

Analysis Toolkit ASEReadCounter (Broad Institute 2015b). Because it is not possible to 

make confident homozygote genotype calls from low coverage sequencing data where 

most sites are observed only once or twice, we only included diploid genotype 

observations for sites where both reference and alternate alleles were observed. As 

RABBIT allows for an ambiguous allele character, for all sites where only reference or 

alternate reads were observed (but not both), we included one ambiguous allele. 

 

To minimize memory and runtime requirements, we included at most 5,000 

SNPs per chromosome, selected for maximum ancestor-discerning information 

content. If an observed (sequenced) allele is common, it will only slightly narrow down 

the possibility of ancestors. If a sequenced allele is rare—at the most extreme, unique 
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to one individual—it provides greater information from which founder that site is 

derived. Thus, we designate information-rich sites as those where the frequency of the 

sequenced allele is the lowest with respect to the pool of most likely ancestors. In order 

to sample sites with high information content spread throughout the chromosome, we 

used an iterative approach. First, we included all heterozygous sites (i.e. where reference 

and alternate alleles are both observed). Then, 10% of all SNPs were randomly 

sampled, and we retained up to the top 0.2% most informative sites, repeating the 

random sampling and retention until we designated 5,000 SNPs. 

 

We ran RABBIT independently for each chromosome using the Viterbi 

decoding function under the joint model, with all other RABBIT parameters left at 

default. RABBIT output was converted to a phased chromosome haplotype map, 

which we then used to extract and concatenate genotype information from a VCF file 

containing founder genotypes. To calculate genotype reconstruction accuracy, we first 

imported true (simulated) and estimated (reconstructed) genotypes using a custom R 

script. We measured the fraction of all remaining sites where the estimated diploid 

genotype is identical to the originally simulated diploid genotype, excluding fixed sites 

with respect to the founding haplotypes, and excluding any sites with missing genotype 

information. Because male individuals do not possess two copies of the sex 

chromosome, we only evaluated accuracy for autosomes. 

 
To measure accuracy of estimated frequency of recombination events, true and 

estimated recombination counts were first summed over both copies of each 

chromosome in a simulated individual. This removed the possibility of introducing 

error by comparing the wrong copies of chromosomes. Only detectable recombination 

events were considered, i.e. those that did not occur between homologous haplotypes. 

We then used the epi.ccc function of the R package epiR (Stevenson 2018) to calculate 

Lin’s concordance correlation coefficient (�) between the true and estimated 

recombination counts.  
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Modeling Computational Complexity of Chromosome Reconstruction 

To estimate the rate at which computational requirements grows with data 

input, we performed chromosome reconstructions with varying numbers of potential 

founders and markers (SNPs). This allows us to extrapolate the runtime and memory 

for performing the most resource intensive chromosome reconstructions (i.e. those 

with > 40 founding lines). To generate runtime and memory usage data, we performed 

900 reconstructions using varying sizes of RABBIT input for a single example 

individual 2L chromosome. Reconstructions included the four true ancestors of the 

simulated individual, plus 0 to 32 additional haplotypes (for a total of between 4 and 

36 founders, in steps of 4) and a random selection of marker SNPs (between 500 and 

5000 in steps of 500). Ten replicates, each with a unique random set of SNPs, was 

conducted for each combination of � founding lines and � SNPs using a single core 

on the University of Virginia computing cluster, with total runtime and peak memory 

usage as reported from the SLURM workload manager (CPUtime and MaxRSS, 

respectively). We then modeled the mean runtime and memory usage (averaged across 

10 replicates per parameter combination) as a function of number of founding lines 

and number of SNPs fed into RABBIT. For runtime, simulations involving 8 or fewer 

founding lines were omitted from the regression model because they ran too quickly 

to resolve non-zero runtime. Memory was modeled as ������(��) = 7.367 ×

10�� × ���  +  0.0316, while runtime was modeled as �������(�������) =

[1.189 × 10�� × ��  + 1.038 × 10�� × ��� + 2.649 × 10�� × �]�. 

 

Simulated GWAS 

We performed GWAS on mapping populations produced by random sampling 

and permutation of the previously-described forward-simulated populations. Although 

the forward simulator we developed is efficient, it would not have been 

computationally feasible to simulate 500 fully independent mapping populations (per 

parameter combination) in a reasonable amount of time. Instead, we generated ten 

independent forward-simulated populations, and for each of those, generated fifty 
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randomly permuted subsets (Figure 2). For a single simulated mapping population, we 

began by sampling (with replacement) a random subset of 5,000 individuals, out of 

10,000 total individuals generated by forward-simulation. Then, we performed a 

permutation of haplotype ancestry with a new, randomly-ordered (equally sized) subset 

of founders. The permutation of ancestry was one-to-one, e.g. all haplotype blocks that 

were previously derived from founder X would be translated to founder Y, and blocks 

previously derived from Y would in turn be mapped to founder Z. 

 

In addition to Hybrid Swarm populations, which we ran through the simulated 

sequencing and mapping pipeline, we generated four additional types of mapping 

populations for comparing GWAS performance: Highly outbred (F50) populations, 

similar to sampling wild individuals; Inbred Lines (ILs), similar to mapping with the 

DGRP); and Recombinant Inbred Lines (RILs), similar to mapping with the DSPR. 

 

The ��� populations were generated in same manner as the Hybrid Swarm, 

except for  fifty non-overlapping generations of recombination instead of five 

generations. The ten resulting forward-simulated populations were resampled and 

permuted as we did with the Hybrid Swarms. 

 

We simulated ten initial sets of 800 RILs using the same forward-simulator as 

previously described, each initialized with a random subset of eight DGRP haplotypes. 

Populations randomly recombined at a population size of 10,000 for fifty non-

overlapping generations, after which 800 random male-female pairs of individuals were 

isogenzied through 25 generations of full-sibling mating. This scenario roughly 

corresponds to the Drosophila Synthetic Population Resource (King et al. 2012a). For 

computational simplicity, after the 25 generations of isogenization we removed any 

remaining residual heterozygosity by forcing the identity of a second chromosome copy 

to be identical to the first copy. We then sampled 5,000 draws (with replacement) of 

the 800 RILs followed by ancestry permutation as described above.  
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To simulate GWAS on Inbred Lines, no forward-simulation was necessary. For 

a single simulated population, we first randomly selected 128 DGRP lines with high 

coverage and low levels of heterozygosity as the set of founders. Then, those 128 lines 

were randomly sampled with replacement 5,000 times. As with hybrid swarm and RILs, 

for any parameter combination we generated a total of 500 mapping populations. 

 

Phenotypes were modeled as probabilistic assignment to a case or control group 

dependent on allele dosage at a purely additive single SNP.  We designated a causal 

locus as a random autosomal biallelic SNP segregating within 0.5% of a desired minor 

allele frequency (50%, 25%, and 12.5%). We modeled SNPs at 5% and 10% percent 

variation explained (PVE), where reference allele homozygotes were assigned to the 

case group with probability 50% − ���/2, and alternate allele homozygotes were 

assigned to the case group with probability 50% + ���/2. Heterozygotes were 

equally likely to be assigned case and control. 

 

To perform many replicates of GWAS for many parameter combinations, we 

performed a simple 2 test of independence for reference and alternate allele counts 

between case and control groups. To do so most efficiently, we developed a method 

of aggregating allele counts that uses a haplotype map table in conjunction with a single 

table of founder genotypes (Figure 2). Briefly, haplotype table breakpoints across all 

individuals were sorted in ascending order. When iterating through ascending unique 

start and stop positions, between any pair of breakpoints, all SNPs will be comprised 

of the same number of each founding haplotype. Haplotype IDs could then be counted 

and sorted in the same column position order as the table containing polarized allele 

status (-1 for alternate, +1 for reference). Multiplying the genotype table by the 

haplotype count vector results in final allele counts, polarized negative for alternate 

alleles and positive for reference alleles. For inbred mapping populations, we corrected 

for non-independent allele draws by dividing the 2 value by two. 
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To describe the accuracy of simulated GWAS, we measured the likelihood of 

including a locus that is near the causal site when considering a set of the top N most 

significant SNPs. Here, ‘near’ is defined as either exact-SNP resolution, or within 1, 10, 

or 100 Kb.  In the case of 1 kb precision, we first consider the set of SNPs +/- 1 kb 

from the most significant locus (greatest chi-square statistic). Then, we consider the 

second set of SNPs as those within +/- 1 kb of the most significant locus outside of 

the window already accounted for. This selection of significant clusters was repeated 

iteratively for the top 25 regions, for window sizes of 0 (exact SNP resolution), 1 kb, 

10 kb, and 100 kb.  

 

We calculated genomic inflation factor (GIF, �����) as the value of 

���������
� /���������

�  with two degrees of freedom. Because GIF increases with sample 

size, we performed a correction to report the level of GIF expected with a sample size 

of 1,000 case and 1,000 control individuals (Freedman et al. 2004). 

 

Assessing counts of variable sites at appreciable frequency in the DGRP 

There is a reduction in power to detect associations with alleles segregating at 

low minor allele frequencies. When a population is founded by N lines, any SNP will 

be segregating at a relative frequency of at least 1/N, given that the SNP is not fixed 

within the population and haplotypes are equally represented. We counted the number 

of sites on a given chromosome arm segregating above a minor allele frequency 

threshold of MAF = (0.05, 0.125, and 0.25) for random draws (without replacement) 

when sampling N = (2, 4, 8, 16, 32, 64, 128) haplotypes of the 129 included DGRP 

lines We performed this sampling 20 times for each chromosome arm. 

 
 
 

Results 

Computational Complexity of Chromosome Reconstruction 
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To determine reasonable limits for numbers of SNPs and haplotypes used for 

chromosome reconstruction with RABBIT, we modeled peak memory usage and 

runtime across a range of input sizes. Peak memory grew linearly with number of SNPs 

used, and at a greater-than-linear rate with haplotypes (Figure 1A, ������ =

7.367 × 10�� × ���  +  0.0316),  � = 3.534 × 10�, �� = 1 & 88,  �� = 1). The 

runtime of RABBIT increased at a greater-than-linear rate for both number of SNPs 

and number of haplotypes, though the N parameter dominates (Figure 1B, 

������� = [1.189 × 10�� × ��  + 1.038 × 10�� × ��� + 2.649 × 10�� × �], 

� = 4.316 × 10�, �� = 3 & 67, �� = 0.9995). These models allowed us to estimate 

resource requirements at greater numbers of haplotypes (Figure 1, C & D) which would 

be unfeasible to measure empirically. 

 
Most-Likely-Ancestor Selection 

To reduce computational requirements of haplotype reconstructions with 

RABBIT, we developed and evaluated an algorithm for selecting a minimum 

representative set of Most-Likely-Ancestors (MLAs) for chromosome reconstruction. 

We found a HARP threshold of 0.99 (see methods) discerned a minimal subset of 

founding lines that tended to include a given chromosome’s true ancestors (Figure 3). 

At this threshold, outcomes became asymptotic at the computationally tractable cap of 

16 founding lines (Figure 1). Thus, we performed chromosome reconstruction using 

up to 16 most-likely-ancestors as inferred with a HARP threshold of 0.99.  

 

In all cases, decreasing the HARP threshold from 0.95 to 0.90 further reduced 

chromosome representation while increasing the number of extraneous founding lines 

selected for reconstruction. While a higher HARP threshold of 0.999 yielded the 

smallest and most computationally tractable set sizes of MLAs (N�=2.4-3.5), the strict 

threshold excluded true ancestors, resulting in a set that is least representative of 

chromosomes to be reconstructed. For 128-founder populations, a threshold of 0.999 

failed to identify founders constituting an average of 3.33% and 13.9% of 
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chromosomes for DGRP- and Coalescent-founded populations, respectively. In 32-

founder populations, the 0.999 threshold missed founders representing an average of 

15.5% and 29.7% of chromosomes from DGRP- and Coalescent-founded 

populations, respectively.  

 

Populations simulated with genetic variation derived from coalescent models 

described above included the parameters �� = 10� and � = 5 × 10��. The 

effectiveness of most-likely-ancestor selection for populations modeled across 

extended values of �� and  � is shown in supplemental Figures S2 and S3, respectively. 

Similarly, the number of most-likely-ancestors chosen for reconstruction in RABBIT 

are shown in Figures S5 and S6. 

 

Selected MLA set size is described in Figure S5 for 32-founder populations and 

Figure S6 for 128-founder populations. Ancestor selection effectiveness for DGRP-

derived populations at two levels of sequencing coverage (0.005X and 0.05X) is shown 

in supplemental Figure S4, and the corresponding number of most-likely-ancestors 

chosen for reconstruction are shown in supplemental Figure S7. 

 

Reconstruction Accuracy 

Chromosome reconstruction of simulated F� Hybrid Swarm genomes at 0.05X 

sequencing coverage yielded highly accurate genotype estimates (Figure 4). The median 

percent of sites with correctly estimated genotypes was greater than 99.9% whether the 

population was founded by 32 or 128 founding lines for either DGRP or coalescent 

(N� = 10� and μ = 5 × 10��) haplotypes. We additionally report reconstruction 

accuracy in coalescent-derived populations across a range of N� and  μ values in 

supplemental Figure S8. 

 

For simulations founded by DGRP lines, 80.5% of reconstructed chromosomes 

from 32-founder populations exhibited > 99.9% accuracy, with the remaining 19.5% 
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of reconstructions contributing to a long tail with a minimum of 84.37%. Increasing 

the number of founding lines to 128 resulted in genotype accuracy above 99% for all 

cases (minimum: 99.4%), with 83% of reconstructed chromosomes achieving greater 

than 99.9% accuracy.   

 

Although median accuracy for coalescent-derived populations was equivalent 

to that of DGRP-derived populations (99.9%), coalescent-derived populations with 32 

founders exhibited a greater number of low-accuracy reconstructions. While 82.5% of 

simulations with 32 coalescent haplotypes were at least 99% accurate, the remaining 

17.5% of reconstructions contributing to a long tail with a minimum accuracy of 59.7%. 

Increasing the number of founding lines to 128 resulted in 96.3% of simulations being 

greater than 99% accurate, with a minimum accuracy of 89.6%. 

 

The number of recombination events estimated from chromosome 

reconstruction was most accurate for populations founded by 128 lines (Table 1). 

Reconstructions of DGRP- and Coalescent-derived chromosomes yielded 

recombination count estimates that were 98.6% and 95.6% concordant with their 

respective true recombination counts (Lin’s concordance correlation coefficient, �). 

When populations were founded by 32 lines, recombination count estimates were more 

inaccurate, with DGRP- and Coalescent-derived reconstructions achieving 50.2% and 

75.9% concordance with their respective true recombination counts. For 32-founder 

populations, DGRP-derived reconstructions tended to slightly overestimate 

recombination counts, while the same counts were underestimated for coalescent-

derived populations. 

 

Simulations that inferred an unlikely high number of recombination events 

tended to exhibit reduced accuracy (Figure 4). All DGRP-derived simulated individuals 

(of 1600 total) exhibited ≤ 8 recombination events, and all but three coalescent-derived 

simulated individuals (7197 of 7200 total) exhibited ≤ 9 recombination events. 
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Accordingly, we considered any reconstructions to be ‘hyper-recombinant estimates’ if 

the inferred recombination count is greater than 8 for DGRP-derived populations or 

greater than 9 for coalescent-derived populations. 

 

At 0.05X sequencing coverage, hyper-recombinant estimates did not occur for 

128-founder populations, and only rarely resulted from 32-founder populations. 

Within DGRP-derived 32-founder populations, reconstructions with hyper-

recombinant estimates were below the sixth percentile of genotype accuracy (N=6/400 

simulations, genotype accuracy range=92.8%-98.8%). For coalescent-derived 32-

founder populations, reconstructions estimated as hyper-recombinant fell in the 

bottom 9% of genotype accuracy (N=3/400 simulations, genotype accuracy range = 

92.1%-95.6%). Although hyper-recombinant estimates always fell in the bottom 10% 

of accuracy, the least accurate reconstructions were not hyper-recombinant. For 

coalescent-derived 32-founder populations, 4.25% (17/400) of reconstructions 

without hyper-recombinant estimates exhibited lower genotype accuracy than the least 

accurate hyper-recombinant simulation (range = 59.7%-92.1%). Similarly, for DGRP-

derived 32-founder populations, 2.5% (10/400) of reconstructions without hyper-

recombinant estimates exhibited lower genotype accuracy than the least accurate hyper-

recombinant simulation (range = 82.3%-92.8%).   

 

Reducing sequencing coverage by an order of magnitude from 0.05X to 0.005X 

resulted in more frequent hyper-recombinant reconstruction estimates, though overall 

median genotype accuracy remained above 99% (Figure S9). Hyper-recombinant 

reconstructed chromosomes exhibited genotype estimates with accuracy below 99%, 

while the remaining simulations (with lower recombinant counts) achieved above 99% 

genotype accuracy. For populations founded by 32 DGRP lines and sequenced at 

0.005X coverage, 14% of simulations produced hyper-recombinant estimates 

(N=56/400), of which only 26.8% (N=15/56) surpassed 99% genotype accuracy 

(median=98.5%). The remaining 86% of simulations (N=344/400) that were not 
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hyper-recombinant retained greater accuracy, with 89% of simulations resulting in at 

least 99% genotype accuracy (median=99.5). Increasing the number of founding 

DGRP lines from 32 to 128 at 0.005X coverage failed to eliminate hyper-recombinant 

estimates. With 128 founding lines, 14.5% of simulations were hyper-recombinant 

(N=58/400), of which 24.1% (N=14/58) surpassed 99% genotype accuracy 

(median=98.6%). The 85.5% of simulations that were not hyper-recombinant 

(N=342/400), exhibited accurate genotype estimates, with 86.5% (296/342) of 

simulations achieving over 99% genotype accuracy (median=99.6). 

 

GWAS Simulation Accuracy 

To report the power of a GWAS, we must first define a “true positive” result. 

Consider a putative SNP identified by GWAS that is 50 kb from the causal SNP. Such 

a result would be considered a false positive if the aim is to identify the exact 

responsible nucleotide, but may be a true positive with respect to identify an associated 

gene. To cover both use cases, we describe a true positive in terms of both SNP-level 

resolution (requiring an exact base-pair match), or region-level resolution (allowing for 

tolerance up to 100kb between putative hits and the causal SNP). Additionally, it is 

unrealistic to simply evaluate the single top result of a GWAS. Rather, a set of candidate 

loci may be chosen for follow-up evaluation in confirmatory studies, and the 

probability of including the causal SNP will increase as a greater number of putative 

SNPs are evaluated. Most distinct changes in GWAS power occurred when including 

between most significant to top 10 most significant candidate loci, after which power 

increased at a reduced rate, if an asymptote was not already reached.  

 

The estimated power of GWAS using a specific type of mapping population, 

i.e. the fraction of simulations with a true positive, is shown in Figure 5. For simplicity, 

we focus on GWAS power when including the top 10 most significant candidate loci—

a reasonable number of putative sites that may be investigated in follow-up studies.  
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�� Hybrid Swarms founded by either 32 or 128 founding lines exhibited nearly 

equivalent power compared to ��� outbred populations across all parameter 

combinations. For common alleles, i.e. those segregating at 50% frequency, all outbred 

populations achieved approximately 50% power to identify a causal variant with SNP-

level precision, and 70% power at the gene-level. Both inbred populations were highly 

effective at detecting associations at the gene-level (99% and 99.8% for ILs and RILs, 

respectively). SNP-level power lower than gene-level power for RILs (75.4%), but only 

marginally reduced for inbred lines (97.4%).  

 

Power to detect associations is reduced when the causal allele is rare (segregating 

at 12.5% frequency). For such rare alleles, the gene-resolving power of ILs drops by 

nearly half (to 54.8%), while RILs maintained high power (81.8%). All outbred 

populations exhibited approximately 20% power to detect rare alleles at the gene-level. 

Inbred lines were the sole frontrunner for identifying low frequency alleles with SNP-

level resolution (37.2%), followed by 128-founder Hybrid Swarm (10.8%),  ���outbred 

(8.2%), 32-founder Hybrid Swarm (6%), and RILs (3.2%). 

 

GWAS Genomic Inflation Factor 

If individuals are assigned to case and control groups with equal probability, 

then the resulting �� statistics should follow the expected distribution. If individuals 

are not sorted into groups randomly, i.e. allele state at a causal SNP dictates nonrandom 

group assignment, then �� values for that SNP should be inflated to some extent. 

Nonrandom associations between a causal SNP and other loci can inflated test statistics 

across a chromosome, or across a whole genome. The genome-wide inflation factor 

(�) can be expressed as the ratio of observed and expected median �� values (Figure 

6). Because our simulations model a single causal SNP, � is a reflection of greater-than-

chance associations arising due to linkage with the causal SNP being modeled, which 

can serve as a proxy for false positive rate. 
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Because the median expected �� statistic increases with sample size, we report 

�����, a sample-size-corrected value that is comparable across studies (Freedman et al. 

2004). We calculated � as aggregated across three groups: linked, including only the 

autosome arm containing the causal SNP; unlinked, including the unlinked autosome 

that doesn’t contain the causal SNP; and autosomal, for all sites across both autosomes 

two and three 

 

Inflation factor measured across autosomes two and three was greatest for ILs, 

followed by 32-founder Hybrid Swarm, RILs, 128-founder Hybrid Swarm, and ��� 

Outbred populations. This order was observed whether the causal allele was common 

or rare, though with reduced values of � at the lower allele frequency (Figure 7).  

 

Only inbred populations displayed inflation on unlinked autosomes. When the 

causal allele is common (50% frequency), inflation on unlinked sites was greater for 

Inbred lines (median � = 1.17, ������������� ����� �� ��� = 0.11) than for 

RILs (� = 1.02, ��� = 0.07). There was no inflation for unlinked chromosome in 

outbred populations, where � = 1.0 with varying degrees of dispersion (��� =

0.10, 0.06 and 0.03, respectively, for 32-founder HS, 128-founder HS, and  

��� outbred populations). Unlinked sites remained inflated for ILs even when the 

causal allele was rare (� = 1.07, ��� = 0.09). Distributions for � across an extended 

range of autosome groups, PVE and allele frequencies are shown in Figure S11. 

 

When we dissociated phenotype from genotype with purely random case-

control assignment (i.e. PVE was set to 0% in our simulations), � was centered at 1.0 

for all populations. ��� outbred populations exhibited the lowest dispersion (��� =

0.02), followed by 128-founder Hybrid Swarms (��� = 0.04), RILs (��� = 0.06), 

and 32-founder Hybrid Swarms or ILs (��� = 0.07 each). 
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Frequency of sites segregating at appreciable frequency 

The number of SNPs segregating amongst DGRP haplotypes with at least a 

given MAF strongly depends on the haplotype subset count for a given population 

(Figure 8). If only considering SNPs segregating at or above a frequency of 12.5% on 

chromosome arm 2L, a population founded by 8 lines will yield approximately twice as 

many SNPs compared to a population founded by 128 lines (N=8 lines yields a median 

of 140K SNPs; N=128 lines yields a median of 71k SNPs). If the minimum MAF 

threshold is instead set to 5%, then populations with a greater number of lines exhibit 

a greater number of SNPs—with a maximum number of segregating sites with N=16 

lines (median of 231.6k SNPs), nearly as many for 128 lines (median of 194k SNPs), 

and  fewer for N=8 lines (median of 133k SNPs). 

 
Discussion 

Herein, we modeled the feasibility and statistical properties of genome-wide 

association mapping using the Hybrid Swarm, an outbred population derived from 

limited and random outcrossing of an arbitrary number of founding strains. We show 

that it is possible to accurately reconstruct whole genomes from Hybrid Swarm 

populations using ultra-low coverage sequencing data (Figure 5). Genome-wide 

association mapping using the Hybrid Swarm approach performs as well as mapping 

in highly outbred ��� populations in a case-control GWAS framework (Figures 6, 

Supplemental Figure S10). While mapping using the Hybrid Swarm approach generally 

has reduced power compared to mapping using inbred lines (as would any outbred 

population in general) a limited number of generations of recombination reduces false 

positives arising from long-distance linkage disequilibrium present in founding strains 

(Figure 7, Supplemental Figure S11). Together, our results demonstrate the feasibility 

and potential of using the Hybrid Swarm approach for generating and genotyping 

outbred mapping populations in a cost-effective and computationally efficient manner 

(Figure 1).  
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Benefits of the Hybrid swarm Approach 

The Hybrid Swarm approach is applicable to a wide variety of organisms and 

experimental designs, conferring potential benefits over inbred reference panels. These 

benefits are realized in three primary ways by: (1) allowing researchers to address 

questions that require heterozygotes; 2) reducing labor and the influence of cage effects 

with random mating in a common environment; and 3) breaking down population 

structure when incorporating individuals from divergent populations. These benefits 

are possible due to the ability to reconstruct genomes accurately and in a cost-efficient 

manner for a large number of individuals.  

 

Note that the Hybrid Swarm method is not limited to populations founded by 

inbred lines, as the technique can be applied to populations where phased genomes are 

available for all outbred founders. Research systems without inbred reference panels 

can thus make an up-front investment of fully phasing founder genomes to realize 

downstream savings of reconstructing progeny from low-coverage sequencing data. 

Due to the relative ease of generating phased genomes from a variety of long-read 

sequencing technologies (Pollard et al. 2018), the Hybrid Swarm method may enable 

association mapping in a wide variety of organisms. 

 

One clear difference between inbred and outbred mapping populations is the 

presence of heterozygotes. On the one hand, the presence of heterozygotes in outbred 

populations decreases power to detect association relative to inbred lines for an additive 

allele with a given effect size (Figure 6, Supplemental Figure S10). However, the 

reduced statistical power of association mapping in outbred populations may be 

ameliorated by reduced inbreeding depression and by the ability to assess the 

heterozygous effects of alleles.  

 

The ability to assess heterozygous effects of alleles will provide valuable insights 

into several interesting aspects of biology, such as the nature of dominance and the 
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identity of regulatory polymorphisms. An increased understanding of dominance 

relationships and regulatory polymorphisms is important for advancing our 

understanding of quantitative trait variation and evolution. For instance, several 

theoretical models have shown that context dependent dominance of quantitative 

fitness traits can underlie the stable maintenance of polymorphisms subject to 

seasonally variable (Wittmann et al. 2017) or sexually antagonistic (Connallon and 

Chenoweth 2019)  selection. The ability to efficiently map loci with context dependent 

dominance relationships will aid in the understanding of the stability and abundance of 

polymorphisms maintained by these forms of balancing selection. Regulatory 

polymorphisms are known to underlie genetic variation and play an important role in 

local adaptation (King and Wilson 1975; Andolfatto 2005; Kopf et al. 2015; 

Nourmohammad et al. 2017). Because the Hybrid Swarm approach can be used in a 

variety of organisms, it is a promising design to identify cis-eQTL, promoting our 

generalized understanding of regulatory evolution. 

 

The Hybrid Swarm approach allows a mapping population to be propagated as 

a single large outbred population via undirected crossing. This design confers benefits 

over alternatives of either rearing inbred lines separately or performing controlled 

crosses. First, a single population reduces the influence of random block effects 

associated with rearing families or closely related individuals in separate enclosures or 

defined areas. Second, random outbreeding of a single population requires less labor 

effort compared to performing controlled crosses or separate serial propagation of 

inbred lines. One drawback of the randomly outbred method is susceptibility to genetic 

drift, and subsequent loss of a subset of haplotypes. The distribution of haplotypes can 

also be skewed by line-specific differences in fitness or fecundity, with such differences 

being observed for DGRP lines (Horváth and Kalinka 2016).  

 

To attenuate haplotype dropout, it may be prudent to seed Hybrid Swarm with 

a large population of �� hybrids produced by round-robin crosses. The  �� population 
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would then be followed by four generations of random outbreeding. Initial seeding 

with round-robin  ��s would also attenuate the impact of drift due to aforementioned 

line-specific differences in fitness or fecundity. 

 

Recombination between lines in the Hybrid Swarm approach allows for greater 

dissection of functional polymorphisms segregating between populations with distinct 

genetic structure—nonrandom patterns of genetic variation within or between 

populations. If an association study incorporates haplotypes from multiple distinct 

source populations, causal variants would segregate along with other linked variants. 

Thus, in order to address questions related to local adaptation, it is necessary to 

minimize the influence of linked non-causal loci in association studies.  While 

corrections due to relatedness can reduce the type I error rate (Yu et al. 2006), genetic 

structure would be further reduced by increased numbers of founding haplotypes and 

increased generations of recombination. Reduction in population structure in the 

Hybrid Swarm is evidenced by genome-wide inflation λ in inbred lines even on 

chromosomes physically unlinked to a simulated causal SNP, whereas five generations 

of recombination was sufficient to reduce this inflation (Figure 7). 

 

The Hybrid Swarm method is similar but distinct from advanced intercross 

population (AIP) design (Mackay and Huang 2018), another option for heterozygous 

mapping populations. With an AIP, few lines (e.g., 8) are crossed for many generations, 

as opposed crossing dozens to hundreds of lines for few generations. The choice to 

use an AIP or hybrid swarm population will influence the number of SNPs segregating 

at or above a desired minor allele frequency (Figure 8). In order for an association test 

to detect a causal variant with single-nucleotide precision, that variant must not be fixed 

within the population, and must be segregating above a minor allele frequency required 

to detect phenotypic association at a given effect size and sample size. If sample size 

precludes sites segregating at a minor allele frequency below 1/8, then a population 

founded by 8 haplotypes would yield the greatest number of variants. If power is 
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sufficient to detect association with alleles segregating above a frequency of 5%, then 

populations founded by 16+ lines would yield a greater number of variants. In cases 

where only few founding haplotypes are available, an AIP may be necessary, as the 

breakup of linkage disequilibrium can only be accomplished with many generations of 

crosses instead of leveraging greater haplotype diversity.  

 

Computational Considerations 

The simulations conducted for this analysis were made feasible by three primary 

innovations. First, the haplotype block file format allowed us to leverage information 

redundancy between related individuals and store highly compressed, lossless genotype 

information. With nearly 1/2000th the file size of a compressed VCF file, haplotype 

block files greatly reduced both the disk storage footprint and time required for disk 

write operations. Second, instead of performing forward-in-time simulations for every 

single iteration, permuted subsets of simulated populations allowed for more rapid 

GWAS simulations. The format of haplotype block files facilitated permutations of the 

ancestry contained within a population’s mosaic haplotypes, generating novel 

population genetic structure while preserving the forward-simulator’s influence of drift 

and meiotic recombination. Third, instead of extracting site-specific genotypes for 

every individual, we decreased the number of computational operations by performing 

aggregate counts across all sites between adjacent recombination events in the 

population. 

 

�� hybrid swarm populations performed equivalently to ��� outbred population 

in a case-control GWAS framework. This is likely owed to the large number of unique 

haplotypes within the Hybrid Swarm population, reducing the influence of long 

distance LD, and in turn reducing false positive GWAS hits. One interpretation is that 

only slightly recombinant populations are sufficient representations of highly outbred 

(or wild) populations in a GWAS framework. Inbred populations did exhibit greater 

power than outbred populations for identifying a causal locus, although this result is to 
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be expected. Because we simulated a purely additive trait for which heterozygotes are 

equally likely to be assigned to either case or control group, heterozygotes contribute 

no statistical signal of association. Accordingly, for a causal allele segregating at 50% 

frequency, sample sizes for any outbred populations will be effectively half that of an 

inbred population.  

 

Applying the Hybrid Swarm approach  

At minimum, the Hybrid Swarm approach requires a sequenced set of 

individuals for founding a recombinant population. Although our simulations 

presented here were conducted with inbred founding lines, genome reconstructions 

can similarly be performed with any phased genomes. For example, 16 phased outbred 

founders could be treated as 32 independent haplotypes. Phased genomes are 

becoming increasingly accessible with the advent of long-read sequencing platforms 

and phasing software, allowing this technique to be applied to even more systems. 

Optionally, a recombination rate map for the population can be provided, otherwise 

recombination is assumed to occur with equal user-defined probability across any 

chromosome. 

 

As a first step, power analyses using our rapid association test simulation 

pipeline will inform choices of sample size and mapping population design (Figure 3). 

After determining a feasible sample size for a given SNP of minimum percent variation 

explained, researchers can evaluate the accuracy of low-coverage chromosome 

reconstructions for a simulated proposed mapping population. Note that while we 

performed association tests in a case/control framework, the relative power of the 

Hybrid Swarm is expected to be the same for quantitative traits, which could garner 

additional power from sampling individuals from phenotypic extremes (D. Li, 

Lewinger, Gauderman, Murcray, & Conti, 2011). 
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For our simulations, we parameterized chromosome reconstructions using a 

maximum of � = 16 MLAs and � = 5000 SNPs, which required less than 3 GB of 

memory and completed in under 5 minutes on a single core. However, these values 

may not be ideal for all mapping population designs or organism systems. It may be 

necessary to select greater number of MLAs prior to reconstruction if haplotypes are 

difficult to differentiate due to being less divergent (i.e. exhibiting lower ��) than those 

simulated here. For example, reconstruction accuracy was low for coalescent-derived 

mapping populations modeled with � = 4 × 10��, which may reflect those of C. 

elegans (Barrière and Félix 2005).  Further, 5000 SNPs may be an over- or under-estimate 

of those required in other systems. Because recombination between haplotypes can 

only be inferred at sampled variable sites, SNP density directly influences how close 

inferred breakpoints will be resolved with respect to their actual position. The models 

described in Figure 1 can be used to estimate the requirements of a proposed input size 

for chromosome reconstruction. Note that runtime and memory requirement is 

dependent on the total number of SNPs used, not the length of the chromosome being 

reconstructed.  

 

To evaluate whether low coverage sequencing data will yield accurate genotype 

estimates for a given proposed mapping population, researchers can test reconstruction 

accuracy in silico. We provide a convenient forward-simulation R script for this purpose 

that generates output in the haplotype map format (Figure 2). Simulated individuals 

can then be ran through the sequencing and mapping pipeline at a desired level of 

coverage. After generating simulated mapped individuals, researchers can optimize the 

number of MLAs and HARP threshold that provide most effective MLA selection for 

their mapping population (Figure 4). This step may reveal haplotypes that are 

consistently problematic or inaccurately chosen, which can be excluded from further 

simulations (and when generating the true mapping population). Researchers can then 

conduct chromosome reconstruction using the optimized MLA selection parameters 

and evaluate whether accuracy is acceptable (Figure 5).  
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After performing chromosome reconstructions, a quality controls step may be 

applied whereby troublesome regions are masked. For example, a reconstructed 

chromosome with sequence of short recombination blocks could be masked prior to 

evaluating genotyping accuracy or performing association testing. In our simulations, 

it was surprisingly difficult to diagnose exact factors contributing to the least accurate 

reconstructions. However, these highly recombinant reconstructions still achieved 90-

99% accuracy, suggesting that accuracy may be achieved even for anomalous hyper-

recombinant individuals (Figure 5) After affirming the accuracy of simulated 

reconstructions, the optimized parameters can be applied to a genuine mapping 

population akin to the simulated one. 

 

Conclusions 

An outbred high-resolution mapping population that can be generated in little 

time is an attractive option for researchers, but such mapping populations have been 

prohibited by genotyping costs or computational requirements to impute genotypes 

from ultra-low sequencing data. Our work includes a computationally efficient 

framework for GWAS power analysis and demonstrates the feasibility of the Hybrid 

Swarm as a cost-effective method of fine-scale genetic mapping in an outbred 

population. 

 

  



71 
 

Literature Cited 

Barrière A., and M. Félix, 2005 WormBook: The Online Review of C. elegans Biology 
[Internet]. Pasadena (CA). 

Bergland A. O., H. Chae, Y.-J. Kim, and M. Tatar, 2012 Fine-Scale Mapping of 
Natural Variation in Fly Fecundity Identifies Neuronal Domain of Expression 
and Function of an Aquaporin. PLoS Genet. 8: e1002631. 
https://doi.org/10.1371/journal.pgen.1002631 

Broad Institute, 2015a The Picard toolkit 

Broad Institute, 2015b Genome Analysis Toolkit: Variant Discovery in High-
Throughput Sequencing Data 

Cheng R., J. E. Lim, K. E. Samocha, G. Sokoloff, M. Abney, et al., 2010 Genome-
wide association studies and the problem of relatedness among advanced 
intercross lines and other highly recombinant populations. Genetics 185: 1033–
1044. https://doi.org/10.1534/genetics.110.116863 

Chesler E. J., D. R. Miller, L. R. Branstetter, L. D. Galloway, B. L. Jackson, et al., 2008 
The Collaborative Cross at Oak Ridge National Laboratory: Developing a 
powerful resource for systems genetics. Mamm. Genome 19: 382–389. 
https://doi.org/10.1007/s00335-008-9135-8 

Chia R., F. Achilli, M. F. W. Festing, and E. M. C. Fisher, 2005 The origins and uses 
of mouse outbred stocks. Nat. Genet. 37: 1181–1186. 
https://doi.org/10.1038/ng1665 

Comeron J. M., R. Ratnappan, and S. Bailin, 2012 The Many Landscapes of 
Recombination in Drosophila melanogaster. PLoS Genet. 8: 33–35. 
https://doi.org/10.1371/journal.pgen.1002905 

Connallon T., and S. F. Chenoweth, 2019 Dominance reversals and the maintenance 
of genetic variation for fitness. PLoS Biol. 17: 1–11. 
https://doi.org/10.1371/journal.pbio.3000118 

Danecek P., A. Auton, G. Abecasis, C. A. Albers, E. Banks, et al., 2011 The variant 
call format and VCFtools. Bioinformatics 27: 2156–2158. 
https://doi.org/10.1093/bioinformatics/btr330 

Darvasi A., and M. Soller, 1995 Advanced intercross lines, an experimental 
population for fine genetic mapping. Genetics 141: 1199–207. 

Freedman M. L., D. Reich, K. L. Penney, G. J. McDonald, A. A. Mignault, et al., 2004 
Assessing the impact of population stratification on genetic association studies. 



72 
 

Nat. Genet. 36: 388–393. https://doi.org/10.1038/ng1333 

Horváth B., and A. T. Kalinka, 2016 Effects of larval crowding on quantitative 
variation for development time and viability in Drosophila melanogaster. Ecol. 
Evol. 6: 8460–8473. https://doi.org/10.1002/ece3.2552 

Howie B., J. Marchini, and M. Stephens, 2011 Genotype imputation with thousands 
of genomes. G3 1: 457–70. https://doi.org/10.1534/g3.111.001198 

Huang X., M.-J. Paulo, M. Boer, S. Effgen, P. Keizer, et al., 2011 Analysis of natural 
allelic variation in Arabidopsis using a multiparent recombinant inbred line 
population. Proc. Natl. Acad. Sci. U. S. A. 108: 4488–93. 
https://doi.org/10.1073/pnas.1100465108 

Huang B. E., A. W. George, K. L. Forrest, A. Kilian, M. J. Hayden, et al., 2012 A 
multiparent advanced generation inter-cross population for genetic analysis in 
wheat. Plant Biotechnol. J. 10: 826–839. https://doi.org/10.1111/j.1467-
7652.2012.00702.x 

Kessner D., T. L. Turner, and J. Novembre, 2013 Maximum likelihood estimation of 
frequencies of known haplotypes from pooled sequence data. Mol. Biol. Evol. 
30: 1145–58. https://doi.org/10.1093/molbev/mst016 

King E. G., S. J. Macdonald, and A. D. Long, 2012a Properties and power of the 
Drosophila synthetic population resource for the routine dissection of complex 
traits. Genetics 191: 935–949. https://doi.org/10.1534/genetics.112.138537 

King E. G., C. M. Merkes, C. L. McNeil, S. R. Hoofer, S. Sen, et al., 2012b Genetic 
dissection of a model complex trait using the Drosophila Synthetic Population 
Resource. Genome Res. 22: 1558–1566. https://doi.org/10.1101/gr.134031.111 

Kover P. X., W. Valdar, J. Trakalo, N. Scarcelli, I. M. Ehrenreich, et al., 2009 A 
Multiparent Advanced Generation Inter-Cross to Fine-Map Quantitative Traits 
in Arabidopsis thaliana, (R. Mauricio, Ed.). PLoS Genet. 5: e1000551. 
https://doi.org/10.1371/journal.pgen.1000551 

Krämer N., N. Ranc, N. Meyer, M. Ouzunova, C. Lehermeier, et al., 2014  Usefulness 
of Multiparental Populations of Maize ( Zea mays L.) for Genome-Based 
Prediction . Genetics 198: 3–16. https://doi.org/10.1534/genetics.114.161943 

Lack J. B., C. M. Cardeno, M. W. Crepeau, W. Taylor, R. B. Corbett-Detig, et al., 2015 
The drosophila genome nexus: A population genomic resource of 623 
Drosophila melanogaster genomes, including 197 from a single ancestral range 
population. Genetics 199: 1229–1241. 
https://doi.org/10.1534/genetics.115.174664 



73 
 

Li R., M. A. Lyons, H. Wittenburg, B. Paigen, and G. A. Churchill, 2005 Combining 
data from multiple inbred line crosses improves the power and resolution of 
quantitative trait loci mapping. Genetics 169: 1699–709. 
https://doi.org/10.1534/genetics.104.033993 

Li H., B. Handsaker, A. Wysoker, T. Fennell, J. Ruan, et al., 2009 The Sequence 
Alignment/Map format and SAMtools. Bioinformatics 25: 2078–2079. 
https://doi.org/10.1093/bioinformatics/btp352 

Li H., 2011 wgsim (short read simulator) 

Li H., 2013 Aligning sequence reads, clone sequences and assembly contigs with 
BWA-MEM 

Mackay T. F. C., S. Richards, E. A. Stone, A. Barbadilla, J. F. Ayroles, et al., 2012 The 
Drosophila melanogaster Genetic Reference Panel. Nature 482: 173–178. 
https://doi.org/10.1038/nature10811 

Mackay T. F. C., and W. Huang, 2018 Charting the genotype-phenotype map: lessons 
from the Drosophila melanogaster Genetic Reference Panel. Wiley Interdiscip. Rev. 
Dev. Biol. 7: e289. https://doi.org/10.1002/wdev.289 

MacKay T. F. C., S. Richards, E. A. Stone, A. Barbadilla, J. F. Ayroles, et al., 2012 The 
Drosophila melanogaster Genetic Reference Panel. Nature 482: 173–178. 
https://doi.org/10.1038/nature10811 

Monir M. M., and J. Zhu, 2017 Comparing GWAS Results of Complex Traits Using 
Full Genetic Model and Additive Models for Revealing Genetic Architecture. 
Sci. Rep. 7: 38600. https://doi.org/10.1038/srep38600 

Mott R., C. J. Talbot, M. G. Turri, A. C. Collins, and J. Flint, 2000 A method for fine 
mapping quantitative trait loci in outbred animal stocks. Proc. Natl. Acad. Sci. 
97: 12649–54. https://doi.org/10.1073/pnas.230304397 

Nikpay M., A. Goel, H. H. Won, L. M. Hall, C. Willenborg, et al., 2015 A 
comprehensive 1000 Genomes-based genome-wide association meta-analysis of 
coronary artery disease. Nat. Genet. 47: 1121–1130. 
https://doi.org/10.1038/ng.3396 

Paul R. Staab, Sha Zhu, Dirk Metzler, and Gerton Lunter, 2015 {scrm}: efficiently 
simulating long sequences using the approximated coalescent with 
recombination. Bioinformatics 31: 1680–1682. 

Pollard M. O., D. Gurdasani, A. J. Mentzer, T. Porter, and M. S. Sandhu, 2018 Long 
reads: their purpose and place. Hum. Mol. Genet. 27: R234–R241. 
https://doi.org/10.1093/hmg/ddy177 



74 
 

R Core Team, 2016 R: A Language and Environment for Statistical Computing 

Singh R., I. T. Lobina, M. Thomson, S. McCouch, C. Dilla-Ermita, et al., 2013 Multi-
parent advanced generation inter-cross (MAGIC) populations in rice: progress 
and potential for genetics research and breeding. Rice 6: 11. 
https://doi.org/10.1186/1939-8433-6-11 

Spencer C. C. A., Z. Su, P. Donnelly, and J. Marchini, 2009 Designing genome-wide 
association studies: Sample size, power, imputation, and the choice of 
genotyping chip. PLoS Genet. 5. https://doi.org/10.1371/journal.pgen.1000477 

Srivastava A., A. P. Morgan, M. L. Najarian, V. K. Sarsani, J. S. Sigmon, et al., 2017 
Genomes of the Mouse Collaborative Cross. Genetics 206: 537–556. 
https://doi.org/10.1534/genetics.116.198838 

Stevenson M., 2018 epiR: Tools for the Analysis of Epidemiological Data 

Wittmann M. J., A. O. Bergland, M. W. Feldman, P. S. Schmidt, and D. A. Petrov, 
2017 Seasonally fluctuating selection can maintain polymorphism at many loci 
via segregation lift. Proc. Natl. Acad. Sci. 114: E9932–E9941. 
https://doi.org/10.1073/pnas.1702994114 

Wu Y., Z. Zheng, P. M. Visscher, and J. Yang, 2017 Quantifying the mapping 
precision of genome-wide association studies using whole-genome sequencing 
data. Genome Biol. 18: 1–10. https://doi.org/10.1186/s13059-017-1216-0 

Yu J., G. Pressoir, W. H. Briggs, I. V. Bi, M. Yamasaki, et al., 2006 A unified mixed-
model method for association mapping that accounts for multiple levels of 
relatedness. Nat. Genet. 38: 203–208. https://doi.org/10.1038/ng1702 

Zhang J., K. Kobert, T. Flouri, and A. Stamatakis, 2014 PEAR: A fast and accurate 
Illumina Paired-End reAd mergeR. Bioinformatics 30: 614–620. 
https://doi.org/10.1093/bioinformatics/btt593 

Zheng C., M. P. Boer, and F. A. van Eeuwijk, 2015 Reconstruction of genome 
ancestry blocks in multiparental populations. Genetics 200: 1073–1087. 
https://doi.org/10.1534/genetics.115.177873 

Zheng C., M. P. Boer, and F. A. van Eeuwijk, 2018 Accurate genotype imputation in 
multiparental populations from low-coverage sequence. Genetics 210: 71–82. 
https://doi.org/10.1534/genetics.118.300885 

 

  



75 
 

Tables & Figures 

 

Figure 1. Resource usage of RABBIT during haplotype reconstruction. All 

reconstructions involve the same simulated 2L chromosome arm comprised of four 

haplotypes. Simulations included varied numbers of founding haplotypes (N) and a 

randomly selected set of markers (number of SNPs, S, incremented in steps of 500). 

All simulations included, at minimum, the four true haplotypes for the simulated 

individual.  In A and B, points depict the mean of empirical values (over 10 replicates) 

and gray lines depict the defined regression models. Predicted peak memory usage and 

runtime are displayed on a log scale over a greater range for number of founding 

haplotypes in C and D, respectively. 
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Figure 2. Basic structure of the forward simulator pipeline.  Inbred founding lines 

(A) are randomly intercrossed to produce a recombinant population (B). Rapid 

generation of independent mapping populations is achieved by random down-

sampling (C) and permutation of ancestry (D). Population genetic data is encoded in a 

highly compressed format (E) that references the positions of haplotype blocks instead 

of genotypes at every site, enabling us to generate 500 mapping populations for a given 

parameter combination. Individuals are probabilistically assigned to case or control 

groups based on genotype at a randomly chosen causal SNP segregating at a specified 

frequency. 
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Figure 3. Schematic for rapid association testing with the haplotype block files. 

For a given population represented by a haplotype map file (A), all SNPs between 

sorted breakpoints (indicated by dashed lines) will share identical aggregated haplotype 

frequencies (B). Haplotype frequencies are multiplied by a founder genotype matrix (C) 

where alleles are coded reference (black cells) and alternate (white cells). Conditional 

row sums of the resulting matrix (D) yields reference and alternate frequencies at each 

locus (E), to be used for �� tests of independence. 
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Figure 4. Optimization curves for Most-Likely-Ancestor (MLA) 

selection.   Increasing the upper limit for the number of MLAs chosen reduces the 

number of true ancestors missed, similarly reducing the fraction of a given 

chromosome that is not represented within the selected set of MLAs. Ancestors that 

fail to pass the HARP threshold across all genomic windows are not selected, resulting 

in realized sets of MLAs (Number of Ancestors Chosen) below the upper-limit allowed 

(x-axis). Data shown reports means across 400 replicates made up of 100 simulated 

individuals (4 autosomes each for coalescent simulations, 4 autosome arms each for 

DGRP simulations) per parameter combination.  Coalescent-derived populations 

described here were simulated with �� = ��� and � = � × ����. 
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Figure 5. Accuracy of genome reconstruction pipeline for simulated F5 Hybrid 

Swarm individuals. Reconstructions were performed for populations simulated as 

being founded by either 32 or 128 inbred lines at 0.05X sequencing coverage with up 

to 16 MLAs as determined with a HARP threshold of 0.99. Accuracy, calculated as the 

per-chromosome fraction of variable sites with a correct diploid genotype estimate, is 

shown on logit-transformed scale. Values are coded depending on the number of 

estimated recombination events, with highly recombinant estimates (>10 

recombination events) displayed as an ✕. Each parameter combination includes 400 

reconstructed autosomes (individual circles) for 100 simulated individuals. The 

coalescent-derived individuals displayed here were simulated with an effective 

population size of �� = � × ��� and mutation rate � = � × ����.  
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Figure 6. Accuracy of simulated GWAS for various mapping populations.  Plots 

display the cumulative probability of including a causal SNP when selecting the top N 

most significant SNPs, or 100kb windows around those SNPs, out of 500 simulated 

GWAS (each comprised of 5000 individuals phenotypically assigned in a case-control 

framework). Homozygotes for the reference allele were assigned to the case group with 

45% probability, while homozygotes for the alternate allele were assigned to the case 

group with 55% probability (a difference of 10%), and heterozygotes are assigned to 

case and control groups with equal probability. ILs: inbred lines. RILs: recombinant 

inbred lines. HS: Hybrid Swarm populations founded by 32 or 128 lines. Outbred: An 

F50 population founded by 128 lines.  
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Figure 7. Genomic Inflation Factor (GIF, �����) for simulated GWAS with a 

causal allele segregating at a specified frequency.  � is calculated as the ratio of 

observed to expected �� values, and a correction is performed to produce the null 

expectation given the sample size had actually been 1000 individuals (see Materials and 

Methods for details). Data are averaged over 500 simulated GWAS (each comprised of 

5000 individuals phenotypically assigned in a case-control framework). Homozygotes 

for the reference allele were assigned to the case group with 45% probability, while 

homozygotes for the alternate allele were assigned to the case group with 55% 

probability (a difference of 10%), and heterozygotes are assigned to case and control 

groups with equal probability. Boxes represent the median and interquartile range; 

whiskers extending to the lower and upper bounds of the 95% quantiles.  
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Figure 8. Counts of variable sites depending on number of founding DGRP 

haplotypes. Each point represents the number of sites segregating at or above a given 

minor allele frequency threshold when drawing N haplotypes, with 20 replicates per 

parameter combination. With a minimum minor allele frequency (MAF) of 12.5%, a 

population founded by eight haplotypes exhibits approximately double the number of 

variable sites compared to a population founded by 128 haplotypes. With a minimum 

MAF of 5%, populations with eight founding haplotypes present with fewer SNPs 

compared to populations founded by 16 or more haplotypes. 
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Population N Founders ����� � � �� 

DGRP 128 0.986 -0.015 0.25 
DGRP 32 0.502 0.17 2.15 
Coalescent 128 0.956 -0.17 0.44 
Coalescent 32 0.759 -0.31 1.26 

 

Table 1. Accuracy of estimated number of recombination events following 

chromosome reconstruction.  A high concordance correlation coefficient (Lin’s �) 

indicates agreement between estimated and true recombination counts for 400 

reconstructed chromosomes (coalescent-derived populations) or chromosome arms 

(DGRP-derived populations). Coalescent-derived populations are described across a 

range of values for effective population size �� and mutation rate �. � and �� denote 

mean and standard deviation, respectively, of difference between estimated and true 

recombination counts. Reconstructions were performed with a maximum of 16 most-

likely-ancestors with a HARP threshold of 0.99 (see methods for more details). 
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Figure S1. Recombination probability functions used for simulated individuals.  

Recombination is modeled as a Poisson process, with position sampled from linear 

interpolation of recombination rates measured in D. melanogaster by Comeron et al. 

(2012). The frequency of recombination samples cumulative map distance (inset, e.g. a 

99 cM chromosome is modeled as a Poisson variable with an expected value of � =

�. ��). For DGRP-derived individuals, recombination was simulated for full 

chromosomes two and three, and reconstructions were then conducted independently  

for arms 2L, 2R, 3L, and 3R. 
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Figure S2. Optimization curves for Most-Likely-Ancestor inclusion, by count, 

in SCRM-derived F5 hybrid swarm individuals.  The number of missed true 

ancestors is shown as a function of the number of ancestors chosen across a range of 

HARP threshold values (0.9 to 0.999), effective population sizes (��) and mutation 

rates (�). Values are averaged across 400 reconstructed autosomes (from 100 

individuals) per parameter combination. 
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Figure S3. Optimization curves for Most-Likely-Ancestor inclusion, by 

chromosome representation, in simulated SCRM-derived F5 hybrid swarm 

individuals.  The proportion of the chromosome not covered by the chosen ancestors 

is shown as a function of the number of ancestors chosen for populations founded by 

either 32 or 128 inbred founding lines across a range of HARP threshold values (0.9 to 

0.999), effective population sizes (��) and mutation rates (�). Each line summarizes 

the arithmetic mean fraction of sites where the true ancestor is not included within the 

inferred set of Most-Likely-Ancestors. Values are averaged across 400 reconstructed 

autosomes (from 100 individuals) per parameter combination. 

 

 

 



87 
 

 

Figure S4. Optimization curves for Most-Likely-Ancestor (MLA) selection for 

DGRP-derived F5 hybrid swarm individuals. Effectiveness is shown for 

populations founded by either 32 or 128 inbred founding lines across a range of HARP 

threshold values (0.9 to 0.999), for two levels of sequencing coverage.  Values are 

averaged across 400 reconstructed autosomes (from 100 individuals) per parameter 

combination. 

 

 

  

 

 

 



88 
 

 

Figure S5. Distribution of Most-Likely-Ancestor counts for simulated, 

Coalescent-derived, 32-founder F5 hybrid swarm individuals.  The mean value ± 

1 standard deviation is shown by the solid line and ribbon, respectively, across a range 

of HARP threshold values (0.9 to 0.999), effective population sizes (��) and mutation 

rates (�). The number of Most-Likely-Ancestors dictates the computational complexity 

(runtime and memory requirements) of chromosome reconstruction. Each parameter 

combination includes 400 chromosomes (from 100 simulated individuals) simulated 

with 0.05X sequencing coverage.  
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Figure S6. Distribution of Most-Likely-Ancestor counts for simulated, 

Coalescent-derived, 128-founder F5 hybrid swarm individuals.  The mean value ± 

1 standard deviation is shown by the solid line and ribbon, respectively, across a range 

of HARP threshold values (0.9 to 0.999), effective population sizes (��) and mutation 

rates (�). The number of Most-Likely-Ancestors dictates the computational complexity 

(runtime and memory requirements) of chromosome reconstruction. Each parameter 

combination includes 400 chromosomes (from 100 simulated individuals) simulated 

with 0.05X sequencing coverage. 
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Figure S7 Distribution of Most-Likely-Ancestor counts for simulated, DGRP-

derived F5 hybrid swarm individuals.  The mean value ± 1 standard deviation is 

shown by the solid line and ribbon, respectively, for populations founded by either 32 

or 128 inbred lines, across a range of HARP threshold values (0.9 to 0.999) and two 

levels of sequencing coverage. Each parameter combination includes 400 

chromosomes (from 100 simulated individuals) simulated with 0.05X sequencing 

coverage. 
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Figure S8. Accuracy of genome reconstruction for simulated, coalescent-

derived F5 hybrid swarm individuals. Reconstructions were performed for 

populations simulated as being founded by either 32 or 128 inbred lines for various 

effective population sizes (��) and mutation rates (�). Accuracy is represented on a 

logit scale, as most points occur above 90%. Reconstructed chromosomes that are 

predicted to exhibit >10 recombination events are denoted by an X. Each parameter 

combination includes 400 reconstructed chromosomes (from 100 simulated 

individuals). 
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Figure S9 Accuracy of genome reconstruction for simulated, DGRP-derived F5 

hybrid swarm individuals. Reconstructions were performed for populations 

simulated as being founded by either 32 or 128 inbred lines for two levels of ultra-low 

sequencing coverage. Accuracy is represented on a logit scale, as most points occur 

above 90%. Accuracy values are marked depending on the number of estimated 

recombination events, with highly recombinant estimates (>10 recombination events) 

displayed as an ✕. Each parameter combination includes 400 reconstructed 

chromosomes (from 100 simulated individuals). 

  



93 
 

 

Figure S10. Probability of selecting a causal SNP (or a nearby neighbor) in 

simulated GWAS. Each line represents the fraction of GWAS simulations (out of 500 

total GWAS, each comprised of 5000 individuals in a case-control framework) where 

the causal SNP is selected within N most significant regions. Case-control status was 

assigned based on reference allele dosage at a randomly selected causal SNP segregating 

with frequency of 50%, 25%, or 12.5%. For 10% PVE, homozygotes for the reference 

allele were assigned to the case group with 45% probability, while homozygotes for the 

alternate allele were assigned to the case group with 55% probability (a difference of 

10%). For 5% PVE, homozygotes for the reference allele were assigned to the case 

group with 47.5% probability, while homozygotes for the alternate allele were assigned 

to the case group with 52.5% probability (a difference of 5%). All heterozygotes (and 

any individuals modeled with 0% PVE, irrespective of genotype) were equally likely to 

be assigned to case or control group (a difference of 0%). 
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Figure S11. Genomic Inflation Factor (GIF, �����) in simulated DGRP GWAS 

as a function of minor allele frequency and percent variation explained. GIF is 

greatest on the arm which contains (and is directly and most strongly linked to) the 

SNP associated with case and control status. When PVE is 0 (and thus, case and control 

status is randomly assigned), GIF centers around 1.0 as expected. 
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Population Coverage Founders �� � ����� � � �� 

DGRP 0.005X 128 - - 0.201 3.06 3.11 
DGRP 0.005X 32 - - 0.201 3.15 2.81 
DGRP 0.05X 128 - - 0.986 -0.015 0.25 
DGRP 0.05X 32 - - 0.502 0.17 2.15 
Coal. 0.05X 128 10� 1 × 10�� 0.029 -2.72 1.60 

Coal. 0.05X 32 10� 1 × 10�� 0.219 -1.84 1.50 

Coal. 0.05X 128 10� 1 × 10�� 0.288 -1.57 1.64 

Coal. 0.05X 32 10� 1 × 10�� 0.761 -0.53 0.99 

Coal. 0.05X 128 10� 1 × 10�� 0.742 -0.46 1.09 

Coal. 0.05X 32 10� 1 × 10�� 0.754 -0.42 1.22 

Coal. 0.05X 128 10� 5 × 10�� 0.203 -2.03 1.73 

Coal. 0.05X 32 10� 5 × 10�� 0.622 -0.89 1.17 

Coal. 0.05X 128 10� 5 × 10�� 0.652 -0.64 1.41 

Coal. 0.05X 32 10� 5 × 10�� 0.782 -0.26 1.16 

Coal. 0.05X 128 10� 5 × 10�� 0.956 -0.17 0.44 

Coal. 0.05X 32 10� 5 × 10�� 0.759 -0.31 1.26 

Coal. 0.05X 128 10� 1 × 10�� 0.238 -1.65 1.86 

Coal. 0.05X 32 10� 1 × 10�� 0.745 -0.66 1.05 

Coal. 0.05X 128 10� 1 × 10�� 0.776 -0.34 1.12 

Coal. 0.05X 32 10� 1 × 10�� 0.846 -0.25 0.93 

Coal. 0.05X 128 10� 1 × 10�� 0.937 -0.22 0.56 

Coal. 0.05X 32 10� 1 × 10�� 0.833 -0.32 0.95 

        

Table S1. Accuracy of estimated number of recombination events following 

chromosome reconstruction. A high concordance correlation coefficient (Lin’s �) 

indicates agreement between estimated and true recombination counts for 400 

reconstructed chromosomes (coalescent-derived populations) or chromosome arms 

(DGRP-derived populations). Coalescent-derived (Coal.) populations are described 

across a range of values for effective population size �� and mutation rate �. � and 

�� denote mean and standard deviation, respectively, for difference between estimated 

and true recombination count. Reconstructions were performed with a maximum of 

16 most-likely-ancestors with a HARP threshold of 0.99 (see methods for more details). 
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CHAPTER THREE 

 

Evaluating the genetic basis of Drosophila melanogaster starvation and desiccation 

tolerance in a Hybrid Swarm population 
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Abstract 

By identifying genetic variants associated with a trait of interest, as in genome-

wide association studies (GWAS), researchers can bridge the gap from genotype to 

phenotype. Because a phenotype can be modulated through nuanced, heritable 

variation in expression, our understanding of adaptive mechanisms can be 

strengthened by combining DNA GWAS and RNA expression data. Here, we conduct 

a holistic investigation into the genetic bases of a complex life history trait—tolerance 

to starvation and desiccation conditions—by combining GWAS with differential 

expression and allele-specific expression data. Using the Hybrid Swarm method, we 

generate and inexpensively genotype a D. melanogaster mapping population. Through 

GWAS, we identify variants associated with survival, including mitochondrial proteins, 

which have been implicated in stress tolerance and lifespan extension. Differential 

expression analysis confirms these mitochondrial proteins are downregulated in 

starvation conditions, along with oogenesis and protease genes. For accurate detection 

of Allele-Specific Expression (ASE), we evaluate a bias-free method of expression data 

mapping. We did not observe increased representation of ASE for SNPs associated 

with seasonality. Our results suggest there is variable propensity of ASE across tissue 

classes, with a reduction of ASE for genes primarily expressed in the ovary and 

increased ASE for genes expressed in the carcass, potentially indicating tissue-specific 

targets of selection. Together, our results indicate the potential of bias-free expression 

quantification and utility of Hybrid Swarm populations for the study of complex traits. 

 

Introduction 

Natural populations experience selective pressures that vary across space and 

time, and these pressures govern the distribution, phenology, and physiology of 

organisms (Bellard et al. 2012). Climate is a major determinant of species distributions, 

and climate instability may produce increasingly variable environments (MacMillan and 

Sinclair 2011) with “worst-case scenario” predictions of rapid, widespread extinction 

of animal species (Bellard et al. 2012). While species distribution models predict how a 
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population is currently suited for a given environment, habitat preference is not 

necessarily static over time. In order to understand how a population may evolve in 

response to a changing climate, it is useful to incorporate genetic mechanisms of local 

adaptation (reviewed in Savolainen et al. 2013).  

 

An organism’s phenotype is influenced by protein coding and non-coding 

regulatory genetic variation. King and Wilson (1975) argued that the phenotypic 

differences between humans and chimpanzees were too great to be solely due to 

protein differences, but could be explained by large effects from non-coding regulatory 

mutations. It is now known that regulatory genetic variation plays a critical role in 

adaptation (Andolfatto 2005; Abzhanov et al. 2006; Kopf et al. 2015; Nourmohammad 

et al. 2017; Mack et al. 2018), with one of the first examples of adaptive expression 

variation in the teleost fish Fundulus heteroclitus conferring local adaptation to 

temperature (Crawford and Powers 1992). Despite our knowledge that phenotypes 

vary across space and time, and that both coding and regulatory variation are drivers 

of phenotypic variation, the forces that maintain genetic variation and precise genetic 

mechanisms that underlying adaptation in natural populations remain uncertain.  

 

To elucidate the relationships between protein coding and expression variation 

in natural populations, we studied the genetic bases of starvation and desiccation 

tolerance in a Hybrid Swarm mapping population of Drosophila melanogaster. By sampling 

individuals both during population expansion and after an extended period without 

food, studied periods of bountiful resources and reproduction, as well as end-of-season 

resource scarcity. Starvation and desiccation tolerance in D. melanogaster is an ideal 

system to study adaptation for many reasons: D. melanogaster exhibit large population 

sizes, reproduce with rapid generation time, and display phenotypically and genetically 

variable distributions across space and time. The environmental stresses of starvation 

and desiccation vary both geographically and temporally, and are expected to change 

along with a changing climate.  
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Using our Hybrid Swarm population, we first identify variants contributing to 

desiccation and starvation tolerance during 23 hours without food in a GWAS 

framework. Second, we evaluate the extent to which expression modulation 

contributes to response to starvation and desiccation, and describe the physiological 

context of these expression changes. Third, we provide evidence for genes that 

undergo changes in allele-specific expression, a potential mechanism for maintenance 

of genetic variation via reversals of dominance. Fourth, we intersect our data with 

previously characterized seasonal and clinal genetic variants to determine whether 

allele-specific expression is enriched for seasonal and clinal loci. Fifth, we determine 

whether genes primarily expressed in specific tissues exhibit different propensity for 

allele-specific expression. Together, our results provide a holistic view of the genetic 

mechanisms—coding and noncoding—contributing to temporal and spatial life-

history variation in natural populations. 

 

Methods 

Generating the Hybrid Swarm Population 

We generated a hybrid swarm mapping population through undirected mating 

of Drosophila melanogaster Genetic Reference Panel (DGRP) inbred lines (Mackay et al. 

2012) within four replicate cages (6’ x 6’ x 6’). Populations expanded for four 

generations on cornmeal-molasses media served in 9”x13” aluminum baking trays. 

Generations were discrete: we removed egg-laden media from the cages, and replaced 

egg-laden media in emptied cages after removal of the previous generation. We 

collected pre-starvation samples of the population during peak reproduction at the end 

of the 4th generation. All food was removed from the cages to initiate the 

starvation/desiccation treatment, and we sampled post-starvation samples after 23 

hours, when over 90% of the population had died.  
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Genomic DNA/mRNA Isolation 

We homogenized individual flies in 350 μL Lysis Buffer RLT Plus using 2-3 1 

mm beads in a bead shaker for 2 minutes on 96 well plates. DNA and RNA were 

extracted using the AllPrep DNA/RNA Micro Kit (Qiagen product number 80284). 

Following DNA extraction, we purified samples with Ampure XP Beads (Beckman 

Coulter product number A63880) in a 1.8x ratio of beads to DNA and eluted to a final 

volume of 5uL. Following RNA extraction, we purified samples and eluted to 50 μL 

with Ampure XP Beads in a 1.8x ratio of beads to DNA. Following purification, we 

isolated mRNA with NEBNext® Poly(A) mRNA Magnetic Isolation Module (product 

number E7490L) and eluted to a final concentration of 11 μL.  

 
Library Preparation 

We prepared 1 μL of DNA/cDNA at ~2.5 ng/μL sequencing using a modified 

Nextera protocol developed by Baym et al. (2015), indexing samples with custom 

primers. Following library preparation, we quantified DNA/RNA concentrations using 

a Life Technologies Qubit spectrophotometer, and then pooled each plate of ~96 

samples equimolarly. To purify each set of pooled libraries, we purified the pool using 

Ampure XP Beads and eluted to 160 μL. Following purification, all pooled samples 

were loaded into a 2%, pre-cast SizeSelect E-Gel (Life Technologies product number 

G661002). We removed pooled samples at 450-500 bp length into a volume of 15 μL 

nuclease free water. As a final step to amplify the prepared DNA sequencing libraries, 

we ran all size selected samples through additional 5 rounds of PCR. Each PCR 

reaction used 5 μL template DNA, 0.6 μL of 100 mM forward and reverse primers 

(custom synthesized by IDT), 10μL of KAPA HiFi Ready Mix (KAPA Biosystem 

[KAPA] product number KK2611/2612), and 3.8 μL nuclease free water. Our PCR 

protocol included 5 minutes of initial denaturation at 95°C followed by 4 rounds of 20 

seconds denaturation (98°C), 20 seconds annealing (62°C), 30 seconds elongation 

(72°C), followed by a final elongation at 72°C for 2 minutes. Following PCR 

amplification, we purified DNA libraries using Ampure XP beads and quantified 

concentrations on a Life Technologies Qubit spectrophotometer and Agilent 
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Bioanalyzer. We diluted each of the pooled libraries to the appropriate concentration 

for sequencing on a HiSeq 3000 unit. 

 
cDNA Synthesis 

We used a modified version of First Strand cDNA Synthesis (Standard 

Protocol) (NEB product number M0368). Following mRNA isolation, we denatured 

11 μL of RNA at 65°C for 5 minutes and then placed RNA on ice. After icing, we 

added 4μL of 5X First strand buffer (Invitrogen catalog number 18080093), 2 μL of 

0.1MM DTT (Invitrogen catalog number 18080093), and 1 μL of RNAseOut 

(Invitrogen catalog number 10777019), then incubated for 2 mins at 42°C. To generate 

cDNA, we added 1 μL of Superscript III and incubated for 50 minutes at 42°C, then 

an additional 15 minutes at 72°C. To perform second strand cDNA synthesis, we 

added 6 μL of water, 10 μL of 10X FS Buffer, and 3 μL of dNTP mix were added and 

incubated on ice for 5 minutes. After icing, we added 1 μL of RNAse H (NEB product 

M0297L) and 5 μL of DNA Pol I (Invitrogen product number 18010017), then samples 

were incubated for 2.5 hours at 16°C. 

 

Genome Reconstructions 

We performed reconstructions of whole genomes from low coverage DNA 

sequencing data as described in chapter two. Briefly, we mapped low-coverage DNA 

reads using bwa version 0.7.17-r1188 (Li and Durbin 2009). We then used HARP 

(Kessner et al. 2013) to estimate the most-likely-ancestors for any individual 

chromosome, and performed haplotype reconstruction in RABBIT with this reduced 

set of ancestor haplotypes. We then performed additional quality control on the 

estimated genome reconstructions. Because our hybrid swarm populations had 

undergone 4 rounds of meiosis, short haplotype blocks (one Mb or shorter) should be 

rare and are most likely errors in haplotype estimation. To reduce the effect of these 

reconstruction errors, we bridged across short haplotype segments flanked on both 

ends with the same haplotype identity. The result of this bridging process produced a 

large continuous haplotype block of shared identity. We then collapsed consecutive 
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haplotype blocks with shared identity, to reflect contiguous haplotype blocks where no 

recombination was estimated. Lastly, we masked any remaining short haplotype blocks 

as missing data, and ignored in downstream accuracy or GWAS analyses. Using the 

quality-controlled reconstructions, we extracted corresponding genotype information 

from a file using TABIX (Li et al. 2009), combining each reconstructed genome into a 

single phased VCF file. Our VCF file contained haplotypes from the DGRP Freeze 2 

(http://dgrp2.gnets.ncsu.edu/data/website/dgrp2.vcf), with additional masking of 

residual heterozygosity and repetitive regions as missing genotypes. See supporting 

information for additional information on generating or accessing our VCF input. 

 

For any individual reconstructed chromosome, we report the uncorrected 

diploid recombination count (calculated as the number of haplotype blocks minus two. 

The expected distributions for diploid recombination count and recombination block 

length are drawn from forward-simulations conducted by Weller & Bergland (2019, in 

prep). 

 

To assess the extent of missing data within individual reconstructed genomes 

that arose due to masking short haplotype blocks, we calculated the number fraction 

of sites excluded by masking per-chromosome. Similarly, to assess whether certain 

genomic regions presented systematic difficulties with reconstruction, we calculated 

missing data rates in sliding windows across each chromosome (10 kb non-overlapping 

windows), and include the regions occupied by large cosmopolitan inversions as 

described by Corbett-Detig and Hartl (2012). 

 

Using reconstructed and filtered genomes, we created genetic relatedness 

matrices (GRM) with the packages SNPRelate and gdsfmt (Zheng et al. 2012) in R version 

3.5.1 (R Core Team 2016). We included biallelic variants pruned with and LD threshold 

of 0.2, maximum slide length of 5000 base pairs, while filtering sites with a missing rate 

below 0.15 or a minor allele frequency below 0.05. We generated a GRM for the whole-
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genome; a GRM for each chromosome by itself; and a GRM excluding each 

chromosome for leave-one-chromosome-out (LOCO) analysis (Yang et al. 2014). For 

example, GWAS of chromosome included a GRM generated from variation on 

chromosomes 3L, 3R, and X. We generated scaled principal components of the whole-

genome GRM using the prcomp function in R. 

 

Genome-Wide Association Study (GWAS) 

To identify loci associated with starvation & desiccation tolerance, we 

conducted a genome-wide association study. We used the package GENESIS 

(Conomos et al. 2019) using R version 3.5.1. We performed the GWAS in a case-control 

framework, modeling phenotype (pre- or post-starvation) as a binomial outcome. We 

evaluated each chromosome (2, 3, and X) independently, using cage and the 

corresponding LOCO GRM as covariates. We calculated our significance threshold 

from permutations, randomly shuffling pre- or post-starvation assignment within cage. 

We performed 1000 GWAS permutations, taking the 5% quantile of the 1000 genome-

wide minimum p-values as our significance threshold. 

 

Mapping RNA reads 

We evaluated reference allele mapping bias and the number of reads mapped 

for RSubread (Liao et al. 2019) and iMapSplice (Liu et al. 2018) read aligners. These 

aligners require different formats of gene annotation files—GTF2.2 format for 

RSubread and UCSC Gene Prediction format for iMapSplice. To ensure differences in 

RNA mapping were not due to differently-sourced gene annotation files, we used a 

Gene Prediction table from UCSC Table Browser and generated its corresponding 

GTF file using the UCSC genePredToGtf tool. 

 (http://hgdownload.soe.ucsc.edu/admin/exe/linux.x86_64/)  

Because this tool did not collapse gene IDs across various isoforms of single genes, we 

collapsed gene IDs using a custom script. 
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We mapped RNA reads to the Drosophila melanogaster Release 5.57 reference 

genome (ftp://ftp.flybase.net/releases/FB2014_03/dmel_r5.57). For iMapSplice, we 

also provided a file containing biallelic SNPs present across the inbred lines used to 

found the Hybrid Swarm, and sampled a maximum of 5 SNP-mers, with a SNP-mer 

length of 201. To tabulate reference and alternate read counts, we used the 

ASEReadCounter tool from the GenomeAnalysisToolKit  version 4.0.0 (Broad Institute 

2015). To count total mapped reads per chromosome, we used the idxstats tool from 

samtools version 1.9 with htslib version 1.9 (Li et al. 2009). 

 

Quantifying Reference Allele Mapping Bias 

After mapping RNA reads with both RSubRead and iMapSplice, we calculated 

the number of mapped and unmapped reads with the idxstats tool of samtools. To 

tabulate reference and alternate read counts, we used ASEReadCounter of the 

GenomeAnalysisToolKit. Using reconstructed genome estimates (see methods: Genome 

Reconstructions) and a custom R script, we imported read counts and excluded any 

sites that were not predicted to be heterozygous. Of the heterozygous sites, we 

excluded any loci that did not overlap within at least one exonic coding sequence range 

of the same GTF file used to map RNA reads, leaving us with a table of reference and 

alternate read counts at exonic heterozygous sites, which was also used for quantifying 

allele-specific expression. After excluding low-count observations (defined as fewer 

than 15 total mapped reads, or fewer than 3 reference and 3 alternate reads per 

individual), we calculated reference allele mapping bias as the proportion of reads 

identified as the reference allele.  

  

Quantifying Differential Expression 

We used DESeq2 to generate feature counts for iMapSplice mapped reads. We 

assigned reads to a corresponding gene specifying the ‘LargestOverlap’ option. Using 

the FlyBase web browser tool (http://flybase.org/convert/id) we converted 

Annotation IDs to FlyBase IDs. In the case where IDs did not convert one-to-one (e.g. 
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one Annotation ID to multiple FlyBase IDs, or the converse), we selected the ID with 

the greatest number of feature counts across all samples.  We modeled feature counts 

as a function of cage and treatment (pre- or post-starvation) using the default options 

of the DESeq function, excluding genes with fewer than 50 counts across all samples. 

DESeq results were shrunk with the lfcShrink function, specifying the treatment as the 

coefficient. Prior to principle component analysis, DESeq results were variance-

stabilizing transformed with the vst function. Using these variance-stabilized 

transformation of expression data, we conducted PCA for expression of all genes, and 

for specific subsets of gene groups. For PCA of egg coat production gene expression, 

we included the twelve D. melanogaster genes within the gene ontology set  GO:0035803. 

For PCA of Vitelline-membrane genes, we included the six genes resulting from 

searching “Vitelline” on FlyBase: Vitelline membrane 26Ab (Vm26Ab, FBgn0003980); 

Vitelline membrane 34Ca ( Vm34Ca, FBgn0003983); Vitelline membrane 32E ( 

Vm32E, FBgn0014076); Vitelline membrane 26Aac (Vm 26Ac, FBgn0086266); 

Vitelline membrane 26Aa (Vm 26Aa, FBgn0003979); Vitelline membrane-like (Vml, 

FBgn0085362). 

 

Overrepresentation Enrichment Analysis (ORA) 

To test for functional enrichment of up- or down-regulated genes, we first 

selected a base set of genes with a base mean of less than 1.0. We then selected the 5% 

of genes within the tailed extremes of log2 fold change, and separately compared these 

sets to our base set. We conducted the Overrepresentation Enrichment Analysis 

(ORA) via WebGestalt 2019 (http://www.webgestalt.org/) using the geneontology 

database, reporting the top 50 most significant categories. All other parameters were 

left at default. 

 

 

 

Quantifying Allele-Specific Expression 
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To assess allele-specific expression, we used the read counts at exonic 

heterozygous sites as described earlier (see methods: Quantifying Reference Allele 

Mapping Bias). Because any gene can include read counts at multiple loci, reads at 

neighboring loci may not be independent. To ensure independence of reads, we 

selected a single SNP locus per gene, choosing the position with the maximum total 

mapped reads across all samples. For the remaining genes, we tested for allele-specific 

expression in a generalized linear model framework. We modeled reference and 

alternate read counts as a quasibinomial outcome of environment (pre- or post-

starvation) to acquire intercept estimates and associated p-values. We converted the 

intercept p-values from the GLM to false discovery rate (FDR) using the p.adjust 

command in R, and designate SNPs with a FDR of less than 0.05 in either treatment 

as true positives for ASE. The resulting ASE table was then used for both 

clinal/seasonal intersections, and for tissue-specific expression analysis. 

 

Clinal and Seasonal Intersections with ASE 

To determine whether ASE correlates with patterns of seasonality or clinality, 

we merged our ASE table with data by Machado et al. (2018). For this merged data set, 

we designate SNPs as seasonal and clinal using a p-value threshold of 0.05. We 

generated an expected distribution of clinal and seasonal intersection by performing 

100,000 random draws of size N, where N is the observed number of SNPs exhibiting 

ASE. We then evaluated enrichment of clinal and seasonal SNPs with ASE. 

 

Tissue-Specific Expression 

To evaluate whether tissues exhibit different propensity for ASE, we used 

expression data from FlyBase 

 (ftp://flybase.org/flybase/associated_files/Gelbart.2010.10.13.tar.gz).  

We assigned each gene to the adult tissue group with greatest mean expression for that 

gene. After merging tissue assignments with ASE estimates, we calculated the odds 

ratio for observing ASE in a specific tissue with Fisher’s Exact Test. 
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Results 

Whole Genome Reconstructions & GWAS 

Diploid recombination count tended to be overestimated in raw reconstruction 

output, but quality control measures resulted in observations tightly matching 

expectations from forward-simulations (Figure 1A). Uncorrected haplotype blocks 

tended to be shorter than expected, with marginal improvement by quality control 

measures. Masking of short haplotype blocks resulted in minimal data loss, removing 

less than 5% of informative sites for over 50% of individuals, distributed equally across 

all chromosomes (Figure 2).  There was no increased prevalence of short haplotype 

blocks within the interiors of or at the boundaries of large cosmopolitan inversions 

In(2L)t; In(2R)NS; In(3L)P; In(3R)P; and In(1)A  (Figure 3), though there was increased 

masking frequency at the ends and centromeres of chromosomes.  

 

GWAS of starvation and desiccation tolerance yielded 26 SNPs in 14 clusters 

that passed our permutation significance threshold (Figure 6, Table 1). Associated 

variants were spread across chromosomes 2 and 3, with no significant associations on 

the X chromosome. The most significant GWAS result included a cluster of four SNPs 

on chromosome 3R. These were 3’ of ATP Synthase Subunit D (ATPsynD, 

FBgn0016120) and 5’ of the mitochondrial ribosomal protein L55 (mRpL55, 

FBgn0038678). A second cluster of SNPs on 3R were approximately 13 kb 5’ of 

ribosomal protein L10Aa. Most SNPs were gene-adjacent, not within coding regions. 

Variants within protein-coding regions included Dystrophin (FBgn0260003), a Fatty 

acyl-CoA reductase (FBgn0039131), a Cyclin-dependent kinase (FBgn0031730), and 

WASp (FBgn0024273).  

 

 

iMapSplice Reduces Reference Allele Mapping Bias 
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Diploid organisms can be heterozygous for elements that modulate expression 

of DNA, such as trans-acting transcription factors or cis-acting enhancers or 

repressors. While trans-acting elements are expected to bind indiscriminately to either 

allele and produce equal quantities of transcript, cis-acting elements may result in biased 

or allele-specific expression, ASE. (Ge et al. 2009). In order to attribute RNA read 

counts to differences in allele expression, it is imperative that the RNA is mapped 

without bias (Castel et al. 2015). One source of mapping bias is introduced when read 

aligners reject sequences containing variants that differ from the reference genome. 

Mapping score penalties thus result in reads carrying true polymorphisms being 

discarded more than reads matching the reference allele. As a result, heterozygous sites 

will tend to map more reference than alternate reads (Panousis et al. 2014; Brandt et al. 

2015). While mismatches at known variable loci can be ignored, such masking leads to 

a reduction in mapping quality by ignoring true mismatches, i.e. alleles that are not 

segregating in the population. 

 

We evaluated the reference-allele mapping bias of two modern RNA sequence read 

aligners: the SubRead aligner as implemented in the R package RSubRead (Liao et al. 

2019) and the command-line tool iMapSplice (Liu et al. 2018), which is an updated 

version of MapSplice aligner with variant-aware mapping (Wang et al. 2010). Both 

RSubRead and iMapSplice use similar seed-and-vote alignment strategies for splice 

junction discovery, which is important because a significant fraction of reads—up to 

20-30%—span exon junctions (Liu et al. 2018; Liao et al. 2019). Due to their similar 

seed-and-vote mapping strategies, we expect differences in reads mapped to be driven 

by reference allele mapping bias. We observed significant reference allele bias with the 

SubRead aligner that was nearly eliminated by using iMapsplice’s variant-aware alignment 

(Figure 7A). We attribute the asymmetry of reference allele bias to misidentification of 

heterozygous sites during genome reconstruction. Because the reference allele is 

designated as the more frequent allele, sites mis-called as heterozygous will tend to be 

true reference allele homozygotes. The distribution at sites more likely to be truly 
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heterozygous can be visualized with greater minimum read count thresholds, at the 

cost of reduced representation. 

 

Differential Expression in Desiccation & Starvation Conditions 

Flies in fed conditions exhibited abundant and significant differences in 

expression patterns when compared to those in starvation & desiccation conditions 

(Figure 8). Over 65% of the genes passing quality filters were differentially expressed 

between treatments (Bonferroni-corrected p-value < 0.05). Of genes exhibiting 

significant differential expression, 97% show decreased expression in the starvation 

treatment. The genes with the greatest extent of differential expression were vitelline 

membrane proteins, phospholipase, lysozyomes and proteases. Of the genes 

upregulated during the starvation treatment, most are associated with nucleic acid 

biosynthesis or metabolism. See supporting information for a full list of differential 

gene expression. 

 

Over-representation Enrichment Analysis (ORA) of genes up- and down-

regulated during starvation A suite of biological processes   differ between treatments 

(Figure 9). In fed conditions, there is an overrepresentation of genes involved in three 

main categories: cell cycle regulation (establishment of chromosome location, DNA 

packaging, chromosome organization and segregation, nuclear division/ mitotic cell 

cycle); modulation of gene expression (chromatin assembly and disassembly, histone 

methylation); and egg production (single fertilization, oogenesis, egg coat formation, 

vitelline membrane formation, chorion-containing eggshell formation). Conversely, in 

starvation & desiccation conditions, upregulated genes show enrichment for various 

metabolic processes (disaccharides, amino acids, nucleobases, neurotransmitters, 

carboxylic acid, ribose phosphate, antibiotics). All enriched gene ontology groups 

exhibited a false discovery rate of less than 1%. 
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Genome-wide expression values were analyzed using principal components. 

Pre- and post-starvation treatments primarily separated along principal component 1 

(PC1), which explains 53% of expression variation between individuals. PC2 (18% of 

variation) primarily separated replicate cages. While most individuals tend to cluster 

within cage pre-starvation, or as a single group post-starvation, there remains a handful 

of individuals exhibiting expression patterns from the paired treatment. Separation of 

treatments by principal components is strengthened to 74% of expression variance 

along PC1 by subsetting the expression of 12 egg coat production genes (Figure 11). 

Variance explained for expression is further strengthened to 91% along PC1 for the six 

vitelline membrane proteins (Figure 12). 

 

Allele-Specific Expression  

Our generalized linear model of reference and alternate read counts detected 

significant, allele biased expression (ASE, i.e. deviation from the expectation of equal 

representation) for 41.1% (of 4218) genes. Power to detect ASE was greater in the pre-

starvation treatment (40.6% of genes with significant ASE) than the post-starvation 

treatment (1.7% of genes with significant ASE). Because no genes  changed direction 

of expression bias between treatments, we considered ASE genes as any gene with 

significant ASE in either treatment.  In testing whether ASE SNPs are associated with 

seasonality or clinality, we observed an intersection of 9.48% for ASE in seasonal SNPs 

and 27.95% for ASE in clinal SNPs (Figure 13), and these intersections did not differ 

significantly from the expected distributions from permutations (� = 0.63 and � =

0.46 for seasonal and clinal intersections, respectively). Occurrence of ASE differed 

depending on a gene’s tissue of primary expression (Figure 14). Increased propensity 

of ASE was detected with high significance for genes primarily expressed in the carcass 

(63.6% or 75/118 genes, �� = 2.58, � = 8.07 × 10��) and salivary glands (52% or 

170/326, �� = 1.64, � =  3.2 × 10��). Similarly, ASE was more highly represented 

with marginal significance for genes primarily expressed in the fat body (51% or 71/137 

genes, �� =  1.57, � =  0.01) and the heart (52% or 61/117 genes, �� = 1.58, � =
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0.017). The ovary was the only tissue with reduced ASE representation (30.9% or 

243/786 genes, �� = 0.56, � = 1.85 × 10���). Propensity for ASE did not 

significantly differ from the overall rate of 41% for the remaining tissue categories.  

 

Discussion 

We applied the Hybrid Swarm genome reconstruction method to inexpensively 

genotype a Drosophila melanogaster mapping population subjected to starvation and 

desiccation conditions. By coupling reconstructed genomes with RNA expression data 

for nearly 700 individuals, we were able to evaluate the genetic basis of a complex life 

history trait, differential expression, and allele-specific expression. Our genome-wide 

association study (GWAS) detected a number of variants passing a conservative 

permutation-based significance threshold, including a cluster of SNPs adjacent to two 

mitochondrial proteins which have been implicated in lifespan extension via 

interactions with the Target of Rapamycin (TOR) pathway and proteostasis. 

Differential expression analysis for starvation and desiccation conditions indicates a 

downregulation of oogenesis and protease genes, with increased expression of various 

metabolic genes, chiefly those involved in purine biosynthesis. We observed variable 

propensity of allele-specific expression (ASE) across tissue classes, with increased 

representation of ASE in genes expressed in the carcass, salivary glands, heart, and fat 

body—and a reduction of ASE for genes primarily expressed in the ovary. Our results 

suggest that survival in desiccation and starvation conditions, which is negatively 

correlated with reproductive effort, may not be due to genetic variation within 

reproductive genes themselves. 

 

GWAS of Starvation and Desiccation Tolerance implicates Mitochondrial 

Proteins 

The most significant GWAS hit on chromosome 3R is 3’ of mitochondrial ATP 

synthase subunit D (ATPsynD) and 5’ of mitochondrial ribosomal protein L55 

(mRpL55), and this cluster the highest of all 1,000 of our permutations (p=0.001). A 
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second cluster of SNPs on 3R are adjacent to Ribosomal protein L10Aa. Mitochondrial 

genes have commonly been implicated in extension of lifespan and stress tolerance. 

Lifespan extension in yeast, flies, worms, and mice is thought to occur when fewer 

reactive oxygen species (ROS) are produced due to dietary restriction or mutations that 

downregulate the TOR pathway (reviewed by Fontana et al. 2010), which was first 

implicated in C. elegans by Vellai et al. (2003). Inhibition of mitochondrial respiration 

improves lifespan in C. elegans (Kayser et al. 2004; Cristina et al. 2009) and D. melanogaster 

(Copeland et al. 2009; Linford and Pletcher 2009), though D. melanogaster life extension 

may require inhibition of mitochondrial respiration during both development and 

adulthood (Rera et al. 2010). RNAi knockdown of ATPsynD, 5’ of our cluster of most 

significant GWAS hits, has been shown to reduce oxidative damage and extend lifespan 

in D. melanogaster via interactions with the TOR signaling pathway (Sun et al. 2014). 

Mitochondrial ribosome mutants have been implicated in extension of lifespan (Heeren 

et al. 2009), potentially due to decreased expression maintaining proteostasis (Steffen 

and Dillin 2016). Both ATPsynD and mRpL55 show significantly lower expression in 

the post-starvation treatment, with respective reductions of 16% and 66%. The 

discovery of a genetic association between desiccation and starvation survival with 

mitochondrial proteins, which are commonly known to influence lifespan, is a 

promising result for the Hybrid Swarm method of association mapping. Follow-up 

eQTL analysis can shed light on whether the observed variants are causally related to 

differences in expression.  

Starvation and Desiccation Regulate Reproduction & Metabolism 

Our starvation and desiccation treatment profoundly influenced gene 

expression patterns, resulting in significantly reduced expression for roughly two-thirds 

of genes in the genome. Reproductive genes involved in egg production, e.g. chorion 

and vitelline membrane proteins, have been previously implicated for differential 

expression during starvation (Matzkin and Markow 2009). These vitelline and chorion 

protein genes display the strongest signature of differential expression in our analysis, 

with expression reduced by 99% in the starvation treatment. The reduction in vitelline 
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membrane expression is so drastic that pre- and post-starvation conditions can be 

delineated by PC1 of the vitelline gene expression matrix, which accounts for 91% of 

expression variance (Figure 12). Interestingly, the pre-starvation individuals are 

relatively spread along PC1, while post-starvation individuals are tightly clustered. This 

may suggest that PC1 of vitelline gene expression reflects the extent of reproductive 

effort that various individuals are undergoing, which is expected to have some degree 

of variance when fed, but little variance in the starvation treatment.  

 

ASE Interacts with Starvation Treatment 

Environment-specific ASE could act as a mechanism of reversing dominance 

and subsequently maintaining genetic variation. For example, consider a locus which 

codes for a summer-favored allele and a spring-favored allele. If this locus exhibited 

environment-specific ASE, a heterozygote could produce the beneficial allele 

regardless of environment. Although our model did not identify any genes with 

significant signals for reversal of dominance, we suspect this is due to limited power to 

detect ASE in the post-starvation treatment. We detected an abundance of ASE in the 

pre-starvation treatment (approximately 41% or 1384/3385 genes), yet only 1.2% of 

genes (42/3385) in the post-starvation treatment deviated from equal expression at a 

FDR of 5%. The post-starvation treatment suffered from reduced sample sizes of 

genes with adequate read depth, likely resulting from genome-wide downregulation of 

most genes. While there is no a priori reason to expect ASE to be more or less prevalent 

in the pre-starvation treatment, we cannot rule out this possibility—e.g., allelic gene 

expression may be less sensitive in well-fed conditions or more sensitive to starvation 

and desiccation conditions.  

 

ASE Varies by Tissue, but not Seasonally or Clinally 

While we did not detect any enrichment of ASE for SNPs previously 

characterized as seasonal or clinal, we did detect differences in proportions of genes 

exhibiting ASE for different tissues, where genes primarily expressed in the ovaries 
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were depleted for ASE, and genes primarily expressed in the carcass, salivary glands, 

heart, and fat body were enriched for ASE.  

 

For ASE to exist, there must be genetic variation in a cis-acting element to 

modulate expression. For us to detect ASE, and for that ASE to have phenotypic 

consequences, there must also be allelic differences in the resulting transcript. 

Accordingly, failure to detect ASE may a signal of reduced genetic variation at one or 

both of these levels. A biological interpretation of this observation could be strong 

purifying selection for genes expressed in the ovaries (Story and Steitz 1992), which is 

consistent with prior work. Langley et al. (2012) showed that male and female 

reproduction genes are present within “diversity valleys” associated with adaptive 

protein evolution, and Panhuis and Swanson (2006) measured dN/dS ratios less than 1 

for candidate female D. melanogaster reproductive genes. Conversely, genes primarily 

expressed in the carapace and salivary glands (and to a lesser extent, the heart and fat 

body) exhibited an overabundance of ASE. PK1-R, a receptor for capa neuropeptides 

that is highly expressed in the carapace and salivary glands, has been implicated along 

with anti-diuretic peptides in tolerance to desiccation via water balance homeostasis 

(Davies et al. 2012; Terhzaz et al. 2015). Langley et al. (2012) suggest that fungal host-

pathogen interactions could explain a common nonsynonymous mutation shared by 

D. melanogaster and D. simulans within the chitin metabolism gene Muc11A. Other host-

pathogen interactions could be involved in the various genes expressed in the carapace, 

a primary point of entry for pathogens. 

 

The Hybrid Swarm Method to Genetic Association Mapping 

This work is the first assessment of bias-free RNA sequence mapping using 

iMapSplice for analysis of allele-specific expression. This work also constitutes one of 

the first GWAS using a Hybrid Swarm population. The discovery of associations with 

mitochondrial proteins and survival, which have been previously implicated in stress 

tolerance and lifespan extension, lends credence to the power of the Hybrid Swarm 
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method of association studies in a randomly outbred population. By using the Hybrid 

Swarm method, we were able to generate and genotype a mapping population of nearly 

700 individuals. Because larger sample sizes are required to detect variants that 

contribute small effects or segregate at low frequencies, such an experiment may not 

be feasible with whole genome sequencing at typical levels of coverage (~10-15X).  

 

Without high coverage sequencing, we acknowledge that the underlying 

genotypes of our mapping population can only be inferred to some degree of accuracy. 

To ensure confidence in genotype estimates, we performed quality control of 

reconstructed genomes by bridged or masked short haplotype blocks (defined as less 

than one megabase in length, see methods). These short haplotype blocks are likely to 

arise when RABBIT is unable to impute the correct diplotype (Weller & Bergland 2019, 

in prep), thus the distribution of post-masking data missingness can serve as a proxy 

for reconstruction accuracy. Because masking resulted in less than 5% of genotypes 

across all samples, with a most frequent bin of 0% masking, we are confident that 

reconstructed genomes accurately reflect the underlying genotypes. Resultingly, we 

expect most genotyping errors to arise from imperfect detection of recombination 

breakpoints. For researchers who require even greater confidence in genotype 

estimates, sites adjacent to imputed recombination breakpoints (e.g. + 100 kb) could 

also be masked.  
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The project was led by PS and AOB. Paul Schmidt, Dmitri Petrov, and Alan O. 
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Tables & Figures 

 

Figure 1. Metrics of reconstructed genomes before and after quality control 

corrections, as compared to expectations from simulated data. The observed 

number of recombination events in corrected genome reconstructions closely reflect 

that from simulated expectations (A). Recombination block length is partially improved 

by quality control measures (B). Boxes represent interquartile range, with whiskers 

extending to 95% of the range. 
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Figure 2. Extent of data excluded due to masking of short (< 1 Mb) estimated 

recombination blocks, as a percent of nucleotides. Frequencies are shown on a 

square-root transformed axis.  
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Figure 3. Position-specific extent of data exclusion due to masking of short (< 

1 Mb) recombination block. Values represent the percent of samples with at least 

one filtered haplotype in 10 kb non-overlapping windows for each chromosome. Gray 

boxes represent locations of large cosmopolitan inversions In(2L)t; In(2R)NS; In(3L)P; 

In(3R)P; and In(1)A (on chromosome X). 
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Figure 4. Genetic relatedness matrix for 672 reconstructed genomes. 

Comparisons to one’s self, for which relatedness should be 100%, are excluded.   
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Figure 5. Transformation of the genetic relatedness matrix to its first two 

principal components. Note that there is no pre-starvation data for cage 4 due to 

sequencing failure. 
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Figure 6. Manhattan plot of Genome Wide Association Study (GWAS) for 

survival in starvation & desiccation conditions. Dashed line represents our 

significance threshold, calculated as the 5% quantile of most-significant P-values from 

1,000 permutations where treatment was randomly assigned within each cage. The loci 

with the most significant p-values include a cluster of 4 SNPs on chromosome 3R, 3’ 

adjacent to ATP Synthase Subunit D.  
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Figure 7. Mapping of RNA data is improved by using iMapSplice. The RSubRead 

mapper resulted in reference allele bias, with density centered above 50% (A). 

Reference allele bias was not present when mapping RNA reads with iMapSplice. The 

iMapSplice mapper also resulted in fewer unmapped RNA reads (B). Both mappers used 

a gene annotation file modified from the same source file. 
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Figure 8. Differential expression between flies sampled before and after 

starvation & desiccation conditions. Over 65% of genes pass the Bonferroni-

corrected significance threshold for differential expression between groups. We 

excluded more lowly-expressed genes, i.e. those determined by DESeq2 to have base 

mean of less than 50. 
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Figure 9. Over-representation Enrichment  Analysis (ORA) for differentially-

expressed genes. Our base set includes protein-coding genes with a base mean of 

expression > 1.  Our genes of interest included either the 5% of our base genes most 

downregulated (left) or upregulated (right) in starvation & desiccation conditions. All 

gene ontology groups exhibit a FDR of less than 1%. 
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Figure 10. Transformation of the gene expression matrix into its first two 

principal components. PC1 primarily separates pre- and post-starvation treatments, 

explaining 53% of variation in expression. PC2 primarily separates the two replicates 

cages, explaining 18% of variation in expression. 
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Figure 11. Principal components plot for expression of 12 Drosophila 

melanogaster Egg Coat Production genes. This includes genes from the gene 

ontology set GO:0035803 
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Figure 12. Principal components plot for expression of six Vitelline Membrane 

proteins. This includes the genes Vm26Ab, Vm34Ca, Vm32E, Vm26Ac, Vm26Aa, 

and Vml. 

  



132 
 

 

 

Figure 13. Intersections allele-specific expression (ASE) and seasonality or 

clinality. Solid and dashed lines represent the expected and observed fraction of ASE 

SNPs that are also seasonal or clinal. There is an insignificant depletion of Seasonal 

SNPs with ASE, and an insignificant enrichment of Clinal SNPs with ASE. Expected 

distributions come from 10,000 random samples of the same size as observed ASE 

SNPs. 
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Figure 14. Log odds ratios for ASE in specific tissues. Genes primarily expressed 

in the carcass have the greatest ASE, whereas genes primarily expressed in the ovaries 

is the only group with reduced representation of ASE.  Counts of genes within each 

tissue class are shown adjacent to the center line. Genes are classified by the tissue 

where it is most highly expressed.
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Cluster Chr Position Z  -log10(P) Neighboring Gene(s) Gene Name (or description) 

1 2L 5581150 5.33 7.02     

  2L 5581171 5.27 6.87 FBgn0031722 Coiled-coil domain-containing protein 34 

  2L 5581176 5.27 6.87     

2 2L 5713484 -5.25 6.81 FBgn0031730 Cyclin-dependent kinase 

3 3L 12676247 5.47 7.34 FBgn0014343 mirror 

4 3R 10689620 -5.26 6.84 FBgn0266756 bitesize 

5 3R 10858358 -5.44 7.27 FBgn0038281 Ribosomal protein L10Aa 

  3R 10883642 -5.42 7.22     

6 3R 10890771 -5.21 6.72 FBgn0038282 defective proboscis extension response 9 

  3R 10895072 5.29 6.91     

7 3R 10936003 -5.55 7.55 FBgn0261859 FERM/acyl-CoA-binding protein superfamily 

              

8 3R 14081436 5.27 6.85 FBgn0261019 modigliani 

          FBgn0266195 Trimethylguanosine synthase 1 

9 3R 14921898 -5.35 7.05     

  3R 14921970 -5.26 6.84 FBgn0016120 ATP synthase, subunit D 

  3R 14922137 -5.93 8.53 FBgn0038678 mitochondrial ribosomal protein L55 

  3R 14922180 -5.94 8.54     

10 3R 14988398 -5.76 8.08 FBgn0063127 long non-coding RNA:CR33938 

  3R 14988418 -5.38 7.12     

11 3R 15336940 5.20 6.71 FBgn0260003 Dystrophin 

12 3R 19774105 5.24 6.79 FBgn0039131 Fatty acyl-CoA reductase 

13 3R 22618606 5.61 7.70  NA NA 

14 3R 24652834 5.22 6.75 FBgn0024273 WASp 

  3R 24665275 5.48 7.36     

Table 1. Loci from GWAS of survival in starvation and desiccation conditions passing permutation threshold. 

Neighboring genes adjacent to significant loci are named by FlyBase gene ID.  
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Supporting Information 

 

GitHub Repositories for genome reconstructions: 

https://github.com/cory-weller/low-coverage-genome-reconstruction 

 

GitHub Repository for desiccation tolerance analysis: 

https://github.com/cory-weller/desiccation_tolerance_cages 

 

 


