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General Research Problem 

Through the use of machine learning algorithms, how can criminal risk assessments be improved 

to produce more accurate decisions in America’s criminal justice system? 

 The US imprisons more people than any other country in the world. As of 2020, the 

criminal justice system holds almost 2.3 million people in 1,833 state prisons, 110 federal 

prisons, 1,772 juvenile correctional facilities, 3,134 local jails, 218 immigration detention 

facilities, and 80 Indian County jails as well as in military prisons, civil commitment centers, 

state psychiatric hospitals, and prisons in the U.S. territories (Wagner, 2020). In other words, 1 in 

38 adult Americans have been or are currently in under some form of correctional supervision. 

The overwhelmed criminal justice system has resulted in pressure to reduce prison numbers 

without risking a rise in crime. Thus, courtrooms across the US have turned to automated risk 

assessment tools in attempts to shuffle defendants through the legal system as efficiently and 

safely as possible (Hao, 2019). However, there have been ongoing debates over the tools used as 

critics have been raising concerns on potential racial bias in the algorithm. 

 

Improving Algorithms of Criminal Risk Assessment Instruments 

How can machine learning algorithms be improved in predicting a defendant's future risk for 

misconduct? 

This research will be an independent project, which will be advised by Professor Nada 

Basit in the Computer Science Department. This project will investigate on current machine 

learning algorithms of the risk tools and identify features where bias can be introduced. This will 

help with improving the algorithms that are used in the current American justice system and 

potentially help reduce the racial tension raised with the tools. One of the constraints of the 
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project would be obtaining actual algorithms of the risk assessment tools as the algorithms are 

produced by private companies, such as Northpointe, Inc. Thus, the goal of this project is to 

discover the underlying accuracy of the recidivism algorithms and to test whether the algorithm 

was biased against certain groups. With these results, I will identify features that might cause 

bias in the recidivism scores and suggest alternative algorithms to reduce potential bias.  

 

Distrust of Algorithms in America’s Criminal Justice System 

In the U.S. since 2010, how have critics and defenders of criminal justice algorithms competed to 

influence the extent of their use? 

 Artificial Intelligence is widely used throughout the criminal justice system in the United 

States. The most commonly used are pretrial risk assessment algorithms, which are also called 

risk assessment tools, which are designed to predict a defendant's future risk for reoffending. 

They influence judgments about guilt or innocence, bail, and sentencing. However, the 

algorithms are largely hidden from public view, and critics contend they embed bias (Angwin et 

al., 2016).  

 Larson et al. (2016) found that COMPAS, a tool by Northpointe, was far more likely to 

incorrectly judge black defendants than white defendants to be at a higher risk of recidivism, and 

white defendants were more likely than black defendants to be incorrectly flagged as low risk. In 

fact, black defendants who were classified as a higher risk of violent recidivism did recidivate at 

a slightly higher rate than white defendants, and the likelihood ratio for white defendants was 

higher, 2.03, than for black defendants, 1.62 (Larson et al, 2016). 

 Participant groups include a panel of judges who support the automated system as they 

help judges rely on more than educated guesses in deciding what happens to the defendants. In 
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fact, in a recent poll by the National Judicial College of 369 judges, a clear majority (65%) 

agreed that artificial intelligence can be a useful tool for combatting bias in bail and sentencing 

decisions, but it should never completely replace a judge’s discretion (American Bar 

Association, 2020). Other participant groups are technologists and legal experts who are 

skeptical about the risk assessment algorithms. The technologists raise concerns on how 

machine-learning algorithms use statistics to find patterns in data. Thus, if historical crime data is 

fed to the algorithm, it will pick out the patterns associated with crime. However, these patterns 

are statistical correlations, not causations. Thus, the risk assessment algorithms will turn 

correlative insights into causal scoring mechanisms (Hao, 2019). Meanwhile, legal experts argue 

that the algorithms will make the legal system more incomprehensible and data-based, as courts 

have relied more on the automated tools when making decisions in the last few years (Re & 

Solow-Niederman, 2019). Participants also include community activists in American Civil 

Liberties Union (ACLU) and Black Lives Matter (BLM). ACLU activists argue that human 

prejudices can be baked into these tools because the machine-learning models are trained on 

biased police data (Larson & Schmidt, 2014). Similarly, activists in BLM argue that the risk 

assessment scores are measured with known sources of bias, such as “race” and “gang 

affiliation” (Sentencing Project, 2015). They argue that these features produce results that are 

biased towards their race.  
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