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Abstract

The Antarctic Ice Sheet has the potential to contribute over a meter of sea level rise by the end of
the century. Despite recent advancements in direct observations and understanding, key
processes at the ice-bed interface—crucial for governing its complex ice dynamics—remain
unconstrained. The work presented here leverages high-resolution bathymetry from deglaciated
landscapes to gain insight into local- and subglacial-scale processes governing ice sheet
dynamics. To quantify the impact of subglacial bed roughness on ice flow, Chapter 2 compares
different methods to assess their suitability. Results demonstrate that bed roughness
measurements are significantly influenced by orientation, scale, and methodology, highlighting
the importance of standardized approaches. The standard deviation method emerged as a robust
tool for characterizing bed roughness, particularly in the context of paleo-ice stream bed.
However, limitations imposed by low-resolution topography data, especially beneath
contemporary Thwaites Glacier, West Antarctica, underscore the need for improved data
acquisition. To enhance the understanding of subglacial landform evolution and its implications
for ice dynamics, Chapter 3 applies an automated landform identification method to
high-resolution bathymetry in the Western Ross Sea. This approach revealed a substantial
increase in the number of identified landforms compared to traditional visual methods, providing
new insights into landform morphology and distribution. Statistical analyses demonstrated a
strong correlation between local bed slope and landform morphometrics, with steeper reverse
slopes inhibiting vertical growth and influencing landform amplitude and width. Moreover,
metrics suggest that ice sheet retreat has exhibited both steady and episodic phases, influenced
by long-term climate variability. To explore the mechanisms controlling the formation and
geometry of grounding zone wedges (GZWs), landforms formed at the terminus of
marine-terminating glaciers and ice streams, a numerical model of sediment accumulation at the
grounding line is used to investigate controls such as local bed slope, the depth of the deformable
layer, and stoss angle. While the model successfully reproduced the asymmetry shape of GZWs
and shows sediment flux to be a key control in the dimensions of GZWs, further research should
incorporate additional climate forcings and local environmental variables to improve model
performance. Collectively, this research advances our understanding of the critical role of
small-scale topography in controlling AIS flow and retreat. By improving the characterization of
bed toughness, identifying subglacial landforms, and modeling glacier-bed interactions, this
dissertation contributes to a more comprehensive picture of ice sheet dynamics and its findings
can refine and improve ice sheet models for better predictions of future sea level rise.
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Chapter 1: Introduction

Ice sheets are arguably among the largest, most dynamic, and influential features on
Earth, covering vast areas of land and impacting global climate and sea level (Oppenheimer et
al., 2019). The Antarctic Ice Sheet (AIS) is the largest land ice reservoir and holds approximately
58 meters of potential sea level rise (DeConto et al., 2021). Like any natural system, the AIS is
influenced by a variety of environmental forcings, including gravity-driven flow, basal friction as
ice interacts with the underlying landscape, internal ice deformation, and interactions with the
ocean and atmosphere. This combination of factors causes ice sheets to fluctuate over sub-annual
to geologic timescales of hundreds, thousands, and millions of years (Noble et al., 2020). A solid
understanding of the evolution of non-linear ice sheet behavior, or ice dynamics, is essential for
assessing ice sheet stability, which can be monitored by tracking its mass balance and the
position of its terminus, or grounding line - the point where the ice sheet transitions from
grounded to the land to a floating ice shelf in marine environments. Even minor changes in the
imbalance of an ice sheet can shift the position of the grounding line, which is sensitive to
changes in ice flux and effective changes in water depth, and have significant global impacts
(Rignot, 1998; De Angelis & Skvarca, 2003; Robel et al., 2018).

Satellite observations over the past few decades have revealed patterns of AIS mass loss,
which have accelerated since the 1990s, resulting in a significant increase in global mean sea
level (Rignot et al., 2019; Shepherd et al., 2019; Otosaka et al., 2023). These observations
indicate the extent of ice sheet changes and provide insight into potential future sea level rise.
Despite observed trends in sea level rise, significant uncertainty remains in projecting future
contributions from ice sheets (Robel et al., 2019; Lowry et al., 2019). This uncertainty stems
from our incomplete understanding of the processes governing ice dynamics over longer-time
scales such as decades and centuries (Nowicki & Seroussi, 2018; Bamber et al., 2019).
Improving the representation of subglacial processes, which are influential for ice flow velocities
and thus ice mass balance, in numerical ice sheet models is critical for better constraining of
projections of ice sheet evolution in the future (Vaughan et al., 2013; Kazmierczak et al., 2022).

The mass balance of an ice sheet represents the net difference between mass gained
through surface accumulation and mass lost through processes like ice discharge at the grounding
line and melting at ice-ocean interfaces. Over the last decade, evidence has emerged highlighting
the crucial role of intrusion of relatively warm circumpolar deep water (CDW) in driving sub-ice
shelf melting of the AIS, making it the main driver of Antarctica’s contribution to sea level rise
(Pritchard et al., 2012). These CDW incursions onto the continental shelf follow bathymetric
troughs, and enhance melt rates at the modern margins of ice streams that carved out glacial
troughs over repeated glacial cycles. Ice streams are regions within an ice sheet where ice flow
velocities are significantly higher than the surrounding ice. They account for approximately 90%
of ice discharge from the interior of the ice sheet to the ocean and play a crucial role in
controlling ice dynamics (Shepherd et al., 2018). Tracking the ice dynamics of major glaciers
and ice streams—characterized by high spatiotemporal variability driven largely by topographic
settings—provides crucial insights into the stability of ice sheets (Winsborrow et al., 2010).
Their behavior is primarily influenced by subglacial processes that create landforms capable of
modifying ice dynamics through changes in bed topography and basal shear stress (Livingstone
et al. 2012).
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Overall, by examining observations from the deglaciated continental shelf, this
dissertation explores examples of ice sheet retreat since the Last Glacial Maximum (LGM) and
underscores the importance of locally constraining bed topography to better understand the
processes governing grounding line migration.

1.1 Topography as a control on ice dynamics

Landforms created by ice streams, often preserved as physical footprints of glacial ice,
are invaluable for understanding the deglacial history of the AIS (Stokes, 2018). Despite limited
direct observations of contemporary ice stream beds using geophysical methods, preserved
landforms on the deglaciated continental shelf, such as those found in paleo-ice stream beds from
the LGM, provide critical insights into past ice dynamics. Diverse landforms assemblages,
created through both erosional and depositional processes, have been used to reconstruct the
deglacial histories of paleo-ice streams, revealing patterns of asynchronous retreat across
paleo-ice stream troughs in Antarctica (Livingstone et al., 2012; Anderson et al., 2014;
Dowdeswell et al., 2016). Interpretation of these landforms helps infer how the ice sheet
responded to environmental changes, thereby enhancing our understanding of ice dynamics and
its implications for ice sheet stability. 

In addition to constructional landforms, antecedent topography also plays an important
role in modulating ice dynamics and grounding line migration. Topographic highs act as pinning
points capable of reducing ice flow velocities by increasing basal drag through lateral friction
and even promoting ice sheet advance during periods of overall ice sheet retreat (Favier et al.,
2012; Jamieson et al., 2014). Recent modeling work supports bed topography as a key control on
grounding line retreat observed in recent decades (Favier et al., 2016; Seroussi et al., 2017).

1.2 Importance of small-scale topographic analysis

The recent mass loss from the AIS is primarily dictated by ocean temperatures and bed
topography. Elevation datasets reveal deep subglacial troughs (Morlighem et al., 2020),
especially in West Antarctica, where thick ice results in greater driving stresses and faster
velocities which enhances melt rates and promotes basal sliding. Large portions of West
Antarctica are grounded below sea level and on a reverse bed slope, where water depth increases
inland. This configuration makes it particularly susceptible to Marine Ice Sheet Instability
(MISI). The MISI theory posits that as the grounding line retreats on a reverse slope, a positive
feedback loop is triggered whereby the increase in ice thickness at the grounding line promotes
greater ice discharge, leading to further retreat (Weertman, 1974; Pattyn et al., 2017; Robel et al.,
2019).

High-resolution elevation data for Antarctica remains critically sparse. Although
continent-wide datasets exist, they rely on limited observations, resulting in coarse spatial
resolutions exceeding 500 meters. Recent research expeditions have increased the extent of
bathymetric and seismic surveys in key sectors of Antarctica like the Amundsen, Bellingshausen,
and Ross Seas. However, unpredictable ice conditions lead to data gaps that hinder complete
accurate bathymetric mapping. These gaps force a reliance on interpolation methods, which can
misrepresent terrain at local scales and create challenges in understanding the impact of
small-scale topography on ice dynamics (MacKie et al., 2021). While existing elevation datasets
have greatly advanced our understanding of the influence bed topography exerts on ice
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dynamics, their inability to resolve processes at a local scale remains a significant gap in
glaciology. This knowledge gap is particularly evident in numerical ice sheet models, which
group basal sliding and subglacial deformation processes together to simulate basal motion.
Basal motion has a strong influence on ice flow and is controlled by subglacial hydrology and
bed roughness (Joughin et al., 2019; Pollard and DeConto 2012, Bingham et al., 2017), both of
which are often overlooked or only considered on large continental scales (Bennett, 2003; Taylor
et al., 2004). Chapter 2 utilizes high-resolution bathymetry to explore the impact of
methodology and scale selected to quantify bed roughness and its usefulness in identifying
patterns of streaming flow, which highlights the need for a standardized way of quantifying
bed roughness and emphasizes the limitations of low-resolution continent-wide datasets in
characterizing topographic variability. 

High-resolution bathymetric datasets for Antarctica, typically ranging between 20 and 50
meters, offer much lower resolution compared to subaerial environments where direct landform
observations have significantly improved the relationship between environmental forcings and
retreat patterns (Bingham and Siegert, 2009; Gudlaugsson et al., 2013) . Recent advancements in
marine geophysics have seen autonomous underwater vehicles that can image the sub-ice shelf
environment near the grounding line at unprecedented spatial resolutions. These surveys have
illuminated tidal lifting processes which create a distinctive signature on the seafloor that can be
used to measure retreat rates of glacier systems (Dowdeswell et al., 2020; Graham et al., 2022).
This exemplifies how high-resolution bathymetry can demonstrate the interplay between bed
topography and ice dynamics. Chapter 3 combines high-resolution bathymetry with an
automated landform extraction method to identify hundreds of previously unrecognized
small-scale ice-marginal landforms in the Western Ross Sea. Interpretation of the
morphometric properties of these landforms allow us to infer the control of local topography on
retreat patterns since the LGM.

1.3 Controls on the timing and geometry of grounding zone wedges

Glacier flow is a complex process driven by gravity and influenced by interactions at the
ice-bed interface. The three primary mechanisms by which ice flows towards the ocean are
internal deformation, basal sliding, and subglacial deformation (Boulton, 1996). Internal
deformation occurs through ice creep, where ice behaves as a nonlinear viscous material and
deforms when the bed is frozen. Basal sliding involves the slip between a glacier and its
unfrozen bed, facilitated by the presence of meltwater, which reduces frictional resistance.
Subglacial deformation occurs when the glacier is decoupled from its bed and flows as
underlying unfrozen sediments deform. This process is often associated with high pore water
pressures within the sediment. All three of these mechanisms are thought to coexist under
fast-flowing ice streams. In Chapter 4, a one-dimensional model simulates sediment
accumulation at the grounding line during glacial retreat, aiming to construct GZWs with
geometries matching those observed in the geologic record of paleo-ice streams. The model
tests controls such as sediment flux and stoss angle to assess their impact on GZW geometry and
the time required to construct these landforms under various conditions.
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Chapter 2: Characterizing bed roughness on the Antarctic continental margin

Adapted from: Munevar Garcia, S., Miller, L.E., Falcini, F.A.M., and Stearns, L.A.:
Characterizing bed roughness on the Antarctic continental margin, Journal of Glaciology, 1-12.
https://doi.org/10.1017/jog.2023.88, 2023.

2.1 Introduction

Approximately half of the Antarctic Ice Sheet (AIS) lies farther than 5 kilometers from
any direct subglacial bed measurement (Morlighem et al., 2020). Interpolation techniques have
been used to compensate for unresolved bed topography, but these can lead to the
misrepresentation of terrain (MacKie et al., 2021). Moreover, existing topography products that
rely on radio sounding systems often fail to identify deep subglacial troughs, which are critical in
determining ice stream flow direction (Morlighem et al., 2020). The flow of ice streams is
modulated by processes at the ice-bed interface (Stokes et al., 2007, 2018), but the extent to
which subglacial topography promotes or inhibits ice flow remains uncertain (Favier et al., 2014;
Robel et al., 2022). This is due to the complex nature of processes at the ice-bed interface, which
makes it difficult to accurately model ice-sheet behavior. The parameterization of basal traction
in ice-sheet models is largely reliant on satellite-based observations of the ice-sheet surface
(Arthern et al., 2015) and remains a considerable source of uncertainty (Ritz et al., 2015). The
lack of direct and high-resolution (i.e., sub-kilometer) observations of subglacial topography
limits our ability to separate skin drag and form drag components, often combined when defining
basal traction (Kyrke-Smith et al., 2018). The skin drag component of basal friction is impacted
by basal meltwater and properties of the uppermost layer of deformable sediments (Iverson and
Zoet, 2015), which are not resolvable by topography (i.e., elevation) products. The form drag
component, however, which describes the resistance to ice flow that originates as ice deforms
around bed obstacles (Weertman, 1964), can be represented by bed roughness measurements.
Sliding theories suggest that perturbations at the meter scale can generate enough basal drag to
limit sliding (Weertman, 1957; Schoof, 2002; Robel et al., 2022). This is supported by the
observation that form drag produced by subglacial roughness can produce significant shearing as
grounded ice retreats over rugged topography (Hogan et al., 2020). Thus, the inclusion of
high-resolution basal topography as a parameter is essential in producing realistic basal motion
(Whillans and van der Veen, 1997; Winsborrow et al., 2010; Morlighem et al., 2020; Law et al.,
2023). Bed roughness, defined here as “the extent to which terrain varies vertically over a given
horizontal distance” (Rippin et al., 2014), is therefore a useful tool in determining the influence
that bed topography exerts on ice flow velocities (Cooper et al., 2019; Law et al., 2023), though
the range of scales at which bed roughness can be quantified is dependent on the spatial
resolution of the elevation data.

Studies over large areas (>500 km2) of the AIS use bed roughness derived from
radio-echo sounding (RES) to investigate the impact of bed topography on basal processes (e.g.
Taylor et al., 2004; Siegert et al., 2004, 2005; Bingham and Siegert, 2007, 2009; Rippin et al.,
2006, 2011, 2014; Li et al., 2010). RES provides high along-track resolution, but the transect
spacing often exceeds 10 km (Siegert et al., 2004; Bingham et al., 2007; Rippin et al., 2014),
which is too wide to capture roughness associated with landform assemblages typical of
paleo-ice stream beds (wavelengths between 101 and 102 m; Falcini et al., 2018). Results from
early studies suggested that variations in bed roughness were spatially organized, where rough
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beds were found in inland regions of slow-moving ice and smoother beds were found
downstream in regions of fast-flowing ice streams (Siegert et al., 2004; Taylor et al., 2004;
Bingham and Siegert, 2007). This implies a straightforward relationship where roughness is
controlled by, or is a reflection of, ice-flow velocity and distance from the grounding line.
However, more recent studies have shown that fast flow is not always associated with a smooth
bed (Rippin et al., 2011; Schroeder et al., 2014; Falcini et al., 2018). 

The degree to which bed roughness can identify bed lithology and subglacial bedforms
remains underexplored, and the quantification of bed roughness at scales where individual
landforms can be resolved has been largely underutilized as a tool to infer bed conditions in lieu
of using ice-sheet surface inversions (Taylor et al., 2004; Bingham et al., 2017). While the
orientation of elevation transects has been previously considered (Rippin et al., 2014; Bingham
et al. 2017; Falcini et al. 2018, 2021; Cooper et al., 2019), not many studies have explored the
impact that different elevation detrending scales have on bed roughness at small horizontal scales
(101-2 m) where local topography is resolved. This is especially problematic as roughness
analyses are inconsistently calculated, and are varied in roughness scales of interest across
different studies (Smith et al., 2014).

The acquisition of bathymetric data over the deglaciated seafloor around Antarctica
presents the opportunity to explore former subglacial bed conditions at higher resolutions and
with greater spatial coverage than beneath contemporary ice streams. The seafloor of the
Amundsen Sea Embayment (ASE) records the Last Glacial Maximum (LGM) and post-LGM
glacial history of the formerly merged ice stream sourced from Pine Island Glacier (PIG) and
Thwaites Glacier (TG) (Graham et al., 2016; Figure 2.1). During the Quaternary period, these
glaciers excavated a trough extending over 500 km in length, while the ice sheet is believed to
have reached the shelf edge (Graham et al., 2010). Seismic profiles along the trough indicate that
the inner shelf, close to the modern grounding line, predominantly consists of crystalline
bedrock, whereas the middle and outer shelf exhibit a younger and unlithified sedimentary
substrate (Lowe and Anderson, 2002). On the inner shelf, streamlined bedforms are prevalent in
areas of thin sediment cover, though some sediment-filled depressions are also observed near the
modern ice shelf front (Figure 2.1B; Nitsche et al., 2013). Moving towards the middle shelf, the
topography becomes more rugged, with shallow sills and a network of subglacial meltwater
channels cutting into the bedrock (Figure 2.1C,D; Nitsche et al., 2013; Kirkham et al., 2019).
The paleo-ice stream beds of PIG and TG converge in the middle shelf, where streamlined
bedforms are abundant (Figure 2.1D; Graham et al., 2016). Further downstream from the
convergence, drumlinized bedforms evolve into mega-scale glacial lineations (MSGLs) at the
transition of crystalline bedrock to sedimentary substrate (Figure 2.1E; Wellner et al., 2001;
Lowe and Anderson, 2002).

Recent gravity-derived bathymetry beneath the Thwaites ice shelf and ice tongue reveals
similarly complex topography with relief comparable to the study sites located in the
middle-shelf of Pine Island Bay (PIB; Jordan et al., 2020). Hogan et al. (2020) show that
high-resolution bathymetry is necessary to capture the spatial variability of bed topography on
the inner shelf just offshore of PIG and TG. These two glaciers were responsible for >30% of the
annual discharge from the West Antarctic Ice Sheet (WAIS) between 2009 and 2017 (Rignot et
al., 2019), and assessing the variability of bed topography and roughness offshore of these
glaciers can provide an analog for the subglacial environment of contemporary glaciers and ice
streams. 
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Through high-resolution bathymetry offshore of Pine Island and Thwaites glaciers, as
well as the inclusion of elevation models derived from swath-radar underneath TG, this study
compares bed roughness results between different methods, orientations, and detrending scales to
determine the influence of each of these parameters on bed roughness results and the
implications for ice behavior. We then compare results from high-resolution elevation models to
the coarser BedMachine dataset to assess any potential roughness signatures that might be
misrepresented when bed topography is not available at a high spatial resolution. The
BedMachine dataset uses a mass conservation method and incorporates various data sources to
fill data gaps and provide compatibility with numerical models (Morlighem et al., 2017, 2020).
Lastly, we incorporate roughness results from bed topography data obtained from geostatistical
simulations conducted on Jakobshavn Glacier by MacKie et al. (2021). This allows us to
compare roughness statistics between direct observations in the ASE and stochastically
simulated topography.

2.2 Methods

A total of six study sites were used for analysis where a compilation of multibeam
echosounder bathymetry data in the eastern ASE was used to produce the gridded 50-m
bathymetric dataset used for analysis of sites 1-4 (Figure 2.1A; Nitsche et al., 2013). Elevation
data for the bed of TG (sites 5-6) comes from swath-radar published by Holschuh et al., 2020.
The study sites were selected to assess the relationship between topography and the formerly
expanded PIG-TG system during and following the LGM (Graham et al., 2010; Nitsche et al.,
2013). The diverse set of glacial landforms across the sites allows us to assess and compare
roughness values across different relief, bed slopes, and geologies. Topographic realizations used
for statistical analysis are from simulations by MacKie et al., 2021 (Figure A2.1).

The site grids were drawn where there was continuous data coverage to ensure that
missing data would not impact the roughness results. For each grid, transects oriented parallel
and orthogonal to paleo-ice flow direction were inferred from streamlined subglacial landforms,
such as grooves and glacial lineations (Figure 2.1B-G). Based on the width of streamlined
features observed in the ASE, the spacing between transects was set to 500 m, which also
corresponds to the spatial resolution of BedMachine Antarctica (Morlighem et al., 2020).
Elevation values were extracted every 50 m along each transect, to match the horizontal
resolution of multibeam bathymetry (Figure 2.2). To assess how the configuration of basins and
channels may impact roughness measurements, we created a 500 m buffer around the subglacial
channels mapped by Kirkham et al. (2019) that fell within our study sites in PIB. This buffer was
used to compare the roughness values associated with subglacial channels to the roughness of the
surrounding area. Once grids for all sites were constructed, a workflow to compare roughness
results between different orientations, detrending techniques, and scales was implemented
(Figure 2.3A). Elevation transects were detrended using two methods to remove
long-wavelengths components (Taylor et al., 2004): 1) a linear detrend of the entire transect
using least-squares regression to assess regional-scale topography and 2) subtracting the mean
elevation of a 1.6-km moving window to match the minimum moving window used in the Fast
Fourier Transform (FFT) analysis discussed below, which we use to characterize local,
kilometer-scale topography. By quantifying roughness at both regional and local scales, we
assess the sensitivity of roughness measurements to different detrending methods.
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Roughness was calculated using a standard deviation (SD) method and a Fast Fourier
Transform (FFT) method. The SD method provides a metric for the variation of amplitudes in
elevation in a straightforward manner, which can be quickly applied to numerous transects with
little computational power. SD is commonly used to measure roughness in the Earth Sciences
(Smith, 2014), though it is unable to capture the horizontal frequency of undulations. Fourier
transformations were introduced in some of the earliest studies on ice sliding over sinusoidal
(i.e., idealized) topography, where it was proposed that bed roughness could be described in
terms of the power spectrum of the bed elevation (Kamb, 1970; Nye, 1970). FFT analysis
converts bed elevations into a wavelength spectrum to calculate the amplitude and the spatial
frequency of undulations present in the bed; the methodology for the FFT calculations used in
this analysis follows Li et al. (2010). We present a basal roughness index (ξ), which reflects the
magnitude of vertical deviations in the bed and is calculated by taking the integral of the spectral
power density, S(k), over the moving window (Equation 1).

Eqn. 2.1ξ =  𝑆(𝑘)𝑑𝑘

To perform FFT calculations, the convention is to use a minimum of n = 32 data points in
each moving window (Taylor et al., 2004); therefore, given the 50-m horizontal resolution of the
bathymetry data, a moving window of 1.6 km (50 m x 32) was used to calculate roughness. Both
the SD and FFT methods were used to quantify roughness at the local (1.6 km) and regional
(20-50 km) scales defined earlier using the two methods of elevation detrending.

To determine the impact of transect orientation on roughness measurements, the
directionality of roughness was assessed by comparing parallel- (R∥) and orthogonal-roughness
(R⟂) values where transects intersect. By implementing the anisotropy ratio introduced by Smith
et al. (2006; Equation 2),

Eqn. 2.2Ω =  𝑅‖−𝑅⟂
𝑅‖+𝑅⟂

where R represents the roughness values obtained from the SD and FFT methods, the
directionality of roughness values can be compared across sites and methods. Values
approaching 1 suggest R∥ >> R⟂ and values approaching -1 indicate R∥ << R⟂, and where Ω = 0,
suggests an isotropic surface which can represent a smooth or truly random landscape (Falcini et
al., 2021). Output results for the analysis are point data, which we use to interpolate and generate
raster products containing roughness and anisotropy values.

The same conditions for the SD method were applied to the BedMachine dataset
(Morlighem et al., 2017, 2020) to investigate where roughness values may be under- or
over-estimated depending on the spatial resolution of the elevation raster used. Roughness results
derived from high-resolution datasets were subtracted from BedMachine results to generate
rasters showing where and by how much BedMachine results differ from the “true” roughness of
resolvable landforms. We also applied the SD method to one of the 250 topographic realizations
from MacKie et al. (2021) as well as the corresponding elevation dataset from Greenland
BedMachine (Morlighem et al., 2017). The main channel is present in both elevation datasets
(Figure A2.1), but the BedMachine dataset more closely resembles the average of all topographic
realizations from MacKie et al., 2021. The outliers discussed in the results and discussion
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sections are defined as roughness values exceeding +/- 1.5 * IQR / √n, where IQR is the
interquartile range.

2.3 Results

At site 1, on the inner continental shelf closest to the contemporary Pine Island calving
line (Figure 2.1B), roughness is relatively consistent at both the local and regional scales (101-102

m, 102 m2) for both methods used. The lowest roughness measurements (<5 m) from the SD
method are found where multichannel seismic data over the deepest water depths of 950-1050 m
reveal a basin infilled with >300 m of unconsolidated sediments (Nitsche et al., 2013) with and
without the presence of small-amplitude (<5 m) lineations (Figure 2.4A). High roughness values
from the SD method (>30 m) are found on the slopes of streamlined landforms such as
crag-and-tails and whaleback ridges that taper in the direction of paleo-ice flow, previously
identified by Nitsche et al. (2013). Other high roughness values (20-30m) are found within the
channel buffer particularly in the orthogonal orientation, where the mean roughness of the
channel buffer is 5 m greater than the mean of the site (Table A2.1). Roughness values of 45-60
m are found where channels have a cross sectional area >35,000 m2 as mapped by Kirkham et al.
(2019) and where relief between channel thalweg and surrounding bedrock is >250m. While the
spatial pattern for FFT results is similar to the SD method, areas of extreme relief in the
orthogonal orientation create outliers (>7,000 m2) that are over two orders of magnitude greater
than the median (72 m2; Table A2.2). Roughness ranges and medians for all transects in the
parallel orientation are consistently lower than the orthogonal transects for both spatial scales
and roughness calculation methods (Figures 2.5, A2.2A, Table A2.2).

Downstream (i.e., seaward) of site 1, exposed crystalline bedrock at site 2 becomes more
prevalent and streamlined landforms are less common. The topography is rugged with water
depths between 500 and 1500 m and several deeply incised channels (Figure 2.1C). The
upstream section of site 2 is characterized by parallel crag-and-tails and drumlins (Nitsche et al.,
2013), while a deep basin floored by streamlined landforms is located downstream and is flanked
by steep slopes (Figure 2.1C). The magnitude of median roughness for site 2 is nearly double
that of site 1 when using the SD method and nearly three times higher in the parallel orientation.
When using the FFT method, the medians for site 2 increased by a factor of 5 and 12 for the
orthogonal and parallel orientations respectively (Figure 2.5, Table A2.2). High outliers (>60 m)
from the SD method are concentrated along the length of the walls flanking channels inferred as
subglacial in origin and with a cross sectional area >35,000 m2. Conversely, the lowest values
(<8 m) are present in areas of shallow topography on top of bedrock highs and in deep areas
identified by Kirkham et al. (2019) as relict subglacial lakes, where no glacial landforms are
observed. The FFT method produced high roughness values, but they were not as widespread as
those produced by the SD method. Instead, outliers (>6,000 m2) are found in areas where the
relief associated with subglacial meltwater channels is greater than 250 m (Figures 2.4B, A2.2B).

Site 3, where the paleo-ice streams of Pine Island and Thwaites glaciers merged during
the LGM (Larter et al., 2014), has the greatest relief among the sites studied, with water depths
between 375 and 1650 m, dominated by deep basins that are up to 300 m below the surrounding
seafloor (Nitsche et al., 2013) and a central flat topographic high. The steep slopes at the edges
of the basin and the large meltwater channels that connect them generate the highest roughness
values across all sites, particularly at the regional scale where values are 2-3 times greater than at
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the local scale (Table A2.1, A2.2). These channels are mostly found in the upstream region of
site 3, have a cross sectional area >35,000 m2 and have SD roughness values of 30-80 m.
Conversely, the streamlined seafloor of the central topographic high, which is cross-cut by
geological structures (Graham et al., 2016), records the lowest roughness values of this site in all
methods, orientations, and scales. Similar to site 2, outliers in the SD-based roughness are
located along the walls of the deep basins, while FFT-based roughness outliers are spatially
isolated (Figures 2.4C, A2.2C).

Site 4 has gentle relief and marks the transition between exposed crystalline bedrock in
the middle-shelf to an unlithified sedimentary substrate in the outer-shelf (Wellner et al., 2001;
Lowe and Anderson, 2002). Drumlinized bedforms are absent downstream of the transition, and
the landscape in this site is dominated by MSGLs, which are not observed in any of the other
sites in the ASE. Site 4 has the lowest median roughness values of all sites (Table A2.2), and the
high roughness values in site 4 coincide with the presence of drumlinized features in the
upstream region. These SD values are comparable in magnitude to the ones produced by the
low-amplitude streamlined landforms found in sites 1 and 3 at the local scale (10-30 m). The
lowest roughness values across all sites are found in the downstream region of site 4 (<1 m),
where unconsolidated sediments blanket the sea floor and relief is minimal (Figures 2.4D,
A2.2D). These roughness values are comparable to the ones seen in the sediment-filled basin
present in site 1.

Sites 5 and 6 are located in the subglacial environment of TG and are comprised of
MSGLs and crag-and-tails similar to those found in sites 1 and 4. The upstream region of site 5
is dominated by elongated bedforms thought to be the tails of crag-and-tails (Alley et al., 2021)
which transition into bedrock protrusions downstream (Figure 2.1F). At the local scale, high
roughness values (>30 m) are found where these protrusions generate relief and where MSGLs
terminate in moats, as described by Holschuh et al. (2020). Low roughness values are present in
the sedimentary basin where MSGLs are present, particularly in the parallel orientation (Figure
A2.3A). Site 6 is dominated by large bedrock protrusions or ridges, with lineations present
upstream and downstream from said ridges. High roughness values (>30 m) are concentrated
where the ridges generate relief (<300 m) in both orientations and in the stoss side of the
crag-and-tails present downstream of the topographic high. Low roughness values (<5 m) are
found where lineations are present in areas of low elevation (Figures 2.1G, A2.3).

Roughness results obtained from the topographic simulations conducted by Mackie et al.
(2021) exhibit similar patterns to those observed in our study sites: roughness is higher in the
orthogonal orientation and at the regional scale (Figure A2.4). When comparing a single
realization to the average of all realizations, the former displayed higher roughness values and
had higher mean values than any of our study sites, regardless of scale. Meanwhile, the mean
value derived from the average of all topographic realizations, aligns closely with our study sites
at both scales. The topographic realizations are dominated by a 70 km-long, 4 km-wide, slightly
meandering channel oriented in the direction of ice flow. Roughness measurements from the
local scale are insufficient to capture the roughness signature generated by the wide channel.
Nevertheless, local-scale roughness measurements still indicate values as high as 180 m,
exceeding the maximum roughness observed in our study sites at that scale (Figures 2.4, 2.5). In
contrast, the regional scale is capable of encompassing the entire channel width, offering a more
comprehensive depiction of the roughness associated with the channel. Roughness values at the
regional scale can reach up to 450 m, significantly exceeding the maximum value of 295 m
observed in our study sites at the same scale. The average of all realizations also exhibits

10



significant roughness associated with the channel, albeit to a lesser extent (375 m). However, it is
important to note that this approach introduces artifacts that create spikes in roughness values
and generates smoother terrain outside the channel, potentially obscuring the presence of other
smaller tributaries (Mackie et al., 2021).
2.4 Discussion

2.4.1 Impact of methodology employed

The spatial distribution of high and low roughness measurements remains largely
consistent between the SD and FFT methods across all sites, similar to results presented by
Falcini et al. (2018). Yet, there are important differences when comparing the effectiveness of
detrending methods in capturing regional and local roughness (Figures 2.4, 2.5, A2.2). Both the
FFT and SD methods yield right-skewed roughness distributions, meaning most roughness
values are on the lower end, with a few larger values on the higher side. Notably, in the context
of this analysis, we specifically consider high outliers. The FFT method produces more outliers
due to the significantly greater magnitude and range of roughness values (Figure 2.5B, Table
A2.2), as previously noted by Rippin et al. (2014). On average, the percentage of data points
considered outliers is higher for the FFT method (11%) than for the SD method (5.8%). The
number of outliers in the FFT method remains relatively constant across the two detrending
scales considered (0.2% change), while the number of outliers in the SD method increases by an
average of 19% when using the regional detrend (i.e., detrending across the whole elevation
profile) compared to the local detrend of 1.6 km. The increase in outliers when using the SD
method is particularly noticeable at sites 1-3, which have high relief and exposed crystalline
bedrock (Lowe and Anderson, 2002). However, at site 4, the most downstream site in the ASE,
where gentle relief and streamlining of soft sediments are observed (Figure 2.2G-H), the number
of outliers decreases by 17.5%. Contrary to the expectation that using a regional detrend would
increase roughness variability, large depositional environments typically found at the
downstream ends of paleo-ice stream beds, may exhibit decreased variability and roughness
signatures may be dominated by sediment accumulation and drowning of antecedent topography.

While the spatial distribution of roughness values is similar between the local and
regional scales across all sites, the regional scale exhibits greater magnitude (Figure 2.5), due to
the nature of the detrending method, where the range of detrended elevations is considerably
greater (Figure 2.3B). The local scale effectively provides roughness characterization for
smaller-scale (<1.6 km) features and the regional scale considers larger features (i.e. deep basins
and meltwater channels) while still removing long-wavelength trends. The choice of scale for
detrending and the moving window used to calculate roughness has a direct impact on roughness
results. As such, their interpretation requires careful consideration and should not be directly
compared with studies that use different scales (Smith, 2014). When comparing results between
the two different scales, we found that the spatial distribution of high roughness values showed
minimal variation when the FFT method was used. Specifically, when the regional detrend was
applied, the average median roughness increased by 14% with the FFT method, compared to a
64% increase using the SD method. The increase in outliers observed with the SD method when
the regional detrend was applied coincides with a more widespread distribution of high
roughness values across all sites (Figures 2.4, A2.2). The SD method detected a greater spatial
coverage of high roughness values than the FFT method.
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Ultimately, the FFT method is less susceptible, but still impacted, by the scale used to
calculate roughness. Although the SD method is more susceptible to the scale used, it can detect
roughness at local scales more effectively than the FFT method. Using the SD method on the
local scale, high roughness values are typically observed along the length or width of a specific
landform, whereas on a regional scale, high roughness values tend to extend beyond landform
boundaries and encompass landform assemblages (Figures 2.4, A2.2). The FFT method yields
similar spatial distributions of high roughness values at both scales, making the distinction less
clear. The size of the moving window used to detrend elevation profiles was ultimately
dependent on the spatial resolution of the elevation products available, the method employed,
and the size of landforms present within the study area. Importantly, the SD method is not
limited by the 32 sample points required for FFT analysis and can be implemented over even
smaller windows. Although the SD method can quantify roughness using a smaller moving
window, we opted to use a 1.6 km window in order to make direct comparisons between the SD
and FFT methods. Since bathymetric datasets are available for various sectors of Antarctica at a
spatial resolution of 50m or finer, the 1.6 km moving window used in this study can be used as a
local scale to compare SD and FFT methods in other deglaciated regions. However, the SD
method may be preferred due to its ease of use and ability to detect roughness patterns at scales
smaller than 1.6 km without the extreme variation in results associated with the FFT method. To
ensure comparability, it is crucial that roughness studies report the scale used to detrend
elevation profiles, and the moving window used to calculate roughness, and keep these
consistent across study areas, when possible.

2.4.2 Anisotropy Measurements

Measurements across all sites reveal that mean roughness values in the orthogonal
orientation are higher than those in the along-flow orientation across all sites, scales, and
methods (Figures 2.4, 2.5). This pattern is expected because landforms constructed in the
subglacial environment will be preferentially oriented in the along-flow orientation, with the
resulting changes in landform amplitude yielding higher roughness in the orthogonal orientation
as demonstrated by earlier roughness studies (Rippin et al., 2014; Bingham et al., 2017; Falcini
et al., 2018, 2022; Cooper et al., 2019). On average, the anisotropy ratio was higher when the
local scale was used, especially in sites 1 and 4, where small-scale streamlined landforms are
abundant (Figure 2.1B,E) and their topographic variability is better represented in smaller
moving windows. The heavily skewed distribution of roughness values for the FFT method
described earlier is also observed here, as the mean anisotropy ratio is 77% higher than the mean
ratio from the SD method (Figure 2.6, Table 2.1). Since the SD method is unit preserving, and
deemed an appropriate measure for directionality analysis (Rippin et al., 2014; Falcini et al.,
2021), only the anisotropy ratio from the SD method will be described henceforth.

Sites 1 (Figure 2.6A) and 4, where drumlinoid features and MSGLs dominate, are the
most anisotropic landscapes, with a mean anisotropy ratio of -0.27 for the two sites. The high
anisotropy values observed in site 4, downstream of the convergence between PIG and TG,
support the idea that the increased flow velocity resulting from the convergence led to landforms
with higher elongation ratios (Nitsche et al., 2013), which correspond to more anisotropic
landscapes. A similar value for an area dominated by MSGLs is reported by Falcini et al. (2022),
though it is important to note that the window size used in their analysis differs from ours and,
therefore, results between the studies are not directly comparable. Also worth noting is that
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artifacts present over the MSGLs in the bathymetry of site 4 bring the overall anisotropy ratio
closer to zero by introducing roughness noise in the parallel orientation (Figure 2.4D).

While the presence of meltwater channels creates a more rugged topography at site 2
(Figure 2.1C), the orientation of streamlined landforms observed is fairly consistent and yields
an average anisotropy ratio of -0.13. Alternatively, the mean anisotropy ratio for site 3,
approaches zero (-0.05) in both scales and methods used (Figure 2.6B). The isotropic nature of
this site can be attributed to several factors, including the irregular alignment of streamlined
landforms and a flat topographic high where the Pine Island and Thwaites paleo-ice streams
merged (Figure 2.1D). The presence of large sinuous meltwater channels, thought to have
formed by pressurized subglacial meltwater (Lowe and Anderson, 2002; Nitsche et al., 2013),
typically lead to random or isotropic landscapes. Alternatively, we observe anisotropic patterns
where the lack of channels suggest a dry bed, allowing glacial sedimentary processes to take
place. In such areas, it is possible to identify landforms, such as glacial lineations, irrespective of
the method or scale used. This highlights the usefulness of this approach for determining patterns
of streaming ice flow.

A distinct decrease in roughness values is evident following the transition from
crystalline bedrock to sedimentary strata. This change in roughness, coupled with the subsequent
increase in anisotropy downstream, attributed to the presence of MSGLs, enables the
identification of geological variation with the ASE.

2.4.3 Comparisons with BedMachine

As widely used elevation products in ice-sheet models, we evaluate the performance of
BedMachine Antarctica in the ASE, and underneath TG, as well as BedMachine Greenland at
Jakobshavn Glacier. We specifically assess the impact of using a coarser resolution dataset on the
accuracy of roughness results compared to high resolution data. While BedMachine is a
downsampled version of the high-resolution bathymetry used in this analysis, its lower spatial
resolution limits its ability to account for roughness derived from small-scale landforms (<500 m
in Antarctica and <150 m in Greenland), resulting in misrepresentation of roughness values
across all sites. The biggest discrepancies in roughness occur at the local scale, particularly in
areas of sharp relief, like the stoss- and lee-sides of streamlined landforms, the steep walls
flanking meltwater channels, and where multiple landforms are in close proximity (Figure 2.7,
A2.5). The misrepresentation of SD roughness is as high as 150 m around deep meltwater
channels and is more evident in the inner- and middle-shelf of PIB where relief is greater than in
sites 5 and 6 underneath TG. In sites 1-4, the mean roughness differences between elevation
datasets are relatively small, with an average of 0.7 m. Differences are higher in sites 5 and 6 at
8.7 and 3.9 m, respectively (Table A2.2). In contrast, areas of low relief, such as the
sediment-filled basin in site 1, the flat topographic high in site 3, and where MSGLs are present
in sites 5-6 show good agreement in roughness values between the two elevation datasets
used. The average difference of 32.4 m in SD roughness between BedMachine Greenland and
the topographic simulation from Mackie et al., 2021 is much greater than what we observe in the
ASE, with SD roughness being underestimated by as much as 300 m in the walls of the main
channel (Figure S5, Table S3). Indicating that the interpolation used to generate elevation
datasets from radar measurements along limited track lines results in greater roughness
discrepancies, compared to downsampled versions of 2D bathymetric sets.
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The directionality of roughness is not captured by BedMachine, as evidenced by the
noisy distribution of anisotropy values (Figure A2.6). Mean anisotropy values for the ASE sites
are closer to zero (Table 2.1), indicating that BedMachine cannot accurately capture the
anisotropy of these sites and thus misses roughness deviations in different orientations.
Furthermore, while site 3 is in fact isotropic, the anisotropy ratio derived from BedMachine in
site 4 is close to zero, despite it being the most anisotropic site of all. These discrepancies
highlight the limitations of BedMachine in capturing MSGLs in soft sediments and providing
insights into basal ice-sheet flow and organization. The similarity in mean roughness values in
sites 1-4, despite the coarser resolution of BedMachine, can be explained by the use of a
downsampled version of the ASE bathymetry being incorporated into the International
Bathymetric Chart of the Southern Ocean (IBCSO), which was used in the creation of the
BedMachine dataset. While the average roughness difference between the bathymetry and
BedMachine elevation datasets in the ASE is minimal, there are notable discrepancies around
key features known to influence ice dynamics. As a result, BedMachine fails to capture the
roughness signature of features that are important in determining basal conditions. The elevation
datasets for sites 5 and 6 are not included in BedMachine, therefore any roughness measurements
derived from BedMachine, or any other continent-wide elevation dataset, in the modern
subglacial environment are subject to interpolation, leading to smooth and unrealistic topography
at the scales considered (MacKie et al., 2021). We do not draw any geomorphic interpretations
from the results derived from BedMachine, but instead, we highlight the limitations that arise
when an elevation dataset fails to resolve landforms that are useful for constraining ice dynamics
(Greenwood et al., 2021).

2.4.4 Subglacial conditions inferred from bed roughness

Work by Siegert et al. (2005) established that subglacial bed roughness is dependent on
four factors: (1) the direction of ice flow, (2) ice dynamics, (3) lithology, and (4) geological
structure. Transect orientation with respect to ice-flow proved to be one of the biggest controls in
roughness results across all sites tested in the paleo-ice stream bed of PIG and TG. Glacial
sedimentary processes (erosion and/or deposition) play a crucial role in modulating topography
in the along-flow orientation. These processes contribute to the creation and modification of
landforms that exhibit a distinct alignment with the direction of ice flow. These patterns of
preferential alignment reflect the cumulative effects of multiple glaciation cycles known to have
taken place in the ASE (Graham et al., 2016), and highlight the significant role of glacial
sedimentary processes in shaping the landscape. 

Low roughness values (<10 m) are observed in regions of observed sediment cover in
sites 1 and 4, as well as on top of the topographic high in site 3, where the two paleo-ice streams
merged (Figure 2.4). This finding highlights that low roughness does not always signify the
presence of thick sediment cover and bed lithology cannot be inferred from roughness alone.
Consequently, low roughness values can imply two different lithologies. Firstly, it can indicate
the presence of unconsolidated sediment, which reduces basal shear stress and facilitates ice
flow. Alternatively, low roughness can also indicate exposed crystalline bedrock, where ice
dynamics over such a hard substrate would suggest increased basal shear stress and slow ice flow
(Bell et al., 1998; Wellner et al., 2001). Despite this, the presence of widespread grooves around
the topographic high indicates efficient erosion (Bennet and Glasser, 1996; Nitsche et al., 2013),
suggesting the merging of the paleo-ice streams was enough to overcome the basal shear stress
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and erode the bedrock to create a smooth terrain. In this case, the increase in ice flow velocity is
attributed to the merging of the ice streams, rather than the transition from crystalline bedrock to
a sedimentary substrate further downstream. The merging of the ice streams, combined with the
network of subglacial meltwater channels upstream, would have increased the supply of basal
meltwater, reducing skin drag and facilitating ice flow. The association of low roughness values
with both fast and slow ice flow suggests that skin drag, particularly influenced by the
availability of basal meltwater in this context, exerts a direct influence on ice dynamics. These
observations suggest that form drag alone should not be a key determinant in the sliding law,
emphasizing the importance of understanding the complex interaction between basal meltwater,
sediment properties, and ice flow behavior.

The boundary of geological structures, such as bedrock protrusions in site 1 (Figure
2.4A), subglacial meltwater channels in sites 2 and 3 (Figure 2.4B,C) and the boundary between
crystalline bedrock and unconsolidated sediments in site 4 (Figure 2.4D) all cause a roughness
spike and change in anisotropy in both methods and scales tested (Figure 2.6). The complex
topography of PIB suggests two possible explanations for these roughness spikes. First, the
increase in basal shear stress associated with rugged topography and the presence of bedforms is
reflected in the increase of roughness values. Second, roughness spikes of even greater
magnitude are predominantly associated with the presence of subglacial meltwater channels.
These large channels would have lubricated the bed in certain instances (Nitsche et al., 2013),
resulting in enhanced ice flow rather than increased basal shear stress. The formation of these
channels is believed to be linked to episodic outburst floods from subglacial lakes during
previous glacial periods (Kirkham et al., 2019). It is inferred that the largest and deepest channels
likely developed over multiple glaciation cycles and required abundant meltwater. Specifically,
the highest roughness values observed in PIB can be attributed to large episodic drainage events
and it is likely that these channels increased in size progressively, leading to increases in elevated
roughness values.

Roughness analysis from swath radar data show similarities between the geologies of
sites 1-4 in PIB and sites 5-6 underneath TG. The widespread streamlining observed in the bed
underneath TG, and their associated SD roughness values (<5 m) are analogous to the thick
sediment pockets present in site 1 and the MSGLs present in site 4. The elongated bedforms
observed in site 5, described as the tails of crag-and-tails (Alley et al., 2021; Figure 2.1F) exhibit
the same geomorphic characteristics as the crag-and-tails present in PIB at the transition between
crystalline bedrock and unconsolidated sediment (Graham et al., 2016; Figure 2.1E). In the
parallel orientation, both sets of crag-and-tails have comparable SD roughness values. Upstream,
the bedrock knobs exhibit roughness values of 20-25 m, whereas their downstream soft till tails
display values of less than 5 m. Underneath TG, these tails have larger amplitudes (50-100 m)
than the MSGLs offshore at site 4 (5-25 m). As a result, orthogonal roughness values for these
features are 20-25 m greater than their PIB counterparts. Notably, the MSGLs in PIB have been
in an open marine environment for at least ca. 10 cal. ka BP (Hillenbrand et al., 2013), where
post-glacial sedimentation might have reduced their amplitude.

2.5 Conclusion

We quantified bed roughness at six different sites: four deglaciated sites offshore of Pine
Island and Thwaites glaciers and two glaciated sites underneath contemporary Thwaites Glacier.
By measuring roughness in different orientations relative to ice-flow, using different methods
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and elevation datasets, and applying different detrending scales, we assess how various
parameters influence roughness results. Transects in the orthogonal orientation consistently yield
higher roughness values, the trends of which are obscured when using lower-resolution elevation
products. The choice of scale at which roughness is assessed has a significant impact on the
resulting roughness values and therefore requires careful consideration. Overall, the SD method
provides a robust representation of bed roughness in several ways. The results obtained from the
SD method accurately identify spatial patterns of roughness and anisotropy indicative of ice
streaming. Additionally, the unit-preserving nature of the SD method allows for more reliable
comparisons between different scales and locations, making it a useful tool for assessing bed
roughness in deglaciated environments. The limitations of low-resolution topography are more
apparent in the sites underneath contemporary Thwaites Glacier, compared to sites in PIB,
suggesting that interpretations derived from bed roughness at ice-stream beds may not be entirely
reliable and these uncertainties must be considered in any modeling work.
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Table 2.1. Mean anisotropy from bathymetry and BedMachine (BM).

  SD FFT SD (BM) FFT (BM)
Site Local Regional Local Regional Local Regional Local Regional

1 -0.3 -0.25 -0.44 -0.42 -0.12 -0.13 -0.16 -0.14
2 -0.16 -0.1 -0.27 -0.24 -0.05 -0.05 -0.1 -0.08
3 -0.05 -0.02 -0.06 -0.05 -0.02 0 -0.01 0
4 -0.3 -0.18 -0.47 -0.45 0 0.02 0.02 -0.02
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Figure 2.1. (A) Study sites in the Eastern Amundsen Sea and Thwaites Glacier marked by the
black, numbered boxes. Arrows show the general direction of paleo-ice-flow for Pine Island and
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Thwaites glaciers, which merged at site 3. (B-E) Multibeam bathymetry of sites in the Eastern
Amundsen Sea. Grid cell sizes 35-50m, from Nitsche et al. (2013). (B) Ice-shelf proximal site
consists of crystalline bedrock (Cr) mixed with deep pockets of unconsolidated sediment and
linear bedforms, i.e. streamlined grooves (SG), crag-and-tails (C-T), and drumlinoid features
(Dr). (C) Inner shelf site displaying crystalline bedrock, rugged topography, and sinuous
channels (Ch). Color ramp as for (B). (D) Site where the Pine Island and Thwaites paleo-ice
streams merged, resulting in a change in ice flow direction. Presence of deep basins (Ba) and
channels, a flat topographic high (TH), and grooved crystalline bedrock (SG). Color ramp as for
(B). (E) Transition between crystalline bedrock and unconsolidated sediment. (F-G) Swath-radar
data from Holschuh and others (2020). (F) Upstream site of the Thwaites bed with MSGLs and
bedrock protrusions at shallower depths. (G) Downstream site with streamlining and
crag-and-tails either side of large exposed bedrock.
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Figure 2.2. Raw elevation transects and calculated slope transects, both of which have data
points at 50-m increments for East Amundsen Sea sites. Left and right columns show transects in
the parallel and orthogonal orientations relative to paleo-ice flow direction, respectively. Slope is
calculated as the dimensionless ratio of the vertical to horizontal change at every 50-m
increment.
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Figure 2.3. (A) Flow chart outlining the steps taken to calculate roughness using the SD and FFT
methods described in the Methods section. (B) Example of a single raw elevation profile and
corresponding detrended profiles using a local (red) and regional (blue) detrend method. Profile
comes from Figure 2.2A.
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Figure 2.4. Absolute roughness measurements for parallel transects in sites 1-4 in the Eastern
Amundsen Sea showing the difference in spatial distribution between scales and methods. Blue
lines are subglacial meltwater channels and black, hatched polygons are relict subglacial lakes
(Kirkham et al., 2019). White arrows indicate direction of paleo-ice flow.
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Figure 2.5. Distribution of the basal roughness parameter (ξ), employing a 1.6-km moving
window across all sites. The boxes represent value points between the first and third quartiles
(IQR), and the black horizontal bars indicate the median. Individual outliers are plotted where
values exceed +/- 1.5 * IQR / √n (A) Distribution of values employing the SD method. (B)
Distribution of values employing the FFT method, only applied to sites 1-4. Note use of
logarithmic scale on the y-axis.
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Figure 2.6. Anisotropy values calculated at every intersection point between parallel and
orthogonal transects at sites 1 (A) and 3 (B) represent directionality of roughness measurements
at the local scale. Orthogonal roughness dominates in the purple shades, parallel dominates in the
green. White/gray shades indicate isotropic or random surfaces. White arrows indicate direction
of paleo-ice flow.
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Figure 2.7. Difference in roughness measurements of parallel transects between high-resolution
topography and BedMachine, showing where BedMachine under- and over-estimates roughness
(red and green shades, respectively). Roughness for sites 1 and 3 (A,B) is derived from
bathymetry; sites 5 and 6 (C,D) is from swath-radar (Holschuh et al., 2020).
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Chapter 3: Insights on retreat patterns in the Western Ross Sea from morphometric
analysis of small-scale ice-marginal landforms

Conducted with support from: Lauren E. Miller and. Marion Donald. A manuscript in
preparation for submission to The Cryosphere.

3.1 Introduction

The identification and description of submarine landforms formed by glacial processes
have been greatly facilitated by advances in marine-geophysical technologies, particularly
acoustic methods deployed on high-latitude continental margins. The ability of these methods to
image the seafloor at a higher resolution than would be possible from radar satellite altimetry of
modern subglacial and ice-marginal environments make them particularly effective at studying
and characterizing sediments on the deglaciated continental shelf. Sediments deposited below
wave-base tend to be preserved in the Quaternary geological record due to reduced seafloor
erosion and reworking compared to their subaerial counterparts (Dowdeswell et al., 2016).
Similarly, submarine landforms unaffected by the cyclical advance and retreat of ice sheets since
the Last Glacial Maximum (LGM) are well preserved and represent the last geomorphic imprint
before ice-sheet retreat, offering valuable insights into the past extent of the ice sheet. The spatial
distribution of landform assemblages spanning hundreds of kilometers of paleo-ice stream beds
on the deglaciated continental shelf has facilitated the interpretation of the deglacial histories and
ice dynamics of paleo-ice streams during landform formation. The increase in swath bathymetry
and seismic surveys have furthered marine geological interpretations, revealing substantial
spatiotemporal variability in ice-sheet retreat patterns across different sectors of the Antarctic Ice
Sheet (AIS) since the LGM (Anderson et al., 2014). 

Glacial landforms observed across the deglaciated continental shelf of Antarctica formed
during the last glacial cycle, as evidenced by their positioning above the latest glacial
unconformity (Shipp et al., 2002; Mosola and Anderson, 2006). These landforms are broadly
defined within three categories: subglacial, ice-marginal, and proglacial landforms. The
morphometrics of each landform category are highly dependent on the glacial processes that
create them. Subglacial landforms, formed at the ice-bed interface, result from erosive forces and
are mostly oriented parallel to the direction of ice flow. In contrast, ice-marginal landforms,
created in part by the ability of glaciers to transport vast amounts of sediment from their interior
to their margin, are typically oriented orthogonal to the direction of flow (Benn and Evans, 2010;
Dowdeswell et al., 2016). Ice-marginal landforms are particularly useful for reconstructing the
extent and behavior of glaciers since the LGM because they indicate former locations of the
grounding line, the point where grounded ice loses contact with the bed and a freely floating ice
shelf is possible. Geomorphological analysis of landforms in the Ross Sea of Antarctica has
improved our understanding of its deglacial history as their interpretation helps identify possible
paleo-ice sheet drainage pathways (Anderson et al., 2014), identify different retreat scenarios and
potential physiographic controls (Halberstadt et al., 2016; Bart et al., 2017; Prothro et al., 2020),
infer bed characteristics on the continental shelf (Halberstadt et al., 2018), differentiate
glacimarine processes between the WAIS and EAIS (Prothro et al., 2018), and infer
marine-based ice sheet instability by linking their morphology to perturbations at the grounding
line (Simkins et al., 2018). 
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This work combines high-resolution bathymetry and an automated landform extraction
method to identify hundreds of previously unrecognized small-scale ice-marginal landforms in
the Western Ross Sea. By analyzing the morphometric properties of these landforms, we can
infer their relative timing of formation, corresponding to periods of grounding line stability. The
interpretation of landform morphometrics helps untangle the role of local topography and overall
retreat patterns since the LGM, thereby linking topography to grounding line stability.

3.2 Deglacial history of the Ross Sea

Retreat of the Antarctic Ice Sheet (AIS) took place between the Last Glacial Maximum
(LGM) and the late Holocene (Anderson et al., 2002). Studies of the AIS are typically considered
in the context of its major sectors, the West Antarctic Ice Sheet (WAIS) and the East Antarctic
Ice Sheet (EAIS), which have different characteristics and responses to environmental variables.
The retreat between the WAIS and EAIS is believed to have followed different patterns. The
WAIS sector, mostly grounded below sea level and currently experiencing faster retreat rates and
enhanced melting, is thought to have reached the edge of the continental shelf in many areas
(Anderson et al., 2002). In contrast, the EAIS, largely grounded above sea level and considered
stable in many regions, is believed to have only reached the mid-shelf position in many
locations, while other LGM margins are close to the modern grounding line positions (Anderson
et al., 2002). 

Interpreting the deglacial history of the Ross Sea is complex in part due to the
convergence of ice streams from both the WAIS and EAIS, which account for approximately
25% of all AIS drainage and make the Ross Sea the largest drainage basin in Antarctica. The
central and eastern Ross Sea sectors primarily draw ice from the WAIS interior through ice
streams that act as major conduits, while geomorphological evidence supports significant
drainage of the EAIS into the western Ross Sea (Shipp et al., 1999; Mosola and Anderson, 2006;
Greenwood et al., 2012; Anderson et al., 2014). There are significant differences in the
large-scale topography between the eastern and western Ross Seas, the former is dominated by
subdued glacial troughs while high relief banks in the western Ross Sea acted as pinning points
to stabilize the grounding line (Halberstadt et al., 2016). Additionally, the geology in the eastern
Ross Sea, consisting of unconsolidated Plio-Pleistocene sediments that thicken towards the shelf
edge (Alonso et al., 1992; De Santis, 1999), is associated with fast flow, supported by the
presence of mega-scale glacial lineations (MSGLs) formed subglacially by ice streams. The
presence of widespread large-scale grounding zone wedges (GZWs) near the shelf edge confirms
the ice sheet was grounded at the shelf break in the eastern Ross Sea. In contrast, the geology in
the western Ross Sea is more variable and composed of older, more consolidated substrate,
which inhibits fast ice flow (Stokes and Clark, 2003; Winsborrow et al., 2010). Analysis of
sediment facies to determine whether sediments were deposited subglacially or proximal to the
grounding zone confirms contrasting differences in the glacimarine processes taking place in the
two sectors of the Ross Sea (Prothro et al., 2018). Linear features in the western Ross Sea are
sparse, making the determination of paleo-grounding line extent dependent on the interpretation
of ice-marginal landforms. A combination of sedimentological and geomorphological works
agree that the western Ross Sea underwent small-scale, yet frequent grounding line retreat, while
the eastern Ross Sea experienced an episodic style of retreat characterized by long periods of
grounding line stability (Halberstadt et al., 2016; Prothro et al., 2018; Simkins et al. 2018).
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Halberstadt et al., (2016) utilized high-resolution bathymetry to propose that the
large-scale pattern of retreat in the Ross Sea is more complex than had been previously
suggested, highlighting topography as an important control on ice-sheet drainage and indicating
asynchronous retreat between glacial troughs. Similarly, Simkins et al., (2018) mapped and
grouped ice-marginal landforms into two distinct groups based on their morphologies: moraines
and GZWs. In this study, we dine landforms with an amplitude of less than 10 meters as
small-scale. Small-scale recessional moraines, which are symmetric in shape, suggest a steady,
small-magnitude, and more controlled style of retreat. Small-scale grounding zone wedges are
asymmetric in shape, indicate an episodic style of retreat, where the grounding line remained
stable for longer, allowing for the accumulation of sediment at the grounding line, and even
promoting grounding line advance by reducing the water depth required to offset the buoyancy
associated with retreat on a reverse bed slope (Alley et al., 2007). Current inventories of GZWs
in the high-latitudes report amplitudes of 20 to 200 m, yet Simkins et al., 2018 reported
landforms that follow the conventional description of GZWs, but at smaller-scales, which are not
found in other inventories of GZWs. Simkins et al., demonstrated that the difference in metrics
of ice-marginal landforms found in the Ross Sea is enough to differentiate them into groups
representing recessional moraines and GZWs. Here, we perform additional morphometrics
analysis of the hundreds of landforms found in the Ross Sea.

3.3 Methods

Legacy multibeam data used for morphometric analysis was collected aboard the RVIB
Nathaniel B. Palmer. Detailed information about collection and processing methods is described
in Halberstadt et al. (2016). Elevation transects used for analysis were aligned with the inferred
direction of ice flow, based on landform orientations. Transects were designed to capture as
many ice-marginal landforms as possible within a field of similar landforms and were classified
into the two morphotypes described by Simkins et al. (2018): moraines and GZWs. A total of 14
transects were drawn for moraines (n=997) and 11 transects for GZWs (n=631). The length of
each transect was determined by the presence of identified landforms and adjusted for gaps or
artifacts in the bathymetry (Figure 3.1). Slope values for each transect were calculated by
extracting start and end elevation values from high-resolution (50 m) bathymetry to account for
localized changes in slope. Elevation transects were processed using a minimum amplitude
threshold of 0.6 m, approximating the expected resolution of identifiable landform features given
the vertical resolution of the bathymetry data (50 cm) and anticipated noise levels along trackline
and the center-beam fringes, and a minimum width threshold of 15 m for landform identification.
Maximum width thresholds were set at 200 m for moraines transects and 2,000 m for GZW
transects. These thresholds were chosen to match manually mapped landforms and to exclude
small-scale roughness in the bed topography unrelated to ice-marginal landforms. 

The extracted morphometric properties included amplitude, width (or along-flow length),
cross-sectional area, spacing, and a width-to-amplitude ratio (Figure 3.2, 3.3; GZW example in
Figure A3.1). Outliers were removed from each morphotype population by excluding values that
fell significantly outside the typical range of the distributions using the criteria (Q1 – (3 * IQR))
and (Q3 + (3 * IQR)), where Q1 and Q3 are the first and third quartiles, and IQR is the
interquartile range. Statistical analyses were conducted by transect and morphotype population to
explore correlations between morphometrics, spacing, slope, and water depth. Slope was
calculated for each individual landform within a transect and was determined using Equation 1,
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Eqn. 3.1𝑚 =  𝑦2−𝑦1
𝑥2−𝑥1

where, y2 and y1 are the elevations of consecutive landforms and x2 and x1 are their respective
distances along the transect. This was done to introduce and test a local slope between adjacent
landforms, rather than assuming a constant slope for an entire transect. To assess the relationship
between morphometric properties and the local slope, Spearman’s rank correlation coefficients
were computed for each property against slope. Spearman’s rank correlation was chosen to
measure the strength and direction of the monotonic relationship between two variables, suitable
for our non-parametric data.

3.4 Results

Using the defined threshold, a total of 997 individual landforms were identified in moraine
transects and 631 in GZW transects. The length of elevation transects varied from 4 to 25 km. In
some cases, the transect length was limited by the width of the multibeam track, and so there are
cases where fields of landforms are not fully captured due to gaps in the bathymetry. Most
transects contained largely uninterrupted sequences of landforms, with the number of landforms
ranging from 18 to a maximum of 184 per transect. The total number of landforms identified (n =
1,628) through the automatic extraction using predefined morphometric thresholds is
significantly higher than those manually mapped using hillshading techniques (n = 646). This
discrepancy is particularly evident in GZW transects, where hundreds low-amplitude features
were identified between GZWs. This pattern was consistent across all GZW transects, suggesting
that it may be incorrect to assume that GZWs are the sole type of landform present in these fields
and instead.

Descriptive statistics of morphometric properties of identified landforms are presented in
Table 3.1 for both moraine and GZWs transect populations. The distributions of the
morphometric properties for both populations are heavily right-skewed (Figure 3.4). We found
statistically significant differences in amplitude, width, and cross-sectional area between the two
populations, but no significant differences in the width-to-amplitude ratio.

Based on ANOVA results, significant variance was observed within the moraines
population for width and amplitude between transects, with width-to-amplitude ratio and spacing
showing the greatest variation between transects. In contrast, the GZWs population exhibited
significant differences only in the amplitude, the width-to-amplitude to ratio, and spacing (Table
3.2).

For both moraines and GZW populations, there is a notable negative correlation between
the amplitude, width, cross-sectional area of a given landform and the local bed slope between
adjacent landforms. However, the correlation with spacing is notably weak (Table 3.3). This
analysis assumes that all landforms along a transect were formed during a single period of ice
sheet retreat with no subsequent re-advances reworking the landforms, which is a reasonable
assumption given the landform assemblage relationships. To gain a more detailed understanding
of these relationships, the analysis was conducted for each transect, with the results presented in
a correlation matrix (Figure 3.5).

The distribution of the spacing is heavily right-skewed. The spacing between landforms
is remarkably consistent, around 150 m, across transects in both populations (Figure 3.6). The
interquartile range for spacing is between 75 and 175 m for both populations, and statistical tests
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reveal no significant difference between them. While the relationships between morphometric
properties and spacing are less consistent compared to those observed with slope, the correlation
matrix generally indicates a positive correlation across most transects, indicating that larger
landforms tend to be spaced further apart (Figure 3.7).

3.5 Discussion

3.5.1 Advantages of automatic landform identification

Based on statistical analysis of hundreds of ice-marginal landforms that form at
paleo-grounding lines, the metrics of the landforms are challenging to fully categorize into
distinct morphotypes. From the transects selected for the study, 485 landforms were initially
mapped as moraines and 161 as GZWs using traditional visual-based hillshading techniques. The
use of automatic landform extraction has significantly increased these numbers, identifying 997
landforms in moraine transects and 631 in GZW transects. 

The disparity between the number of landforms identified through automatic extraction
(n = 1,581) and those manually mapped using hillshading techniques (n = 646) highlights several
factors that favor automated methods. Manual mapping relies heavily on the use of hillshades,
which are generated by simulating artificial illumination sources from specific angles. This
approach can be limited by the angle of illumination. Incorrect azimuth angles or the lack of a
multidirectional hillshade can obscure certain landforms, leading to their potential omission and
identification. Additionally, some landforms, particularly those with insufficient amplitude, may
not cast discernible shadows under hillshade techniques, making them difficult to detect
manually. In contrast, automated landform extraction methods analyze elevation profiles with
consistent and objective criteria, resulting in a more exhaustive identification process. However,
a notable limitation of these methods is their reliance on one-dimensional transects, which
restricts the analysis to a linear perspective.

3.5.2 Challenges in morphometric differentiation

We hypothesized that the width-to-amplitude ratio could distinguish between the two
types of landforms by identifying features above a certain threshold. However, the distribution of
this ratio is strikingly similar between the two populations. We attribute this similarity to the high
number of newly identified landforms, which significantly impact the distributions of the
morphometric properties extracted. These small-scale landforms, often found between previously
identified GZWs, display low values for both width and amplitude. The width-to-amplitude ratio
follows a heavily right-skewed distribution, indicating that the majority of landforms identified
have lower ratio values and therefore exhibit morphometric characteristics more akin to
symmetric moraines rather than typically asymmetric GZWs. The abundance of small-scale
landforms may explain the inability to establish a width-to-amplitude ratio threshold that
differentiates between the two morphotypes.

Not only is it useful to use morphometrics to distinguish between moraines and
grounding zone wedges, which we show here is challenging, it is also useful to be able to
distinguish landforms that have different genetic controls, such as those formed by icebergs and
in the subglacial environment. The amplitude range of the landforms identified in this study is
lower compared to other small-scale landforms like mega-scale glacial lineations (MSGLs;
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Spagnolo et al., 2014), which are erosional features associated with ice streaming. Instead, their
amplitude range more closely resembles that of corrugation ridges (Graham et al., 2013;
Dowdeswell et al., 2020), iceberg ploughmarks (Wise et al., 2017), and sub-ice shelf keel scours
(Graham et al., 2010) observed on the Antarctic continental shelf. Although iceberg ploughmarks
have been observed elsewhere in the Western Ross Sea, the absence of these curvilinear features
near the transects suggest that the newly identified landforms are unlikely to be ploughmarks.
Sub-ice shelf keel scours typically have an amplitude range of 1-10 meters, are often found on
the surface of GZWs, and exhibit low parallel conformity (Smith et al., 2019). However, their
typical widths and spacing exceed those observed in our dataset. Corrugation ridges, which are
small-scale transverse ridges either within or on top linear scours formed by ice flow, require
tidal lifting and settling of the ice shelf. While the description and amplitude of corrugation
ridges closely match the newly identified landforms, these ridges also exhibit a high degree of
cyclicity in their spacing due to the 14-day spring-to-neap cycle thought to drive their formation.
Such cyclicity is not evident in the Ross Sea dataset, and this level of spacing detail has thus far
only been observed through the deployment of underwater vehicles capable of imaging the
seafloor at an exceptionally high spatial resolution (Graham et al., 2013; Dowdeswell et al.,
2020). Therefore, it is unlikely that the observed landforms would be considered corrugation
ridges as their spacing does not indicate tidal action.

3.5.3 Influence of local bed slope and spacing on morphometry

The strong correlation between local bed slope and both amplitude and width indicates
that the slope immediately downstream of a landform significantly influences the amplitude and
width of depositional landforms (Figure 3.5). Moraine amplitude is more negatively correlated
with slope, suggesting that the sedimentological processes responsible for landform building are
inhibited or reduced by higher slopes. Alternatively, other factors influencing the style of retreat
on higher slopes may also be at play. A negative correlation between slope and both amplitude
and width suggest that more negative slopes (reverse slopes), are associated with decreased
landform amplitude and width. According to the marine ice sheet instability (MISI) theory,
reverse slopes promote grounding line retreat, making it harder to achieve the environmental
conditions necessary for grounding line stability (Schoof, 2007; Robel et al., 2019). This
instability would hinder the accumulation of sediment at the grounding line, explaining the lower
amplitudes and widths observed on reverse slopes. The negative correlation observed across
most transects also indicates that very gentle slopes (values approaching zero) tend to result in
higher amplitude and width values. In this scenario, MISI would not occur, and the grounding
line is more likely to stabilize on gentle or normal slopes. The correlation between local bed
slope and morphometric properties suggests that the immediate slope surrounding a landform (a
previous grounding line position) controls the magnitude of the morphometric properties.
Therefore, the local bed slope also influences the occupation time of the grounding line at a
given location.

While both amplitude and width show negative correlations with local bed slope, the
width-to-amplitude ratio exhibits a positive correlation with local bed slope. This difference in
correlation direction can be explained by the proportional decrease of these two properties. The
ratio increases if the amplitude decreases faster than the width.  In other words, the positive
correlation of the width-to-amplitude ratio with slope likely arises because the amplitude of the
landform decreases more rapidly with increasing slope than the width does. This suggests that
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steeper slopes inhibit vertical growth more than horizontal growth. This is consistent with ice
dynamics theory, where steeper reverse slopes result in greater ice flow velocities, thereby
reducing the likelihood of still-stands that would lead to vertical accumulation at the grounding
line. Despite the varying strengths and directions of the correlations, results suggest that local
bed slope significantly influences the morphometric properties of the identified landforms.

The distribution of spacing values and statistical tests reveal no significant difference
between the moraine and GZW populations. Although it is generally understood that moraines
and GZWs represent retreat styles, this finding might suggest otherwise. However, we do not
favor this interpretation. The automatic extraction method is identifying many landforms with
morphometric properties resembling moraines within the GZW transects. A more plausible
explanation for the similarity in spacing between the moraine and GZW populations is that
retreat styles often transition from steady to episodic. While the overall retreat pattern in all
transects appears to be regular, characterized by frequent retreat events, there are locations where
the retreat follows an episodic pattern. We hypothesized that there could be a relationship
between spacing and local bed slope, where a steeper slope would correspond to greater spacing
between landforms. However, our analysis did not reveal such a relationship between spacing
and slope, or any other morphometric property considered, suggesting that there are other
controls on landform spacing. It is important to note that the retreat patterns inferred from
ice-marginal landforms since the LGM consider relatively short-term retreat rates and may not
fully capture the complexities influencing glacier behavior on longer timescales. Recent
observations highlight significant decadal fluctuations in Antarctic glacier climate forcing
(Jenkins et al., 2018; Paolo et al., 2018; Robel et al., 2018), suggesting that long-term trends in
climate forcing may introduce background variability in the retreat patterns observed in our
dataset.

3.5.4 Inferred retreat patterns

The positioning of newly identified landforms between previously identified moraines
and GZWs suggest they could be recessional moraines deposited during periods of steady retreat.
This supports the idea that recessional moraines represent still-stands during overall glacial
retreat, but over shorter timescales. Thus, recessional moraines could indicate steady retreat
between periods of episodic retreat associated with longer periods of grounding line stability. 
In conclusion, small-scale ice-marginal landforms are dominated by landforms with
morphometric properties typical of moraines. They are much more common and they are the de
facto kind of landform that will be constructed unless other environmental forcings, which could
not be determined through our analysis, promote longer periods of grounding line stability and
therefore the construction of GZWs. It is to be expected then, that recessional moraines will be
present in between GZWs. We typically describe the style of retreat as episodic whenever GZWs
are observed. This interpretation is still valid in the sense that a long “episode” of grounding line
stability is required to construct GZWs, but it does not necessarily mean that following a period
of stability when a GZW is constructed, there is rapid retreat until the next period of grounding
line stability leads to the creation of another GZW. But rather, we interpret it as: whenever retreat
starts after the deposition of a GZW, a steady style of retreat will occur whereby small-scale
recessional moraines are deposited until the next time the climate forcings force a longer period
of stability which would lead to deposition of a GZW.
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3.6 Conclusion

In conclusion, this work demonstrates the advantages of automatic landform identification
methods over traditional visual-based techniques, as evidenced by the significantly higher
number of landforms identified through automated extraction. Statistical analyses of
morphometrics reveal that landforms in moraines and GZW transects are essentially
indistinguishable, except when considering local bed slope and spacing. The local bed slope,
known to impact grounding line dynamics, appears to have a larger control on landform
morphology. Specifically, steeper slopes inhibit vertical growth more than horizontal growth,
influencing landform amplitude and width. We interpret the retreat styles inferred from
ice-marginal landforms to reflect a combination of steady and episodic retreat styles. Long-term
climate trends may introduce climate variability in retreat patterns, contributing to the observed
variability in our dataset. Overall, the study highlights the complexity of retreat patterns and the
significant role of local bed slope in shaping the morphometrics properties of ice-marginal
landforms.
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Table 3.1. Descriptive statistics for landform amplitude, width, cross-sectional area,
width-to-amplitude (W/A) ratio, and spacing between landforms, grouped by moraine and GZW
populations. The p-values from non-parametric Mann-Whitney U test comparing morphometric
properties between populations is also shown.

Moraines GZWs
Mean Median SD Max Mean Median SD Max p-value

Amplitude (m) 2.2 1.73 1.65 17.6 2.0 1.6 1.5 11.2 0.015
Width (m) 59 48 39 199 69 45 84 1001 0.200

Cross-sectional area (m2) 157 81 227 3476 201 69 502 6443 0.023
W/A ratio 34 27 25 197 38 29 28 236 0.028

Spacing (m) 151 125 94 900 159 125 127 1475 0.940
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Table 3.2. Results of ANOVA tests, measuring the variance between transect means relative to
the variance within transects, for morphometric properties across different transects within the
moraine and GZW populations.

Moraines GZWs
ANOVA F-stat p-value ANOVA F-stat p-value

Amplitude (m) 4.61 9.70e-08 1.58 1.07e-01

Width (m) 3.60 1.46e-05 4.45 4.56e-06

Cross-sectional area (m2) 2.01 1.77e-02 3.25 4.17e-04

W/A ratio 9.12 6.03e-18 6.05 8.27e-09

Spacing (m) 16.55 1.23e-34 21.68 9.72e-35
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Table 3.3. Spearman rank correlation coefficients and corresponding p-values for the
relationship between morphometric properties and local bed slope within the moraine and GZW
transects.

Moraines GZWs
Correlation p-value Correlation p-value

Amplitude -0.250 2.039e-15 -0.173 1.478e-05

Width -0.513 3.444e-67 -0.412 8.009e-27

CS area -0.449 6.472e-50 -0.344 1.247e-18

W/A ratio 0.247 3.941e-15 0.183 4.628e-06

Spacing -0.056 8.210e-02 -0.044 2.814e-01
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Figure 3.1. Location of moraine and GZW transects in the Western Ross Sea. Background
bathymetry from Morlighem et al., 2020. Dashed white line indicates LGM ice extent. CrB
(Crary Bank), CB (Central Basin), JT (JOIDES Trough), PB (Pennell Bank), PT (Pennell
Trough), RB (Ross Bank), GCB (Glomar Challenger Basin).
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Figure 3.2. Example transect illustrating landforms identified along a moraine transect.
Amplitude and width properties are denoted by the red and yellow lines, respectively. The
cross-sectional area is computed by multiplying amplitude by width. Width-to-amplitude ratio is
computed by dividing width by amplitude, with higher values signifying greater asymmetry.
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Figure 3.3. Zoomed in view of Figure 3.2, highlighting the spacing between landforms, as well
as the amplitude and width (along-flow length) measured for each landform.
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Figure 3.4. Frequency distribution of (A) amplitude, (B) width, (C) cross-sectional (XS) area,
and (D) width-to-amplitude ratio of landforms identified.
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Figure 3.5. Heatmap of Pearson correlation coefficient between local bed slope and
morphometric properties (width, amplitude, cross-sectional area, width-to-amplitude ratio)
across individual transects for (A) moraines and (B) GZWs.
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Figure 3.6. Distribution of landform spacing across different transects for moraine and GZWs.
The red dashed line indicates average spacing for the respective population.
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Figure 3.7. Heatmap of Pearson correlation coefficient between landform spacing and
morphometric properties (width, amplitude, cross-sectional area, width-to-amplitude ratio)
across individual transects for (A) moraines and (B) GZWs.
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Figure 3.8. Frequency distribution of local bed slope and landforms identified.
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Chapter 4: Investigating Grounding Zone Wedge Geometry Using a One-Dimensional
Coulomb-Plastic Flow Model

Conducted with support from: John E. Christian, and Lauren E. Miller. A manuscript in
preparation for submission to Earth Surface Processes and Landforms.

4.1 Introduction

Ice sheet stability and mass balance are heavily influenced by ice streams, which drain a
substantial portion of the Antarctic and Greenland ice sheets, accounting for roughly 90% and
50%, respectively (Bamber et al., 2000). Satellite observations of contemporary ice streams
reveal a high degree of dynamicity in ice stream dynamics on sub-decadal timescales, suggesting
a strong influence on the spatiotemporal evolution of grounding line positions (Rignot, 2008).
While direct observations of contemporary ice stream beds remain limited, the preserved
landforms within paleo-ice stream beds, dating back to the Last Glacial Maximum (LGM), offer
valuable insights into the ice dynamics at the time of their formation. Landform assemblages
have been used to reconstruct the deglacial histories of numerous paleo ice-streams across
Antarctica (Livingstone et al., 2012). These histories reveal an asynchronous retreat which has
resulted in diverse sets of landforms across paleo ice-streams troughs. The interpretation of these
landforms not only provides insights into the style of retreat but also sheds light on how the
underlying bed topography influences ice dynamics.

Among these landforms, grounding zone wedges (GZWs) are described as wedge-shaped
deposits that are formed by rapid sediment delivery to the grounding zone of ice streams during
retreat. Understanding the mechanisms that give rise to GZWs is particularly important since
they occur in regions of fast-flowing ice, such as cross-shelf troughs and fjords systems
(Batchelor and Dowdeswell, 2015). By reconstructing the formation of GZWs and the
corresponding ice dynamics, we can more effectively predict the behavior of fast-flowing regions
under similar conditions, thus improving our ability to manage and mitigate the effects of climate
change on ice sheets.

Identifying depocenters, such as GZWs, in the geological record allows us to infer the
dynamics of previous ice sheets and determine the location of grounding line still-stands or
re-advances (Dowdeswell et al., 2008). However, the specific location, as well as the
morphometric and stratigraphical characteristics of GZWs are still not fully understood, leading
to uncertainty about what conditions differentiate them from other constructional landforms
(Powell, 1981; King et al., 1991; Batchelor and Dowdeswell, 2015). Although GZWs have been
suggested to promote grounding line stability, their initial formation is complex and influenced
by various factors such as sediment flux, ice thinning rate, and the geometry of the continental
shelf (Batchelor and Dowdeswell., 2015). Examining sediment sorting can provide indications
about the prevailing climatic conditions during GZW formation. Sorted sediment from subglacial
meltwater could suggest that ice-sheet mass loss was dominated by meltwater runoff rather than
iceberg calving (Dowdeswell and Fugelli, 2012; Bjarnadóttir et al., 2013).

Despite their significance, a comprehensive synthesis of GZW locations, and their
morphological and stratigraphical characteristics is currently lacking, leading to uncertainty
about what conditions differentiate them from other depositional landforms. The presence of
GZWs on the seafloor indicates that ice-sheet retreat was episodic and punctuated by still-stands
in the position of the grounding line. These still-stands lasted for decades to centuries, or even
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millennia as some studies have found (Bart et al., 2017), suggesting that ice sheets were
relatively stable during this time. Although geophysical observations have characterized the
volume of submarine landforms, the time required for their development remains largely
unknown (Dowdeswell et al., 2016).

Given the occurrence of GZWs within paleo-ice stream troughs, and considering the
critical roles of ice deformation, basal sliding, and subglacial deformation in controlling ice flow
velocities (Boulton, 1986), as highlighted by the discovery of weak and saturated sediments
beneath Whillans Ice Stream (Alley et al., 1986, 1987; Blankenship et al., 1987), it follows that
beds comprised of unconsolidated sediment can deform under relatively low stressed imposed by
overlying ice during ice streaming. Based on this principle, we use a one-dimensional numerical
ice-sheet model to simulate the processes of sediment deposition at the grounding line which
results in the construction of GZWs, with the goal of recreating GZWs that exhibit the
morphometrics of observed GZWs in the geologic record. The dimensions of GZWs are
controlled by the flux of sediments to the grounding line, the duration of the still-stand, the width
of the paleo-ice stream, and the shape of the sub-ice shelf cavity (Alley et al., 2007; Dowdeswell
and Fugelli, 2012). The first two controls can be explicitly tested in the model. The Coulomb-slip
mode is adopted in the model for the region near the grounding zone because Coulomb-plastic
behavior does a good job of representing the reduction of till strength and increased sliding speed
when water pressure is high (Kavanaugh and Clarke, 2006), and accounts for the fact that basal
shear stress decreases as the ice nears flotation.

Till deposits undergo both plastic and elastic deformation in response to applied stress.
Initially, the till deforms elastically, meaning that it can return to its original shape when the
stress is removed. However, as the shear stress increases, the till will eventually undergo plastic
deformation, where it will not return to its original shape upon stress removal. During
Coulomb-plastic deformation, the applied stress exceeds the yield strength, causing the till to
experience permanent strain and deformation (Tulaczyk et al., 2000). This behavior is crucial for
accurately modeling the dynamics near the grounding zone and understanding the formation of
GZWs, because at this point, the ice can slide over the till. Consequently, sliding is no longer
controlled by the local properties of the till but rather by sources of resistance on the bed.

By simulating the process of sediment accumulation at the grounding during glacial
retreat that results in the construction of GZWs over time, this chapter explores the effects of
varying sediment fluxes and stoss angles on the geometry of the constructed GZWs and the time
required for them to be constructed under different ice dynamics, something that has not been
attempted at this scale and resolution. This serves as a test of the feasibility of this model in
identifying the environmental variables or controls required to stabilize a retreating glacier.

4.2 Model description

We use a one-dimensional ice-sheet model based on the shallow-shelf approximation
(SSA), developed by Schoof (2007). The SSA model assumes that ice flow is dominated by
longitudinal stretching and basal sliding. This model, while simple, can effectively resolve both
vertical and longitudinal stress components (Equation 1; Schoof, 2007).
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The stress balance is represented as the balance between the driving stress and the
combined effects of longitudinal stretching and basal drag. On the left-hand side of the equation,
the driving stress is defined, where 𝜌𝑖 denotes ice density, 𝑔 is the gravitational acceleration, 𝘩 is
ice thickness, and 𝛿s𝛿x represents the surface slope. The right-hand side includes two terms:
longitudinal stretching and basal drag. Here, u is the horizontal ice flow velocity, A is the Glen
flow coefficient and n is its exponent. The basal drag term, , is determined by the slidingτ

𝑏
relation.

The model used in this study was enhanced by Christian et al. (in prep) to include a
frontal ablation term, allowing for the parameterization of internal climate variability observed in
natural processes. More importantly, the improved model simulates the Coulomb-plastic
deformation of sediments and accounts for horizontal sediment flux and evolving sediment
thickness. This capability enables the model to consider sediment accumulation at the grounding
line and the evolution of the upper sedimentary layer underneath ice streams, which transports
sediment from the ice sheet interior to the marine environment, facilitating the deposition of
sediment at the grounding line and contributing to the development of GZWs (Alley et al., 1986,
1989; Anandakrishnan et al., 2007).

This alternative model centers on Coulomb-plastic deformation as the primary
mechanism for subglacial sediment transport. The model is based on the premise that the
deformation of weak basal sediments is the main driver of rapid slip in modern West Antarctic
ice streams, as suggested by landforms formed by paleo-ice streams (Alley et al., 1986). The
model adopts a hybrid slip relation approach described by Tsai et al. (2015), where the bed
supports the lesser of the two shear stresses: one corresponding to power-law slip over a hard bed
substrate and the other to Coulomb-plastic failure of sediment. The effective pressure increases
inland, governing the transition from power-law sliding to sediment deformation once basal
shear stress exceeds the yield strength of subglacial sediment. In other words, the model treats
the most inland regions of the ice stream profile as sliding over a hard bed substrate and it treats
the region around the grounding line as a zone of Coulomb sliding (Figure 4.1).

To initialize a model run, we first establish a steady-state profile. Parameters that can be
modified during this step include ice thickness, profile length, and the background slope on
which the ice rests. This steady-state provides the necessary thickness and velocity conditions for
the coupled ice-sediment model. Parameters tested include the stoss angle, the depth of the
deformable sediment layer, and varying ice dynamics. The depth of the deformable layer is used
as a direct way to control the sediment flux in the system (Equation 2). The characterization of
sediment flux includes setting the depth of the deforming layer as well as its strain profile and
how it is coupled with the overriding ice. The depth of the deformable layer is a significant
unknown in modeling the evolution of depositional landforms as estimates range from
centimeters to meters. Similarly, there are no data-based estimates for paleo-sediment flux for
paleo-ice streams in West Antarctica (Bart et al., 2017). Following laboratory experiments, the
model assumes the ice-sediment coupling is strongest at the ice-bed interface and drops off at a
low effective pressure (Hansen and Zoet, 2022). This coupling refers to the ratio of sediment
velocity to ice velocity, where a weak coupling value indicates glacier slip at the ice-bed
interface. The sediment flux is defined as

Eqn. 4.2𝑄
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where is the depth of the deformable layer that is used to control sediment flux to theℎ
𝑑

grounding line, sf is a shape factor representing the depth-average velocity within the deforming
later, and used is the horizontal velocity of sediment. The shape factor is introduced to simulate
the decrease in sediment velocity with depth (Alley et al., 1986).

4.3 Model experiments and results

To test the effect of the stoss angle on the resulting GZW geometry, we ran the model
under consistent initial conditions, maintaining ice thickness and ice velocity profiles, as well as
the depth of the deformable layer constant across model runs. The adjustment of the stoss angle
parameter determines when slumping on the ice-distal side begins; in other words, it controls the
point at which the surface slope exceeds the stoss angle being tested. Initial model runs show that
the stoss angle influences the overall geometry of GZWs, with an impact on both amplitude and
width, with width referring to the along-flow length. As the stoss angle increases, the amplitude
of the GZWs decreases, and the width increases (Figure 4.2). A linear regression of angles tested
suggests that for every 0.01 degree increase in the stoss angle, the amplitude of the GZWs
decreases by 1.06 meters, while the width increases by 220.00 meters. The relationships between
the stoss angle and both amplitude and width demonstrate strong linear correlations, with R²
values of 0.914 for amplitude and 0.834 for width.

The depth of the subglacial deformable layer, which has a direct effect on sediment flux,
proved a significant control on the overall geometry of the constructed GZWs. As sediment flux
increases, both the amplitude and the width of the GZWs exhibit a clear and substantial increase
(Figure 4.3). Specifically, for every 10 centimeters increase in the depth of the deformable layer,
the amplitude of the GZWs increases by 3.18 meters, and the width increases by 769.35 meters.
The depth range tested extends from 5 cm to 100 cm, and the relationship between the depth of
the deformable later and both amplitude and width demonstrates a close-to-linear correlation,
with R2 values of 0.914 and 0.974 for amplitude and width, respectively.

A third set of experiments focused on investigating the influence of varying ice dynamics
on GZW formation while keeping the depth of the deformable layer and stoss angle constant. To
achieve this, the model was initialized in a steady-state configuration on a gently sloping,
retrograde bed. Retreat was then initiated, and sediment deposition was activated at various
stages of this retreat process. This experimental design allowed for an assessment of how
changing grounding line velocities, resulting from progressive retreat, impacted GZW geometry
and the potential for grounding line stabilization. By varying the timing of sediment deposition,
we aimed to determine the critical ice dynamics conditions necessary for GZW formation under
these idealized settings, which would allow for the determination of a threshold at which
runaway retreat precluded sediment accumulation and landform development. 

We find that ice dynamics also influence GZW geometry, though their impact is
significantly less pronounced than that of the sediment-related parameters described above.
Grounding line velocity exhibits a modest positive correlation with GZW amplitude, increasing
approximately 20 cm for every 10 m/yr increase. The width of constructed GZWs remains
largely unaffected by changes in ice dynamics within the modeled parameters space. Critically,
the model demonstrates the threshold beyond which rapid ice retreat, characterized by grounding
line velocities exceeding approximately 670 m/yr, prevents meaningful sediment accumulation
and therefore inhibits GZW formation (Figure 4.4). Under these conditions, sediment is
dispersed over a wider area rather than accumulating to form a distinct landform (Figure 4.5).

49



These findings underscore the complex interplay between ice dynamics and sediment processes
in controlling GZW development.

4.4 Discussion and future work

The model simulates GZW formation through the gradual deposition of sediment on the
ice-distal side, consistent with horizontal and seaward expansion of GZWs observed in seismic
data. Adjusting the stoss angle in our experiments allows for an investigation into how variations
in sediment characteristics affect the geometry and timing of GZW construction. The stoss angle,
influenced by factors such as grain shape and cohesion (Willibald et al., 2020), can be linked to
subglacial hydrology may be further elucidated by examining sediment cores over GZWs and by
directly comparing metrics with previously published GZWs in the high-latitudes (Batchelor &
Dowdeswell, 2015).

Model results underscore the pivotal role of the depth of the deformable layer in shaping
GZW geometry. A strong relationship was observed between GZW dimensions, sediment flux,
and the timing of stability, with the grounding line advancing slowly over the constructed GZWs
(Figure 4.3). The depth of the deformable layer emerged as a primary driver of sediment flux,
significantly influencing the overall geometry of the GZWs. Our findings indicate that the
formation of large-scale GZWs requires more than just stability, a sufficient thickness of the
deformable layer is necessary to accommodate the substantial sediment accumulation required
for GZW development.

Some limitations of the model include its omission of sediment delivery through
subglacial and englacial channels, which may underestimate the importance of a robust
subglacial hydrological system in transporting sufficient sediment to the grounding line.
Additionally, the current version of the model does not account for the sub-ice shelf melt-out of
subglacial debris, which has been suggested as a significant sediment input for the formation of
some GZWs (Batchelor & Dowdeswell, 2015; Jones et al., 2021). Furthermore, due to the
one-dimensional nature of the model, it does not consider the width of the troughs in which
GZWs are observed. As a result, it cannot account for the influence of trough width on
grounding line stability, despite the role of confined troughs in providing lateral drag that
promotes stability (Jamieson et al., 2014).

Initial results from our model are promising, demonstrating its utility in assessing local
factors, such as slope and height of the deformable layer, on GZW geometry. The model
successfully recreated the characteristic asymmetric shape of GZWs, featuring a gently
landward-dipping topset and a more steeply seaward-dipping foreset, with adjustable degrees of
slumping failure. While this is effective on a local scale, integrating this model with
three-dimensional models across larger portions of Antarctica remains a challenge. Future work
should aim to incorporate more environmental variables and climate forcings to better
understand the variability of factors influencing landform geometry and ice stream stability.

The model runs are based on idealized settings, not specific ice streams, aiming to
examine observable GZW characteristics such as amplitude, width, stoss angle, and local bed
slope. Yet, even idealized topography and glaciology are useful in understanding processes and
responses such as those of Robel et al., (2022) showing the role of slight changes in bed slope as
an important factor in determining grounding line ice flux. The lack of measurements for the
depth of the deformable layer and sediment fluxes for paleo-ice streams means the model serves
as an inversion method. Rather than inputting specific parameters to predict GZW geometry, the
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model tests various parameters to match observed geometries, inferring potential controls and
providing estimates for unknown factors like sediment flux and ice dynamics during landform
formation. The derived sediment fluxes help estimate occupation time and provide further
insights into the controls that can stabilize glaciers and the consequent construction of landforms.

Constraining the ages of individual groundings remains problematic, requiring detailed
stratigraphic analyses due to the difficulty in acquiring radiocarbon-rich material from key
paleo-ice stream locations (Bart et al., 2017). The inventory of large-scale GZWs provided by
Batchelor and Dowdeswell (2015) shows inconsistencies in the reported dimensions. Further
work is needed to assemble a complete inventory that allows for direct comparison of GZW
dimensions and the factors influencing their formation.

Once a complete inventory is achieved, the duration of a standstill can be calculated by
inferring sediment flux across the grounding line and the volume of the GZW, both based on the
model. Alternatively, with a known volume and duration of stability, we could deduce sediment
flux at the grounding line. The sediment flux will depend on factors such as sediment type, water
depth, and ice dynamics, requiring tuning for different locations.
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Figure 4.1. (A) Steady-state ice stream profile, (B) zoomed-in at the grounding zone. (C)
Horizontal ice velocity profile. (D) Transition from power-law inland to Coulomb-plastic near
the grounding zone.
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Figure 4.2. Plots illustrating the size difference of the constructed GZW based on varying stoss
angles (A) -0.01 degrees (B) -0.02 degrees, (C) -0.03 degrees, (D) -0.04 degrees. Ice dynamics,
bed slope, and depth of deformable layer (25 cm) held constant. Model ran for 1 kyr at 10 yr
time steps. 20 yr increments shown in plots as successive black lines.
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Figure 4.3. Plots illustrating the size difference of the constructed GZW based on the depth of
the deformable layer parameter. (A) 5 cm, (B) 10 cm, (C) 15 cm, (D) 20 cm. Ice dynamics, bed
slope, and stoss angle (0.02) held constant. Model ran for 1 thousand years at 10 year time steps.
20 year increments shown in plots as successive black lines.
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Figure 4.4. Impact of grounding line velocity on GZW formation. The blue line indicates the
evolution of grounding line velocity (m/yr; shown on the left y-axis) over time as retreat
advances. Brown line depicts amplitude (m; shown on the right y-axis) of constructed GZW.
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Figure 4.5. Model run for time step 22 kyr after retreat from steady state, illustrating example of
complete instability, where high grounding line velocities do not allow the vertical deposition of
sediment. Note differences in ranges for x- and y-axes compared to Figures 4.2 and 4.3.
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Chapter 5: Concluding Remarks

5.1 Dissertation summary

This dissertation provides novel insights into the complex interplay between ice
dynamics, subglacial processes, and landform evolution in paleo-ice stream environments. By
leveraging high-resolution bathymetry, this study offers a unique perspective on local-scale
controls that have been largely overlooked. The integrated approach of landforms analysis,
morphometric characterization, and process-based modeling advances our understanding of ice
sheet behavior and stability. These findings contribute to the development of more accurate ice
sheet models, ultimately improving prediction of future sea-level rise.

Chapter 2 investigates the complex relationship between subglacial bed roughness, ice
dynamics, and geological processes. By analyzing bed roughness across diverse glacial and
deglaciated environments, this study highlights the significant influence of methodology, scale,
and subglacial landforms in roughness quantification. The standard deviations method proves
effective in revealing spatial patterns of bed roughness, crucial for interpreting ice stream
behavior. However, limitation due to low-resolution topography especially in glaciated regions,
underscore the challenges in accurately evaluating subglacial bed roughness and potential
misrepresentation of basal motion in numerical ice sheet models. Key findings include the
dominant role of ice flow direction in shaping bed roughness patterns, the complex relationship
between low roughness values and assumed ice dynamics, and the strong correlation between
roughness spikes and geological structures. This study reveals that while subglacial meltwater
channels contribute to elevated roughness, they also facilitate ice flow, complicating the
relationship between roughness and basal shear stress. Comparisons between paleo-ice stream
beds in Amundsen Sea Embayment demonstrate the impact of sedimentary processes on bedform
development and roughness characteristics.

High-resolution bathymetry is once again used in Chapter 3 to demonstrate the efficacy
of automated landform identification in characterizing subglacial bed morphology and inferring
glacial retreat patterns. Through the analysis of a large-dataset of ice-marginal landforms, the
study reveals a strong correlation between local bed slope and landform morphology, suggesting
that steeper slopes inhibit sediment accumulation and promote grounding line instability. While
the presence of both moraines and grounding zone wedges (GZWs) indicates a complex retreat
history, the predominance of moraine-like features suggests a more frequency occurrence of
steady retreat. Key findings include the significant influence of local bed slope on landform
dimension and the potential role of long-term climate variability in controlling the spacing
between landforms. This work challenges the view of GZWs as exclusive indicators of episodic
retreat, proposing a more nuanced interpretation that incorporates periods of steady retreat
characterized by the formation of recessional moraines. These results contribute to a deeper
understanding of ice-marginal landform formation and the dynamics of grounding line retreat.

Building upon the detailed analysis of small-scale ice-marginal landforms in Chapter 3,
Chapter 4 shifts focus to a process-based model to investigate the formation of large-scale
GZWs. The novel model introduced in this chapter investigates the interplay between local
factors, ice dynamics, and sediment processes. The model successfully reproduces the
characteristic asymmetric shape of GZWs and highlights the critical role of local bed slope,
sediment flux, and ice dynamics in controlling GZW geometry and formation time. To further
explore the controls on GZW geometry, the model was used to investigate the impact of
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sediment stoss angle, the depth of the deformable layer, and ice dynamics in the form of
grounding line velocity at the time of landform formation. Results indicate that the depth of the
subglacial deformable layer, a proxy for sediment flux, strongly impacts GZW geometry, with
deeper layers resulting in larger GZWs. Ice dynamics also influence GZW formation, but their
role is more complex. Extreme grounding line velocities can entirely prevent sediment
accumulation, hindering GZW development. Further research is needed to identify the specific
conditions that allow for grounding line stabilization and subsequent GZW formation amidst
rapid retreat. Results from this work emphasize the importance of a robust subglacial hydrology
system in delivering sufficient sediment to the grounding line for GZW construction.

5.2 Future directions

5.2.1 Integrating Bed Roughness Observations to Constrain Ice Flow Modeling and Landform
Analysis

Findings from Chapter 2 serve as a critical building block for the subsequent chapters,
providing methodologies and insights into the role of bed roughness in glacial systems. By
combining the findings from all three chapters, we can develop a more comprehensive
understanding of the processes controlling ice-marginal landform formation and evolution.
Importantly, the methodology developed in Chapter 2 to quantify bed roughness at multiple
scales can be directly applied to the automated landform identification process in Chapter 3. The
fractal nature of bed topography necessitates careful consideration of scale when defining
landform boundaries and calculating morphometric properties. By drawing on the insights from
Chapter 2, we can optimize the scale at which bed slope is measured, thereby enhancing the
accuracy and robustness of the relationship between local bed slope and landform morphology
established in Chapter 3.
Additionally, Chapter 2 revealed the critical influence of bedrock composition on bed roughness
and, consequently, ice dynamics. The presence of features such as deep pockets of
unconsolidated sediments, subglacial meltwater channels, or eroded crystalline bedrock
significantly impacts roughness values and basal shear stress. The strong correlation between bed
roughness and geological structures observed in Chapter 2 further emphasizes the importance of
incorporating detailed rheological information into the model described in Chapter 4 to
accurately represent subglacial conditions. By considering the diverse geological characteristics
of the subglacial environment, including bed topography composition and structure, we can
improve the ability of the model to predict sediment, landform formation, and ultimately retreat
rates.

5.2.2 From Inferred Retreat Styles to Quantifiable Retreat Rates

While the morphometric analysis of Chapter 3 provides valuable insights into retreat
patterns, a more comprehensive understanding would benefit from incorporating the ice
dynamics of the individual-paleo ice streams that deposited the ice-marginal landforms
considered. A critical limitation in reconstructing the deglacial history of paleo-ice streams in
Antarctica is the lack of reliable, datable material due to factors such as poor carbonate
preservation and contamination from glacially recycled carbon (Prothro et al., 2020).
Consequently, precisely determining the formation timing of landforms remains difficult.
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However, sediment core data from the western Ross Sea (Prothro et al., 2020; Figure A5.1)
offers potential age constraints. Although sparse, these ages can be interpolated to estimate time
of deposition, and retreat rates for the transects analyzed in Chapter 3. While a broader-scale
analysis is needed, compared to our morphometric work, the established relationships between
slope, spacing, and landform morphology can be leveraged to infer potential retreat rates for the
paleo-ice streams in the western Ross Sea. This approach could shed light on the range of more
frequent, localized retreat rate variations responsible for transitions between steady and episodic
retreat styles, ultimately leading to the formation of the small-scale ice-marginal landforms
identified in Chapter 3. These findings complement existing knowledge of larger-scale retreat
patterns inferred from large-scale GZWs observed in deglaciated environments (Dowdeswell et
al., 2016; Halberstadt et al., 2016).

5.2.3 Leveraging Morphometric Analysis for Improved Ice Flow Modeling

Similarly, a key next step in the development of Chapter 4 is to compile a comprehensive
inventory of large-scale GZWs observed in the deglaciated continental shelf of Antarctica. We
have found inconsistencies in the dimensions reported for GZWs in existing datasets, while
many GZWs lack reported dimensions altogether. By utilizing-high resolution bathymetry, we
can accurately measure GZW dimensions and determine the bed slope for each feature. This
inventory will serve as a critical dataset for model testing, enabling us to simulate the formation
of observed GZWs under varying paleo-ice stream conditions. By comparing simulated and
observed GZW geometries, we can gain valuable insights into the factors controlling grounding
line stability and occupation time.

The insights gained from the detailed analysis of ice-marginal landforms in Chapter 3
provide a crucial foundation for the process-based modeling described in Chapter 4. By
establishing a robust correlation between local bed slope and landform morphology, we have
identified a key control on sediment accumulation and grounding line stability. These findings
can be directly incorporated into the model by parameterizing the relationship between bed
slope, retreat rate, and landform morphology. Moreover, the emphasis on the complex interplay
between moraines and GZWs highlights the need for a model capable of simulating both
landform types under varying retreat scenarios. By incorporating the observed influence of
long-term climate variability on landform spacing, the model can be further refined to capture
the dynamic nature of ice-marginal environments.

Ultimately, the integration of these empirical observations into the model will enhance its
predictive capabilities and allow for more realistic simulations of GZW formation and evolution
under different paleo-ice stream conditions.
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Appendix A2.

Table A2.1. Roughness values for channel features vs overall site.

Site Method Scale Orientation Channel mean Site mean Difference
1 SD Local Parallel 9 m 8 m 1 m

Orthogonal 18 m 13 m 5 m

1 SD Regional Parallel 14 m 14 m 0 m

Orthogonal 27 m 22 m 5 m

2 SD Local Parallel 20 m 18 m 2 m

Orthogonal 27 m 25 m 2 m

2 SD Regional Parallel 34 m 33 m 1 m

Orthogonal 39 m 40 m -1 m

3 SD Local Parallel 22 m 20 m 2 m

Orthogonal 25 m 23 m 2 m

3 SD Regional Parallel 34 m 33 m 1 m

Orthogonal 39 m 38 m 1 m
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Table A2.2. Comparison of roughness values between high-resolution bathymetry and
BedMachine (BM).

Site Method Scale Orientation Range Median Range (BM) Median (BM)
1 SD Local Parallel 61 m 5 m 120 m 8 m

      Orthogonal 110 m 10 m 100 m 10 m
1 SD Regional Parallel 120 m 9 m 140 m 11 m

      Orthogonal 200 m 15 m 160 m 14 m
1 FFT Local Parallel 3,700 m² 15 m² 16,100 m² 51 m²

      Orthogonal 9,500 m² 72 m² 9,900 m² 88 m²
1 FFT Regional Parallel 5,700 m² 18 m² 17,300 m² 52 m²

      Orthogonal 13,300 m² 80 m² 12,000 m² 85 m²
2 SD Local Parallel 87 m 16 m 150 m 19 m

      Orthogonal 85 m 22 m 130 m 21 m
2 SD Regional Parallel 190 m 28 m 190 m 26 m

      Orthogonal 180 m 34 m 220 m 29 m
2 FFT Local Parallel 5,810 m² 170 m² 22,000 m² 290 m²

      Orthogonal 7,830 m² 360 m² 15,900 m² 380 m²
2 FFT Regional Parallel 9,020 m² 210 m² 23,600 m² 310 m²

      Orthogonal 8,520 m² 420 m² 18,300 m² 400 m²
3 SD Local Parallel 74 m 17 m 160 m 19 m

      Orthogonal 130 m 19 m 160 m 21 m
3 SD Regional Parallel 160 m 28 m 180 m 27 m

      Orthogonal 240 m 29 m 250 m 28 m
3 FFT Local Parallel 5,600 m² 220 m² 28,200 m² 320 m²

      Orthogonal 16,700 m² 290 m² 22,900 m² 360 m²
3 FFT Regional Parallel 7,700 m² 250 m² 33,800 m² 330 m²

      Orthogonal 23,900 m² 290 m² 25,900 m² 360 m²
4 SD Local Parallel 35 m 2 m 39 m 3 m

      Orthogonal 35 m 3 m 46 m 3 m
4 SD Regional Parallel 70 m 3 m 55 m 4 m

      Orthogonal 57 m 4 m 62 m 4 m
4 FFT Local Parallel 1,200 m² 2 m² 1,600 m² 7 m²

      Orthogonal 1,200 m² 9 m² 2,200 m² 7 m²
4 FFT Regional Parallel 1,400 m² 2 m² 1,500 m² 7 m²

      Orthogonal 1,500 m² 9 m² 2,300 m² 7 m²
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Table A2.3. Misrepresentation of BedMachine-derived roughness.

Site Scale Orientation Mean (m) Min (m) Max (m) Range (m)
1 Local Parallel 4.4 -27 79 106

    Orthogonal 1.4 -47 72 119
1 Regional Parallel 0.2 -100 120 220

    Orthogonal -1.5 -101 73 174
2 Local Parallel 4.9 -49 128 177

    Orthogonal 0.6 -74 100 174
2 Regional Parallel -0.3 -82 115 197

    Orthogonal -4.1 -103 142 245
3 Local Parallel 4.7 -54 119 173

    Orthogonal 3.2 -67 105 172
3 Regional Parallel 0.2 -100 120 220

    Orthogonal -2.3 -154 130 284
4 Local Parallel 1.3 -18 25 43

    Orthogonal -0.4 -14 27 41
4 Regional Parallel 0.3 -34 38 73

    Orthogonal -0.9 -23 30 53
5 Local Parallel 5.4 -10 42 52

    Orthogonal 11.4 -7 55 62
5 Regional Parallel 6.4 -31 70 101

    Orthogonal 11.7 -20 76 96
6 Local Parallel 1.6 -27 36 63

    Orthogonal 5.9 -30 36 66
6 Regional Parallel 3.2 -52 67 119

    Orthogonal 5 -87 64 150
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Figure A2.1. Elevation datasets at Jakobshavn Glacier. (A) First topographic realization from
MacKie et al. (2021). (B) BedMachine (Morlighem et al., 2017).
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Figure A2.2. Absolute roughness measurements for orthogonal transects in sites 1-4 showing the
difference in spatial distribution between scales and methods. White arrows indicate direction of
paleo ice-flow.
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Figure A2.3. Absolute roughness measurements for parallel and orthogonal transects in sites 5-6
showing the difference in spatial distribution between scales. White arrows indicate direction of
paleo-ice flow.
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Figure A2.4. Absolute roughness measurements. (A) First topographic realization from Mackie
et al. (2021), SD method. (B) SD Roughness from BedMachine dataset (Morlighem et al., 2017).
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Figure A2.5. Difference in roughness measurements between topographic realization from
Mackie et al. (2021) and BedMachine (Morlighem et al., 2017). BedMachine under-represents
roughness in green-shaded areas.
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Figure A2.6. Anisotropy values calculated from the BedMachine dataset at every intersection
point between parallel and orthogonal transects at site 1 (A) and site 3 (B) represent
directionality of roughness measurements at the local scale. Orthogonal roughness dominates in
the purple shades, parallel dominates in the green. White indicate isotropic or random surfaces.
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Appendix A3

Figure A3.1. Example transect illustrating landforms identified along a GZW transect.
Amplitude and width properties are denoted by the red and yellow lines, respectively. The
cross-sectional area is computed by multiplying amplitude by width. Width-to-amplitude ratio is
computed by dividing width by amplitude, with higher values signifying greater asymmetry.
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Appendix A5

Figure A5.1. Figure from Prothro et al. (2020) showing the distribution of surface ages. Relative
ages are represented by the size of core marker.
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