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Abstract 

Laser removal of protective coatings from naval vessels and bridge structural members is a 

promising alternative to traditional paint stripping methods such as abrasive blasting due to 

significant advantages in paint-layer selection, spatial control, and flexibility (reduced need for 

containment and hazardous waste clean-up). However, in order to substitute laser ablation 

coating removal (LACR) for legacy paint stripping methods, the laser-interaction effects on the 

morphological and mechanical properties of the underlying steel substrate have to be assessed. 

The main objective of this study is to determine the effect of LACR on the surface condition and 

mechanical properties (esp. fatigue) of high strength structural steel, obtained from two 

different lots having distinctive microstructures. Both materials were abrasive blasted (typical 

control condition prior to coating), using two different blasting protocols, i.e., laboratory 

controlled conditions of low-pressure (690 kPa, small particle size basting) versus typical 

industrial practice involving high-pressure (827 kPa, large particle size blasting). The results 

obtained from this study advance the knowledge and understanding of the process in a 

quantitative manner, enabling interested parties to assess the efficacy of LACR on low carbon 

structural steels. 

 The study showed that the LACR process was effective in the removal of a typical epoxy-based 

coating from the steel substrate. The efficiency of the coating removal depends on the laser 

processing parameters. However, multiple passes were required for complete removal of 

coatings on the order of 250 μm in thickness. At this thickness, a coating removal rate of 1.8 

m2/hr was measured using a 7.6 cm laser scan width. The appearance of the underlying 
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substrate surface is clearly changed at the microscopic level. However, conventional surface 

roughness (profile) measurements using stylus profilometry (or 3D optical microscope) indicate 

no statistically significant change in the roughness. Pneumatic Adhesion Tensile Testing 

Instrument (PATTI) studies performed on samples repainted after LACR confirm equivalent, or 

superior, performance to the abrasive blasted and painted samples. 

Pull-pull fatigue testing of the samples revealed that the condition of the starting surface has a 

major impact on the fatigue performance after LACR. When low-pressure laboratory scale 

abrasive blasting is employed, the fatigue strength is unchanged by LACR. When industrial, 

high-pressure abrasive blasting is performed prior to LACR, the fatigue strength showed a knock 

down of 12%. SEM observations of the surface and cross-section of abrasive blasted samples 

showed a high density of particles embedded in the near surface regions. Multiple, hard 

particle impacts during abrasive blasting produce beneficial compressive residual stresses 

(measured using depth-resolved X-ray diffraction methods), as well as surface defects such 

roughness, embedded particles, micro-cracks, etc. The laser treatment process results in 

surface melting and resolidification, which leads to changes in the surface residual stress state, 

i.e., the beneficial compressive residual stress is replaced by potentially harmful tensile residual 

stress state at the surface. 

 SEM observations of the fatigue fracture surface illustrate that, in cases where fatigue life 

remained unchanged by LACR, fatigue cracks initiated from the valleys of the surface profile in 

both abrasive blasted and LACR treated conditions. However, for the cases where the fatigue 

life decreased after LACR treatment, fatigue cracks tended to initiate at embedded abrasive 
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media (~73% of the time). Even though this embedded media was present, it only sometimes 

(~25% of the time) served as the primary initiation site, prior to LACR treatment. Local residual 

stresses and geometrical stress concentrations of the impact-induced surface defects are 

shown to be the two root causes that result in such discrepancy in fatigue performances after 

LACR treatment.  

Elastic stress concentration factor estimation using both an analytical function based on 

roughness parameters and finite element analysis (FEA) using real surface profiles obtained 

from SEM cross-sectional images revealed that kt,max (associated with the surface) decreases 

after LACR processing, due to surface smoothing. The counterbalancing effects of detrimental 

tensile residual stress and beneficial smoothing of the surface result in similar fatigue lives, in 

the cases where no embedded particles were observed. On the other hand, kt associated with 

embedded particles remains the same after LACR.  

Finally, FEA was performed on the samples containing embedded particles to evaluate their 

local residual distributions. FEA results show that the residual stress in the proximity of the 

particles is typically highly compressive for the abrasive blasted surface conditions. Upon 

subsequent laser treatment, the local residual stress field relaxes. Depending on the size and 

depth of the particle, it can even undergo complete relaxation. Monotonic elastoplastic 

simulations were carried out to evaluate how the combined effects of the high value of kt and 

changes in residual stress state alter the local stress fields under tensile load. The results 

suggest that the preferred site for crack initiation will switch from the surface to the embedded 

particles following LACR, in agreement with observation. Thus, the high stress concentration 



iv 

 

associated with sharp, embedded particles combined with alterations in the residual stress 

state provides an explanation for the transition in fatigue behavior.  
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Chapter 1: Introduction 

Heavy-duty coatings have been widely used to protect naval vessels, aircraft frames, structural 

bridges, etc. from the surface damage, erosion loss, corrosion, etc. However, components are 

maintained by periodically removing and replacing worn and aged coatings from the substrates 

they are designed to protect. In addition, coatings are also removed from localized regions for 

the purpose of inspection or repair. The traditional coating removal methods that are employed 

for these purposes include grit blasting, waterjet blasting, power/hand sanding, needle 

gunning, hand scraping and chemical stripping. Although these are proven methods, they all 

have their own disadvantages. For example, the use of power tools (e.g. needle gun or grinder) 

for coating removal is taxing upon the worker and can lead to injuries of the eyes, hands, and 

forearms. The chemical stripping process is typically conducted with the use of methylene 

chloride, which contains volatile organic compounds and hazardous air pollutants, both of 

which are targeted for elimination by environmental regulations. Abrasive blasting coating 

removal results in large quantities of solid waste subjected to high disposal costs as well as 

scrutiny under environmental regulations [1-3]. Because of these concerns, aerospace, 

shipbuilding and transportation sectors are currently involved in the identification of safe, 

efficient, and more environmentally friendly methods of coating removal. Laser ablation has 

been identified as a promising technology for removing paint without generating secondary 

waste to supplement the existing coating removal methods.  
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1.1 Laser ablation coating removal  

Laser ablation is the ejection of material from the surface as a result of intense laser irradiation. 

Laser-material interaction, more generally, is a complex process as several phenomena 

contribute at the same time. Laser interactions with polymeric materials have been studied 

extensively in the past decades because of its importance in laser paint stripping [4-6]. During 

coating removal, a laser distributes thousands of laser pulses per second onto the target 

surface. The paint absorbs most of the laser energy and ablates by photochemical, photo-

thermal, or combination of two types of processes. Photochemical processes are dominant for 

the lasers operating at ultraviolet (UV) regime, since these are energetic enough to cause 

molecular dissociation. On the other hand, infrared (IR) lasers are only energetic enough to 

cause excitation of molecular vibrational modes that cause raise in the localized temperature.  

As the temperature rises beyond a threshold value, paint ablates by thermal phenomena such 

as selective vaporization [4]. If the laser pulse is very intense and short, i.e., higher power 

density, it raises temperature of the most materials above their vaporized temperature. The 

hot vapor becomes partially ionized and begins to strongly absorb the subsequent laser pulse 

energy by forming a plasma at the paint surface. This high temperature plasma can heat the 

underlying paints by thermal conduction. As the plasma heated further with incoming laser 

pulses, it expands a high velocity producing extremely high localized pressures on the coating 

surface [5-7]. The mechanical stress thus generated can rupture and fragment the coating and 

eject it from the substrate. The relevant mechanical stresses can be the thermo-elastic stress 

emerging due to thermal expansion or can be caused the by the increase of volume due to the 
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production of low-molecular products in both photo-thermal and photochemical reactions [8]. 

In conclusion, laser ablation coating removal is a complex process and the actual mechanism 

depends on the thermal properties of the paints as well as the laser processing condition 

(wavelength of the laser, laser intensity, pulse duration etc.). Quite often both thermal and 

non-thermal mechanisms are activated. Such mixed-mode processes are known as photo-

physical processes [4]. Based upon the infrared (1064 nm) laser and epoxy-based paint 

examined in this study, LACR from steel substrates is most likely dominated by thermal 

processes. The efficiencies discussed below are empirical and not based on the mechanistic 

calculation. 

The main parameters that describe the ablation process are the ablation rate, defined as the 

layer thickness removed per pulse h, at a given laser fluence F, the threshold fluence Fth, which 

is defined as the minimum laser fluence at the onset of ablation for a given wavelength. These 

parameters are related as [9, 10]:  

ℎ =
1

𝛼𝑒𝑓𝑓
𝑙𝑛 (

𝐹

𝐹𝑡ℎ
) 

where αeff is the effective absorption coefficient of a material for a given wavelength. 

Profilometric measurements, as determined by optical interferometry, mechanical stylus, or 

atomic force microscopy, are typically used to calculate the ablation rate [10].  

Based on the various experimental results, the dependence of the ablation depth on the laser 

fluence can be illustrated schematically as shown in Figure 1:1. The dependence can be divided 

into three regions: i) low fluence, ii) intermediate fluence, and iii) high fluence [4]. In low 
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fluence regime, selective vaporization, paint combustion etc. are the primary ablation 

mechanism. An incubation period before the paint ablation can be observed. The ablation 

threshold is normally defined from this range. The threshold fluence for the initiation of paint 

ablation can be estimated theoretically by [11]:  

𝐹𝑡ℎ =
𝜌(𝐻 + 𝐶𝑝∆𝑇)

𝛼𝑒𝑓𝑓(1 − 𝑅)
 

where 𝐶𝑝∆𝑇 is the stored energy, ρ is the density, H is the heat of vaporization and R is the 

reflectivity of the paint.  

The slope of the ablation depth vs. fluence curve increases with increasing fluence in the 

intermediate fluence range, which is typical for shorter pulse duration (< μs), due to more 

efficient decomposition of the polymers within this regime. The slope is relatively shallower in 

the high fluence region because of the screening of the laser radiation by solid, liquid and 

gaseous ablation products and the laser produced plasma [10]. The LACR process under 

investigation is in the high fluence regime, where rate depends only weakly on fluence. 



5 

 

 

Figure 1:1: Schematic of the effects of laser fluence on ablation depth, which are typically 

observed for polymeric materials [4].  

The ablation rate of epoxy-based polymer coatings from steel substrate was investigated. In 

addition to laser intensity (fluence), pulse duration, pulse repetition rate, and laser sweep 

speed (which refer to the rate at which the sample was translated under the laser beam) are 

also important factors that affects the ablation rate. One way that this manifests is through the 

concept of pluse overlap. Obviously, as the pulse duration and repetition rate increase, the 

opportunity for pulse overlap also increases. On the other hand, as the sweep speed increases, 

pulse overlap tends to decrease. The effect of each of these parameters on efficiency is 

explored empirically over a range of conditions accessible to the equipment employed, as 

detailed in the next chapter. 

As an example, consider the case of a pulse frequency of 24 kHZ, pulse duration of 83 ns, scan 

rate of 110 Hz and sweep speed of 25.4 mm/s. Under these conditions, which were employed 
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in many of the LACR trials in this study, 4 laser passes were required to completely remove a 

~250 μm thick coating for this laser processing parameters. It is also important to note that an 

overlap ratio of 30% and 50%, respectively, in the scanning and sweeping directions is obtained 

under these conditions. This means that a given spot in the material experiences 16 laser pulses 

during the course of de-coating, which gives an average ablation rate of ~15 μm per pulse, 

though the actual amount of ablation per pulse may vary as the coating is removed.  

It is expected that some fraction of the laser radiation will be transmitted through the paint 

when the optical penetration depth (δ= αeff
-1) of the laser is higher than the remaining paint 

thickness. Thus, interaction between laser and underlying substrate will take place, even prior 

to complete coating removal. Under such conditions, and depending on the thermal properties 

of the underlying materials and the intensity of the laser beam, the underlying substrate may 

undergo transformation hardening, shock hardening, glazing, melting etc. [12-15].  

The absorption of laser beam in paint along depth (y) can be given by the following equation: 

𝐼(𝑦) = 𝐼0(1 − 𝑅)𝛼𝑒𝑓𝑓exp (−𝛼𝑒𝑓𝑓𝑦) 

Here R is the reflectivity, αeff is the absorption coefficient, and I is the laser intensity. A typical 

value of the absorption coefficient of the epoxy-based polymers is 200 cm-1 at 1064 nm 

wavelength, which means laser beam of wavelength 1064 nm will be absorbed within ~50 µm 

thick paint layer [16]. As the paint thickness decreases below this optical penetration depth 

before the last laser pulses complete removal of paint (recall that about ~15 µm is removed per 

pulse), a significant portion of laser energy will be absorbed by the underlying material, and the 
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laser-material interaction will raise the temperature. One implication of this is that underlying 

material can undergo thermal damage even before the ablation of the final layer of paint (e.g. 

the primer) during closed-loop application [17].  

Strong evidence of surface melting of the underlying steel substrate will be presented 

throughout the remainder of this study. This was true for cases when the laser was rastered on 

the bare steel without paint (laser surface modification) as well as during LACR treatments. The 

rise in the surface temperature T0 can be calculated using the following formula [18]  

𝑇0 =
2𝐼

𝑘
(1 − 𝑅)√𝐷𝑡√

1

𝜋
 

where I is the incident laser intensity (on the steel substrate), k is the thermal conductivity and 

D is the thermal diffusivity of the material. Using the laser parameters discussed above and the 

thermal properties of steel, it can be shown that the underlying steel material can undergo 

melting even if it absorbs only a small fraction (~0.3) of laser energy employed in the present 

LACR system.  

Now the question arises, can the steel melt prior to removal of the paint, i.e. after the incident 

intensity is attenuated by some residual paint? The answer is yes, because it is certainly 

possible for I/Io ~ 0.3 when the coating is intermediate to 15 and 50 μm. As such, it is curious 

that melting of the underlying steel was never observed for cases where some portion of the 

coating was still intact. Therefore, in instances where the laser light penetrates the coating with 

sufficient intensity to melt the steel, the energy absorbed by the coating (through photo-
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physical processes and thermal conduction from the steel) must also be sufficient to 

simultaneously ablate that remaining portion of the coating.  

In any case, it is important to investigate the potential modification of the surface region of the 

underlying steel, by the LACR process. As such, the rest of the thesis will document an 

exploration of the possible modifications of the near surface microstructure, roughness, stress 

state, and/or hardness as well as their potential influence on the fatigue life of the underlying 

steel substrate.  

1.2 Fatigue life assessment  

Fatigue is the most common failure mode of materials under service. It is the process of 

progressive damage accumulation in engineering components subjected to repeat cyclic 

loading. The fatigue failure process can be divided into several stages [19]:  

i) Initial cyclic damage (cyclic hardening or softening);  

ii) Initiation of microscopic flaws; 

iii) Coalescence of the microscopic flaws to form a major growing defect;  

iv) Macroscopic propagation of such flaws (macro-crack growth); and  

v) Final catastrophic failure. 

All these stages are very interesting from the materials science point of view, but in engineering 

terms, the first three stages are grouped into the single process called “macrocrack initiation”, 

implying the formation of “engineering-size” detectable crack. Obviously, detectable crack size 

is not a clear term and it depends on the non-destructive technique methods employed during 
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inspection, but generally it is the order of millimeter or tens of millimeter [20]. Thus, the total 

fatigue life (Ntotal) can be calculated as the sum of the number of cycles required to initiate a 

macro-crack (Ni) plus those required to propagate the crack up to final fracture (Np), i.e., Ntotal 

=Ni + Np. 

 The knowledge of the crack initiation life and the propagation life is critical for fatigue-limited 

design and fatigue life prediction. Traditionally, life assessment methodologies can be 

distinguished as either total life or damage tolerant in nature. Phenomenological, continuum 

mechanics-based total life approaches characterize damage evolution, crack nucleation and 

crack growth stages of fatigue life as one parameter, the number of cycles to failure, Nf. 

Damage tolerant (fracture mechanics-based) approaches, on the other hand, consider the 

cycles taken for the growth of an initial defect to a critical size as a function of a crack tip driving 

parameter, such as stress intensity factor (SIF) range, ΔK.  

1.2.1 Fatigue crack initiation 

Fatigue crack initiation life is usually predicted by classical local strain at a notch tip. The local 

strains at the notch tip can be obtained by using the Neuber [21] approach, the Glinka model 

[22] or directly from the finite element (FE) model. The Neuber model is based on the following 

hyperbolic relationship: 

                                                                           𝐾𝑡
2 = 𝐾𝜎. 𝐾𝜀                                                               

where Kt is the geometrical stress intensity factor, KƐ is the local strain concentration factor (the 

ratio of the local to remote strain) and Kσ is the local stress concentration factor (the ratio of 

the local to remote stress). For cyclic loading the equation can be written as:  
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(𝐾𝑡∆𝜎∞)

2𝐸

2

= ∆𝜎. ∆𝜖                                                          

where ∆𝜎∞is the applied stress, ∆𝜎 and ∆𝜖 is the local stress and strain amplitude at the notch 

tip. According to Glinka’s approach, the local strains and stresses should represent energy 

equivalence as compared to the remote loading conditions, this lead to the following 

expression:  

                                                         
(𝐾𝑡∆𝜎∞)

2𝐸

2

=
∆𝜎2

4𝐸
+

∆𝜎

𝑛ˊ+1
(

∆𝜎

2𝐾ˊ)

1

𝑛ˊ
                                                

To determine the local strains, either the Neuber or Glinka expression can then be coupled with 

a cyclic stress-strain response model (e.g. Ramberg-Osgood constitutive equation):  

                                                                
∆𝜀

2
=

∆𝜎

2𝐸
+ (

∆𝜎

2𝐾ˊ)

1

𝑛ˊ
                                                               

The local strain amplitude can then be used to determine the fatigue life using the strain life 

relationship of the form:  

                                                                  
∆𝜀

2
=

𝜎𝑓
ˊ

2𝐸
𝑁𝑖

𝑏 + 𝜀𝑓
ˊ 𝑁𝑖

𝑐                                                      

where 𝜎𝑓
ˊ ,is the fatigue strength coefficient, b is the fatigue strength exponent, 𝜀𝑓

ˊ  is the fatigue 

ductility exponent, c is the fatigue ductility exponent and Ni is the number of cycles to crack 

initiate. Finally, this equation can be modified to incorporate the effect of mean stress (σm) by 

using the Smith, Watson and Topper (SWT) correction parameter [23]:  

                                                   
∆𝜀

2
𝜎𝑚𝑎𝑥 =

(𝜎𝑓
ˊ )

2

2𝐸
𝑁𝑖

2𝑏 + 𝜎𝑓
ˊ 𝜀𝑓

ˊ 𝑁𝑖
𝑏+𝑐                                              
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Other mean stress correction methods such as Walker, Morrow, Goodman can also be used for 

this purpose [23].   

1.2.2 Fatigue crack propagation 

In general, fatigue crack growth rate can be written as:  

                                                            
𝑑𝑎

𝑑𝑁
= 𝑓(∆𝐾, 𝑅)                                                                      

where 
𝑑𝑎

𝑑𝑁
 is the crack growth per cycle, ∆𝐾 = 𝐾𝑚𝑎𝑥 − 𝐾𝑚𝑖𝑛 is the stress intensity range, and 

𝑅 =
𝐾𝑚𝑖𝑛

𝐾𝑚𝑎𝑥
 is the so-called R ratio or load ratio. The number of cycles to failure for a component 

with an initial flow of length of a0 is then found by integration:  

                                                                     𝑁𝑓 = ∫
𝑑𝑎

𝑓(∆𝐾,𝑅)

𝑎𝑓

𝑎0
                                                                

where af is the critical crack length chosen to denote failure. Paris was the first to relate to 

da/dN to the ∆𝐾 [24, 25]:  

                                                         
𝑑𝑎

 𝑑𝑁
= 𝐶(∆𝐾)𝑚                                                                       

where C and m are the materials parameter.   

Figure 1:2 shows an example of a fatigue crack growth curve. It can be shown from the figure 

that the crack growth rate deviates from the log-linear relation in the above equation at low 

(Region I) and high (Region III) ∆𝐾. Therefore, the Paris relation is only used in Region II, which 

is also known as Paris regime. This region is corresponds to the stable macroscopic crack 

growth. Microstructure and mean stress have less influence on fatigue crack growth behavior in 

this region, as compared to Regions I or III. The unstable crack growth in Region III is influenced 



12 

 

by the fracture toughness Kc and is usually ignored in fatigue life prediction since the number of 

cycles corresponds to this region is insignificant compared to the total fatigue life. Region I 

describes the condition when the size of the near tip plastic zone is smaller than the grain 

dimensions for both long cracks with low applied stresses in the near threshold regime (Kth) and 

short crack just after initiation. Crack growth rates in this regime are very sensitive to 

microstructure, load ratio, and environment.  

However, Elber [26] proposed that crack growth rate prediction should be based on the 

effective stress intensity factor range ∆Keff rather than ∆K. Elber considers that as a crack 

propagates, crack closure occurs as a result of plastically deformed material left in the path 

taken by the crack. This material is referred to as the plastic wake. The plastic wake enables the 

crack to close before the minimum load is reached, and Elber reasoned that the stress intensity 

factor at the crack tip does not change while the crack is closed even when the applied load is 

changing. The value of K when the crack is first fully opened is defined as Ko and the reduced 

range of K due to closure is given by: 

∆𝐾𝑒𝑓𝑓 = 𝐾𝑚𝑎𝑥 − 𝐾𝑜, if Ko > Kmin                                               

∆𝐾𝑒𝑓𝑓 = 𝐾𝑚𝑎𝑥 − 𝐾𝑜, if Ko ≤ Kmin                                               
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The conversion from K to Keff, based on the calculation of the stress intensity value 

corresponding to the opening stress (Ko), is fairly complex and usually, finite element model is 

usually used to make these determinations.   

 

Figure 1:2: Schematic illustrations of different regimes of fatigue crack propagation [27]. 

1.2.3 Surface modification effects on fatigue life 

It is known that surface conditions have a major impact on the fatigue performance of the 

materials, especially the initiation life. Three parameters are typically used to describe the 

surface conditions [28]: i) geometrical parameter (surface roughness), ii) mechanical parameter 

(residual stress) and iii) metallurgical parameter (microstructure).  
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The surface roughness acts like small notches and introduces local stress concentrations in the 

surface where fatigue crack may initiate. Li et al. [29]suggested that the stress concentration 

factor (Kt) caused by surface roughness can be described as:  

                                                                        𝐾𝑡 = 1 + 2.1 (
𝑅𝑡

𝑆𝑚
)                                                     

where Rt is the mean to peak valley height, Sm is the spacing of adjacent peaks. However, it has 

been pointed out that the stress concentration is significantly affected by the bluntness of the 

notch. According to the Neuber [30], the stress concentration associated with roughness and 

hence the fatigue performance depends on the notch depth (related to Rz) and notch root 

radius rather than average roughness value (Ra). 

                                                                         𝐾𝑡 = 1 + 𝑛√𝜆
𝑅𝑧

𝜌
                                                        

where n represents the stress state (n=1 for shear and n=2 tension loading). Arola-Ramulu [31] 

proposed a modification of the Neuber rule. In their calculation, they incorporated standard 

roughness parameters (Ra, average roughness, Ry, peak-to-valley height, and Rz, ten-point 

roughness) and valley radii. 

                                                                 𝐾𝑡 = 1 + 𝑛 (
𝑅𝑎

𝜌
) (

𝑅𝑦

𝑅𝑧
)                                                      

Any mechanical, e.g., shot peening, machining etc., or thermal, e.g., laser surface melting, heat 

treatment and quenching, etc. processing can introduce residual stress in the surface. 

Compressive residual stresses are known to have beneficial while the tensile residual known to 

detrimental effects on the component fatigue life. Residual surface stresses show the same 

general influence as the mean stress on loading. For example, the compressive residual stress is 
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summed with the applied stress range and the resultant reduction in the mean stress is 

considered in fatigue life analysis. A thorough consideration of the effect of residual stress on 

fatigue has been made for in published work [32] for shot peening samples, where compressive 

stresses are induced in the surface layer to improve fatigue life. Fatigue crack initiation at the 

locations of peak tensile residual stresses below the surface has been reported in literature for 

this type of surface processing samples.  

For the fatigue crack propagation analysis, the superposition technique is often used to assess 

the effects of a known residual stress field on the crack propagation. This involves calculation of 

stress intensity factor for external loading (K)L and for pre-existing residual stress field (K)R [33-

35].  

𝐾𝑚𝑎𝑥 = (𝐾𝑚𝑎𝑥)𝐿 + (𝐾)𝑅 

𝐾𝑚𝑖𝑛 = (𝐾𝑚𝑖𝑛)𝐿 + (𝐾)𝑅 

∆𝐾 = 𝐾𝑚𝑎𝑥 − 𝐾𝑚𝑖𝑛 = (𝐾𝑚𝑎𝑥)𝐿 − (𝐾𝑚𝑖𝑛)𝐿 

𝑅 =
𝐾𝑚𝑖𝑛

𝐾𝑚𝑎𝑥
 

This shows that stress intensity factor range ∆𝐾 is independent of the residual stress and only 

the stress ratio R is affected. The stress intensity factor for the initial residual stress (K)L then 

can be calculated using a weight function method. As such, the stress intensity factor is:   

(𝐾)𝑅 = ∫ 𝜎(𝑥). 𝑚(𝑥, 𝑎)𝑑𝑥
𝑎

0
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1.3  Motivation   

Over the last decade, industries like aerospace, shipbuilding, transportation have been trying to 

implement LACR in their production application. Because of this, a number of research has 

been conducted in this field with the aim to evaluate the effectiveness of this technology for 

paint removal, in terms of cleanliness and removal rate, with the examination of the effects of 

laser parameters, like laser power density, to achieve a high degree of cleanliness with a good 

paint removal rate. However, a very little attention has been paid to the consequence of the 

laser paint stripping on the damage of the underlying substrate. Thus, the focus of this study to 

understand the effects of the laser paint stripping on the modifications of the surface 

morphology, near surface microstructure, stress state and their consequences on the 

mechanical properties, i.e., hardness, fatigue of the underlying steel substrate. An emphasize is 

placed to understand the effects of surface conditions prior to LACR treatment, i.e., abrasive 

blasting, on the performance of the LACR treated samples. It is also the aim of the study to 

compare the performance of the LACR treated samples with the abrasive blasted samples, a 

well-established coating removal method.  

In addition to fatigue, surface roughness also effects the residual stress measurement using 

XRD and this study seek to theoretically evaluate these influences. Finally, a special attention is 

paid to understand the complicated interaction of the stress concentration of the surface 

defects and residual stress results from the surface treatment on the fatigue performance.  
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1.4 Thesis outline 

This dissertation is prepared using a manuscript format. Five papers are composed to describe 

the research results, discussions and conclusions based on the research goals, as described in 

previous section.  They are provided here with minor modification to provide a consistent style. 

Chapter 2 explores the effectiveness of LACR as a paint removal method and its impact on the 

substrate material, i.e., modifications of surface morphology, roughness, and microstructure, 

and suitability of affected substrate for subsequent coating application. (This work was 

published in the journal Surface and Coating Technology (2015) [36].) 

Chapter 3 presents the tension-tension fatigue test results obtained from the LACR treated and 

abrasive blasted samples. Residual stress distributions generated from each surface treatment 

are also provided in this chapter. Finally, the influence of the surface roughness and residual 

stress on the fatigue performance is analyzed. (This work was also published in the journal 

Surface and Coating Technology (2015) [37].)  

Chapter 4 describes the effects of variations in initial microstructure and prior abrasive blasting 

parameters on the fatigue performance of another lot of high strength steel after LACR. It 

introduces a new method to calculate the elastic stress concentration factor from the SEM 

cross-sectional images using FEA. (Prepared for publication in the International Journal of 

Fatigue.)  

Chapter 5 presents a theoretical approach to examine the influence of periodic surface profiles 

on the stress measured by the x-ray diffraction method. An inhomogeneous stress distribution 
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due to surface roughness is modeled using finite element simulation. (This paper was submitted 

to the International Journal of Applied Crystallography.)  

Chapter 6 expands the FE model presented in Chapter 4 to include residual stress and 

embedded particle effects. A simple algorithm is presented the incorporated the residual stress 

in FEA model. Elastic-plastic finite element analysis is conducted to evaluate the combined 

effects of stress concentration and residual stress effects on fatigue crack initiation. (Together 

with Chapter 4, it is contemplated to submit the results described in this chapter for publication 

to the International Journal of Fatigue.) 

Chapter 7 provides a summary and conclusions from this work, and suggests potential avenues 

for future work.  

Finally, another example of the laser-material interaction, namely that which occurs laser 

powder bed additive manufacturing of stainless steel was also investigated during the same 

time frame as this dissertation work. Because this additional study is not directly related to the 

main theme of the thesis, it is presented in the Appendix.  
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Chapter 2: Effects of Laser Ablation Coating Removal (LACR) on a Steel 

Substrate: Part 1: surface profile, microstructure, hardness, and adhesion 

Abstract 

The effects of laser ablation coating removal (LACR) from a high strength shipbuilding steel 

have been assessed. The LACR process was shown to be effective for the removal of a typical 

epoxy based coating. However, multiple passes were required to remove the coating, with an 

increased number of passes required at higher sweep speeds. Scanning electron microscope 

(SEM) imaging of the surface and cross-sections reveals that the underlying metal substrate is 

melted and re-solidified during LACR. The appearance of the surface is clearly changed at the 

microscopic level. However, conventional surface roughness (profile) measurements indicate 

no statistically significant change in the roughness, using conventional metrics such as average 

roughness, Ra. Finally, studies performed on samples repainted after LACR confirm equivalent, 

or superior, adhesion as compared to the abrasive blasted and painted samples. 

2.1 Introduction 

During both in-depot and underway maintenance and repair operations, the removal of 

protective coatings from naval vessels is a time consuming and often hazardous operation. For 

large-scale ship components (sections, compartments, decking etc.), this has been traditionally 

accomplished through various abrasive blasting methods. However, in specific instances, only a 

small percentage of a component may require repair. Repair of small sections via abrasive 

blasting can lead to contamination of the entire component and adjacent regions. Besides, 
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conventional blasting methods generate copious amounts of secondary waste that can be 

expensive to dispose. The use of power tools (e.g. needle gun or grinder) for coating removal is 

taxing upon the worker, and can lead to injuries of the eyes, hands, and forearms.  A self-

contained, spatially controlled, coating removal technique which is both friendly to the 

environment and the worker is sought for such “niche” operations.   

Over the last 25 years, pulsed and continuous laser sources have been increasingly used in 

commercial applications related to surface modification (alloy chemistry, roughness, cladding, 

cleanliness, hardness, and local microstructure) [1-6]. Laser ablation coating removal (LACR) has 

already been successfully applied on aircraft structures [7-9]. Due to this past success, some 

research work has focused on the study of the feasibility of LACR on marine structures [10, 11]. 

Prior laser paint stripping studies [7, 10-13] have indicated that they can: a) lower the 

environmental impact of the paint stripping process, e.g. relative to the use of solvents and b) 

offer a cost-effective alternative to conventional grit blasting and solvent-based approaches for 

niche applications. Another attractive feature of photon-based surface modification is the 

ability to selectively modify surface layers of bulk samples, eliminating associated detrimental 

consequences of bulk modification. However, in the case of coating removal, there are 

concerns regarding the impact of even near-surface damage on overall component 

performance. Notably, prior field applications on fixed wing aircraft and rotorcraft have 

involved stripping paint down to primer. The current application would require stripping paint 

and primer to bare metal [7]. 
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Prior studies have already highlighted the key metallurgical and engineering issues that must be 

investigated: 

a) Reduction in surface roughness (profile) has emerged as a major concern, since it could 

detrimentally affect subsequent coating adhesion and prevent meeting recoating 

specifications.  

b) Melting of the near surface is common, irrespective of the base metal. This raises 

questions about the detailed chemistry, metallurgical phase content, stress state of the 

re-solidified metal, and the heat affected zone (HAZ). 

c) Quantification of cleanliness after LACR remains an open question. Two specific issues of 

concern are the possible re-deposition of particulates and alloying of coating 

constituents within the bulk alloy composition at the near surface region.  

These metallurgical issues could have a major impact on the quality, lifetime, and overall 

performance attributes of the component and new surface coating to be applied. The three 

major engineering performance concerns are:   

i) adhesion of subsequent coatings, due to changes in surface roughness (addressed in the 

present paper). 

ii) fatigue performance, due to changes in roughness or residual stress (addressed in 

Chapter 2 [14]), and 

iii) corrosion behavior (recommended for future study). 
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The main objective of this paper is to evaluate the use of laser ablation as a method for coating 

removal and to investigate the laser interaction with the underlying metal substrate (steel). A 

comparative study of the effect of grit blasting and LACR on the change in surface appearances, 

microstructural evolution of the steel has been made. The impact on key features including 

roughness, hardness, and coating adhesion after repainting also has been investigated.   

2.2 Experimental 

Paint removal was done using an Adapt Laser Systems model CL1000QNd:YAG. This system 

delivers 1 kW average laser power while operating at the fundamental wavelength (1064 nm). 

Previous work by the Navy Metalworking Center (Concurrent Technologies Corp., CTC) has 

shown that a 1 kW Nd:YAG laser operating at the fundamental wavelength in pulsed mode is 

suitable [11]. The laser is diode pumped and uses a fiber optic delivery method (Figure 2:1). An 

integrated filter vacuum unit is equipped with laser delivery head to captures and filters the 

paint fumes and particles. Laser window was cleaned in between the samples as the current 

design is not capable of collecting all materials resulting in re-deposition on the laser focusing 

optic. Laser processing of all samples was conducted at the Norton Sandblasting Center (NSC) 

located in Chesapeake, VA. A pulse frequency of 24 kHz was employed with a pulse duration of 

83 ns, while few laser processing trials were performed at 40 kHz pulse frequency and at 135 ns 

pulse duration. In general, a scan rate of 110 Hz was employed with a limited number of 

experiments performed at 50, 80, and 120 Hz. The scan rate refers to the speed at which the 

laser pulse is actively raster scanned within the laser head to create a 7.6 cm wide beam profile 

(Figure 2:2). A majority of the processing was performed at a pulse frequency of 24 kHz, pulse 
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duration of 83 ns and scan rate of110 Hz. The standoff distance was maintained at 32 mm for 

all experiments, this distance represented the focal length crossover for the optic used, and 

representing the highest localized fluence and defects in the beam profile. The pulse spot size is 

approximately 1 mm and the pulse overlap ratio in the scanning direction is about 30 %. It was 

calculated from the laser power, spot size, pulse duration and pulse frequency that maximum 

fluence for this study is 5.3 J/cm2. The laser sweep speed was varied from 6.4, 12.7, and 25.4 

mm/s along with the number of laser passes, with most of the tests utilizing 1 to 10 passes. 

Both "manual sweep" (the operator would approximate the speed and adjust based on visual 

feedback) and “automated sweep" (sweep speed was controlled by a Newport ILS translation 

stage system) were performed for paint removal. Although both "manual sweep" and 

"automated sweep" were shown to be capable of effective paint removal, this study mainly 

focused on the “automated sweep" experiments in order to precisely determine the effect of 

sweep speed.  

 

Figure 2:1: Experimental set-up for laser processing. 
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High strength shipbuilding steel [15] plate in the abrasive blasted condition was used a baseline 

as this is the typical condition prior to painting. Garnet of 254 to 559 µm sizes was used as 

abrasive blasting medium. Abrasive blasting was conducted using 12.7 mm (0.5 inch) diameter 

straight bore nozzle at a standoff distance of 127 mm (5 inch) and with air pressure of 621 kPa. 

A red epoxy paint (no primer) was applied at thicknesses of 0.25 and 0.76 mm (10 and 30 mils). 

Following application, the paint was air dried at ambient temperature and aged for 15 to 20 

days prior to LACR. Samples for surface and cross-sectional analysis were cut from abrasive 

blasted and laser processed samples with conventional machining methods (band saw and 

slow-speed diamond saw). The cross-section samples were mounted in Konductomet™, ground 

using SiC paper down to 1200 grade, followed by polishing using diamond paste down to 1 μm. 

Finally, the cross-section samples had their microhardness evaluated and/or they were etched 

to reveal the microstructure using a nital solution (2% nitric acid in ethyl alcohol). Both the 

surfaces and cross-sections were examined using Scanning Electron Microscopy (SEM) within a 

JEOL 6700 cold-field emission gun instrument. Energy Dispersive X-ray Spectroscopy (EDS) was 

used to determine the chemistry of features of interest during SEM investigations. Energy 

Dispersive X-Ray Spectroscopy (EDS) was used to determine the chemistry of features of 

interest during SEM investigations.  

The surface roughness was evaluated quantitatively using two techniques for both abrasive 

blasted and laser surface treated using a range of laser processing parameters. 

a) Elcometer 224 Model B was used in accordance with ASTM D 4417-B and SABS772. (This 

is a common technique for the U.S. paint industry to assess roughness). 
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b) A Mitutoyo SJ-210 portable stylus profilometer with a tip radius of 7 μm was used 

subject to applicable standards: JIS B 0633:'01, ISO 4288:'96. The average roughness 

(Ra), root mean square roughness (Rq), ten-point height roughness (Rz) was calculated 

using a cutoff length of 0.8 mm and 6 mm traverse length.  

Another perspective on roughness was provided by 3D optical microscopy using a 

HiroxTM7700.   

Vickers microhardness measurements were made at various depths using a diamond pyramid 

indenter with an apical angle of 136°, an indentation load of 0.5 kg, and an indentation duration 

of 15 seconds. Rockwell hardness (scale B) measurements of the abrasive blasted, and laser 

processed surfaces were also carried out.  

The Gardco Pneumatic Adhesion Tensile Testing Instrument (PATTI) employed in the study 

conforms to ASTM D4541 and D7234. The PATTI testing device was utilized to determine the 

pull off tensile strength of paint post-lasing as compared to that of paint applied to an abrasive 

blasted surface. A paint thickness of 0.25 mm was used for all samples in this portion of the 

study. Aluminum stubs were applied to the painted surface via high strength epoxy, which was 

cured for 24 hours in ambient condition. Once this high strength epoxy set, the aluminum stubs 

were pulled off using the PATTI tester, which gives a reading of the breaking pressure (BP). The 

BP can be converted to pull off tensile strength (POTS) according to the following relation:  

𝑃𝑂𝑇𝑆 =
(𝐵𝑃 × 𝐴𝑔) − 𝐶

𝐴𝑃𝑆
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Where BP = Burst pressure (psi), Ag = contact area between gasket and reaction plate = 26.2 

cm2 (4.06 in2) for F-4 piston, C = piston constant = 1.3 N (0.286 lbs) for F-4 piston, APS = area of 

pull-stub (1.3 cm2). The control sample was abrasively blasted and painted. The test samples 

were subjected to various LACR treatments and then repainted.  At each sample condition, 20 

tests were performed.  

2.3 Results and Discussions 

2.3.1 Laser Processing  

The determination of process parameters for production work is beyond the scope of the 

present investigation. However, two of the major process variables (sweep speed and number 

of laser passes) were explored during the course of this study. It was found that multiple passes 

were required for complete removal of paint, at all sweep speeds explored. At least 2 passes 

were required to remove 0.25 mm of paint at sweep speeds as low as 12.7 mm/sec. It was also 

observed that a larger number of passes was required to remove the paint at higher sweep 

speeds. However, there was too much scatter in the results to develop a strict quantitative 

correlation between the number of passes and sweep speeds. This is due to the fact that 

cleaning efficiency was also dependent upon the frequency of laser window cleaning and laser 

focusing condition. It was observed that, during the ablation process, a deposited film can form 

on the window. This reduces the energy of the transmitted beam to the sample surface. An 

effective coating removal rate of 290 sq. cm. per minute (~19 sq. ft. per hour) was measured at 

an effective sweep speed of 6.4 mm/sec using the 7.6 cm laser scan width on 0.25 mm coated 

samples. The effective sweep speed is the actual sweep speed/ number of passes.     
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2.3.2 Surface Characterization 

The surface characterization portion of the study focused on three issues, which prior studies 

had raised as concerns. First, it was of interest to determine if the surface had melted. Melting 

is of interest because it could induce significant changes in the microstructure and the residual 

stress state of the material, both of which could alter the mechanical properties of the near 

surface region. Second, concerns about possible alteration of the surface topology (roughness) 

have been raised. Roughness is important for applications involving coatings since it can 

promote mechanical interlocking between the substrate and the coating. Lastly, possible 

changes in the surface chemistry were of interest since chemicals from the coating could 

become absorbed by the underlying substrate due to the high temperature levels encountered 

during laser material interactions. As a minimum, it is of interest to determine if any residue 

from the ablated coating remains on the surface after LACR. In order to address these concerns, 

the surface morphology of the paint removed surfaces was extensively examined using SEM.  

Surface roughness was also evaluated. 

2.3.2.1  Surface Morphology 

Figure 2:2 shows a SEM micrograph and the 3-D schematic view of the sample surface, which 

was partially cleaned by 3 passes of LACR (bottom of micrograph), performed at a sweep speed 

of 6.4 mm/sec). From Figure 2:2, it is clear that the LACR results in a sharp interface between a 

painted surface (top) and partially cleaned surface. This result also emphasizes that multiple 

passes were required to remove as little as 0.25 mm of coating even at a low sweep speeds, 

which would be nearly impossible to obtain in a manual sweep mode.  
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Figure 2:2: Scanning electron micrograph of the sample surface tilted at 45 reveals the 

abrupt interface at the macro scale between the partially cleaned metal surface (bottom) and 

with the original full-thickness, un-lased paint (top). 3D and side view schematics provide an 

aid to the eye. (6.4 mm/sec., 3 passes). 

In order to gain better insights on the effects of LACR on the morphology of the steel substrate, 

laser surface modification (LSM) was performed on bare unblasted and abrasive blasted steel. 

Clear variations in surface morphology following LSM are shown in Figure 2:3. Figure 2:3(a) 

shows some fine corrosion features on the as-received steel plate prior to abrasive blasting, 

while Figure 2:3(b) shows the abrasive blasted sample. The abrasive blasted surfaces are 

tortuous, with evidence of surface cracks (see encircled region), and some micrographs show 

evidence of embedded abrasive blasting media.  The laser processed samples in Figure 2:3(c, d) 

show clear evidence of laser-induced surface modification of the un-blasted and abrasive 

blasted surface morphology, respectively.  
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The morphological changes observed are consistent with laser melting and re-solidification. 

During melting, surface tension pulls down the peaks in the melt, the behavior of which is 

controlled by viscosity. This results in damped oscillation, and as oscillation damped out at the 

time of solidification, resulting in a smoother, flowing surface [16]. This contrast can be 

observed with the smooth, flowing appearance of Figure 2:3(d), relative to the tortuosity of the 

abrasive blasted sample shown in Figure 2:3(b) as well as small, round depressions, and 

dimples, which appear dark in this micrograph.  
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Figure 2:3: Scanning electron micrographs of four categories: a) unblasted, b) abrasive 

blasted, c) unblasted and laser processed, and d) abrasive blasted and laser processed. 

Another feature of interest is the formation of “mud-cracks” following LACR, more prevalent in 

the valleys than along the ridges in the surface topology.  Surface cracks suggest the possibility 

of high tensile residual stresses, greater than the strength of material, in the surface after laser 

treatment. These microcracks can act as nuclei for fatigue crack initiation [17]. These features 

were observed over a wide range of laser processed samples in this research task, and one of 

the more pronounced examples is shown in Figure 2:4, recorded from the surface of an 
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unpainted, abrasive blasted sample exposed to a single laser pass condition. It is noted that the 

sort of gross “mud-cracking” observed in Figure 2:4 was generally restricted to the manual, 

freehand scan trials, with a smaller amount observed in the controlled samples.  

 

Figure 2:4: Scanning electron micrograph of the surface showing the presence of laser-

induced “mud cracks” on an abrasive blasted sample exposed to a single laser pass. 

Similar to LSM, smooth, flowing surface was observed after LACR (Figure 2:5), which confirms 

laser melting and re-solidification during laser paint removal. While the effects of LACR on the 

underlying metal surfaces are consistent throughout the range of samples examined, 

processing parameters do have an effect on the final surface morphology. Of the various laser 
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processing parameters examined, it appears that the number of passes plays the most 

important role. Figure 2:5 shows the effect of the number of laser passes on a sample while 

holding the automated sweep speed constant at 6.4 mm/sec.  This sample was abrasive blasted 

and painted (0.25 mm) prior to laser processing.  The Figure 2:5 shows that the surface appears 

increasingly smooth as one increases the number of passes. However, even at this low sweep 

speed, residual paint debris can be observed in the electron micrographs after processing 4 

passes. To examine the overall chemistry of the surface, energy dispersive x-ray spectroscopy 

(EDS) was recorded at 15 kV at 100x magnification in field of view mode, meaning the EDS 

spectra is recorded from the overall scanned region or field of view in comparison to point or 

line profile modes. The laser processed (LACR) samples did not show an observable deviation 

from the baseline chemistry of the substrate alloy (within the resolution of the EDS system), 

which is composed mainly of Fe, Mn, Si and C (Figure 2:6). 
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Figure 2:5: Scanning electron micrographs of abrasive blasted / painted plates as a function of 

laser passes, after (a) 1 pass, (b) 2 passes, (c) 3 passes, and (d) 4 passes (all 0.25 mm painted 

samples) at a constant sweep speed of 6.4 mm/sec.. 
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Figure 2:6: Representative energy dispersive x-ray spectroscopy (EDS) spectrum of an 

abrasive blasted and LACR region.  From the spectra, the base metal elements of the steel are 

present while no contamination consistent with the coating was detected. 

2.3.2.2 Roughness 

The value reported from the Elcometer, as listed in Table 2.1, is the mean of the peak-to-valley 

height for 120-150 measurements per sample. Although the student’s T-test values for the 

various lased conditions versus the abrasive blasted surface support the statement that 

individual samples did possess distinct roughness values , the actual roughness values observed 

are both above and below the baseline (abrasive blasted) sample. Thus, there are no obvious 

trends in the roughness values with laser processing conditions (i.e. more passes did not result 

in a quantitatively smoother surface, as characterized by the Elcometer, despite the smoother 
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appearance in SEM imaging.) Comparing the mean roughness of all lased samples with the 

abrasive blasted samples yields a high T value of 0.632. Thus, there is no statistically significant 

difference between the roughness of the abrasive blasted and laser surface treated samples if 

all the lased samples are considered collectively.  

Table 2.1: Laser conditions of samples used in Elcometer roughness study, the mean of the 

Elcometer readings, and the T-Test of the lased condition mean values versus the abrasive 

blasted condition. 

Sample 
Paint 

(mm) 

Pulse 

(kHz) 
Scan (Hz) 

Sweep 

(mm/sec) 
Passes 

Mean 

(μm) 

T-test of 

mean 

Blasted n/a n/a n/a n/a n/a 55.97 - 

LACR-1 0.25 24 110 12.7 2 54.14 0.42 

LACR-2 0.25 24 110 12.7 7 50.49 0.02 

LACR-3 0.25 24 110 6.4 4 64.14 1.00E-03 

LACR-4 0.25 24 110 25.4 14 52.37 0.10 

LSM-5 N/A 24 110 12.7 1 52.28 0.08 

LSM-6 N/A 24 110 12.7 10 56.99 0.64 

 



39 

 

 

The Mitutoyo portable surface profilometer provided a more detailed assessment of the 

surface topology. Representative line traces are shown in Figure 2:7 for abrasive blasted and 

laser treated surfaces. From such traces, standard roughness metrics were calculated: average 

(Ra), root mean squared (Rq), and the 10-point average peak to valley (Rz) roughness. The 

collective profilometer measurements (N=10) support the Elcometer data, i.e. that samples 

have distinct variances in surface roughness, but laser processing has no definitive effect, or 

obvious trend relative to baseline abrasive blasted surface (Table 2.2). As for example, there is a 

slight decrease in roughness values (Ra, Rq, Rz) for increasing number of laser passes from 2 

(LACR-1) to 7 (LACR-2), but opposite trends was observed between LSM-5 (1 pass) and LSM-7 

(10 passes). It is also noted that LACR samples have slightly higher roughness value compare to 

abrasive blasted samples and LSM samples have lowest roughness values.   
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Table 2.2: Laser conditions of samples and surface profilometer readings, Ra, Rq and Rz 

values, and T-tests of lased condition Ra, Rq and Rz values versus the abrasive blasted 

condition. 

Sample 
Paint 

(mils) 

Pulse 

(kHz) 

Scan 

(Hz) 

Sweep 

(mm/sec) 
Passes 

Ra 

(μm) 

Rq 

(μm) 

Rz 

(μm) 

Ra 

T-test 

Rq 

T-test 

Rz 

T-test 

Blasted n/a n/a n/a n/a n/a 5.96 7.36 32.20 n/a n/a n/a 

LACR-1 0.25 24 110 12.7 2 6.75 8.24 35.86 0.05 0.06 0.02 

LACR-2 0.25 24 110 12.7 7 6.56 8.08 35.28 0.07 0.07 0.02 

LACR-3 0.25 24 110 25.4 4 6.44 7.91 35.20 0.12 0.11 0.01 

LACR-4 0.25 24 110 25.4 14 5.94 7.33 32.11 0.97 0.94 0.96 

LSM-5 n/a 24 110 12.7 1 5.56 6.86 30.44 0.2 0.14 0.12 

LSM-6 n/a 24 110 12.7 10 5.60 6.95 30.67 0.24 0.22 0.14 

All  Lased n/a 24 110 n/a n/a 6.04 7.44 32.72 0.50 0.51 0.24 

 

The profilometry-based roughness results are somewhat surprising, given the change in the 

surface appearance observed with scanning electron microscopy. Furthermore, there is a 

distinct appearance in the details of the profilometry traces themselves (Figure 2:7). Note that 

the abrasive blasted sample shows a level of fine-scale roughness (especially on the peaks) that 
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is not apparent in the laser treated. The laser treated surface profile shows rounded features 

on the tops of the peaks, which are consistent with the electron micrographs. The valleys still 

appear somewhat sharp in the profile of the laser treated surface. However, it is suggested that 

is a result of the tip-radius effect.  

 

Figure 2:7: Representative surface roughness profiles of a) LACR processed and b) abrasive 

blasted sample. 
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The stylus based roughness measurement tends to “soften” the profile of the peaks and 

“sharpen” the profile of the valleys relative to the actual surface due to the finite radius of the 

tip. In order to minimize this systematic error, a simple profile correction method was 

employed, where profilometry data was corrected using the information about the position of 

the measured point and a rounded shape of probe with finite radius of 7 μm (verified by optical 

microscopy measurement [18]. The system records the position of stylus tip as it contacts the 

sample surface. This position equates to the center of the stylus tip. From this set of positions 

(x,y), the inherent challenge is to estimate where the surface contacted the tip on the outside 

of the sphere and have a set of positions that would fall on the sample surface (x’,y’). In order 

to do that, considering the positions of the two neighboring points. In the current computation, 

a circle was drawn around each data point to simulate the stylus tip geometry.  In order to 

choose a point on each of these circles, the position of the neighboring circle was considered. 

Common tangent points are computed (P1 and P2 in Figure 2:8(a)), and it is assumed the 

contact point is the bisecting point of these two common tangents (shown in Figure 2:8(a)). A 

schematic of the corrected surface is shown Figure 2:8(b). 



43 

 

 

Figure 2:8: Illustrations of (a) the construction of the common tangents and (b) the selection 

of the corrected positions. 

Figure 2:9 shows a sample corrected roughness profile along with the original roughness 

profile. It can be shown from the Figure 2:9, the adopted correction method reduces the 

distortion of the roughness profile, but it still potentially deviates from the actual profile due to 

the fact that it is not possible to measure valleys having a radius of curvature smaller than the 

stylus tip. Finally, roughness parameters, Ra, Rq were calculated from the corrected profile of 

both laser treated and abrasive blasted samples, as listed in Table 2.3. The results indicates that 

the values of Ra and Rq increased after performing the correction. However, similar to original 

measurement, no significant difference in roughness values between laser treated and abrasive 

blasted samples was observed after performing the correction. 

(a) (b) 
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Figure 2:9: Corrected roughness profile for tip radius r =7 µm showing peak sharpening and 

valley broadening after correction. 

 

 



45 

 

Table 2.3: Laser conditions of samples and Ra, Rq values of laser treated and abrasive blasted 

samples based upon tip-corrected stylus profilometry and optical profilometry. 

 Laser processing parameters Tip corrected 
Optical 

profilometry 

Sample 
Paint 

(mm) 

Pulse 

(kHz) 

Scan 

(Hz) 

Sweep 

(cm/s) 
Passes Ra (μm) Rq (μm) Ra (μm) Rq (μm) 

Blasted N/A N/A N/A N/A N/A 6.01 7.66 6.41 7.97 

LACR-1 0.25 24 110 12.7 2 6.71 8.42   

LACR-3 0.25 24 110 25.4 4 6.17 7.71 6.46 7.91 

LSM-6 N/A 24 110 12.7 10 5.46 7.06   

All  

Lased 
N/A 24 110 N/A N/A 6.12 7.72   

 

The results of the surface profile measurement using 3D optical microscopy, as shown in Figure 

2:10, complement those obtained using the conventional Elcometer and profilometer. From the 
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Figure 2:10, it is obvious that the laser treated surface is less tortuous than the abrasive blasted 

surface. However, the overall scale of the roughness is similar, as it was for Elcometer and 

profilometer roughness measurements, as shown in Table 2.3. It is reiterated that all of the 

lased samples examined exhibited the appearance of having been melted and resolidified. 

There does not appear to be a laser processing parameter setting that would permit complete 

paint removal down to bare metal without some level of surface melting. It remains to be seen 

whether this has an adverse effect on any of the service properties of interest. 

 

Figure 2:10: 3D optical microscopy micrographs obtained using the HiroxTM 7700 provide 

another perspective on the comparison of surface profiles. Figures (a, b) are from an abrasive 

blasted sample while (c, d) are from a LACR sample (12.7mm/sec., 9 passes, 0.76 mm 
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2.3.3 Microstructural Characterization 

Cross-section analyses were performed to determine if there was any change to the underlying 

microstructure of the metal substrate after LACR. This information is useful in completing the 

assessment of surface melting and determining the depth of the melted region. Finally, it was 

of interest to determine if LACR induced any change in the mechanical properties (e.g. 

microhardness) relative to the baseline abrasive blasted condition as a result of the heat 

introduced. Microstructure of as-received grit blasted sample showed plastically deformed 

grain structure near the surface, as shown in Figure 2:11(a). Thickness of the deformed region is 

about 10 µm. 

Cross-section analyses of metal substrate after LACR confirmed melting in the near surface 

regions with no discernible changes at greater depths. Melt depth varied between 1 to 5 µm. 

Figure 2:11(b) shows delineation of the laser solidified region, which is on the order of 5 µm in 

depth. This conclusion is based upon the fine, columnar-shaped grains, which form in the near 

surface region and the fact that the surface profiles of laser-processed material typically appear 

flowing or undulating in these cross-sectional views. They generally do not have the jagged 

appearance typical of the abrasive blasted material. However, the underlying material still 

exhibits elongated grains, deformed appearance suggesting that they have not recrystallized. 

This, in turn, suggests that the temperature gradient is extremely steep (hot enough to melt the 

near surface region, but not hot enough for long enough to significantly recrystallize the 

abrasive blasted material immediately below the previously melted layer). TEM analysis would 

be required to determine if localized recrystallization had occurred.  
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Figure 2:11: Scanning electron micrographs of cross-section from a) abrasive blasted, and b) 

LACR sample (6.4 mm/sec., 4 passes, 0.25 mm paint). 

As mentioned above, the microstructure of laser melted and re-solidified layer consists of fine 

columnar grains, growing in the direction of the applied heat flux. Figure 2:12 shows higher 

magnification micrographs of a region, which has melted and re-solidified. Characteristics of a 

rapidly re-solidified material such as modified grain size and columnar grains are noted. 
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Figure 2:12: Higher magnification scanning electron micrographs providing additional details 

of the columnar structures generally associated with a re-solidified microstructure of LACR 

process (6.4 mm/sec., 1 pass, 0.25 mm painted sample). 

2.3.4 Hardness 

The hardness of laser treated (plate front) and abrasive blasted (plate back) surfaces of two 

samples were examined. At least 18 measurements were obtained from each sample surface. 

Averages and standard deviation of Rockwell B hardness measurements are listed in Table 2.4. 

The results show unequivocally that the overall surface hardness is unchanged from the 

originally abrasive blasted condition. Given the shallow depth (~5 μm) of the layer which is 

melted and resolidified and the subtle changes observed in the microstructure at larger depths, 

this result is not surprising. The Rockwell B indenter is large (1.588 mm), and the depth of the 

indentation is approximately 150 μm, for the present tests. Measurements obtained from the 

central region of plate cross-sections revealed that both abrasive blasted and laser-treated 

surfaces have hardness values that are elevated above the specimen interiors. It would be of 

interest to determine the hardness of the near-surface region. However, no standardized 
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hardness measurement technique can simultaneously poll such a shallow depth and tolerate 

the large surface roughness levels of the samples in this study.  

Table 2.4: Mean Rockwell B hardness values and standard deviations for laser treated and 

abrasive blasted surfaces. 

Sample 
Paint 

(mm) 

Pulse 

(kHz) 

Scan 

(Hz) 

Sweep 

(mm/sec) 
Passes Mean 

Standard 

Deviation 

Abrasive blasted-1 n/a n/a n/a n/a n/a 85.6 2.2 

Abrasive blasted-2 n/a n/a n/a n/a n/a 84.5 3.2 

LACR-1 0.25 24 110 12.7 4 84.5 2.3 

LACR-2 0.76 24 110 12.7 9 85.2 2.3 

Bulk n/a n/a n/a n/a n/a 79.5 2.5 

 

Vickers microhardness values from cross-sectioned samples were obtained at a depth of 70 μm 

from the top surface (lased), middle (bulk material), and approximately 70 μm from the bottom 

surface (abrasive blasted) regions of the specimen. The reason for taking the measurements at 

a finite depth is that the indentation has a finite size and the volume of material, which 

interacts with the indenter, is even larger. It is standard practice to obtain hardness data a 

distance no less than 2 ½ times the linear dimension of the indentation from the surface, in 
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order to avoid edge effects. Ten readings were taken in each region of each sample to obtain 

satisfactory statistics (Table 2.5). The results in Table 2.5 highlight the enhanced hardness of 

both the abrasive blasted and blasted/painted/LACR surface regions, as compared to the bulk.  

The data presented in Table 2.5 also show that different abrasive blasted samples have a 

slightly different hardness value. This variation in hardness value can be resulted from the 

variations in abrasive blasting parameters like shot velocity, impact angle etc.  However, 

examining the effect of abrasive blasting parameters on the hardness evolution is beyond the 

scope of this study.  Similar to the abrasive blasted surface, different laser treating conditions 

result in slightly different hardness values, but no obvious trend was observed. However, if all 

abrasive blasted and laser treated samples are considered collectively, there is no statistically 

significant difference between the hardness values recorded for the abrasive blasted surface 

and those of the blasted/painted/LACR surface, when collected from near surface region (~70 

µm).  

Finally, a series of microhardness measurements were performed as a function of depth from 

the surface of abrasive blasted samples as well as those subjected to LACR. As mentioned 

above, due to the size of the microhardness indentations, reliable microhardness 

measurements were only obtained for depths of 70 μm or more. Laser treating conditions of 

the samples selected for in-depth microhardness analysis are given below: 

LACR-1: Abrasive blasted+0.25 mm paint, 12.7 mm/s sweep speed, 2 passes. 

LACR-2: Abrasive blasted+0.25 mm paint, 12.7 mm/s sweep speed, 3 passes. 

LACR-3: Abrasive blasted+0.25 mm paint, 25.4 mm/s sweep speed, 4 passes. 
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LSM: Abrasive blasted + no paint, 12.7 mm/s sweep speed, 10 passes. 

Table 2.5: Laser conditions of cross-sectional samples used in microhardness study, average 

LACR, bulk and abrasive blasted (AB) region values, and a T-test comparison. 

Paint 

(mm) 

Pulse 

(kHz) 

Scan 

(Hz) 

Sweep 

(mm/sec) 
Passes 

AVG 

LACR 

AVG 

Bulk 

AVG 

Blasted 

T-test 

LACR-

Bulk 

T-test 

LACR-

Blasted 

T-test 

Blasted

-Bulk 

10 24 110 6.4 1 200 165 194 2.3E-05 0.376 5.0E-05 

10 24 110 6.4 2 208 170 190 1.3E-05 0.010 4.6E-05 

10 24 110 6.4 3 199 163 186 2.8E-04 0.087 3.8E-09 

30 24 110 6.4 4 195 163 212 4.9E-06 0.016 1.7E-06 

30 24 110 6.4 5 190 174 201 3.9E-04 0.047 1.2E-04 

30 24 110 12.7 8 202 172 200 3.6E-05 0.785 3.2E-05 

30 24 110 12.7 9 201 172 198 1.8E-04 0.656 9.7E-06 

30 24 110 6.4 5 227 166 199 1.2E-06 0.001 1.3E-09 

30 24 110 6.4 5 220 162 206 1.4E-08 0.033 9.1E-07 
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Figure 2:13 presents the microhardness profiles obtained. Both the abrasive blasted and LACR 

surface regions, irrespective of laser processing conditions, have high hardness close to the 

surface and then the values gradually decrease to a depth of ~0.75 mm from the sample 

surface. However, changes in microhardness are more pronounced in the near surface region as 

compared to the deep region. Again, given the level of uncertainty, the hardness profile of the 

samples subjected to LACR is indistinguishable from that of the baseline abrasive blasted 

material. Perhaps nanoindentation on cross-sectioned samples would reveal a change induced 

by LACR. However, the present study does show that the depth of the affected region is less 

than 70 μm. This suggests that if there is any significant change in the mechanical properties of 

the metal substrate during LACR, it is restricted to the near surface region (< 70μm). This is 

consistent with microstructure evolution, as it was observed that LACR did not produce any 

significant change at greater depths. However, laser surface modification of bare surface (no 

paint) with a large number of passes (10 passes) was shown to slightly reduce the hardness 

values in this study.  
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Figure 2:13: Microhardness depth profile of abrasive blasted and laser treated samples. 

2.3.5 Adhesion Testing 

The effect of laser ablation coating removal (LACR) on the surface roughness and subsequent 

coating adhesion was evaluated using a Pneumatic Adhesion Tensile Testing Instrument 

(PATTI).  The mean pull off tensile strength (POTS) value and standard deviations are presented 

in Table 2.6 (n = 20 / plate). After the four lased sample plates and one control (abrasive 

blasted) sample were tested, the data revealed no statistically significant difference. In fact, all 

of the lased samples produced a slightly higher average POTS value than the baseline abrasive 

blasted sample. It can be stated with 91% confidence that the average adhesion strength of the 

160

170

180

190

200

210

220

230

240

0 0.5 1 1.5 2 2.5

V
ic

k
er

s 
m

ic
ro

h
ar

d
n

es
s

Depth below surface, mm

Abrasive blasted

LACR -1

LACR-2

LACR-3

LSM



55 

 

LACR samples is above the baseline value of 13.5 MPa (1958 psi) for the grit blasted control 

sample.  

Table 2.6: Results of Pneumatic Adhesion Tensile Testing Instrument (PATTI) tests performed 

on painted and LACR plus repainted samples. 

Laser Conditions 

Paint (mils) 10-10 10-10 30-10 30-10 10 

Pulse (kHz) 24 24 24 24 - 

Scan (Hz) 110 110 110 110 - 

Sweep (mm/s) 12.7 25.4 12.7 25.4 - 

Passes 4 6 8 9 - 

Mean (MPa) 14.1 14.1 14.0 13.9 13.7 

SD (s) 1.1 0.9 1.1 1.2 0.8 

Lower 95% 

Interval 

13.6 13.7 13.5 13.3 13.3 

Upper 95% 

Interval 

14.6 14.5 14.5 14.4 14.1 

p(mean < 13.5) 0.98 0.99 0.97 0.91  

T-Test, two 

tailed 

0.24 0.13 0.48 0.79 1.00 

F Test, two 

tailed 

0.56 0.77 0.36 0.19 1.00 

 

It is noted that the surface roughness of both grit blasted and lased surfaces (initially grit 

blasted) is quantitatively similar using industry standard techniques. However, these 

measurements do not account for finer scale surface features.  In contrast, electron 

micrographs shown in Figure 2:3 and Figure 2:5 show that a variation in the fine-scale tortuosity 
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is distinct between the two surface conditions. In general, it has been shown that, adhesion 

strength scales with increasing surface tortuosity [19-21], however, if the surface features are 

composed of distinct fine features; i.e. narrow valleys; paints may not completely penetrate 

into the surface irregularities. This could result in incomplete wetting which has been shown to 

reduce the POTS [20].   

2.3.6 Solid-laser interaction modeling 

Simulation of laser interaction with materials (SLIM) software [22] was used to model the heat 

flow during laser-steel surface interaction (only bare metal was considered).  Modeling of this 

system could guide future processing parameter selection and provide additional 

understanding of the observed microstructure. The thermal and optical properties that were 

used during this modeling effort are given in Table 2.7. In this modeling approach, input 

parameters (thermal conductivity, specific heat capacity, reflectivity, and absorption 

coefficient) were considered independent of temperature change in both solid and liquid 

phases. Different sources reported different values for the same properties of steel. Therefore, 

a range of parameters was explored as shown in Table 2.7. The laser pulse assumed in this 

modeling study had a Gaussian-like spatial energy distribution.    
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Table 2.7: Thermal and optical properties utilized in the modeling calculations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Melting point (K) 1809 K [23] 

Boiling point (K) 3273 K [23] 

Thermal conductivity (W/cm.K) 

41 × 10-2 (solid) [23] 

33 × 10-2 (liquid) [24] 

Latent heat of melting (J/cm3) 2100 [23] 

Latent heat of vaporization (J/cm3) 47840 [25] 

Specific heat capacity (J/cm3•K) 

4.5 (solid) [23] 

5.3 (liquid) [26] 

Reflectivity 

0.7-0.8 (solid) [27] 

0.55-0.6 (liquid) [28] 

Absorption coefficient (cm-1) 

5 × 105 (solid) [25] 

4 × 105 (liquid) [28] 
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Figure 2:14 shows the steel surface temperature as a function of time for 83 ns laser pulses at 

different fluences. It is observed that when the laser fluence is less than 2.3 J/cm2, surface 

temperature does not reach the melting point. At fluences greater than 2.3 J/cm2, the surface 

temperature is predicted to exceed the melting point of steel. At the melting point, the surface 

temperature remains constant while latent heat of fusion is absorbed. The surface temperature 

then rises until the end of the pulse. At 3.7 J/cm2 fluence, surface temperature reaches the 

vaporization temperature. After the pulse turns off, the liquid cools rapidly until reaching the 

melting point, at which point the latent heat of fusion is released, and then it cools slowly to 

room temperature. Finally, melt depth was predicted from the program.  

Figure 2:15 shows the melt depth of steel substrate as a function of time for 83 ns laser pulses 

at a range of fluences. It is also observed that not only the melt depth increased, but also 

melting occur over a longer period with increasing laser fluences. This is due to the fact that 

when laser fluence is higher, the absorbed energy is also higher. The maximum predicted melt 

depth using this software is ~ 0.65 µm at 3.7 J/cm2, which is lower than the experimentally 

observed melt depth. This may be due to the fact that absorptivity of the baseline abrasive 

blasted sample is higher than the absorptivity value that has been used as input parameters 

due to its high surface roughness. Typical values reported in the literature refer to smooth, 

polished surfaces. Additionally, it should be noted that these predictions do not include the 

effect of the coating, which could lower the temperature of the substrate due to latent heat of 

evaporation of the coating and absorption of the incoming beam by the ablation plume. 
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Figure 2:14: Surface temperature of a steel substrate irradiated by a Nd:YAG  laser operating 

at 1064 nm with a 83 ns pulse duration as a function of fluence. 

 

Figure 2:15: Melt depths of the steel substrate as a function of time and fluence. 
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This solid-laser interaction simulation results indicate that there is a fluence threshold below 

which surface melting of steel substrate will not occur. Therefore, it is claimed that by proper 

selection of laser processing parameters; i.e. laser power, pulse duration, spot size, pulse 

frequency one could essentially avoid the surface melting of underlying substrate at the 

expense of low paint stripping rate.  However, all processing parameters explored in this study, 

where high paint stripping rate was desired, resulted in surface melting. This superficial melting 

does not appear to adversely affect the adhesion properties or fatigue performance [14].   

2.4 Summary and Conclusions  

Effects of laser ablation coating removal (LACR) from a high strength shipbuilding steel have 

been assessed. Like any coating removal process, LACR was evaluated relative to the following 

three overarching issues: effectiveness of material removal, impact on the substrate material, 

and suitability of affected substrate for subsequent coating application. The following 

conclusions can be made:  

a) The LACR process was effective for the removal of a typical epoxy-based coating. With the 

laser employed, multiple passes were required to remove the coating, with an increased 

number of passes required at higher sweep speeds. Between two and four passes were 

required to remove 0.25 mm(10 mils) of an oxide red epoxy coating from steel at an automated 

sweep speed of 12.7 mm/ sec (0.5 in/sec), which is considered slow by industry standards. An 

effective coating removal rate of 45 sq. in. per minute (~19 sq. ft. per hour) was measured using 

the 7.6 cm laser scan width on 0.25 mm coated samples. This rate was dependent upon the 

frequency of laser window cleaning and laser focusing conditions.  
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b) Scanning electron microscope (SEM) imaging of the surface and cross-sections reveals that 

the underlying metal substrate is melted and re-solidified during LACR.  The depth of the 

observed melted region varied between 1 and 5 μm. No microstructural change was observed 

at greater depths.  

c) The appearance of the surface is clearly changed at the microscopic level. However, 

conventional surface roughness (profile) measurements using an Elcometer 224 (or stylus 

profilometry) indicate no statistically significant change in the roughness.  

d) Pneumatic Adhesion Tensile Testing Instrument (PATTI) studies performed on samples 

repainted after LACR confirm equivalent, or superior, performance to the abrasive blasted and 

painted samples (all samples exhibited >13.5 MPa, 91% confidence). 
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Chapter 3:  Effects of Laser Ablation Coating Removal (LACR) on a Steel 

Substrate: Part 2: residual stress and fatigue             

Abstract 

The effects of laser ablation coating removal (LACR), from high strength shipbuilding steel, on 

fatigue performance have been investigated relative to abrasive blasted specimens. It was 

shown that the fatigue behavior of the steel subjected to LACR is statistically unchanged from 

those of the baseline material. Residual stress, surface roughness and fractographic analyses 

were employed to rationalize the fatigue performance. X-ray measurements revealed that 

tensile residual stress was induced in the surface by LACR. However, depth-resolved residual 

stress measurement showed that the tensile residual stress is limited to a shallow depth below 

which there is a deep case of balancing compressive residual stress. Finally, scanning electron 

microscopic (SEM) analysis of fracture surfaces showed that cracks initiated from valleys in the 

roughness profile. Thus, the observed fatigue performance is attributed to the combined 

effects of residual stress and surface roughness.                                       

3.1 Introduction 

Laser removal of protective coatings from naval vessels is a promising alternative to traditional 

paint stripping methods such as grit blasting, chemical paint stripping, needle grinding etc. Over 

the last few decades, abrasive blasting was the most widely used paint stripping method used 

for large area marine structures, though smaller repairs may be performed using various 

handheld tools. Despite the inherent problems associated with abrasive blasting, like noise, 
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dust, hazardous secondary waste, it possesses an intrinsic benefit of introducing compressive 

surface residual stress in materials, which can improve fatigue life. In order to substitute for this 

well-established paint stripping method, the fatigue performance after performing LACR has to 

be comparable. However, most of the work in this field [1-4] has been focused on the 

effectiveness of this technology for paint removal, in terms of cleanliness and removal rate, 

with examination of the effects of laser parameters, like laser power density, to achieve a high 

degree of cleanliness with a good paint removal rate. Though such studies have a potentially 

high industrial value, it is also important to understand the effect of this laser paint stripping 

method on the underlying substrate before one can replace the traditional paint stripping 

method with this novel technology. A limited number of studies focused on the possible effects 

of LACR on the underlying substrate [5-7], and these studies raised a number of possibilities 

related to near surface melting:  reduction in surface roughness resulting in reduced 

subsequent coating adhesion and degradation of fatigue performance due to near surface 

tensile residual stress introduced during melting and resolidification. 

Chapter 1 of this study reported the effect of LACR on surface roughness, microstructure, 

hardness, and subsequent coating adhesion. Evidence of surface melting during LACR, as 

observed from surface imaging and cross-sectional microstructure characterization, suggests 

that tensile residual stresses may develop [8, 9]. Near surface tensile residual stresses are 

known to reduce the fatigue performance of materials [10, 11]. Thus, the aim of this present 

work is to investigate the effect of laser ablation coating removal on the residual stress state 

and fatigue performance of the underlying substrate material (carbon steel). The relative 
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fatigue resistance of LACR processed, and abrasive blasted (baseline) materials are rationalized 

in terms of the induced residual stress state and surface asperities (described in Chapter 1). 

3.2 Materials and Methods 

The material used in this investigation was a high strength steel (HSS) used in shipbuilding. The 

steel plate received in abrasive blasted condition is considered as the baseline material because 

this is the typical condition prior to painting. The steel plate was coated with different 

thicknesses of red epoxy, similar to the paint used in marine vessels for corrosion protection. 

Laser ablation coating removal (LACR) was performed using an adapt Laser Systems model 

CL1000QNd:YAG, operating at the fundamental wavelength (1064 nm) and pulse duration of 83 

ns. Laser processing was performed at a pulse frequency of 24 kHz, scan rate of 110Hz, sweep 

speed of either 1.3 cm/s or 2.5 cm/s and the number of laser passes was varied between 1 and 

14. In order to achieve higher ablation efficiency to meet the industrial requirements of paint 

stripping rate, nanosecond pulse laser was selected instead of ultrashort pulse laser which 

causes less thermal damage to underlying materials [13]. More detail concerning the abrasive 

blasting and laser processing conditions is provided in Chapter 1. 

X-ray diffraction residual stress measurements were performed using a Panalytical X’Pert Pro 

MPD X-ray diffractometer using Bragg-Brentano focusing geometry with a Cr-Kα sealed tube 

source operated at 30 kV and 55 mA. The diffraction angle step size of 0.2-0.3° with counting 

time of 10-20 seconds per step was used. Both large step size and inadequate time counts per 

step can both cause error in determining peak position and small changes in peak position will 

results in considerable changes in the magnitude of the residual stress. Therefore, it is 
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important to employ a step size which enables us to precisely define the peak position. 

However, in order to accurately define a peak, FWHM/step size should be 5 to 10% and/or 

there should be 10-15 points above the FWHM [13]. Even in the worst case scenario of this 

study (0.3 step size), meets both requirements. In addition, a Gaussian fit to the experimental 

data showed a very high value of goodness of fit R2 (>96%) in all cases. After considering all 

these factors, and in order to save experimental time a relatively "large" step size was selected 

for this study. The measurements were performed according to the NPL Good Practice Guide 

[14] which describes the d vs. sin2ψ method, where d is the lattice spacing of the {211} planes 

of the steel and ψ is the angle between the diffraction vector and sample surface normal. The 

tilts were performed on the ω axis (not the χ). One residual stress measurement typically took 

70-80 minutes. The diffraction peak angular positions were determined for negative ψ tilts of 0, 

-18.43, -26.56, -33.21, -39.23,-45.0, - 50.77 and -56.79  using nonlinear regression of the 

experimental data with a Gaussian function. The lattice spacing (d) for each tilt was calculated 

using Bragg's law (λ = 2dsinθ), where λ(Cr-Kα) = 2.29 Å, and then plotted against sin2ψ. The 

representative data presented in Figure 3:1. Figure 3:1 reveal a linear relation between d 

vs.sin2ψ, with high goodness of fit R2 values no less than 0.98 for all surface measurements 

made in the study.  However, due to the presence of stress gradient, subsurface residual stress 

measurement showed a slight curvature in the d vs. sin2ψ plot, especially in the laser treated 

samples due to higher stress gradient relative to abrasive blasted samples. Goodness of fit R2 is 

still high, higher than 95% for most of the measurement. This indicates the applicability of the 

approach and shows that shear strain components ԑ13 and ԑ23 are both close to zero. However, 

it will be shown that a different level of residual stress is present along the LACR scan and 
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sweep directions (see Chapter 1). In most of the data present below, only the sweep direction 

stress is shown since this correlates with the axis of the fatigue samples. The negative slope in 

the d vs. sin2ψ plot (Figure 3:1(a)) indicates that compressive residual strain is present in the 

abrasive blasted sample, while the positive slope in the case of the laser treated sample (Figure 

3:1(b) is an indicator of tensile residual strain. 

Assuming elastic isotropy of the polycrystalline steel and a plane stress condition in the sample 

surface, the slope of the line of d vs. sin2ψ plot is proportional to the normal stress within the 

sample surface along the ø direction according to: 

                                                     𝜎ø =
𝐸

(1+𝜈)𝑠𝑖𝑛2𝜓
(

𝑑𝜓−𝑑𝑛

𝑑𝑛
)                                                      [3.1] 

where E is the Young's modulus, ν is the Poisson's ratio, and dψ is the interplanar spacing 

measured at each tilt angle; dn is the spacing for ψ = 0º (i.e. the diffraction vector is parallel to 

the plate surface normal direction). The magnitudes of the residual stresses were computed 

employing the following elastic constants typically observed for steel, E= 200 GPa and ν = 0.3.  

Finally, the residual stress uncertainties in each sample were calculated by considering the error 

propagation from uncertainties in the d vs. sin2ψ linear fit [15]. 
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Figure 3:1: d spacing changes linearly with sin2ψ for both a) abrasive blasted and b) laser 

treated specimens. A compressive surface residual stress is shown for the abrasive blasted, 

while a tensile surface stress is shown in the laser treated. 

The variation of the residual stress as a function of depth was determined via progressive layer 

removal by electropolishing and subsequent residual stress measurement using X-ray 

diffraction. Electropolishing was performed at 15 V DC in a solution of 6% perchloric acid, 10% 

butyl cellosolve, 70% ethanol, and 14% water at room temperature. A micrometer was used to 

measure the thickness of the layer removed. As an example, to remove a 50 µm surface layer 

from a 25 cm × 20 cm patch required 5 minutes of electropolishing. Correction of the measured 

residual stress values due to redistribution and relaxation of the stress in the exposed surface 

was calculated according to the solution proposed by Sikarskie [16], which is based on the 

original solutions of Moore and Evans [17]. 
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                            𝜎(𝑧1) =  𝜎𝑚(𝑧1) +  2 ∫
𝜎𝑚(𝑧)

𝑧

𝐻

𝑧1
𝑑𝑧 − 6𝑧1 ∫

𝜎𝑚(𝑧)

𝑧2

𝐻

𝑧1
𝑑𝑧                                       [3.2] 

Progressive layer removal was used to a depth of up to 800 µm. 

Fatigue tests were performed using an Instron 1320 servo hydraulic load frame with 8500 

computer control and data acquisition, aligned according to ASTM E-1012. The fatigue tests 

were performed according to ASTM E-466, with flat, dog-bone sample geometry. The samples 

were conventionally machined with an oil-based lubricant to minimize potential corrosion 

effects. Notably, the backsides of the samples (not painted or laser treated) were surface 

ground to minimize the chance of crack initiation from that surface, which was not under 

investigation. Of the thirty-three samples tested in this study, only in two cracks initiated from 

the surface ground backside of the samples. Similarly, the corners of the gage section and fillet 

region were rounded (minimum corner radius of 0.8 mm) to avoid initiating at that potential 

stress concentrator. The fatigue tests were performed under sinusoidal load control, at a stress 

ratio of R= 0.1, and a frequency of 10 Hz. The tests were stopped when specimens broke or 

after 5×106 cycles, whichever came first. The fracture surfaces were examined using Scanning 

Electron Microscopy (SEM) within a JEOL 6700 cold-field emission gun instrument operated at 

15 kV, 12 µA probe current and 15-24 mm working distance. 
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3.3 Results and Discussion 

3.3.1 Residual Stress 

In order to understand the effect of LACR on the residual stress state, a wide range of 

processed samples were investigated and can be divided into five types:  

I. Unblasted 

II. Unblasted and laser processed 

III. Abrasive blasted 

IV. Abrasive blasted, and laser processed 

V. Abrasive blasted, painted, and laser processed 

The residual stress state in the surface of the unblasted (type-I) showed nominally zero residual 

stress (±40 MPa). Laser surface modification of these unblasted surface (type-II) (using the 

same laser conditions as LACR) imparts a biaxial tensile residual stress. This is consistent with 

the microstructural characterization, which reveals that laser processing formed a thin molten 

and re-solidified layer. During solidification of the molten layer, a high thermal gradient existed. 

Due to this thermal gradient, contraction of the solidifying metal is constrained by the colder 

interior, which places the near surface region in tension. In most cases, the magnitude of the 

surface residual stress in the laser scan (longitudinal) direction was larger than that in the 

sweep (transverse) direction. Tensile residual stresses up to 505±10 MPa along the laser scan 

direction and 319±5 MPa along the laser sweep direction were measured after 10 passes of 

laser scanning over the unblasted surface. It was observed that an increasing number of laser 

passes increased the level of residual stress. However, the largest single increase in residual 
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stress occurs with the first pass over bare metal. A single pass of laser scan over the unblasted 

surface imparted longitudinal and transverse residual stresses of 406±9 MPa and 229±5 MPa, 

respectively. 

Abrasive blasting (type-III) creates a layer of plastic deformation with an elastically deformed 

region underneath as the material “attempts” to recover its original shape. This places the 

surface layer in compression. Residual stress measurements of 12 abrasive blasted samples 

revealed a consistent uniform biaxial compressive surface residual stress of magnitude -264±24 

MPa, these values are the arithmatic average of 12 samples measured and the uncertainty value 

quoted here is the standard deviation of these measurements. Laser surface modifications (LSM) 

of the abrasive blasted (type-IV) surface causes the residual stress to swing from compressive 

to strongly tensile. High stresses were observed after 10 passes (395±7 MPa and 279±8 MPa 

along the scan and sweep directions, respectively). However, as emphasized above, only a 

single pass was required to impart a large increase in the residual stress (319±3 MPa and 

213±12 MPa, scan and sweep, respectively). 

The presence of paint actually diminishes the swing in residual stress (from compressive in the 

abrasive blasted to tensile in the laser treated). Presumably, this is due to less heat being 

imparted to the steel when there is an ablative/evaporative coating on the surface during laser 

treatment, in addition to attenuation of the incoming laser beam by ablation products (the 

plume). It was also observed that LACR of the thickly painted (30 mils) sample imparted lower 

tensile residual stress compare to thinly painted (10 mils) samples. For example, LACR 

processing parameters of 1.3 cm/s sweep speed and 7 passes, imparted a tensile residual stress 
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of 235±9 MPa stress after removing 0.76 mm (30 mils) paint and 314±15 MPa after removing 

0.25 mm (10 mils) of paint. However, the typical residual stress level after performing LACR is 

242±63 MPa, regardless of paint thickness or laser processing condition. These latter values are 

the average and standard deviation of 10 distinct samples in condition type-V (abrasive blasted, 

painted, and laser processed). This range has an upper bound (352±11 MPa) which corresponds 

to the scan direction after a large number of laser passes and a lower bound (95±8 MPa) which 

corresponds to the sweep direction after a small number of passes over originally thick (30 mils) 

paint. It was also noted that the highest residual stresses were observed after a large number of 

laser passes, as in the LSM of unblasted and abrasive blasted surfaces. Table 3.1 lists the laser 

processing conditions and magnitudes of surface residual stress measured during this course of 

study.   

Figure 3:2 summarizes the effect of surface treatments on the surface residual stress state of 

the investigated samples. All the laser processing experiments were carried at 24 kHz pulse 

frequency, 110 Hz scan rate, and 1.3 cm/s sweep speed. 
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Table 3.1: Laser processing conditions of samples and surface residual stress measurement in 

laser scan and sweep direction. Uncertainty values listed here are calculated by error 

propagation from the uncertainty of linear fit of d vs. sin2ψ.  

Sample 
Paint 
(mm) 

Pulse 
( kHz) 

Scan 
(Hz) 

Sweep 
(mm/sec) 

Passes Direction 
Magnitude 

(MPa) 

LSM -1 
( unblasted) 

n/a 24 110 1.3 1 
Scan 406±9 

Sweep 229±5 

LSM -2 
( unblasted) 

n/a 24 110 1.3 10 
Scan 505±10 

Sweep 319±5 

LSM -3               
(blasted) 

n/a 24 
110 

 
1.3 

 
10 

 

Scan 395±7 

Sweep 279±8 

LSM -4               
(blasted) 

n/a 
24 

 
110 

 
1.3 

 
1 
 

Scan 319±3 

Sweep 213±12 

LACR -1 0.25 24 110 1.3 2 
Scan 218±8 

Sweep 209±8 

LACR -2 0.25 24 110 1.3 3 Scan 222±19 

LACR -3 0.25 24 110 1.3 4 Scan 341±6 

LACR -4 0.25 24 110 2.5 4 
Scan 302±5 

sweep 198±12 

LACR -5 0.25 24 110 1.3 4 Scan 259±15 

LACR -6 
 

0.25 
 

24 
 

110 
 

1.3 
 

7 
7 

Scan 314±15 

Sweep 200±7 

LACR -7 
 

0.25 
 

24 
 

110 
 

2.5 
 

14 
 

Scan 352±11 

Sweep 258±8 

LACR -8 
 

0.76 
 

24 
 

110 
 

0.64 
 

5 
 

Scan 165±16 

Sweep 95±8 

LACR -9 0.76 24 110 0.64 5 Scan 187±11 

LACR -10 0.76 24 110 1.3 7 Scan 235±9 

LACR -11 
0.76 

 
40 

 
80 

 
1.3 

 
8 
 

Scan 271±5 

Sweep 248±14 

LACR -12 0.76 24 110 1.3 9 Scan 242±13 

LACR -13 0.76 24 110 1.3 9 Scan 286±7 
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Figure 3:2: Effect of different surface processing conditions on residual stress. Note the trend 

of increasing LSM or LACR passes results in higher tensile surface residual stress. 

It is acknowledged that there can be large variations in the residual stress in the near surface 

region. However, the net section stress must integrate to zero in the unloaded condition. For 

example, compressive surface stresses imparted by abrasive blasting are balanced by tensile 

stresses within the plate interior. Because of the strong distinctions noted between the 

abrasive blasted, and laser treated surface stresses (compressive vs. tensile), it is of interest to 

determine how deep this change in stress state penetrates into the plate thickness. Based on 

the fact that melting appears to have been restricted to only a few microns, and the hardness 

profiles at larger depths are unchanged [see section 2.3.4], it is suggested that the tensile 

residual stresses imparted by laser processing may be restricted to the near surface region. 
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Determining the depth to which the residual stress change penetrates would have implications 

for mechanical properties, like fatigue, as well as part distortion. It has been noted in the 

literature [18] that variations in subsurface residual stress distribution play an important role in 

fatigue crack initiation and propagation. 

Therefore, the variation of the residual stress as a function of depth of abrasive blasted and 

laser treated samples was determined. Figure 3:3 shows the depth resolved residual stress of a) 

unblasted and abrasive blasted samples and b) laser treated samples at different conditions in 

the sweep direction. Seven sets of laser treated samples (LSM-1, LSM-2, LSM-3, LACR-1, LACR-2, 

LACR-3, LACR-4, as listed in Table 3.1) were selected for evaluation of residual stress depth 

profile. 

The unblasted material exhibits residual stress amounting to ±40 MPa through the whole 

thickness measured (~525 μm). The distributions of the residual stresses of the abrasive blasted 

samples showed typical "U-shape" profile, where compressive residual stress reached its 

highest magnitude of approximately 400 MPa at a depth of about 40 µm and then it gradually 

decreased to zero at a significant depth of about 225µm. It should be noted that the solid line 

represents a fit to the measured and corrected data obtained from four samples. There is 

observable scatter in the data, as indicated by the data points themselves. In one particular 

sample (abrasive blasted (LACR-2)), as shown in Figure 3:3(a), a much deeper case of 

compressive residual stress was observed. It should be noted that the dotted line in the depth 

profile of abrasive blasted (LACR-2) sample is an indication that there might be depths in 

between the surface and first measured depth (~150 µm) which will have higher residual stress 
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values than the residual stress values shown at first measured depth.  As discussed in Chapter 

1, this variation can result from the variations in abrasive blasting parameters, which were not a 

focus of this study. 

 

Figure 3:3: Residual stress as a function of depth of a) unblasted and abrasive blasted samples 

and b) after performing laser treatment (LSM/LACR). 
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The residual stress depth profiles of laser treated samples show that the tensile residual 

stresses induced were confined to a shallow depth. Tensile residual stress had its peak value at 

the surface, which decreased to zero just below the surface. This near-surface tensile residual 

stress case is balanced by the subsurface compressive residual stresses. The sharp swing in 

residual stress of laser treated samples probably results from the fact that only a thin surface 

layer is melted and re-solidified. 

Depth resolved residual stress measurements on laser treated, unblasted samples (LSM-1 and 

LSM-2) show that they both have similar depth profiles, irrespective of their laser processing 

conditions. In both cases, the depth of the tensile region is about 50 µm and the magnitude of 

the balancing subsurface residual is 50 ±10 MPa throughout the measured thickness. 

Laser surface modifications of abrasive blasted samples (with or without paint) showed an even 

shallower tensile region (~35 µm) relative to LSM of untreated samples. Thermal relaxation of 

subsurface compressive residual stress was also observed. The magnitude of the maximum 

compressive residual stress was reduced from about 400 MPa prior to LSM to about half that 

value (200 MPa) after LSM. It is also noted that a bare, abrasive blasted sample subjected to 10 

passes of the laser (LSM-3) developed compressive residual stress to a greater depth. 

Note that sample LACR-2 did not undergo the level of relaxation exhibited by other samples. It 

still has the maximum compressive stress value of about 350 MPa and at a given depth; the 

stress value is higher relative to other laser treated samples. This is likely due to the initial 

residual stress state of the baseline abrasive blasted sample rather laser processing conditions. 

Residual stress distribution of the initial abrasive blasted sample showed that this particular 
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sample has a deeper case of compressive residual stress relative to other abrasive blasted 

samples (Figure 3:3(a)). Due to this extended residual stress case of the baseline sample, this 

particular set exhibits higher subsurface residual stress values even after thermal relaxation. 

Microhardness measurement of this sample set (LACR-2) also showed that this particular set 

has slightly higher near surface hardness value (see section 2.3.4). 

It should be noted here that the subsurface compressive residual stress “case” of laser treated 

samples tends to be deeper relative to abrasive blasted samples, except for sample set LACR-1 

that shows compressive residual stress case depth of about 225 µm, which is similar to the case 

depth of abrasive blasted sample. This deep case makes sense, since the tensile near-surface 

region must be balanced by the subsurface compressive region, especially if one additionally 

considers the fact that the subsurface compressive stresses are, in general, lower than were 

observed prior to laser treatment. The shallower case depth of sample LACR-1, where the paint 

was “just-removed” after only two passes, is likely due to the fact that it has lowest near-

surface tensile residual stress, so it does not require the extensive region of balancing 

compressive stress. 

It is clear from the above discussions that there is a noticeable difference in residual stress 

depth profile among different sets of laser treated materials (Figure 3:3(b)). No simple 

correlation between laser parameters and residual stress distributions was observed. However, 

the number of laser passes and initial sample condition seems to affect the residual stress 

distribution the most. As an example, samples subjected to LACR at two different sweep speeds 

and the same number of laser passes (LACR-3 and 4) show similar residual stress profiles. In 
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both cases, depth of the tensile region is about 35µm and highest magnitude of balancing 

compressive residual is ~220 MPa at a depth of ~50µm. The case depth of the compressive 

residual stress is about 500 µm, which is more than twice the depth of the compressive case on 

the abrasive blasted samples. The other feature that has a strong impact on the final residual 

stress profile is the initial residual stress state, as indicated by the strong differences between 

the unblasted samples (LSM-1 & 2) and  LACR-2 samples, as compared to the greater similarity 

between samples LSM-3, LACR-1, 3, & 4. 

A final aspect related to residual stress profiles that was considered is the possibility of 

relaxation of residual stress during cyclic loading, especially given the fact that tension-tension 

tests (R > 0) with peak stresses above the yield strength were employed in this study. However, 

measurements show no significant relaxation of residual stress in either abrasive blasted or 

laser treated samples after 1000 and 10000 cycles at 183.5 MPa stress amplitude. Figure 3:4 

shows the distribution of residual stresses of laser treated sample without any cycle and after 

10000 cycles at 183.5 MPa stress amplitude. Considering the experimental error (approximately 

 ± 25 MPa) associated with x-ray diffraction residual stress measurement, these residual stress 

depth profiles are indistinguishable. 
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Figure 3:4: Relaxation of residual stress during fatigue testing. 

3.3.2 Fatigue Performance 

From standard tensile tests performed on the substrate material in the abrasive blasted 

condition, a yield strength of 370 MPa and an ultimate tensile strength of 520 MPa were 

observed. These values were used to determine the range of stress amplitudes (150 to 200 

MPa) explored in the fatigue testing. Extensive tensile testing was not performed because prior 

studies [5, 6] had suggested that LACR induces little change in the bulk mechanical properties of 

the substrate material. The same five sets of laser treated abrasive blasted samples (with or 

without coating), which were taken for in-depth residual stress evaluation , were selected for 

fatigue testing. It should be noted here that LSM-3 was selected to explore the possible 



82 

 

condition where excessive LSM is performed on un-painted material or the case where multiple 

passes are enforced during LACR, after the paint has been removed, since this condition 

induced highest level of surface tensile residual stress. 

The Wöhler curves of the abrasive blasted and laser treated material (irrespective of the details 

of laser process parameters) are shown in Figure 3:5. Contrary to prior results [5] laser treated 

samples showed the same, or slightly longer, fatigue life as compared with the abrasive blasted 

samples. The curves in the plot are primarily provided as a guide to the eye through the data. 

However, they are best-fit curves to the experimental data obtained by least squares non-linear 

regression of the Stromeyer equation [19], which relates Nf, the cycles to failure to the stress 

amplitude, S. 

                                                                                                       𝑆 =  𝑆𝐿 +  𝐴(𝑁𝑓)
𝑚

                                                             [3.3] 

where SL, A, and m are fitting parameters. Employing this relation with an endurance limit, SL, 

does not represent an endorsement of a particular fatigue design philosophy. Rather, fitting the 

data to this relation permits a ready comparison between the sets of obtained fatigue data. The 

bottom curve (blue) is a fit through all of the data obtained from samples in the abrasive 

blasted condition; the top curve (red) is a fit through all of the data obtained from laser treated 

samples (irrespective of laser processing conditions); and the dashed curve is a fit through all of 

the data collectively. Note that only the highest stress amplitude run-out data were included in 

the regression analysis. The values of the fitting parameters of the Stromeyer equation are 

listed in Table 3.2.  
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Figure 3:5: Stress-life (S-N) curves for the abrasive blasted condition compared with LACR 

samples. Arrows at 5x106 cycles represent run-out tests. Curves are best fits of the data to the 

Stromeyer relation. 

Table 3.2: Fit parameters of the Stromeyer equation from non-linear regression of the S-N 

data presented in Figure 3:5.  

Sample condition Number of samples SL A m 

Abrasive Blasted 13 158.4  ± 8.2 1.7E+05 -0.72 

Laser Treated 18 161.4 ± 6.6 1.9E+05 -0.72 

All Together 31 161.8 ± 4.2 2.0E+05 -0.73 
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The values presented in Table 3.2 indicate that the fatigue performance of the samples 

subjected to LACR is same as baseline abrasive blasted samples (within the limits of 

experimental uncertainty), despite having high surface tensile residual stresses. It is believed 

that the maintenance of similar fatigue response may be attributed to a compromise between 

the decreased sharpness of the roughness and the replacement of a compressive residual stress 

with the one, which is tensile. 

3.3.3 Fractography 

In order to rationalize the experimental fatigue testing results, scanning electron microscopy 

was used to determine the fatigue crack initiation sites of representative fatigue samples. A 

thumbnail (half-penny) shaped fatigue crack was observed to emanate from the modified 

surface prior to final fast fracture irrespective of sample condition (abrasive blasted or laser 

surface treated). The fast-fracture surfaces were characterized by typical ductile dimple 

rupture, so no representative micrographs of those features are shown in this paper. 

Fractographic analysis of the abrasive blasted sample shows that in some cases, the crack 

seemed to originate at the corner of the sample when examined with the naked eye or by low 

magnification imaging, as shown in Figure 3:6(a). However, closer inspection of the river marks 

emanating from the initiation site invariably revealed that the crack actually initiated from a 

depression on the abrasive blasted surface of the sample (Figure 3:6 (b)).  
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Figure 3:6: Scanning electron micrographs of a grit blasted sample tested at stress amplitude 

of 167 MPa, with a fatigue crack that initiated close to a sample corner (a). Higher 

magnification micrograph (b) of the initiation site, which was a particularly deep valley in the 

surface profile. 

Fractographs of LACR samples, as shown in Figure 3:7, show that the nature of the fatigue crack 

initiation is similar to the abrasive blasted samples. In this case, the initiation is located near the 

center of the laser-processed surface. However, near corner crack initiation of the LACR 

samples, similar to the one shown in Figure 3:6 for an abrasive blasted sample, was also found 

some cases. From higher magnification micrographs (Figure 3:7(b-c)), it is clear that the fatigue 

crack initiated from the surface depression as well, i.e. a valley in the roughness profile. Figure 

3:7(d) shows fatigue striations observed at higher magnification just above the initiation site 

presented in Figure 3:7(c). These observations reinforce the claim that surface roughness is the 

predominant source of fatigue crack initiation and that surface residual stresses have little 

effect on fatigue crack initiation. 
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Multiple cracks initiating from the valleys of the surface roughness were also observed on a 

single sample, especially at the highest stress level. These small cracks grow independently for 

some portion of the fatigue life prior to coalescence of two or more of the larger cracks and 

subsequent growth of a single large crack. The low magnification inset shown in Figure 3:8(a) 

highlights a couple of distinct initiation sites with the yellow dashed circles. Note the river 

marks radiating outward from each of them. In between, one can observe a “ledge” where the 

two simultaneously growing cracks met and linked up into a single crack on its way to final 

fracture. The dashed white box highlights the corner region of the sample that is enlarged in 

Figure 3:8(b). However, multiple cracks, as observed in this micrograph, were also observed in 

some laser treated samples.   
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Figure 3:7: Scanning electron micrographs of a fatigue fracture surface, sample subjected to 

LACR (LACR -2).  Low magnification micrographs show the initiation site (a, b). Higher 

magnification micrographs (c, d) show the LACR surface and the crack propagation, 

respectively.  
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Figure 3:8: Scanning electron micrographs of the fracture surface of an abrasive blasted 

sample loaded at a stress amplitude of 183 MPa.  Multiple initiation sites are shown in (a) 

indicated by yellow circles, while significant cracking is observed in (b), where the corner 

regions of an abrasive blasted sample reveal numerous surface cracks (black arrows). 

In addition, abrasive blasting media embedded in the metal surface at the crack initiation site, 

as shown in Figure 3:9, was also observed in a laser surface modified sample (LSM-3), examined 

at 167 MPa, which exhibited a low fatigue life relative to the other samples tested at the same 

stress level. Note the large bright region observed in Figure 3:9(a), which is “charging.”  

Typically charging is indicative of insulating materials that do not allow for an uniform path of 
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electron flow to ground potential.  This particle has the appearance of abrasive media along 

with a local chemistry (list elements detected) that is also suggestive of garnet, the medium 

used in this study; see Figure 3:9(b). Ultimately, however, the low fatigue life of this sample 

appears to be a consequence of a large surface depression associated with embedded abrasive 

media, not the high surface tensile stress.  

 

Figure 3:9: SEM micrograph of laser treated surface (LSM -3) reveals the presence of a large 

non-conducting particle (note charging in micrograph (a)) at the crack initiation site.  The EDS 

data (b) containing Al and Si are strongly indicative of the abrasive blasting media. 

3.4 Modeling and Discussion 

Both grit blasting and laser treatment induce significant alterations of the surface roughness 

and residual stress. Fatigue performance depends on the corporate actions of the surface 

roughness and residual stress. It is well known that, for the case of a constant surface 

roughness, a higher tensile residual stress will lead to degradation of the fatigue resistance [20]. 

Conversely, for similar residual stress field, fatigue performance decreases with increasing 
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surface roughness [21, 22]. The stress concentration associated with surface roughness 

increases with increasing roughness and thus, fatigue crack initiation life decreases. Given the 

fact that the residual stress depth profiles (Figure 3:3 (b)) revealed that tensile residual stresses 

of the laser treated samples were limited to a shallow depth of about 35 µm, which is less than 

the typical notch depth (peak-valley height) of ~50 µm, the residual stresses are not considered 

in the following analysis.  

As discussed in Chapter 1 , both LSM on bare surfaces and LACR tend to smooth the surface, 

even though conventional roughness parameters, (Ra, average roughness, Ry, peak-to-valley 

height, and Rz, ten-point roughness), obtained from a mechanical stylus profilometer, did not 

show any significant change in roughness values. An imposed change in notch (valley) root 

radius (ρ), due to changes in surface tortuosity from laser treatment, will lower the stress 

concentration result from the surface irregularities. According to the Neuber rule [23], the 

stress concentration associated with roughness and hence the fatigue performance, depends 

on the notch depth (related to Rz) and notch root radius rather than average roughness value 

(Ra). 

                                                             𝑘𝑡 = 1 + 𝑛√𝜆
𝑅𝑧

𝜌
                                                                 [3.4] 

Where n represents the stress state (n=1 for shear and n=2 tension loading). Arola-Ramulu [25] 

also proposed an expression for stress concentration, in terms of standard roughness 

parameters and valley radii. 

                                                         𝑘𝑡 = 1 + 𝑛 (
𝑅𝑎

𝜌
) (

𝑅𝑦

𝑅𝑧
)                                                      [3.5] 
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Stress concentrations based on surface roughness were calculated for both abrasive blasted 

and laser treated samples using both Neuber and Arola-Ramulu models and listed in Table 3.3. 

A load factor (n = 2) was used for both models to account for the high value of R = 0.1 (pull-pull 

fatigue). It should be noted here that the roughness parameters were calculated from 

roughness profiles corrected for finite tip radius of the profilometer stylus, as described in 

section 2.3.2.2. To define the effective valley radius, three prominent valleys were chosen from 

each of the eight measurements for a given sample and all twenty four were averaged. Valley 

radius was calculated from the first and second derivative of the calculated data by using the 

following equation: 

                                                                          𝜌 =
[1+(

𝑑𝑦

𝑑𝑥
)

2
]

3
2

|
𝑑2𝑦

𝑑2𝑥
|

                                                           [3.6] 

It should be mentioned here that actual valley radius could be smaller than the reported value 

because, even with the adopted tip correction method, it is not possible to detect a valley 

radius smaller than the tip of the profilometer (determined to be 7 µm using optical 

microscopy). Note that the computed tip radii are all close to this limiting tip radius. 
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Table 3.3: Surface roughness parameters, radius of valley and surface concentration based on 

Neuber [23] and Aorla-Ramulu [24] models.  

Sample Ra (µm) Ry(µm) Rz(µm) ρ(µm) 
kt 

Neuber Arola-Ramulu 

Abrasive 
blasted 

6.01 47.6 36.5 10.2 4.8 2.5 

LSM -3 5.46 43.7 33.1 12.0 4.3 2.2 

LACR -1 6.71 51.4 39.7 9.60 5.1 2.8 

LACR -4 6.17 45.6 37.2 10.7 4.7 2.4 

There is a significant difference in stress concentration predicted by the two models, but the 

trends from one sample to another are similar. The lowest stress concentration is predicted for 

sample set LSM-3, where highest number of laser passes was applied to a bare surface. One 

should recall that the surface appears increasingly smooth with increasing number of passes 

(section 2.3.2.1). Sample set LACR-4, with a surface profile similar to sets LACR-2 & 3, shows 

relatively lower stress concentration compared to abrasive blasted sample. On the other hand, 

sample set LACR-1 shows the highest stress concentration. 

Perhaps due to the lower stress concentration, samples from sets LACR-2, 3 and 4 exhibited 

fatigue lives on the upper end of the distribution (see Figure 3:5). Nine samples were tested 

from these sample sets and all them had better fatigue lives than the mean, at a given stress 

level. Conversely, all of the data points in Figure 3:5 corresponding to sample set LACR-1 have 

fatigue lives, which are at the low end of the distribution of the LACR samples tested. Although 

the conclusion is based upon only 4 data points, it does suggest that “just removed” paint is a 

worst case scenario (with respect to fatigue performance). It is noteworthy that even this worst 

case is on par with the original abrasive blasted condition. Sample set LSM-3 initially appears to 
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deviate from the emerging trend. It is predicted to have a lower stress concentration, yet two 

samples tested at a stress amplitude of 167 MPa performed at the very low end of the range of 

scatter for all samples tested at this stress level (Figure 3:5). Other LSM-3 samples tested at 

higher stress amplitudes of 183 MPa and 200 MPa were among the most long-lived samples at 

those stress levels. Fractographic analysis of the short-lived LSM-3 samples revealed the 

presence of abrasive blasting media embedded in the metal surface (see Figure 3:9). Thus, it 

does appear that the rank-order of fatigue lives is correlated with fine details of surface 

roughness. It is again admitted that the stress concentration model is sensitive to the notch 

root radius, which approached the value of the stylus tip in every case. It is possible that the 

actual notch radius is much smaller, particularly in the case of the abrasive blasted. In summary, 

the fatigue performance of the laser treated samples, irrespective of laser processing 

conditions, is statistically similar to the fatigue performance of abrasive blasted samples. It is 

possible that this similarity in responses is due to a compensating effect of the detailed changes 

in surface roughness and residual stress.  

3.5  Conclusions 

The effects of laser ablation coating removal (LACR) on the residual stress evolution and fatigue 

performance have been assessed on one type of common shipbuilding steel and compared with 

base line abrasive blasted substrates. From the experimental results, the following conclusions 

can be drawn: 

1. X-ray diffraction-based measurements of the residual stress have shown that unblasted 

samples have nominal zero (±40 MPa) residual stress throughout the whole thickness. 
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Abrasive blasting introduced a surface compressive residual stress of -264±24 MPa. 

Residual stress distributions of abrasive blasted samples show a typical "U-shape" 

profile, where compressive residual reaches its maximum value (~400 MPa) just below 

the surface. 

2. LACR induces a large shift of the residual stress in the tensile direction. Following LACR, 

the surface residual stresses were typically 242±63 MPa in tension. Depth resolved 

residual stress distribution shows that tensile residual stresses are confined to very 

shallow depth of about 35µm. 

3. Fatigue testing confirms that the material subjected to LACR performs as well as 

abrasive blasted material. Fits to the Stromeyer equation estimate endurance limits of 

158.4 ± 8.2 MPa for abrasive blasted samples and 161.4 ± 6.6 MPa for laser treated 

samples. 

4. Fractographic analyses revealed that cracks initiated from valleys in the surface profile. 

5. Models of roughness-based stress concentration correlate with detailed trends in the 

fatigue lives of samples subjected to LACR. However, it must be admitted that the 

measure of roughness employed is not sensitive to possible changes in notch root 

radius, which may have been compensated by changes in surface residual stress state.  
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Chapter 4: Effects of microstructure and abrasive blasting protocol on the 

fatigue performance of high strength steel after laser ablation coating 

removal. 

Abstract  

The effects of variations in initial microstructure and prior abrasive blasting parameters on the 

fatigue performance of a high strength steel after laser ablation coating removal (LACR) have 

been investigated. It is noted that the metal surface is melted and re-solidified during the LACR 

process. The incumbent abrasive-blasted samples show a slightly better fatigue life compare to 

LACR samples. SEM fractography reveals that fatigue cracks in LACR processed samples 

predominately initiated from these embedded particles. A high density of embedded abrasive 

blasting media was observed before and after performing LACR. Finite element analysis shows 

that the embedded particles have a high elastic stress concentration factor (which is essentially 

unchanged by the LACR process). X-ray diffraction-based measurements of the residual stress 

distributions show that the magnitude of the compressive residual at a depth corresponding to 

that of the embedded particles is more compressive for abrasive-blasted samples than LACR 

samples. Thus, the observed detrimental effects of LACR treatment on fatigue performance are 

attributed to the combined effects of high elastic stress concentration factor and relax residual 

stress state at the embedded particles.  
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4.1 Introduction  

Laser ablation coating removal (LACR) has proven to be an effective method of the removal of 

epoxy-based coating, as discussed in Chapter 2 and Chapter 3 and in references [1-3]. 

Furthermore, the performance of an abrasive-blasted high strength shipbuilding steel shows a 

higher or similar fatigue life after LACR treatment relative to starting abrasive-blasted samples 

(see Chapter 3). However, different vendors employ different processing routes to meet 

property specifications, which can result in differences between the microstructures of high 

strength shipbuilding steels, though they still have chemistries and mechanical properties that 

fall within the accepted specifications. Questions remain as to how these differences in 

microstructure would affect the performances of the alloy after laser treatment.  

In addition, prior surface processing conditions (abrasive blasting) may have a major impact on 

the performance of the steel after subsequent LACR treatment. Fatigue performance typically 

improves when blasting is performed in a controlled manner by the virtue of compressive 

residual stresses which are imparted by the process [4-7]. However, the beneficial effects of 

abrasive blasting on fatigue life can become detrimental when blasting process is carried out in 

an uncontrolled fashion, as surface defects typically increase with increasing blasting 

pressure/velocity, and the effect of these surface defects can surpass the beneficial effects 

associated with the imparted compressive residual stress [8-10]. In addition, high-velocity 

impact results in embedment of the blasting particles [11-13], which act as severe notches and 

primary fatigue crack initiation sites [5, 8, 14].   
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Previously, abrasive blasting prior to painting and laser de-painting was conducted in a very 

controlled manner. However, in order to increase the production rate, abrasive blasting is often 

conducted at a very high blasting pressure. The main goal of this study to investigate the effects 

of the changes in initial microstructure and abrasive blasting protocol, prior to coating, on the 

fatigue performance of a high strength shipbuilding steel after laser ablation coating removal.  

4.2 Experimental  

4.2.1 Materials  

The microstructure of the high strength steel (HSS-II) under investigation exhibits a combination 

of distributed pearlite colonies, ferrite, and bainite. In comparison, the microstructures of the 

materials in Chapter 1 and 2 (HSS-I) show simpler, α-ferrite plus pearlite (α-ferrite + Fe3C 

cementite carbides) microstructure, with pearlite colonies arranged in bands parallel to the 

plane of the plate. Associated with these differences in microstructures, there is also a 

significant difference in the tensile properties of the two materials investigated. While both 

materials have a similar ultimate tensile strength (≈520 MPa), the yield strength of the HSS-II 

(440 MPa) is significantly higher than HSS-I (≈370 MPa). Engineering stress vs. strain plot of the 

HSS-II is shown in Figure 4:1, for a comparison tensile plot of HSS-I, is also shown.  

A 0.25 mm red epoxy coating was applied prior to laser ablation coating removal (LACR). As 

before (see section 2.2), all the materials are abrasive blasted prior painting. Following coating 

application, the paint was air dried at ambient temperature and aged for 15 to 20 days prior to 

laser paint removal application.  
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Figure 4:1: Stress-strain curve shows the difference in tensile properties between high 

strength shipbuilding steels.  

4.2.2 Surface Modifications  

A high velocity abrasive blasting utilized garnet grit with a mean diameter of 600 μm as the 

abrasive blasting medium, a 0.5 inches (12.7 mm) diameter straight bore nozzle at an air 

pressure of 120 psi (827 kPa) on all samples. The working distance was controlled by the 

worker. The steel plate received in the abrasive blasted condition is considered as the baseline 

material because this is the typical condition prior to painting. 

All LACR processing was conducted at Norton Sandblasting located in Chesapeake, VA using an 

Adapt Laser Systems model CL1000Q Nd:YAG laser operating at the fundamental wavelength 



101 

 

(1064 nm) and 1 kW average laser power. To maintain consistency, the laser processing was 

performed at a pulse frequency of 24 kHz, pulse duration of 83 ns, scan rate of 110 Hz and 

sweep speed of 1 inch/sec (25.4 mm/s) using “automated sweep”. See section 2.2 for more 

experimental details of laser processing.  

4.2.3 Sample preparation  

Samples for hardness (micro- and nano-hardness) were prepared using conventional 

metallographic techniques (see section 2.2). Both the surfaces and cross-sections were 

examined using optical and FEI Quanta 200 Scanning Electron Microscopy (SEM). Energy 

Dispersive X-ray Spectroscopy (EDS) was used to determine the chemistry of features of 

interest during SEM investigations. 

4.2.4 Hardness  

Vickers microhardness measurements were made at various depths using a diamond pyramid 

indenter with an apical angle of 136°, an indentation load of 0.5 kg, and an indentation duration 

of 15 seconds. Nanoindentation measurements were performed using Micro Materials 

NanoTest Vantage equipped with a diamond Berkovich tip. All the nanoindentation tests were 

performed in a load control mode. In order to obtain hardness as a function of depth, the 

indenter is loaded to a user-defined depth and then partially unloaded before reloading again 

to a greater depth at the same location. In this study, the materials were subjected to 10 cycles 

of loading and unloading to between 10 mN to 75 mN. During each cycle, the load was held at 

the maximum load for 20 seconds and then 50% unloaded to calculate the hardness value using 
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Oliver-Pharr method [15]. Finally, an array (12× 9) of hardness measurements was performed 

on both abrasive blasted and LACR samples at a maximum load of 35 mN with 20 seconds 

holding time and 90% unloading to obtain nano-hardness values as a function of depth below 

the processed surface.  

4.2.5 Roughness  

The surface roughness was evaluated quantitatively using a Mitutoyo SJ-210 portable stylus 

profilometer with a tip radius of 7 μm and using a 3D optical microscope (HiroxTM7700). The 

average roughness (Ra), root mean square roughness (Rq) and ten-point height roughness (Rz) 

was calculated from the stylus profilometer using a cutoff length of 0.8 mm and 6 mm traverse 

length. The areal average roughness (Sa) and root mean square roughness (Sq) was also 

calculated from the 3D microscope. More details of each of the roughness measurement 

techniques are discussed in section 2.2.  

4.2.6 Residual stress  

X-ray diffraction residual stress measurements were performed using a Panalytical X’Pert Pro 

MPD X-ray diffractometer with Bragg-Brentano focusing geometry and a Cr-Kα sealed tube 

source operated at 30 kV and 55 mA. The measurements were performed using the so-called “d 

vs. sin2ψ” method, where d is the lattice spacing of the {211} planes of the steel and ψ is the 

angle between the diffraction vector and sample surface normal. A diffraction angle step size of 

0.2-0.3° and a counting time of 10-20 seconds per step was used. The variation of the residual 

stress as a function of depth was determined via progressive layer removal by electropolishing 
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and subsequent residual stress measurement using X-ray diffraction. See section 3.2 for 

additional details.  

4.2.7 Fatigue testing  

Fatigue tests of “dog-bone” shape samples were performed using an Instron 1320 servo 

hydraulic load frame with 8500 computer control and data acquisition, aligned according to 

ASTM E-1012. The fatigue tests were performed under sinusoidal load control, at a stress ratio 

of R= 0.1, and a frequency of 10 Hz. The tests were stopped when specimens broke or after 

5×106 cycles, whichever came first. The fracture surfaces were subsequently examined using a 

Scanning Electron Microscope (SEM).  

4.3 Results  

4.3.1 Surface morphology  

Figure 4:2 shows the Secondary electron (SE) and backscattered electron (BSE) micrographs of 

abrasive blasting and LACR processed surface. The abrasive blasted surfaces are tortuous, as 

shown in Figure 4:2(a) where it was observed that abrasive blasting leaves “micro-crater” 

structures. In addition, it was observed that some of the abrasive blasting media (bright in the 

SE micrograph (Figure 4:2(a)) and dark in the BSE micrograph (Figure 4:2(b)) are attached to the 

micro-crater, which they have created.  

In contrast with abrasive blasting, LACR produces a surface with a smooth, flowing appearance 

(Figure 4:2(c, d)). The morphological changes observed are consistent with laser melting and re-



104 

 

solidification. The blasting particles from the prior abrasive blasting process remain embedded 

after performing LACR.  

 

Figure 4:2: SEM micrographs of high strength steel surfaces after a, b) abrasive blasted and c, 

d) subsequent LACR treatment. 

The observed surface morphology is similar to the one described in section 2.3.2.1. However, 

there is a clear distinction observed in terms of density of the embedded blasting media, i.e, a 

higher density of embedded particles is observed here (where larger media and higher blasting 
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pressure were employed). This could be the result of the variations in abrasive blasting process 

parameters like blasting pressure adopted in this study.  

4.3.2 Roughness  

Table 4.1 shows the standard roughness metrics: Ra, Rq, and Rz measured using a Mitutoyo 

portable surface profilometer. The profilometry-based roughness results are consistent with 

surface appearance, as discussed in the previous section. Abrasive blasted samples show a 

slightly higher roughness value relative to LACR samples.  

Table 4.1: Mean roughness values and standard deviations for abrasive blasted and laser 

treated samples obtained using a stylus profilometer. 

Sample Ra (μm) Rq (μm) Rz (μm) 

Abrasive Blasted 9.0±0.6 11.4±0.9 58.8±4.7 

LACR 7.4±0.7 9.2±0.8 41.6±4.0 

Figure 4:3 shows the surface topography of a) abrasive blasted, b) LACR samples obtained via 

3D optical microscopy upon a HiroxTM 7700. Contrary to SEM observations, the surface 

topography observed by 3D optical microscopy do not highlight any significant change in 

surface morphology between abrasive blasted and LACR samples. This is also reflected in the 

roughness parameters obtained from these surface topographies, as shown in Table 4.2. Table 

4.2 shows that there are no discernible differences in the areal roughness parameters Sa and Sq 

between abrasive blasted and LACR samples.  Regardless, both methods clearly indicate a 
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higher roughness value of the abrasive blasted and LACR samples relative to roughness value 

reported in section 2.3.2.2. This observation is consistent with the fact that the samples are 

blasted at a higher impact velocity.   

 

Figure 4:3: Surface micrographs of a) abrasive blasted, and b) LACR samples obtained using 

the HiroxTM 7700. 



107 

 

Table 4.2: Mean roughness values and standard deviations for abrasive blasted and laser 

treated surfaces obtained from 3D optical images. 

Sample Sa (μm) Sq (μm) 

Abrasive blasted  8.0±1.0 10.2±1.4  

LACR  8.1±1.0  10.2±1.4  

4.3.3 Microstructural Characterization  

The microstructure of baseline abrasive blasted sample shows the typical plastically deformed 

grain structure near the surface, as shown in Figure 4:4. The thickness of the deformed region is 

about 10 µm. Embedded media are also observed and, in some instances, plastically deformed 

material flows over the media (Figure 4:4(b). Close observation of the deformed zone indicates 

the lamellar cementite in the pearlite breaks into granulated cementite, as shown in Figure 4:4 

(a) by green arrows. This could occur due to partial dissolution of cementite, due to local 

heating associated with the large plastic deformation imparted by blasting [16, 17]. This 

dissolution phenomenon is similar to what occurs to the pearlitic steel during the drawing 

process [18-20].  According to Languillaume et al. [18], intense plastic deformation results in 

thinning of the cementite lamellae and the free energy of the cementite phase is increased by 

the interfacial contribution. At some point, the cementite becomes unstable, dissolving into the 

supersaturated solid solution of carbon in ferrite. Both the supersaturated ferrite and granular 

cementite enable a higher degree of surface hardening upon abrasive blasting [17]. 
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Figure 4:4: Scanning electron micrograph showing near surface modification after performing 

abrasive blasting surface treatment. 

Cross-sectional analysis of the metal substrate after LACR confirms melting in the near surface 

regions. Melt depth varied between 1 and 3 µm. Figure 4:5(b) shows a delineation of the laser-

solidified region. The re-solidified zone consists of fine columnar grains. This microstructure is 

typical for rapid solidification induced by laser surface melting where the unaffected substrate 

acts as a heat sink and the solidification front moves vertically at a very high velocity. The 

underlying material still exhibits elongated grains, with a deformed appearance suggesting that 

they have not recrystallized, consistent with the previous investigation (see section 2.3.3). 
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Figure 4:5: Scanning electron micrographs show delineation of the melted and re-solidified 

zone. Micrographs show a columnar grain structure in the re-solidified zone. 

A detailed investigation of the re-solidified zone shows that the microstructure varied locally 

within the zone depending on the pre-existing microstructure. For example, when the laser 

interacts with the pearlite colonies, the microstructure in the melted zones show a feathery 

martensitic microstructure (see Figure 4:6(a, b)), in comparison to interaction with the 

ferrite/bainite microstructure, which results in a fine-grained ferrite (see Figure 4:6(c, d)). Due 

to high cooling rates of rapid solidification, carbon supersaturated in the austenite can 

transform into martensitic microstructures. The microstructure of the HAZ shows the 

coarsening of the cementite precipitates, see the red arrow in Figure 4:6(b, d). In addition, 

tempering of the bainitic microstructure, where the excess carbon in bainite precipitates as 

cementite carbide, may take place. Although tempering of bainitic steel is not as sensitive as 

martensitic steel due to its low excess carbon content, it still can induce substantial softening.  
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Figure 4:6: : Higher magnification scanning electron micrographs providing additional details 

of the re-solidified zone of the laser treated samples: a, b) show “feathery” martensitic type 

microstructure and c, d) shows fine-grained ferritic microstructure. Red arrow indicates 

coarsening of the cementite. 

It is critical to note that LACR treatment results in a similar microstructural modification as 

discussed in Section 2.3.3 for the material HSS-I, with the exception of a high density of grit 

particles from the prior abrasive blasting treatment remain embedded after LACR process. No 
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noticeable changes in microstructure underneath these embedded particles are noted, i.e., the 

microstructure still shows elongated grains (see Figure 4:7).  

 

Figure 4:7: Modifications of microstructure around the embedded particles after LACR 

treatment.  

4.3.4 Analysis of the embedded particles  

As it will be discussed later, the embedded particles have a significant influence on the fatigue 

performance. Therefore, understanding the characteristics of the embedded particles is 

important. There are two types of embedded blasting particles. In one case, these embedded 

particles are exposed, i.e., surface embedded particles, and in another case, the particles are 

partially or totally covered by overlying metal, i.e., sub-surface embedded particles. 

Researchers have reported that particles already embedded on a surface will be impacted by 

later incoming particles, causing fractures and deeper embedment [11, 13, 21].  
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The particle size, i.e., the surface area of the particles, and depth distributions are obtained 

from the SEM images, such as the one shown in Figure 4:7. SEM images are collected from a 

sample length of 25.4 mm. The images are then processed using the software image J, 

developed at the National Institutes of Health (NIH), USA is a Java-based public domain image 

processing software [22].  A critical part of the digital processing is calibrating it with 

appropriate physical dimensions (pixel vs. physical dimensions), the area and maximum depth 

below the surface of the particle is calculated. A number density of 45 particles per mm2 is 

obtained.  

The surface area vs. depth distributions of all the investigated particles is shown in Figure 4:8. 

The triangular markers in the figure indicate the average depth below the surface of the 

particles, while the red line indicates the location of the particles, i.e., the minimum of the red 

line of a particle greater than zero means sub-surface embedded particles while minimum 

corresponds to zero indicates surface embedded particles. The length of the red line indicates 

the size of the embedded particles along the depth direction of the sample. Consistent with the 

previous observations [11, 21], it is noted that most of the sub-surface embedded particles are 

smaller in size, as shown in Figure 4:8. However, as it will be discussed later, no fatigue crack 

initiation is observed from these sub-surface embedded particles. Therefore, more focused is 

given on characterizing the surface embedded particles. Figure 4:9 shows the histogram of 

surface area (a) and depth (b), i.e., the deepest extent of the particles, distributions of the 

surface embedded particles obtained from the image analysis. The red solid lines in the Figure 

4:9 (a) and (b) correspond to the log-normal distribution fit. An average surface area of 178 
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μm2, and an average depth of 16 μm with a high standard deviation of 320 μm2 and 10 μm, 

respectively, for the area and depth distribution of the surface embedded particles, was 

obtained from this log-normal distribution.  

 

Figure 4:8: The area vs. depth distributions of the entire investigated embedded particles 
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Figure 4:9: The histogram of area (a) and depth (b) distributions of the surface embedded 

particles. The red solid line corresponds to the log-normal distribution fit. 

The continuous black line in Figure 4:8 corresponds to the effective depth (𝑑𝑒𝑓𝑓 = √
𝑎𝑟𝑒𝑎

𝜋
) of 

the particles. It is interesting to note that the depths (the deepest extent) of the largest 
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particles are typically lower than the effective depth, which indicates that these particles have a 

higher radius of curvature, i.e. they are elongated parallel to the surface plane. A very weak 

correlation between the surface area and radius of curvature of the particles are observed, 

however, it again shows that larger particles have a higher radius of curvature (see Figure 4:10). 

An even weaker correlation between depth (the deepest extent) and radius of the particles are 

observed, as shown in Figure 4:10. This relatively depth (t) independent (random distribution) 

of radii of curvature (r) of the particles indicates that the stress concentration associated with 

the embedded particles can be highest for the deepest particles, as the elastic stress 

concentration, kt∝ √
𝑡

𝑟
 . The histogram of t/r distribution is shown in Figure 4:11. Again, the red 

solid line is the log-normal distribution fit, which gives us an average t/r ratio of 5 and standard 

deviation of 3.  

 

Figure 4:10: Correlation between the area and depth of the particles with their radius of 

curvature.  
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Figure 4:11: The histogram of distributions of t/r ratio of the surface-embedded particles. 

Again, the red solid line corresponds to the log-normal distribution fit. 

4.3.5 Hardness  

4.3.5.1 Microhardness  

Figure 4:12 presents the microhardness profile as a function of depth below the surface, taken 

from the abrasive blasted and LACR samples. As mentioned earlier, due to the size of the 

microhardness indentations, reliable microhardness measurements were obtained only for 

depths of 70 μm or more, with at least 10 readings recorded at each depth. Both surface 

processed samples have high hardness close to the surface and then the values gradually 

decrease to a depth of ≈200 µm from the sample surface. Given the level of uncertainty, the 

hardness profiles of the samples are indistinguishable from each other. In order to verify that 

the variation of hardness is the result of microstructural modifications induced by surface 
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treatments, a sample is polished 1 mm down from the surface to remove the microstructurally 

modified zone. Microhardness profile of such a “polished” sample shows that hardness remains 

constant as a function of depth below the surface, which indicates that hardness variations 

indeed induced by the abrasive blasting/LACR surface treatments. The microhardness depth 

profiles are actually consistent with the microstructural observations. The higher hardness of 

the abrasive blasted samples is related to the deformed zone produced by the high velocity 

impact of the blasting particles. LACR did not produce any significant change in the 

microstructure at depths interrogated for microhardness. As a result, both sample types show 

similar microhardness values at each depth equal to or greater than 70 μm. This indicates that if 

there is any significant change in the mechanical properties due to different surface treatments, 

it is restricted to the near surface region, i.e., the affected region is less than 70 μm.   
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Figure 4:12: Microhardness depth profile of abrasive blasted, LACR and polished samples. 

Error bars indicate the standard deviation of hardness values at each depth. 

4.3.5.2 Nano-hardness  

Figure 4:13 shows the nano-hardness vs. depth plot obtained from loading/partial unloading 

experiment of a point approximately 20 μm below the abrasive blasted and LACR treated 

surface and in the mid-plane (base metal). The plots corresponding to abrasive blasted and 

LACR samples show that hardness value decreases with increasing indentation depth (load), 

which is not the case for the base metal. The hardness value of the base metal remains 

constant with increasing depth. The decrease in hardness with increasing depth is typical of 

many materials, a phenomenon known as the indentation size effect (ISE). Nix and Gao [23], 

using strain-gradient plasticity (SGP) theory, pointed out that the ISE is the result of the 
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increasing contribution of geometrically necessary dislocation (GND) over that of statistically 

stored dislocations at small depth. They proposed the following relationship between hardness 

and indentation depth based on this SGP theory [23]:  

                                                  (
𝐻

𝐻0
)

2
= 1 +

ℎ∗

𝑑
                                                              [4.1] 

Where H and d0 denote hardness and depth, respectively. H0 (the intercept of the H vs. 1/d 

plot) can be defined as the macroscopic hardness value in the limit of infinite depth.  

 

Figure 4:13: Nano-hardness as a function of the depth for different surface processing 

conditions. 

In Figure 4:14, the square of nano-hardness (H) is plotted against the inverse of the indentation 

depth for different surface processed steel and one with no surface processing. Figure 4:14 
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illustrates that the functional dependence between H2 and 1/d suggested by equation 4.1 is 

only valid for depths greater than 350 nm. Ro et al. [24] reported similar observations for 

aluminum 2024 alloy. They highlighted two related but different reasons for this. The 

dislocation density may not be high enough at the shallow depths to invoke the functional 

relationship described in equation 4.1. Secondly, the model also assumes that the deformation 

is purely plastic. However, at small depths that are comparable to tip radius of the indenter 

elastic deformation can play a significant role. Therefore, the macroscopic hardness (H0) is 

determined using the results for depths greater than 350 nm where equation 4.1 accurately 

describes the dependence of hardness on indentation depth, as shown in Figure 4:14. Depth 

independent hardness (H0) is determined from the intercept of the linear fit to the H2 vs. 1/d 

data. H0 has thus calculated shows that hardness value close to (≈20 μm below) abrasive 

blasted and LACR treated surface has a very similar magnitude. H0 determined to be 3.41 GPa 

and 3.35 GPa for abrasive blasted and LACR samples, respectively, while the data collected from 

the base metal are slightly lower (~ 3.04 GPa). This is consistent with the Vickers microhardness 

measurement, as discussed in the previous section. However, conversion of the Vickers 

hardness value (HV) to GPa (i.e., multiplying with .0098) yields 1.83 GPa, which is significantly 

lower than the value (3.04 GPa) obtained from nanoindentation. Many other researchers have 

also reported similar higher hardness value for nanoindentation measurement [25-27].  

Nanoindentation hardness (H) is calculated by analyzing the load (P) vs. displacement curve 

with Oliver-Pharr method [15]:  

                                                                   𝐻 =
𝑃𝑚𝑎𝑥

𝐴𝑐
                                                                     [4.2] 
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where Ac is the projected contact area. Equation 4.2 clearly indicates that the measurement 

accuracy of H mainly depends on how well the Ac match with the indent residual projected area 

Ar. Using the finite element method, Bolshakov and Pharr [28] found that when pile-up due to 

indentation is significant AC can be as low as 60% of the true contact area, which in turns leads 

to larger errors in the hardness value.  Pile-up typically occurs in the materials with a small 

value of yield strength (YS) over elastic modulus (E) ratio [27]. The value of YS/E of the material 

under investigation is determined to be 0.0022. Therefore, the high nanoindentation hardness 

of the investigated materials is attributed to the reduced projected contact area due to pile-up.  

 

Figure 4:14: Plots of the square of the nano-hardness value vs. inverse depth show some non-

linearity yet still provide high goodness of fit to the Nix & Goa model, especially for the 

abrasive blasted and laser treated samples. 
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Finally, Figure 4:15 shows the mean hardness value (at least 10 indentations per data point), as 

a function of depth below the surface of the abrasive blasted and LACR samples. Similar to the 

microhardness depth profile, nano-hardness depth profile also shows that hardness value 

gradually decreases with increasing depth. Considering the uncertainty associated with the 

hardness measurement (high error bars), the depth profiles of the abrasive blasted and LACR 

samples are indistinguishable. This again indicates that the HAZ induced by LACR treatment is 

shallow and consequently, any significant change in the mechanical properties due to LACR 

treatment of the baseline abrasive blasted materials appears to be restricted to depth 

shallower than 10 μm.  

 

Figure 4:15: Nano-hardness depth profile of abrasive blasted and LACR samples. Error bars 

indicate the standard deviation of hardness values at each depth. 
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4.3.6 Residual stress  

Figure 4:16 shows the residual stress as a function of depth from the abrasive blasted and laser 

treated samples. Abrasive blasting creates a layer of plastic deformation with an elastically 

deformed region underneath. This places the surface layer in compression. The distributions of 

the residual stresses of the abrasive blasted samples showed a typical "U-shape" profile, where 

compressive residual stress reached its highest magnitude of approximately 340 MPa at a depth 

of about 100 µm and then it gradually decreased to zero at a significant depth of about 325 µm. 

The residual stress profile of sample subjected to LACR reveals a tensile surface residual stress, 

however, the region of tensile residual stress is confined to a shallow depth. The tensile residual 

stress has its peak value at the surface, and then it decreases to zero just below the surface. 

This near-surface tensile residual stress “case” is balanced by the subsurface compressive 

residual stresses. The sharp swing in residual stress of laser treated samples probably results 

from the fact that only a thin surface layer is melted and re-solidified. The depth of the tensile 

region is about 30 µm and the highest magnitude of the balancing compressive residual is ≈250 

MPa at a depth of ≈120µm. The case depth of the compressive residual stress is about 350 µm, 

which is similar to the compressive case depth of the abrasive blasted samples.  
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Figure 4:16: Residual stress depth profile of abrasive blasted and LACR processed steel. 

4.3.7 Fatigue performance  

The Wöhler (S-N) curves of the abrasive blasted and LACR surface processed steel are shown in 

Figure 4:17. It should be noted that to differentiate the effect of surface treatment on fatigue 

performance and to assess the level of scatter of the fatigue life, a number of samples were 

tested at a single stress amplitude of 208 MPa. The curves in the plot are best-fit to the 

experimental data obtained by least squares non-linear regression of the Stromeyer equation, 

which relates Nf, the cycles to failure to the stress amplitude, S. 

𝑆 =  𝑆𝐿 +  𝐴(𝑁𝑓)
𝑚
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where SL, A, and m are fitting parameters. The fitting parameters are listed in Table 4.3. As 

before, employing this relation with an endurance limit, SL, does not represent an endorsement 

of a particular fatigue design philosophy. Rather, fitting the data to this relation permits a ready 

comparison between the sets of obtained fatigue data. Note that only the highest stress 

amplitude run-out data were included in the regression analysis. 

By comparing the Figure 4:17 with the Figure 3.5 and also, Table 3.2 with Table 4.3,  it is shown 

that the materials in this study have a better fatigue resistance than those in Chapter 1 and 2, 

irrespective of their surface processing condition, due to their relatively higher yield strength 

(as shown in Figure 4:1). However, contrary to the fatigue performance of the material HSS-I in 

which LACR treated samples showed a similar fatigue performance to abrasive blasted samples, 

LACR processed samples show a modest (< 12%) knock-down of fatigue performance relative to 

abrasive blasted samples. In order to better understand the root causes of this discrepancy, the 

fracture surfaces of the failed samples are investigated.  
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Figure 4:17: S-N curves for the abrasive blasted and LACR samples. Arrows at 5x106 cycles 

represent run-out tests and the curves are best fits of the data to the Stromeyer relation. 

Table 4.3: Fit parameters of the Wöhler-Stromeyer equation from non-linear regression of the 

S-N data presented in Figure 4:17.  

Sample condition SL A m 

Abrasive Blasted 204.5 1.7E+05 -0.72 

LACR 183.4 1.7E+05 -0.72 

4.3.8 Fractography  

Fractographic analyses of the abrasive blasted samples show that in most cases, the crack 

originated from the surface defects, as shown in Figure 4:18. Figure 4:18 shows the 
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fractographs of the abrasive blasted samples tested at two different stress amplitudes: a, b) 208 

MPa, and c, d) 218 MPa. In both cases, cracks initiated from surface depressions, i.e. a valley in 

the roughness profile, created by abrasive blasting. None of the abrasive blasted samples 

exhibited corner crack initiation. Multiple cracks initiating from the valleys of the surface 

roughness were observed on a single sample, especially at high stress levels. These small cracks 

grow independently for some portion of the fatigue life prior to the coalescence of two or more 

larger cracks and subsequent growth of a single large crack. The low magnification inset shown 

in Figure 4:18(c) highlights a couple of distinct initiation sites with the dashed circles. Note the 

river marks radiating outward from each of them. In between, one can observe a “ledge” where 

the two simultaneously growing cracks met and linked up to form a single crack on its way to 

final fracture. Occasional crack initiation from the embedded blasting particles is also observed. 

11 abrasive blasted samples were fatigue tested and 6 samples failed. A total number of 31 

crack initiation sites are identified from the fractographs of the failed samples. Only 25% of the 

total crack initiation sites are located at the vicinity of embedded particles. 

On the other hand, SEM observation of fracture surface of LACR samples show that crack 

predominately originated from the vicinity of the embedded media rather than an empty 

surface depression or valley in the surface profile of laser treated samples (see Figure 4:19). 

Figure 4:19 shows the crack initiation sites for LACR samples at two different stress amplitudes: 

a, b) at 198 MPa and c, d) at 208 MPa. Similar to abrasive blasted samples, multiple crack 

initiation sites are also observed for LACR samples. 12 failed fatigue tested LACR samples were 

investigated for this analysis and total 33 crack initiation sites are identified. This analysis of the 
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crack initiation sites shows that 73% of the cracks initiated from embedded particles for LACR 

samples. 

In comparison, SEM observation of fracture surfaces of the HSS-I, in both abrasive blasted and 

laser treated condition, show that cracks initiated predominately from the surface depressions, 

i.e. a valley in the roughness profile (see section 3.3.3).  

 

Figure 4:18: Scanning electron micrographs of the fracture surface of an abrasive blasted 

sample loaded at a stress amplitude of 208 MPa, showing crack initiation at the surface 

depression (a, b). Multiple initiation sites are shown in (c) indicated by the circles. Higher 

magnification micrograph shows crack initiated from the valley of the surface flaw (d). 
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Figure 4:19: Scanning electron micrographs of the fracture surface of LACR sample loaded at a 

stress amplitude of a, b) 198 MPa, and c, d) 208 MPa showing crack initiation from the vicinity 

of the embedded particles. 

Figure 4:20 shows the area vs. depth distributions of the embedded media, which act as crack 

initiation sites under cyclic loading for abrasive blasted and LACR treated samples. In 

comparison with Figure 4:8 and Figure 4:9, Figure 4:20 reveals that fatigue cracks typically 

initiated from the larger surface embedded particles having areas typically in the rage of 500 

μm2 -3000 μm2, which is much higher than the average area of the embedded particles (178 

μm2). Only 4% of the embedded particles have an area greater than or equal to 500 μm2 (see 
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Figure 4:9). This invokes the well-known facts that fatigue failure occurs from the “weakest” 

link of the sample. It is also noted here that fatigue cracks in the LACR samples typically initiate 

from the more deeply embedded particles, as compare to abrasive blasted samples. A 

cumulative depth distribution of embedded particles which act as crack initiation sites show 

that 90% of the particles have depths greater than or equal to 40 μm for the abrasive blasted 

surface condition, and 70 μm for LACR samples (see Figure 4:21). However, this distinction is 

based on only a small number of sampling data.  

 

Figure 4:20: The area vs. depth distributions of the embedded particles from which fatigue 

crack initiated. 
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Figure 4:21: Cumulative distributions of the depth of embedded particles from which fatigue 

crack initiated.  

4.4 Modeling and Discussions  

Considering the fact that LACR processing has a similar impact on microstructures, hardness 

and stress state, as shown by XRD residual stress measurement, for both materials (HSS-I and 

HSS-II), the distinct fatigue response after LACR treatment is somewhat surprising. As discussed 

earlier, fatigue performance depends on the corporate actions of the surface damage (e.g. 

surface roughness, micro-notch in the vicinity of embedded particles) and residual stress. It is 

well known that, for the case of a constant stress concentration, a higher tensile residual stress 

will lead to degradation of the fatigue resistance. Conversely, for similar residual stress fields, 

the fatigue performance decreases with increasing stress concentration. The stress 



132 

 

concentration factor calculation from the roughness parameters shows that (see section 3.4), in 

the cases where fatigue cracks initiated from valleys in the surface profile, detrimental effects 

of surface tensile residual stress of laser treated samples are balanced by the beneficial effects 

of the smoother surface topology and fatigue performance is similar to the abrasive blasted 

samples. However, laser treated samples of HSS-II show crack initiated predominately from the 

vicinity of the embedded media, from prior abrasive blasting treatment. Due to the presence of 

the embedded particles, stress concentration associated with these particles essentially remain 

the same and compressive residual stresses around these particles may provide an explanation 

for which the altered behavior is observed. Indeed, XRD based residual stress measurements 

show that the magnitude of the compressive residual stress below the surface is lower after 

LACR processing (see Figure 4:16). In addition, because of the initial high surface roughness, the 

surface smoothing effect after LACR processing is not so evident in this case. Both the high 

stress concentration factor and detrimental stress state relative to abrasive blasted samples 

may cause the degradation of the fatigue performance of the LACR samples. In order to verify 

this hypothesis, the stress concentration associated with the surface defects and temperature 

distribution in the material are evaluated using finite element analysis.  

4.4.1 Finite element analysis of the effect of surface topography  

In most of the recent approaches [29-31] ( also see section 3.4), the elastic stress concentration 

factor (kt) is calculated from the averaged geometrical parameters of the surface profile. 

However, this method clearly depends on the accurate experimental determination of 

roughness metrics and, as discussed in section 2.3.2.2, it is often associated with the 
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experimental error. In order to compute kt more accurately, a new approach using finite 

element analysis (FEA) is presented here. In this method, 2D surface profiles are created by 

fitting the surface of scanning electron microscope (SEM) cross-sectional images to the Fourier 

function. The point clouds obtained from the Fourier function are then imported to SolidWorks 

software to create a solid surface (see Figure 4:22(a)). The surface is then superimposed on the 

rectangular part as a surface model in Abaqus to create a 2D deformable part for FEA, as shown 

in Figure 4:22(b). 2D plane strain FEA is then performed using commercially available Abaqus 

version 6.14. Materials are considered to be linear elastic with elastic modulus E=200 GPa and 

Poisson’s ratio ϑ = 0.3. As shown in Figure 4:22(b), the displacement along the x-axis (Uxx) at 

the boundary x=0 is kept fixed. Also, there is no rotation around the z-axis (UR3 =0) at the 

boundary x=0. A free boundary condition along the y-axis is imposed. Uniform load is applied as 

the boundary condition at x=L.  

In order to extract meaningful information from the finite element analysis, it is important to 

determine the sensitivity of the element size on the obtained results. Mesh sensitivity analysis 

shows that numerical solution converges when the rough surface regions are meshed with an 

element size of 0.3 μm. Element size is gradually increased with distance away from the rough 

surface region, in order to increase the computational efficiency (Figure 4:22(c)). 

The maximum stress along the loading direction (σxx) obtained from FEA analysis is then divided 

by the nominal applied stress to determine the stress concentration factor (kt). Due to the 

irregular distributions of the surface grooves, different magnitudes of kt value are obtained at a 

different locations and only the maximum value is considered further. For comparison, the 
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stress concentration factors for the material HSS-I are also computed using the method 

described above. For each material and surface condition, 3 samples of 25 mm in length were 

investigated and only maximum value of kt is reported.  

In addition, kt of the material HSS-I is also computed from the 2D surface topography obtained 

from the stylus based surface roughness measurement. The FEA-based methodology is similar 

to the one described above. Here point clouds from the stylus based roughness profile are used 

instead of those obtained from the SEM cross-sectional images.   

 

Figure 4:22: Principle of finite element analysis for determination of stress concentration 

factor: a) extracting surface profile from SEM cross-sectional image, b) geometry and 

boundary condition, c)  finite element mesh, and d) stress distribution after load applied. 



135 

 

Figure 4:23 shows the stress concentration factor of the abrasive blasted and LACR samples for 

both materials HSS-I and HSS-II. Similar to Section 3.4, the maximum value of kt of the abrasive 

blasted samples is significantly higher than LACR samples for the material HSS-I, which again 

reinforces the claim that the similar fatigue performance of the LACR samples relative to 

abrasive blasted samples indeed the result of the counter balancing effects of lower stress 

concentration and variations in the residual stress profile. On the other hand, there is no 

significant difference in the maximum value of kt between the abrasive blasted and LACR 

samples of HSS-II sampes. In fact, kt it is always higher for HSS-II relative to the HSS-I. Both of 

these observations are due to the fact that the maximum stress concentration is typically 

associated with the embedded particles in case of the HSS-II material.  

It is interesting to note that the maximum value of kt between the abrasive blasted and LACR 

samples even for material HSS-I is essentially the same, when kt is calculated based on the 

surface profile obtained from the profilometer. This again shows that that profilometer cannot 

detect the change in fine-scale surface roughness after LACR processing, mainly because the tip 

of the sylus has a finite radius which precludes detection of the sharpest valleys.  

It is also noted that the value of kt obtained from the FEA analysis is more close to the value of 

kt obtained from the Neuber model [30] than the one obtained from Arola-Ramulu model [29].  
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Figure 4:23: Stress concentration factor of the abrasive blasted and LACR samples based on 

surface profile obtained from SEM images. 

 

Figure 4:24: Stress concentration factor of the abrasive blasted and LACR samples of HSS-I 

based on surface profile obtained from the profilometer. 
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Finally, it should be pointed out that the 2D plane strain finite element analysis gives a higher 

value of kt than would have been obtained using a 3D finite analysis of a 3D surface topography. 

As an example, kt of the elliptical notch with t/r =1 is calculated to be 3.09 from the 2D FEA 

analysis, while kt ≈ 2.06 is obtained from the 3D FEA analysis of corresponding surface 

depression. Nevertheless, this comparative study based on the 2D FEA provides valuable 

insights of the stress distributions associated with different surface conditions. 

4.4.2 Heat transfer analysis  

Previously heat flow during laser-steel interaction was modeled using the simulation of laser 

interaction with materials (SLIM) software (section 2.3.6). Since then, a better understanding of 

the laser-material interaction and visualization was developed using Abaqus/Standard software.  

The mechanisms of heat transfer using a laser source of pulse duration varying within the 

nanosecond to femtosecond range. In the case of nanosecond pulses, it is a good 

approximation to use a one-step heating process, since the electron-phonon thermal relaxation 

is much shorter compared to the laser pulse length and it gets sufficient time to establish local 

thermal equilibrium with the lattice. Therefore, similar to continuous wave laser, the transient 

temperature field T (x, y, t) for nanosecond pulsed laser can be obtained by solving the heat 

conduction equation along with the appropriate initial and boundary conditions. 

𝜌𝐶𝑝

𝜕𝑇

𝜕𝑡
=

𝜕

𝜕𝑥
(𝑘

𝜕𝑇

𝜕𝑥
) +

𝜕

𝜕𝑦
(𝑘

𝜕𝑇

𝜕𝑦
) + 𝑆 
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where ρ is the density, Cp is the specific heat, k is the conductivity and S is the source term. S is 

considered as a volumetric heat source (W/m3) for pulsed laser while for a continuous wave 

(CW) laser it was considered as a surface heat source (W/m2).  

Temperature dependence of the thermal properties of the steel were taken from the literature 

[32]. The volumetric heat source (S) is a function of laser intensity and the Lambert-Beer law, 

which can be mathematically expressed as follows: 

𝑆(𝑥, 𝑦, 𝑡) = 𝐼(𝑥, 𝑡)(1 − 𝑅)𝛼exp (−𝛼𝑦) 

Here R is the reflectivity, α is the absorption coefficient, and 𝐼(𝑥, 𝑡) is the laser intensity term in 

the spatial and temporal domain. The absorption coefficient is inversely proportional to laser 

penetration depth and depends on the wavelength and mathematically it is given by:  

𝛼 =
4𝜋𝑘

𝜆
 

where k is the extinction coefficient. Extinction coefficient of steel at 1064 nm wavelength is 

unknown, and 4.5 for iron is used. A Gaussian laser pulse in temporal and spatial domain is 

usually used to calculate the laser intensity and can be mathematically expressed as:  

𝐼(𝑥, 𝑡) = 𝐼0exp (−
𝑥2

𝑟2
) 𝑒𝑥𝑝 (

(𝑡 − 𝑡0)2

2𝜎2
) 

Where I0 is the peak intensity (≈ 6× 1011 W/m2), r is the laser beam spot radius (≈ 1 mm). In the 

present case, σ = 35.2 ns (83 ns FWHM), to = 3σ. 

Correct discretizations of temporal (pulse duration) and spatial domain (characteristics thermal 

length) are necessary to obtain realistic results. The characteristic thermal length (thermal 

diffusion distance) can be expressed as: 
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l = 2√αt 

where α is the diffusivity of steel and t is the pulse duration. Mesh sensitivity analysis showed 

that the numerical solution converges for minimum element size of 10 nm. Finally, it is noted 

that the heat diffusion equation is solved by a backward difference algorithm in 

Abaqus/standard:  

𝑈𝑡+∆𝑡
̇ = (𝑈𝑡+∆𝑡 − 𝑈𝑡) (

1

∆𝑡
) 

Figure 4:25 shows the temperature profiles as a function of a) time at the center of the laser 

beam for different distances below the surface, and b) distance below the surface from the 

center of the laser beam at the end of single pulse heating period. The modeling result shows a 

maximum surface (x=0) temperature of ~3800 K at the end of pulse heating period. Melt depth 

of about 0.8 µm was observed, which is slightly lower than the experimentally observed value 

(1-3 µm), however, it is consistent with SLIM modeling. The apparent discrepancy could be due 

to the fact the effects of surface roughness are not considered during FEA analysis. It is well 

known that surface roughness increases the effective absorption coefficient of the material 

[33]. The spatial temperature distribution shows that there is essentially no rise in the 

temperature at a depth of 10 μm. Considering the typical depth of the surface embedded 

particle (≈16 μm), it can be concluded that heat does not conduct deep enough to relax the 

residual stress around the embedded particle. Therefore, any change in stress state around the 

particles would be the result of redistribution of the residual stress due to surface melting. This 

will be discussed in more detail in Chapter 6. However, this conclusion is solely based on the 

laser- material interaction analysis of the bare metal, the coating of the base metal and the 
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presence of embedded blasting media will also affect the temperature distribution. Depending 

on the thermal properties of the paint, paint can absorb most of the thermal energy and heat 

diffusion distance in the underlying base material will be even lower than the simulated results. 

Similarly, the presence of the ceramic particles (garnet abrasive blasting media), which have a 

very low thermal conductivity, will also the decrease the thermal diffusion distance in the 

material. Hence, the thermally affected zone calculated from the simulation is expected to 

higher than what one would experimentally observe. This also correlates well with the 

microstructural observations, which shows essentially no change in microstructure around the 

embedded particles (Figure 4:4 and Figure 4:7). 
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Figure 4:25: Temperature profile as a function of a) time at the center of laser beam for 

different distance below the surface and b) distance below the surface from the center of 

laser beam at the end of pulse heating period.  
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4.5 Conclusions  

The effects of variations of microstructures and abrasive blasting protocol on the fatigue 

performance of LACR treated high strength shipbuilding structural steel (HSS-II) have been 

assessed and compared with baseline abrasive blasted substrates. The following conclusions 

can be drawn from this study:  

a) The cross-sectional analyses confirmed that irrespective of initial microstructures, LACR 

induced similar modifications of the microstructures, i.e., melting and re-solidification of 

the underlying substrate. The depth of the observed melted region again ranged from 1 

µm to 3 μm. 

b) No microstructural changes were observed at depths greater than 10 μm after LACR 

treatment. Also, both micro- and nanohardness measurements show a hardness profile  

of abrasive blasted and LACR samples which is essentially the same.  

c) Changes in abrasive blasting protocol results in a higher density of embedded grit, which 

remains embedded even after LACR treatment.  

d) Roughness parameters calculated from 3D optical micrographs indicate that there is no 

statistically significant difference in the roughness between LACR and abrasive blasted 

samples. However, stylus-based roughness measurements show that the LACR samples 

have a slightly lower roughness values than the abrasive blasted samples.  

e) X-ray diffraction-based measurements of the residual stress distributions have shown a 

typical "U-shape" profile for the abrasive blasted samples, where compressive residual 

reaches its maximum value (≈340 MPa) just below the surface. On the other hand, the 
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sub-surface tensile residual stress of LACR samples is confined to a shallow depth of ≈20 

µm, followed by balancing sub-surface compressive residual stress.  

f) Contrary to fatigue performance reported in Chapter 2 for the material HSS-I, a 

measureable degradation in the fatigue performance was observed following LACR 

processing. It is believed this discrepancy is due to differences in the grit blasting 

protocol (e.g. blasting pressure, velocity). Fractographic analysis confirmed that 73% of 

the fatigue crack of LACR samples initiated from these embedded grit.  

g) Finite element analysis shows that the elastic stress concentration factor decreases 

significantly after LACR processing due to surface smoothing in case of the materials 

HSS-I, however, it remains essentially the same for the HSS-II material, where the 

highest stress concentration data are typically associated with the embedded particles.  

The question remains as to why fatigue cracks tended to initiate at embedded abrasive media 

after LACR treatment but not for abrasive blasted samples, even though this embedded media 

existed prior to LACR treatment. Finite element heat transfer analysis shows that temperature 

around these particles may not arise high enough during LACR processing to relax the residual 

stresses. However, XRD measurement revealed that, at a depth corresponding to embedded 

particles, the compressive residual stress is higher in abrasive blasted samples than LACR 

samples. It is thus hypothesized that changes in residual stress state after LACR treatment are 

responsible for the degradation of the fatigue performance.  
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Chapter 5: The effects of surface roughness on the X-ray diffraction stress 

measurement 

Abstract 

An inhomogeneous stress distribution due to surface roughness was modeled using finite 

element simulation. This stress distribution was then used to explore the influence of surface 

roughness on the stress measurements by x-ray diffraction (XRD) technique. Factors that 

contribute to the deviation from the linearity of the 𝑑 𝑣𝑠. 𝑠𝑖𝑛2𝜓 plot are discussed. Although 

the depth of the x-ray interaction volume is somewhat influenced by the surface profile, the 

strongest effect of high roughness is one of shadowing the most highly stressed regions of the 

surface (the valleys). Correlations between the true far-field stress and simulated x-ray 

diffraction measurements are provided as a function of both a roughness parameters: 

amplitude (a ~ Ra), wavelength (b, which may be obtained from Fourier analysis of the profile),  

the x-ray penetration depth (δ), and the 2θ diffraction peak position in the unstressed material.   

5.1   Introduction 

It is well established that surface treatments such as shot peening, abrasive blasting, machining, 

grinding, laser surface treatment, etc. can introduce significant residual stresses into the 

surface layers of a component. These residual stresses are known to have a major impact on 

the component performance, especially fatigue behavior. In order to understand the effects of 
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the residual stress on the component performance, the accurate determination of residual 

stress is necessary. X-ray diffraction is the most widely used method for determining surface 

residual stresses.  

The theory underlying the technique is based on continuum elasticity theory and the analysis is 

only rigorous for smooth, flat samples. Furthermore, the most commonly employed method 

does not account for stress inhomogeneity below the surface. This assumption is often very 

reasonable as the penetration depth of x-ray into the materials is usually very shallow [1]. 

However, the surface treatments like shot peening, abrasive blasting, machining, etc. invariably 

induce a surface profile as well as residual stress. Although it is well-known that departures 

from perfectly flat and parallel surfaces will influence the results of diffraction experiments, 

especially in the commonly employed Bragg-Brentano focusing geometry, the effect on stress 

measurements has been much less widely explored.  

The fact that surface irregularities can have a great influence on the stress value determined by 

x-ray diffraction method has been established experimentally. Li et al. [2] experimentally 

examined the effects of surface roughness on x-ray diffraction stress measurement within 

samples loaded to known stress levels. In their study, steel surfaces were machined to induce 

roughness and then tempered in vacuum at 600 °C for 15 hours to minimize the effect of 

machining-induced residual stress. Their investigation showed that there is little influence on 

XRD determined stress values when the average surface roughness (Ra) is less than the x-ray 

penetration depth in the material. On the other hand, a significant stress relaxation was 

observed when x-ray penetration depth is lower than the average surface roughness (Ra). 
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However, they fail to explain how surface roughness is actually affecting the stress 

measurement. Also, Ra is an insufficient measure of the surface profile [3].  

In another study, Doig et al. [4] proposed a theoretical model to examine the influence of 

periodic surface profiles on the stress measured by the x-ray diffraction method. In their study, 

they assumed that there is a uniform stress state across a machined surface, which is 

unrealistic. Surface roughness not only affects the details of diffraction geometry, it also causes 

inhomogeneous stress distribution in the material, stress concentration and relaxation at the 

valleys and peaks of the roughness profile, respectively.  Depending on the roughness profile, 

the low stress values at the peaks will contribute more to the XRD stress measurement than the 

highly stress concentrated valleys (i.e. shadowing effect) which results in erroneous 

interpretation of experimentally measured residual stress.  

Despite having a real practical importance, the effects of surface roughness on the x-ray 

diffraction residual stress measurement are poorly documented in the literature. The main 

objective of this paper is to theoretically investigate the surface roughness effect on the stress 

measured using x-ray diffraction method. For this, a model surface profile (a sinusoid) with 

characteristic ratios of amplitude and wavelength is considered. Finite element method (FEM) 

analysis is then used to obtain the local strain tensors that arise at all points within the sample 

volume examined in response to a far-field uniaxial load. The local strain tensors are then used 

to calculate the average normal strain along the various diffraction vectors within the 

diffracting volume. Ultimately, empirical relationships which describe the impact of the 
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roughness (amplitude over wavelength) and Bragg angle are determined, based upon the 

simulated x-ray diffraction measurements of residual stress.   

5.2   Methodology 

5.2.1   Principles of x-ray diffraction stress measurement  

The basis of the diffraction based stress measurement is well established, and it depends on the 

precise determination of interplanar spacing of a given set of crystal planes, for various 

inclinations, 𝜓, of the diffraction vector from the surface normal direction. The mean lattice 

plane spacing dhkl  for the grains having the diffraction vector normal to the {hkl} 

crystallographic planes are determined from the appropriate 𝜃 value using Bragg’s law : 𝜆 =

2𝑑ℎ𝑘𝑙  𝑠𝑖𝑛𝜃, where λ is the wavelength of the x-ray radiation used. Once the lattice spacing, dhkl, 

is obtained, the strain along the diffraction vector can be obtained from the following formula:  

                                                                    𝜀33
ˊ =

𝑑ℎ𝑘𝑙−𝑑0

𝑑0
                                                                     [4.1] 

where d0 is the unstressed lattice spacing. This strain can be expressed in terms of the strain 

within the sample coordinate system (𝜀𝑖𝑗) by the standard tensor transformation of basis: 

𝜀33
ˊ =

𝑑ℎ𝑘𝑙−𝑑0

𝑑0
= 𝜀11𝑐𝑜𝑠2𝜑 𝑠𝑖𝑛2𝜓 + 𝜀12 𝑠𝑖𝑛2𝜑 𝑠𝑖𝑛2𝜓 +   𝜀22𝑠𝑖𝑛2𝜑 𝑠𝑖𝑛2𝜓 

                                   +𝜀33𝑐𝑜𝑠2𝜓 + 𝜀13 𝑐𝑜𝑠𝜑 𝑠𝑖𝑛2𝜓 +   𝜀23 𝑠𝑖𝑛 𝜑 𝑠𝑖𝑛2𝜓
                                [4.2] 

where 𝜑 is the angle between the intersection of the diffraction plane with the sample surface 

plane and a chosen sample direction (e.g., the rolling direction of a sheet). Assuming elastic 

isotropy of the polycrystalline material and a plane stress condition in the sample surface, the 

stress can be calculated in a straightforward way, using the following expression:  
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                                                            𝜎𝜑 =
𝐸

(1+𝜗)𝑠𝑖𝑛2𝜓
 𝜀33

ˊ                                                                  [4.3] 

where E is Young's modulus, ν is Poisson's ratio, 𝜎𝜑 is the stress component within the sample 

surface along the ϕ direction. σφ can be obtained from the slope of a regression line fitted to 

the calculated 𝜀33
ˊ  vs sin2ψ plot. The detailed explanation of the stress measurement from the 

x-ray diffraction technique is given in reference [1], along with strategies to account for various 

departures from the assumptions, such as stress gradients in the surface or elastic anisotropy. 

One aspect that remains to be accounted for is the potential effect of surface roughness. 

5.2.2   Application to rough surfaces  

The model 1-D surface profile, as shown in Figure 5:1, is represented by the periodic function: 

                                                                     𝑦 = 𝑎 𝑐𝑜𝑠 (
2𝜋𝑥

𝑏
)                                                                [4.4]

                      

Note that the normalized roughness ratio (amplitude over wavelength, a/b) is the key variable 

in what follows. (The absolute roughness amplitude, a, is known to have an effect of diffracted 

peak breadth [5], but it is generally assumed that it will have little effect on the peak position.) 

For 𝜓-tilts within the diffraction plane (often denoted as 𝜔-tilts), this type of non-planar surface 

profile makes an angle 𝜓ˊ(effective tilt angle) with the diffraction vector ( 𝑘̅, the bisector of the 

incident and diffracted x-ray beam) which is given by (according to Figure 5:1):  

                                                                    𝜓ˊ = 𝜓 − tan−1 (
𝑑𝑦

𝑑𝑥
)              [4.5] 
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where ψ is the global tilt angle; i.e. angle between the global surface normal and the diffraction 

vector. (Note: The ω-tilting case explored here is the most commonly employed approach to 

residual stress measurement, since it does not require special equipment, such as an Eulerian 

cradle. A similar analysis for out-of-plane (𝜒) tilts is beyond the scope of the present paper, but 

similar effects are anticipated given the fact that true surface profiles are 2D in nature.) 

Secondly, the surface profile also influences the local x-ray penetration depth, which effect the 

volume of material that will contribute the diffracted intensity. Figure 5:1 also shows a 

schematic the x-ray path within the material at a given point B. The incident x-ray beam (i0) 

penetrates surface at point A and travels a distance AB before diffracting along BC at an angle 

of 2θ. The total path length of the x-ray beam, l, is (AB+BC).  Thus, the total diffracted intensity 

from a volume element at point B can be expressed as:  

                                                             𝐼𝑑𝑖𝑓𝑓𝑟𝑎𝑐𝑡𝑒𝑑 = 𝐼𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡𝑒−𝜇𝑙                                                      [4.6] 

where μ is the linear absorption coefficient. The path length, l, depends on the x-ray penetration 

depth (δ) along the surface normal (𝑛̅), tilt angle (𝜓ˊ), and the Bragg’s angular position (θ). From 

the Figure 5:1, the total x-ray path length can be expressed as:  

                                                      𝑙 = 𝐴𝐵 + 𝐵𝐶 =
𝛿

𝑠𝑖𝑛(𝜃+𝜓ˊ)
+

𝛿

𝑠𝑖𝑛(𝜃−𝜓ˊ)
                                            [4.7] 

The total diffracted intensity from this slab of material is expressed as a fraction of the total 

diffracted intensity (𝐺𝑥 =
∫ 𝑑𝐼𝐷

𝛿
𝑥=0

∫ 𝑑𝐼𝐷
∞

𝑥=0

) [1]. Assuming that the depth of penetration is small, we 
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assume that the diffraction from each depth is of equal intensity (contribution to the overall 

peak position). Hence, combining the 𝐺𝑥 relation with equation 4.7 yields: 

                                                       𝐺𝑥 = 1 − 𝑒𝑥𝑝 {−𝜇𝛿 [
1

sin (𝜃−𝜓ˊ)
+

1

𝑠𝑖𝑛(𝜃+𝜓ˊ)
]}                               [4.8] 

As it can be seen from this relationship, the x-ray penetration depth (δ) depends on 2θ as well 

as the effective tilt angle (𝜓ˊ). As a result, δ decreases with increasing the ratio of a/b of the 

surface profile. The x-ray penetration depth profile,𝑝, of a rough surface can be expressed as 

(see Figure 5:1):  

                                                         𝑝 = 𝑦(𝑥 + 𝛿 𝑠𝑖𝑛𝛼) − (𝛿 𝑐𝑜𝑠𝛼)                                             [4.9] 

where α is the angle between the global and local surface normal at point B. For the examples 

shown in the present work, equation 4.9 was evaluated using the properties of ferritic steel (μ= 

0.089 μm-1) for Cr-𝐾𝛼  incident radiation [1] for a range (130° -156°) of 2θ positions. Again, for 

simplicity, every volume element between the surface profile and the x-ray depth of 

penetration profile was assumed to contribute equally.  



154 

 

 

Figure 5:1: Schematic diagrams showing the geometry of the model surface profile and the 

detailed x-ray path within the sample. Here 𝑵̅ is the surface normal of the ideal, smooth 

surface (global surface normal), 𝒏̅ surface normal at the x-ray incident point, 𝒌̅ is the 

diffraction vector, ψ is the global tilt angle, 𝝍ˊ is the effective tilt angle due to surface 

roughness. 

Finally, with increasing surface roughness ratio (a/b = roughness amplitude over wavelength), 

and/or increasing tilt the angle, ψ, stress concentrated areas are partially or fully occluded and 

only the relaxed peaks contribute to the stress measurement process (as shown in Figure 5:2). 

The is denoted as a “shadowing” effect. This shadowing effect will take place when the slope of 

the diffracted line is smaller than the tangent of the roughness profile at point M, as shown in 

Figure 5:2.  

                                     tan(𝜃 − 𝜔) = −𝑎
2𝜋

𝜆
𝑠𝑖𝑛 (

2𝜋𝑥

𝑏
)                                                                     [4.10] 
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Point M and L (see Figure 5:2) can be calculated by solving the equation 4.10. Here equation 

4.10 is numerically solved using the Newton-Raphson method. Now, any volume element 

within the zone LMN will be excluded from the stress calculation for a given surface profile and 

tilt angle.  

5.2.3   Finite element simulation  

As pointed out by Doig et al. [4], in order to understand the interaction of the surface profile on 

the x-ray diffraction based stress measurement, prior knowledge of the stress distribution of 

such a non-planar surface is required. 2-D plane strain finite element simulation was used to 

analyze the stress distribution on the rough surfaces having a range of a/b values (0 to 0.5). The 

finite element simulation was performed using the commercial software, ABAQUS. The sample 

was meshed using 4-node bilinear quadrilateral, reduced integration, and hourglass control 

elements. A far-field plane strain tension or compression load was applied homogeneously at 

x=L along the x-direction (see Figure 5:3). The displacement along x-axis (Uxx) at the boundary 

x=0 was kept fixed. Also, there was no rotation around z-axis (UR3 =0) at the boundary x=0. A 

free boundary condition along the y –axis was imposed. In this linear elasticity analysis, a 

material model appropriate for mild steel (E = 200 GPa, and 𝜈 = 0.3) was employed. 
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Figure 5:2: Schematic diagram shows the part of the profile do not contribute in to the 

average stress measurement due to the “shadowing” effect. Here i0 is the incident x-ray, id 

diffracted x-ray and  𝒌̅ is the diffraction vector. 

5.3 Results and Discussion 

 The factors that contribute to the erroneous interpretation of the residual stress present in the 

non-planar surface are: (i) the inhomogeneous stress distribution, which is computed by 

numerical simulation for a specific surface, and (ii) the x-ray diffraction geometry effects such 

as the effective x-ray penetration and the shadowing effects. The diffraction geometry is clearly 

dependent upon the (a) Bragg peak position (2θ), (b) tilt angle, and (c) the penetration depth at 
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zero roughness (δ), i.e., this due to the specific material’s x-ray absorption cross-section. Figure 

5:3 shows the stress distribution associated with a mild surface profile of a/b = 0.05. The legend 

in the Figure 5:3 shows the ratio of the local stress over the applied stress. Obviously, this stress 

distribution would be perfectly homogeneous for a flat surface. However, stresses vary across 

the surface profile along the depth and horizontal directions in the presence of roughness. The 

stresses are concentrated in the valleys and relaxed at the peaks. The level of stress 

inhomogeneity depends on the surface profile; i.e. a/b ratio.  

The FEM solution yields the local stress/strain tensor in the sample coordinates for each 

integration point. The average strain tensor within the volume confined by x-ray penetration 

depth and outside the shadowing zone were then calculated in the sample coordinates. Then, 

the average normal strain resolved along the diffraction vector for a particular global tilt angle 

(ψ) was computed with the help of equation 4.2 using a MATLAB script. The resulting values 

were plotted against sin2ψ at discrete values to determine the stress according to equation 4.3.  

See Figure 5:4 for the case of 2θ = 156°, b = 100 μm and δ = 5.6 μm (the effective x-ray 

penetration depth, i.e. so called 1/e depth, of a flat surface is calculated for a ferritic steel and 

Cr Kα x-rays. As it is anticipated, the 𝜀33
ˊ vs sin2ψ is perfectly linear for a flat surface. The stress 

value calculated from the slope is exactly equal to the applied stress value for both tension and 

compression loading. On the other hand, the 𝜀33
ˊ vs sin2ψ deviates slightly from perfect linearity, 

even for a relatively shallow surface profile (a/b = 0.05). However, at this low level of 

roughness, the level of deviation from the actual applied stress (5%) is smaller than the typical 

level of experimental uncertainty. The linearity of the plot for both positive and negative ψ tilt 
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indicates that the contribution of the shear strains are inconsequential. It is also noted that the 

linearity of 𝜀33
ˊ vs sin2ψ plot does not necessarily mean that stress distribution in the diffracted 

volume is homogeneous. A similar observation was also reported by Chidambarrao et al. [6]. 

 

Figure 5:3: Finite element analysis showing a) homogenous stress distribution in smooth 

sample, and b) inhomogeneous stress distribution in rough surface.  

The deviation from linearity in the 𝜀33
ˊ vs sin2ψ plots becomes more significant as the a/δ 

increases for a given wavelength (b) of a surface profile, i.e. higher a/b ratio, as shown in Figure 

5:5 for a surface profile of aspect ratio (a/b) 0.1. The 𝜀33
ˊ vs sin2ψ plot remains nearly linear up 

to ψ=45° and then the 𝜀33
ˊ  drops to a lower value for the subsequent tilt. This non-linearity 

results from the fact that, as the tilt angle increases, the stress concentrated area is partially or 

completely occluded. As the roughness ratio, a/b, of the surface profile increases, the stress is 

concentrated into a smaller zone with a higher maximum stress and  lower magnitude stresses 

are distributed over a larger area.  
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Even if the non-linearity of Figure 5:5 is ignored, the computed stress from the slope of the 

near-linear portion of the 𝜀33
ˊ  vs sin2ψ plot (ψ ≤ 45°, in this case) shows a value which is only 

54% that of the far-field applied stress. This is due to the fact that the effective x-ray 

penetration depth is affected by the roughness, i.e. the a/δ increases with increasing 

roughness. As a result, a large volume fraction of the diffracting material is characterized by a 

low strain level, which yields a lower average strain for a given tilt and the slope becomes 

shallower. 

 

Figure 5:4: Variation of the strain along the diffraction vector as a function of sin2ψ for a) a 

flat surface (a/b = 0) and b) a rough surface (a/b = 0.05).  
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Figure 5:5: Variation of the strain along the diffraction vector as a function of a non-planar 

surface of a/b =0.1.  

The results clearly indicate the impact of surface profile on residual stress estimates based 

upon the traditional x-ray diffraction-based d vs. sin2ψ approach. As the a/δ ratio becomes 

larger for a given wavelength b, the effective x-ray penetration depth into the materials 

becomes smaller, and the shadowing effects take place at smaller tilt angle (ψ). Figure 5:6 (a) 

also shows that for a given surface aspect ratio (a/b), the stress ratio decreases with increasing 
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wavelength. This is due to the fact that the volume fraction of the low strain region increases in 

the strain calculation, which yields a lower average strain.  

As it discussed earlier, the computed stress data depend on both the a/δ ratio and the surface 

aspect ratio (a/b) highlighted in the present work as significant because it contributes strongly 

to the potential for “shadowing.” The present simulation results suggest that stress ratio 

(σcalculated/σapplied) can be described by a functional form as:   

                                                     
𝜎𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑

𝜎𝑎𝑝𝑝𝑙𝑖𝑒𝑑
= {1 + exp (𝑚

𝑎

𝑏
− 𝑛}

−1

                                                [11] 

where m and n are fitting parameters determined by fitting to the simulation data. Figure 5:6(a) 

and (b) show the variations of the simulated measurement stress, as a function of the a/b and 

the a/δ for different wavelength of the roughness (b), respectively. From these data, it is 

revealed that n can be described by a power law relationship with b/δ. 

                                                                     𝑛 =  𝐴 (
𝑏

𝛿
)

𝐵

                                                                          [12] 

where A and B are the fitting parameters. In short, use of just three fitting parameters m, A, 

and B can describe all possible combinations of roughness and X-ray absorption depth. Fitting 

of the data in Figure 5:6 shows that the values of m, A and B are 51.05, 9.1 and -0.182, 

respectively. 
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Figure 5:6: Ratio of the calculated stress applied stress as a function of surface a) amplitude 

(a) over wavelength (b) and b) amplitude (a) over x-ray penetration depth (δ). 
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The Bragg peak position 2θ also plays an important role in evaluating and applying stress 

correction. As the diffraction angle θ becomes smaller, the x-ray penetration depth into the 

materials becomes smaller and shadowing effects take place for a surface with relatively 

smaller aspect ratio and at a smaller tilt angle (ψ). Figure 5:7(a) shows the variations of the ratio 

of calculated and applied stress as a function of the a/δ ratio of the surface profile of 

wavelength b = 100 μm for different 2θ positions. The calculated stress can also be represented 

using equation 4.11. It is interesting to note that the 2θ dependence on the computed stress 

can be described as a linear variation of fitting parameters m with 2θ position (see Figure 

5:7(b)). 

It is usually recommended to use reflections with 2θ angles greater than 125° [7]. However, the 

selection of peaks around lower bound of the recommended 2θ position will introduce a large 

error in the stress measurement. Figure 5:6(a) shows that, for a surface profile with an a/δ ratio 

of 0.9, the measured stress can be as low as 84% of the actual stress, if 2θ = 130° is selected for 

stress measurement. Although the Figure 5:6 and Figure 5:7 are explicitly calculated for ferritic 

steel, equation 4.11 can be generalized for any x-ray source and any material of known x-ray 

penetration depth (δ) as  x-ray penetration depth is the is the only material parameter used in 

equation 4.11. 
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Figure 5:7: a) Ratio of the calculated stress applied stress as a function of a/δ for a surface 

profile with wavelength, b= 100 μm for different 2θ position and b) variations of fitting 

parameter, m as a function of 2θ position. 
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In the interest of generalizing the findings, it is noted that the surface finish is usually 

experimentally measured and generally expressed by parameters such as average (Ra), root 

mean squared (Rq), or the 10-point average peak to valley (Rz) roughness. These parameters are 

dependent only on the amplitude of the surface profile and do not include the wavelength 

effects. Therefore, as an example, surfaces with equivalent Ra values could have a different 

roughness ratio, a/b. Ignoring the effects of wavelength, b, could generate inaccurate results 

(see Figure 5:6). As such, the surface roughness effect on the stress measurement based on the 

ratio between average roughness parameter (Ra) and x-ray penetration depth (δ) of the flat 

sample surface, as reported in reference [2], without considering the wavelength of the surface 

profile is insufficient. The authors in reference [2] used different machining techniques 

(grinding, 4 teeth drill, 60 ° triangular plate drill) to introduce a different level of surface 

roughness into ferritic steel and showed that for Ra/ δ close to 1 surface roughness did not 

significantly affect the stress measurement using Cr x-ray source. δ was calculated to be 9 μm 

for 75% absorption of the diffracted beam. The present analysis showed that this could only be 

true if the wavelength is greater than 200 μm. The stress ratio could be as small as 65 %, if the 

wavelength is 100 μm.   

 It is recommended that users employ both a measure of roughness amplitude (e.g., Ra, which is 

equivalent to 
2𝑎

𝜋
 for the simple profile of equation 4.4 together with a measure of the 

wavelength of the roughness, which can be obtained from the Fourier transformation of the 

roughness profile. The present authors investigated the effects of different abrasive blasting 
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parameters on the evaluation surface roughness of a high strength ferritic steel, as reported in 

reference [8]. The average roughness parameter, Ra, for a blasted surface can be up to 7 μm 

(corresponding to aeff ≈ 11 μm and a/δ as high as 2.0). Fourier analysis reveals that b is in the 

range of 200 to 500 μm. The present analysis shows that this will result in stress ratio 

(measured/applied) as low as 86% for b= 200 μm and 95 % for b=400 μm. Doig et al.[4] also 

reported that the a/δ ratios can be as high as ≈2.68 and wavelength (b) can be in the rage of 50 

μm to 200 μm for a turned finish steel surface. Under these conditions, the present analysis 

shows that the stress ratio could be as low as 70% for the maximum value of b ≈200 μm and the 

actual stress distribution could be completely obscured by the surface geometry for b≈ 50 μm, 

this is consistent with their observation [4].  

While the present analysis is based on an ideal periodic surface profile (sinusoidal wave), which 

is not characteristic of all surface profiles, it is a reasonable estimate of surfaces generated by 

shot peening, machining, and laser treatment. Furthermore, other surface profiles can be 

represented using Fourier series, such that the present analysis may be generalized. Finally, the 

present analysis, which assumes all the elements within the x-ray penetration depth 

contributed equally to the diffraction signal, provides a conservative estimate of the systematic 

error associated with roughness. The actual average strain obtained from the x-ray diffraction 

will have a larger contribution from the elements in the shallower depths.  

5.4 Conclusions 

The stress distributions of non-planar surfaces with a range of profiles (amplitude over 

wavelength ratios) were modeled using the ABAQUS finite element code. The average normal 
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strain along the diffraction vector was computed from the nodal strain from the finite element 

simulation. Stress calculated from the average 𝜀33
ˊ  (or 𝑑) vs sin2ψ plot (a simulated x-ray stress 

measurement) confirms that the value of applied and measured stress are the same, for a 

smooth surface profile (i.e., roughness amplitude/wavelength ratio ≈ 0). However, as the 

roughness increases, it introduces a systematic error into the stress measurement. In fact, 

roughness ratios (a/b) as low as 0.05 for a surface of wavelength b=100 μm and 2θ = 156° 

would induce about ≈5% error into the stress calculations. The dependence of the error on the 

absolute wavelength (b) of the surface profile and Bragg peak position is also shown to play an 

important role in error determination. For a fixed value of a/b ratio, the error increases with 

increasing the wavelength (b) (because the a/δ parameter is increasing, and this has been 

previously demonstrated experimentally). The error also increases with decreasing 2θ position, 

which provides additional guidance regarding the lowest acceptable scattering angle to employ 

on samples with measurable roughness. Relationships are proposed which permit estimation of 

the actual far-field stress, given a known roughness and surface stress value experimentally 

measured using xrd. 
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Chapter 6: Finite element modeling of the interaction of stress concentration 

and residual stress with applied load 

Abstract 

The effects of surface roughness and embedded particles on fatigue crack initiation after 

abrasive blasting and subsequent laser ablation coating removal (LACR) are investigated using 

2D plane strain finite element analysis (FEA). The FEA models are constructed using real surface 

profiles from scanning electron microscope (SEM) cross-sectional images. The stress 

concentration associated with the combination of roughness, embedded particles, and the local 

residual stress distribution are computed using elasto-plastic modeling. It is observed that 

compressive and tensile residual stresses are concentrated at the surface valleys for abrasive 

blasting and LACR processes, respectively. The highest magnitude of compressive residual 

stress is observed in the proximity of the deepest and sharpest particles, for the abrasive 

blasting condition, which ameliorates the potentially adverse effect of these particles on the 

fatigue performance. The compressive residual stress state, at this critical location, is relaxed by 

subsequent LACR treatment. As such, the simulations reveal a strong propensity for fatigue 

crack nucleation at the particles after LACR, which correlates well with the experimental 

observation.  

6.1 Introduction  

Laser ablation coating removal (LACR) is a technique used to remove paint from a substrate. 

Like many other surface modification techniques, LACR results in modification of the surface 
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profile (e.g. due to laser surface melting) and residual stress state in ways that can affect the 

fatigue performance [1-3]. In addition, the near-surface material properties, i.e. surface 

roughness, residual stress, microstructure, phase fractions etc., prior to LACR, have a strong 

influence on the subsequent fatigue performance upon LACR. Abrasive blasting is one of the 

most common surface treatments used by shipbuilding and bridge construction industries prior 

painting because the imparted surface roughness has been shown to improve paint adhesion.  

As discussed in Chapter 4, the fatigue performance of the underlying steel substrate remains 

the same after LACR processing when abrasive blasting is conducted in a controlled fashion, 

using low pressure blasting, and LACR leads to degradation of the fatigue performance when 

prior blasting is performed with a high blasting pressure. The high-pressure blasting results in 

embedment of the blasting particles. While the high-velocity impact can result in a higher 

magnitude of local compressive residual stress at the vicinity of the embedded particles, the 

embedded particles can also act as micro-notch and nuclei for the fatigue crack initiation [4]. 

Experimental results show that this embedded media rarely serves as the primary initiation site 

for abrasive blasting samples, but acts as the predominant crack initiation sites after LACR 

treatment. 75% of the fatigue crack initiated from the surface depression for abrasive blasted 

surface treated samples while 73% of the crack originated from the embedded particles after 

LACR surface treatment of the initial abrasive blasted surface (see Figure 6:1). Therefore, 

questions of “when” and “to what extent” the changes in stress concentration (associated with 

surface topology and embedded media) and residual stress state affect the fatigue 

performance still need to be clarified. 
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Figure 6:1: Pie chart of the fatigue crack initiation sites of the a) abrasive blasted and b) LACR 

samples.  

Informed by experimental assessments of the residual stresses, finite element analysis (FEA) is 

employed to evaluate the local stress state, in the vicinity of the surface and around the 

particles after abrasive blasting and LACR processing. The method is attractive because 

geometries with complex surface profiles, elasto-plastic constitutive behavior, and embedded 

(elastic) particles can be analyzed in a detailed fashion.  

In this study, realistic shapes and sizes of the embedded particles are considered. Two surface 

profiles having relatively “low” and “high” levels of roughness are examined. Two dimensional 

(2D), plane strain elastic-plastic finite element analysis is employed to examine the driving force 

for the crack initiation either in the vicinity of the embedded particles or at the valleys of the 

surface profile.  

In addition to affecting crack initiation, the residual stress field ahead of the crack tip can also 

influence the fatigue crack growth rate. In general, residual stress generates a stress intensity 
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contribution, Kres, to the effective minimum and maximum stress intensity factor, which is 

expected to be Kmax + Kres and Kmin + Kres. Here Kmax and Kmin are the stress intensity factors for 

external loading. While ∆Keff (Kmax + Kres - Kmin - Kres) remains the same as applied stress intensity 

rage (∆K), residual stress affects the fatigue life by changing the nominal stress ratio, R =(Kmax + 

Kres)/ (Kmin + Kres). If compressive residual stress value is high enough to results in negative value 

of Rapp, it might induce crack closure effect, which will further retard the crack propagation rate 

[5-7]. However, examining the residual stress field (see Figure 4.16) it is noted that that the 

stress field become similar within 100 μm deep into the material for both surface condition and 

it is hypothesized that the difference in fatigue life between two surface conditions is mainly 

related to difference in fatigue crack initiation life.   

It should be noted here that the goal of this 2D finite element based study is not to develop a 

new modeling paradigm for fatigue life prediction. Rather, it is to use the model to understand 

and interpret the experimental results. The consequences of the analysis are considered in the 

discussion section. 

6.2 Finite element modeling 

6.2.1 2D FE models for realistic surface profile and embedded particles  

The commercially FE code, Abaqus version 6.14 [8], is used to develop the model, perform the 

FE calculations, and visualize the results. 2D deformable parts for the FEA are created from SEM 

cross-sectional images. 108 SEM cross-sectional images were collected from abrasive blasted 

and LACR treated samples corresponding to 75 mm along the surfae. 30 images were randomly 
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selected for elastic stress concentration factor (kt) analysis. The details of the methods are 

described in section 4.4.1. The normal distribution of the maximum value of kt,max associated 

with surface profile of each image is shown in Figure 6:2. Two surface profiles were then 

selected for more detailed study: i) profile-1 (kt,max value corresponds to 37th percentile) and ii) 

profile-2 (kt,max value corresponds to 94th percentile). The profile-1 has “typical” roughness 

metrics observed in this study: Ra ≈ 7.0 μm, Rz ≈20 μm. On the other hand, Ra and Rz values 

computed for profile-2 are relatively “high” for values for this study at 13 μm and 52 μm, 

respectively. Selection of these two surface profiles will aid in investigating the relative effects 

of surface profile, embedded particles, and residual stress state on the fatigue performance. 

The shapes of the selected surface profiles are shown in Figure 6:3.  

 

Figure 6:2: The normal distributions of elastic stress concentration factor of the surface 

profiles obtained from SEM images.  
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Figure 6:3: The representative surface roughness profiles used for the detailed, elasto-plastic 

finite element analysis.: a) profile-1 (low roughness and kt,max values) and b) profile-2 

(relatively higher roughness and kt,max values).   

Once the part is created, it is partitioned to accommodate the shape of the embedded particle. 

As discussed in Chapter 4, the fatigue cracks initiated from the surface embedded particles 

having a typical surface area of 500-3000 μm2 and depth in the range of 25-85 μm. Particles 

having similar size and depth distributions with a range of local radii of curvature at the deepest 

point are incorporated in the FEA to assess the influence of realistic particles shape and size on 

the local stress-strain behavior.  
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A 2D plane strain assumption is adopted to improve the computational efficiency of the 

analysis. The impact of this simplifying assumption will be considered in the discussion section. 

The sample was meshed using 4-node bilinear quadrilateral, reduced integration, and hourglass 

control elements. Regions close to the rough surface and embedded particles are meshed with 

an element size of 0.3 μm, as it has been shown in Chapter 4 that this mesh size leads to 

convergence of the numerical solutions. Similar to that simpler elasticity study, a mesh gradient 

is applied, i.e., element size increases away from the rough surface and embedded particle. A 

far-field plane strain tension load is applied at x=L along the x-direction. The displacement along 

the x-axis (Uxx) at the boundary x=0 is kept fixed. In addition, there is no rotation around the z-

axis (UR3 =0) at the boundary x=0. A free boundary condition is imposed along the y-axis. Figure 

6:4 presents the geometry and boundary conditions used during the simulation.  

The interface between the particles and the matrix is modeled as a hard contact pair, where the 

particle and matrix function as master and slave surface. During this hard contact analysis, no 

penetration of the slave nodes into the master surface is allowed. The surfaces transmit no 

contact pressure unless nodes of master and slave surfaces come in contact. The Coulomb 

friction relationship is employed in the contact model:  

𝐹𝑓 = 𝜇𝐹𝑛 

where 𝐹𝑓 is the friction force, 𝐹𝑛 is the normal force and 𝜇 is the friction coefficient. The value  

𝜇 is taken as 0.5 for friction between the steel matrix and ceramic particles [9, 10].   
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Figure 6:4: Representative geometry (includes surface profile and an embedded particle) and 

boundary condition of the finite element analysis.  
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6.2.2 Material Models  

The elastic stress-strain relationship is governed by Hooke’s law as:  

𝜎𝑖𝑗 = 𝐶𝑖𝑗𝑘𝑙𝜀𝑖𝑗
𝐸  

where 𝜎𝑖𝑗 are the components of the Cauchy stress, 𝜀𝑖𝑗
𝐸  the elastic strain tensor, and Cijkl is the 

elastic stiffness tensor, which can be related to the Young’s modulus E and Poisson’s ratio 𝜗, for 

the case of elastic isotropy:  

𝐶𝑖𝑗𝑘𝑙 =
𝐸

1 + 𝜈
[
1

2
(𝛿𝑖𝑘𝛿𝑗𝑙) +

𝜗

1 + 𝜗
𝛿𝑖𝑗𝛿𝑘𝑙] 

The embedded garnet particles are considered to be linear elastic with elastic modulus E = 240 

GPa and the Poisson’s ratio 𝜈 = 0.28 [11]. The steel matrix is modeled as a rate independent 

elastic-plastic material with an isotropic hardening [12]. The elastic modulus of steel E=200 GPa 

and the Poisson’s ratio 𝜈 = 0.3. A basic assumption of the infinitesimal strain, elastic-plastic 

models is that the deformation can be additively decomposed into elastic and plastic parts. 

Thus, the total strain, 𝜀𝑖𝑗, can be represented generally as:  

𝜀𝑖𝑗 = 𝜀𝑖𝑗
𝐸 + 𝜀𝑖𝑗

𝑃   

where 𝜀𝑖𝑗
𝑃  is the plastic strain. The yield function (f) that limits the purely elastic response of the 

materials can be defined as:   

𝑓 =  √
3

2
 𝑆𝑖𝑗: 𝑆𝑖𝑗 − 𝜎𝑌𝑆 = 0  
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where 𝜎𝑌𝑆 is the yield strength and √
3

2
 𝑆𝑖𝑗: 𝑆𝑖𝑗 is the equivalent Von-Mises stress and 𝑆𝑖𝑗 is the 

deviatoric stress tensor defined by [8]:  

𝑆𝑖𝑗 = (𝜎𝑖𝑗 −
1

3
𝜎𝑖𝑗𝛿𝑖𝑗).  

The plastic stress-strain relationship for isotropic material can be expressed as:  

𝑑𝜀𝑖𝑗
𝑝 =  𝜆 𝑆𝑖𝑗 

where 𝑑𝜀𝑖𝑗
𝑝  is the plastic strain increment, λ is the plastic multiplier, which is incrementally 

solved according to the strain hardening behavior of the material. The properties of the matrix 

(steel) are computed from the experimental stress-strain plot, as shown in Figure 4:1.  

6.2.3 Imposition of initial residual stress  

Imposing residual stress in the model is critical; especially in order to capture the variations in 

the local stress distributions, which arise due to the surface inhomogeneity and embedded 

particles. In this study, the residual stresses are directly read into the model as the “INITIAL 

CONDITION” using SIGINI FORTRAN subroutine [13]. A similar approach also has been adopted 

in reverences [14-16]. Experimentally it was observed that both abrasive blasting and LACR 

induce equal in-plane residual stress, therefore, equibiaxial residual stress within the specimen 

is assumed for both cases:  

𝜎𝑥𝑥
𝑟𝑒𝑠 = 𝜎𝑧𝑧

𝑟𝑒𝑠 = 𝜎𝑟𝑒𝑠    

𝜎𝑦𝑦
𝑟𝑒𝑠 = 𝜎𝑥𝑦

𝑟𝑒𝑠 = 𝜎𝑥𝑧
𝑟𝑒𝑠 = 𝜎𝑦𝑧

𝑟𝑒𝑠 = 0    
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The depth-resolved spatial distribution of the residual stress, as obtained from the X-ray 

measurements corrected for successive layer removal using electropolishing (see Figure 4.16), 

are fitted with a cubic polynomial function:  

𝜎𝑟𝑒𝑠 = 𝐴𝑦3 + 𝐵𝑦2 + 𝐶𝑦 + 𝐷  

Coefficient A, B, C, and D of the cubic function for the residual stress distribution of the abrasive 

blasted and LACR samples are given in Table 6.1.  

Table 6.1: Coefficients of the cubic polynomial function fitted to experimentally measured 

residual stress distributions of abrasive blasted and LACR samples.  

Sample A B C D 

Abrasive blasted 32451 23062 3612 -154 

LACR 52468 38124 7417 167 

 

Therefore, all the elements at a specific depth below the surface are initially assigned the same 

magnitude of the residual stress. It is assumed that the interior balancing residual stress has a 

uniform magnitude of tensile residual stress and its magnitude is calculated by equating the 

area under the curve of the compressive and tensile residual stress zone. The stress thus 

induced in the model, which only has variations along the depth direction is called here as 

“global” residual stress. Once the initial residual stress distribution is incorporated in the FE 

model, it is followed by re-equilibration of the initial stress field subject to the principle of the 

virtual work (PVW). The PVW states that the external work must be equal to the internal work. 
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This step is particularly important considering the surface inhomogeneity present in the model, 

which will result in variations of stress component along x-direction. This type of varying stress 

is called the “local” stress in this study. During the stress redistribution step, the following 

boundary condition is applied. The displacement along the x-axis (Uxx=0) and rotation around z-

axis (UR3 =0) at the boundary x=0 is kept fixed. A distributed load, equivalent to residual stress 

distribution in the sample, is applied at x=L. Once the equilibrium step is finished, external loads 

(i.e. those associated with fatigue testing) are applied at x=L along the x-direction.  

6.3 Results  

6.3.1 Residual stress redistribution  

Figure 6:5 (a) shows the initial stress distribution (𝜎𝑥𝑥
𝑟𝑒𝑠) of the abrasive blasted sample with 

surface profile-1, based on the global residual stress measured using X-ray diffraction and 

containing a particle with cross-sectional of area 2370 μm2, depth of 65 μm and radius of 

curvature 5 μm. During the stress redistribution step, the rough surface profile, the presence of 

the inclusion, and the associated interface condition between the inclusions and the matrix 

alter the local residual stress distributions. Figure 6:5(b) shows that the redistributed stresses 

are concentrated around the valleys of the surface profile and also at the vicinity of the 

embedded particles, while the peak regions of the surface profile are relaxed. The contours of 

the σxx component of the stress distribution reveal that the maximum value of the compressive 

residual stress approached to 730 MPa in the proximity of the particle. The maximum value of 

compressive residual stress (σxx component of the stress distribution) in the valley of the 

surface profile is calculated to be 550 MPa. For LACR samples, however, the maximum 
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compressive residual stress in the vicinity of the particles reduced to ~450 MPa, due to lower 

magnitude of the global residual stress at the maximum depth of the embedded particles (see 

Figure 6:5 (b)). The figure also shows that the tensile residual stresses are concentrated around 

the valleys of the surface profile with maximum tensile residual stress computed to be 320 

MPa.  

This distinction in global vs. local residual stress can also be realized from the finite element 

analysis of the abrasive blasting or related process like shot peening, foreign object damage or 

any other impact process. Researchers have shown that residual stresses are indeed 

concentrated underneath the impacted zone while rims of the impact are either very relaxed or 

tensile depending on the impacting process [17-24]. Generally, a high-velocity single impact 

process, e.g., foreign object damage, results in tensile residual stress at the rim of the impact 

[17, 18]. However, when impact coverage of the surface is high, e.g. shot peening; stresses are 

typically zero at this region[21, 24](also, see in Appendix-I). These inhomogeneous stress 

distributions due to surface roughness also discussed in Chapter 5. In fact, the stress correction 

method proposed in Chapter 5 is also applied here to more carefully assess the effect of the 

surface residual stress state of LACR samples on the stress concentrations which occur during 

fatigue loading. It is found that global residual stress calculated based on the correction method 

provides a similar magnitude of tensile residual stress (≈172 MPa) at the surface as measured 

using XRD method (≈178 MPa).  
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Figure 6:5: The local residual stress state after re-equilibration of a) an abrasive blasted 

sample (magnified version of the same in (b)), c) a LACR sample (magnified version of the 

same in (d)). 

In addition to the global initial stress distribution, i.e., measured residual stress distribution of 

the abrasive blasted and LACR samples, the surface profile, the area, depth, and radius of the 

curvature of the embedded particles play a critical role in local stress distribution. The effects of 

these factors are systematically investigated and the results are summarized in Figure 6:6, 

which show the local residual stress distributions of the particles investigated for both surface 

profile-1 and profile-2 and for both abrasive blasted and LACR samples. The maximum residual 

stress associated with the surface profiles for both surface conditions are also presented in the 
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figures for reference. Due to the higher roughness value of profile-2, the maximum 

concentrated compressive residual stress of the abrasive blasted samples at the valley of 

surface profile-2 (-677 ± 16 MPa) is much higher than the concentrated stress at the valley of 

profile-1 (-552 ±22 MPa). The magnitude of the maximum concentrated tensile residual stress 

at the surface depression is calculated to be ~194 ± 16 MPa and ~300 ± 27 MPa for surface 

profile-1 and profile-2, respectively. Figure 6:6 (a) also shows that the absolute magnitude of 

the local compressive residual stress in the proximity of each group of particles for both 

abrasive blasted increases with aspect ratio of the particles, i.e., increasing t/r ratio of the 

particles, for surface profile-1, as the kt  increases with increasing t/r ratio, for surface profile-1. 

However, when the local compressive stress around the particles as a whole this simple 

correlation between the residual stress vs. t/r ratio breaks down. For example, local stress 

around the shallower particles (depth ≈35 μm) having t/r ≈ 7 show much lower compressive 

stress (-565 MPa) than relatively deeper particles (depth ≈65 μm) having t/r ≈ 6.5. The residual 

stress around 65 μm having t/r ≈ 6.5  is computed to be -650 MPa . This, indicates the 

importance of the global residual stress distribution on the local residual stress, e.g., the 

magnitude of the compressive residual stress is higher at a depth 65 μm than at 35 μm, as 

shown in Figure 4.16. Similar to the abrasive blasted samples, compressive residual stress 

around the particles associated with surface profile-1 increase with increasing t/r ratio for LACR 

samples. However, the absolute magnitude of the compressive residual stress is much lower 

compared to abrasive blasted samples. The local residual stress around the 65 μm and 85 μm 

deep particles is quite similar, while the stress around 35 μm particles are much lower. 
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Figure 6:6 (b) shows that the compressive residual stress around the particles of the abrasive 

blasted samples with surface profile-2 has the similar characteristics as it was observed for 

surface profile-1, i.e., local residual stress distribution decreases with increasing t/r ratio. 

However, residual stress around the particles of the LACR samples with surface profile-2 show a 

different trend. The deepest particles (depth ≈85 μm) still show that local residual stress in the 

proximity of the particles increases with decreasing radius of curvature of the particles, 

however, relatively shallower particles (depth ≈35 and 65 μm) show a slight or no decrease in 

residual stress value with increasing t/r ratio. The residual stress values around 35 μm and 65 

μm deep particles are computed to be 57 ± 9 MPa and -36 ± 16 MPa, respectively. 
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Figure 6:6: Initial residual stress distributions around all the examined particles as a function 

of t/r ratio for the surface a) profile-1 and b) profile-2. Highest stress level at the surface is 

also reported for comparison. Each shape of markers in the plot corresponds to the 

dimensions of the particle. 
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6.3.2 Elastic-plastic analysis 

In order to determine the “hot spots” for fatigue crack initiation, the deformation behavior at 

the surface valleys and around the particles is examined under an applied load of 440 MPa 

along σxx direction. The hot spots are highlighted by the circles where the stress component 

along the loading direction (σxx) is concentrated for abrasive blasted and LACR samples and for 

both surface profiles containing a particle of area 2370 μm2,depth of 65 μm and radius of 

curvature 5 μm. Figure 6:7 and Figure 6:8 reveal multiple hot spots at the surface, for both 

surface conditions and surface profiles. Stress distributions ahead of these micro-notches are 

monitored and only the one with maximum stress concentration (kt-ep,max = σxx/σapplied) is 

reported. As expected, the maximum stress concentrations (within surface valleys) are higher 

for surface profile-2 than the profile-1. The maximum stress concentration for the abrasive 

blasted surface condition is computed to be 1.35 and 1.82, and for LACR samples it is computed 

to be 1.76 and 2.04, respectively, for the surface profile-1 and profile-2.  
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Figure 6:7: Isostress contours of the σxx component for a) abrasive blasted and b) LACR 

samples having surface profile-1 for applied load of 440 MPa.  
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Figure 6:8: Isostress contours of the σxx component for a) abrasive blasted and b) LACR 

samples having surface profile-2 for applied load of 440 MPa.  

Figure 6:9(a) shows the variations of the stress ahead of the embedded particles as a function 

of their t/r ratio for abrasive blasted and LACR samples having surface profile-1. For both 

surface conditions, stresses around the particles increase with increasing t/r ratio. However, no 

definite correlation between stress concentrations vs. t/r ratio is observed, as the local residual 
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stress field does not hold a strong correlation with t/r ratio. Figure 6:9 (a) shows that stresses 

around the investigated particles with radii of curvature higher than 10 μm are either same or 

lower than the computed maximum surface stress, for abrasive blasted surface conditions. 

After a holistic consideration of the all the particles, it is noted that the the maximum of the 

elastic-plastic stress concentration factor is higher around the particles with t/r value greater 

10. On the other hand, irrespective of a particle’s depth and dimensions, the stresses around 

the particles are always higher than the maximum surface stress for LACR samples, as shown in 

Figure 6:9 (a) .  

A different trend is observed for the component having a rougher surface profile corresponds 

to the profile-2. FE simulations show that the local stress distributions around the particles for 

abrasive blasting surface conditions are always lower than the calculated maximum stress 

associated with surface roughness. On the other hand, one observes the highest stress level at 

the particles or at the surface valleys depending on the surface geometry or the dimension of 

the particles for LACR samples. Figure 6:9 (b) shows that only the local stress distributions 

around the smallest, shallowest (35 μm deep) particles having radii of curvature greater than 7 

μm (t/r = 5.0) is lower than the highest stress level at the surface valleys. It is interesting to note 

that the stress level is always higher around the deeply embedded particles relative to stress at 

the surface valleys for LACR samples, which corresponds well with the experimental 

observation that shows that fatigue crack typically initiated from the deeply embedded 

particles after LACR surface treatment.  
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.  

Figure 6:9: Stress distributions around all the examined particles as a function of t/r ratio for 

the surface a) profile-1 and b) profile-2. Highest stress level at the surface is also reported for 

comparison. Each shape of markers in the plot corresponds to the dimensions of the particle.  

Depth distributions of the residual stress field ahead of these surface defects show a quite 

similar behavior. As an example, the residual stress field ahead of the surface defects as a 

function of distance from the surface defect is shown in Figure 6:10 for surface profile-2 
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containing a particle of area 2370 μm2,depth of 65 μm and radius of curvature 5 μm. It shows 

that the stress levels at distances greater than 50 μm ahead of the particles and surface valleys 

become similar for both LACR and abrasive blasted samples. It is also noted that, similar to XRD 

measured residual stress, for both surface condition the stress field become similar beyond 100 

μm depth into the material. Therefore, growth rates of a crack of a length above 100 μm would 

be similar for both materials. This reassures that the difference in fatigue life between two 

surface conditions is mainly related to differences in fatigue crack initiation life.   

 

Figure 6:10: Residual stress distributions ahead of the surface defects.  
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6.4 Discussion  

The interaction between the stress concentrations associated with the surface roughness and 

embedded blasting media particles, the residual stress field associated with different surface 

treatments, and the applied loading conditions were analyzed using the finite element method 

to understand their influence on the fatigue performance.  

Fatigue crack nucleation is a localized process and any defects in the component facilitate the 

crack nucleation process. Abrasive blasting-induced surface roughness and embedded blasting 

particles are strong stress raisers and act as primary crack initiation sites. As discussed earlier, 

the location of the crack initiation sites vary, depending on the surface conditions (see Figure 

6:1). This clearly indicates that considering only the stress concentration associated with these 

defects is insufficient to evaluate the driving force for crack formation and propagation. The 

residual stress distribution imparted by abrasive blasting and its alternation by subsequent 

LACR treatment also play a key role in fatigue life determination.  

FE analysis reveals that the local residual stress depends on the particles size, depth and their 

radius of curvature and, of course, the surface treatment. For abrasive blasting surface 

treatment, high compressive stresses always observed around the particles and it increases 

with the “severity” of the particles, i.e., t/r ratio. This observation correlates well with the 

nature of the abrasive blasting process. The very fact that these blasting particles remained 

embedded in the surface indicates that the material has been aggressively impacted [4]. 

Researchers using both experimentation and finite element analysis have shown that both the 

depth of the surface depression and local residual stresses around this depth are function of 
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abrasive blasting parameters and both simultaneously increases with increasing impact velocity 

[4, 21, 25, 26].  

Laser-material interaction during LACR process results in melting and resolidification, which 

leads to changes in surface residual stress state. The residual stress shift from compressive to 

tensile upon LACR treatment, redistribution of the subsurface residual stress also occurs, as it 

can be seen from the depth-resolved global residual stress distribution (see Figure 4.16). This is 

also reflected in FE analysis. While the residual stress in the vicinity of the particle is still 

compressive, the absolute magnitude of the stress is significantly lower. In addition, when the 

depth (~ 35 μm) of the particles is similar to the surface depression (surface profile-2), a strong 

pull on the particles from surrounding tensile stress may completely relax the initially strong 

compressive stress. This relatively relaxed residual stress renders the embedded particles as the 

primary crack nucleation sites upon LACR treatment. However, the relative location of the 

maximum of the concentrated stress will depend on the stress concentrations and initial 

residual stress state of the surface. However, invoking the “weak link” approach in fatigue life 

analysis, it can be claimed that crack initiation at surface will more likely to occur which has the 

similar characteristics as surface profile-2 (kt ≈ 6.5, which lies at the tail of the distributions of 

kt). For this surface profile, the magnitude of the concentrated stress at the surface valleys are 

always higher than the local stress at the particles for abrasive blasting surface condition. 

Contrary to this observation, thes concentrated stress around only the shallowest particles 

examined here is lower than the surface stress.   
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It should be noted here that the local maximum stress, on which the present study focused, is 

not the only factor which influences crack initiation. Other approaches emphasize the roles of 

mean stress, stress amplitude, accumulated plastic strain, and combinations of these values 

into so-called fatigue indicator paramters (FIPs) [27]. Exploration of these parameters in the 

present context would be an excellent direction for future research. However, it has also been 

suggested that crack nucleation from the notches occur when stress intensity factor (∆K) for 

equivalent crack is greater than or equal to threshold intensity factor (Kth) for crack growth, i.e., 

∆K ≥ Kth. From the fatigue threshold criteria [28, 29]:  

∆𝐾𝑡ℎ = 𝐹 𝑘𝑡𝛥𝜎√𝜋𝑎 

where F is the geometric factor, a is the short crack length and kt σ is the local stress field.  

Considering the fact that the geometric factor and kt are the expected to remain unchanged at 

the candidate initiation sites, the local stress field is the only factor which changes due to 

residual stress applied load interaction, and it is propotional to the driving force for crack 

nucleation in this type of analysis.   

Finally, it should be noted here the driving force for fatigue crack initiation calculated based on 

the 2D plane strain FEA was performed in order to increase the computational efficiciency. As 

shown in section 4.4.1, this  results in a more severe stress concentration state than would have 

been obtained using a 3D finite analysis of a 3D surface topography. As mentioned in section 

4.41, kt of the elliptical notch with t/r =1 is calculated to be 3.09 from the 2D FEA analysis, while 

kt ≈ 2.06 is obtained from the 3D FEA analysis of an ellipsoidal surface depression with t/r = 1. 

100% of the investigated particles have a lower driving force for crack initiation than surface 
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valleys, for abrasive blasting conditions, and it is reduced to only 15% ,after LACR surface 

processing for component with surface profile-2. In reality, particles were responsible for 25% 

of the crack initiations in the abrasive blasting condition, and 73 % of the crack initations after 

LACR. This qualitative agreement between the model and experiment, provides insight 

regarding the complicated interaction between residual stress, stress concentration, and 

applied load.  

6.5 Conclusions  

Finite element modeling is used to study the effects of surface modification techniques, i.e., 

abrasive blasting and laser ablation coating removal (LACR), on the fatigue performance of a 

high strength steel. Significant findings of this work are as follows:  

a) A methodology has been developed to construct FE models with a real surface profile 

from SEM cross-sectional images and with embedded blasting particles.  

b) A simplified algorithm is presented to simulate the local residual stress distribution at 

the surface and at the particles induced by abrasive blasting and LACR processes.  

c) The dependence of local residual stress distributions on the size, depth, and radius of 

the curvature of embedded particles was determined. The compressive residual stress 

at the particles is relatively relaxed for LACR process conditions.   

d)  Counteracting effects of the very compressive residual stress and high stress 

concentration associated with particles makes these embedded particles less 

susceptible to fatigue cracking for abrasive blasting surface condition.  
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e) The driving force for fatigue crack nucleation at the particles is higher for the LACR 

samples due to relaxed residual stress states and a high stress concentration factor. 

Among the particles examined (for both surface profiles), 91% of the particles show 

higher driving force for crack nucleation than the surface after LACR.  

f) On the other hand, prior to LACR only 29% of particles show a higher level of 

concentrated stress as compared to the surface. 

g) This correlates well with the observation that 73% of fatigue cracks initiate at embedded 

particles after LACR, whereas 75% of fatigue cracks initiate at the surface valleys for 

abrasive blasting conditions.  
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Chapter 7: Conclusions and Future work  

7.1 Conclusions  

The effects of the laser ablation coating removal on the fatigue performance of the high 

strength shipbuilding structural steel obtained from two different lots having distinct 

microstructures and tensile properties have been investigated. Both materials were abrasive 

blasted as this is the typical condition used in industry prior painting and any subsequent LACR 

treatment. This also provides an opportunity to compare the performance of the LACR with 

abrasive blasting, a well-established coating removal technique. Two different abrasive blasting 

techniques were employed: i) the material HSS-I was abrasive blasted in a controlled laboratory 

setting, and ii) the material HSS-II was blasted in the typical industrial fashion, with higher 

pressure and size of the abrasive medium. The following conclusions can be drawn from this 

study:  

i) The LACR process has been proven to be an effective method for the removal of a 

typical epoxy-based coating from the steel substrate. However, multiple passes 

were typically required to remove the coating, with an increased number of passes 

required at higher sweep speeds. An effective coating removal rate of 45 sq. in. per 

minute (~1.8 m2/hr) was measured using the 7.6 cm laser scan width on 0.25 mm 

coated samples, which is considered slow by industry standards. It is possible that 

the removal rate can be improved using improved laser focusing conditions and 

parameters.  
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ii) The cross-sectional analyses confirmed that, irrespective of surface conditions and 

microstructures, for the selected laser processing parameters, the underlying 

substrate experienced melting and re-solidification after LACR treatment. The 

depth of the observed melted region ranged from 1 µm to 5 μm and the heat 

affected zone (HAZ) after LACR treatment only about XX µm. No microstructural 

changes were observed at greater depths. Heat transfer analysis shows that 

thermally affected zone is confined to a depth less than 10 μm. In addition, micro- 

and nano-hardness-based depth profiles show that hardness values between 

abrasive blasted and LACR samples are essentially same for a depth greater than 10 

μm. Notably, employment of the Nix and Gao strain gradient plasticity-based 

approach to nanohardness assessment was required to obtain this conclusion. 

iii) Blasting the surface with a higher impact velocity result in a higher surface 

roughness for the abrasive blasted samples of the material HSS-II. In addition to 

higher roughness, this blasting protocol induced a high density of surface-

embedded particles, which remain embedded even after LACR processing. Although 

the appearance of the surface is clearly changed at the microscopic level, especially 

for the material HSS-I, the conventional surface roughness (profile) measurements 

indicate no statistically significant change in the roughness, even for HSS-I.  

iv) XRD measurements of the depth-resolved residual stress show that both the 

abrasive blasting protocols result in a similar “U-shaped” residual stress 

distributions, where compressive residual stress reaches its maximum value at 
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about ~100 µm below the surface. LACR induces a large shift of the residual stress, 

with significant tensile stress at the surface. However, depth-resolved residual 

stress measurement shows that the tensile residual stresses are confined to a  

shallow depth of about 35µm for both the material HSS-I and HSS-II. 

v) The stress correction method developed in this study shows that the roughness of 

the materials under investigation will have no measureable effect on the residual 

stress assessed using XRD method.  

vi) Fatigue testing of the samples shows that, depending on the blasting protocol, the 

fatigue response can either i) remain the same (HSS-I) or ii) be degraded by LACR 

(HSS-II), relative to abrasive blasting. In cases where the fatigue response remains 

unchanged by LACR, it is believed that the effects of tensile residual stress and 

surface topology are counteracting. Finite element analysis shows that the 

maximum stress concentration kt , associated with surface roughness, decreases 

significantly after LACR processing due to surface smoothing in this case.  

vii) In cases where the fatigue strength decreased, the fatigue crack initiation sites 

shifted from surface regions of stress concentration to embedded abrasive media, 

as such kt remains the same after both surface treatments.  

viii) Finite element examination of the residual stress field reveals concentrated 

compressive residual stress in the proximity of the embedded particles for abrasive 

blasting surface treatment. The local compressive residual stress is highest for the 
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largest and deepest particles having the smallest radius of curvature. This local 

compressive residual stress relaxes significantly after LACR treatment.  

ix) Elastic-plastic finite element analysis under monotonic tensile loading reveals that 

the combination of high stress concentration and relaxed residual stress provides 

an explanation for why the embedded particles become the primary crack initiation 

sites after LACR treatment.  

 

7.2 Future Work  

The work undertaken in this study has highlighted some key issues related to the LACR process, 

which warrant further investigation. Some suggestions follow:  

i) The results of the study have shown that fatigue performance of laser treated 

samples highly depends on the prior surface treatment condition. Examining the 

fatigue performance of the laser treated samples without any prior treatment (i.e., 

which may induce residual stress or surface roughness) will help to single out the 

effects of laser treatment on fatigue performance. Based on the obtained results, a 

standard experimental protocol should be developed to parameterize the prior 

surface conditions that can be used before LACR treatment. 

ii) The experimental residual stress field data obtained from XRD measurement were 

incorporated and redistributed using a FE model to compute the stress field around 

the valleys of the profile and embedded particle. An experimental strategy should be 
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developed for a complete residual stress field measurement around these surface 

defects. During the research no current method for residual stress measurement 

was capable of accurately measuring the residual stress field around such defects. 

However, future advances may make this possible with the Focused Ion Beam-

Scanning Electron Microscope- Digital Image Correlation (FIB-SEM-DIC) based micro 

mechanical stress relaxation methods looks most promising. The method involves 

micro-hole drilling using the FIB of a dual beam focused ion beam-field emission gun 

scanning electron microscopes (FEBSEM/FIB). DIC of SEM images recorded during 

drilling records the resulting surface displacements. Finally, the residual stress fields 

are reconstructed from the recorded displacement field as a function of depth [1, 2].   

iii) It is clear from this study that any thermal damage induced by the laser ablation 

coating removal would have a significant effect on the performance of the 

component. Therefore, a study should be designed to evaluate the effects of laser 

intensity, fluence, peak power, pulse duration, etc. on the efficiency and extent of 

the thermal damage (melt depth) of the underlying substrate. Due to the larger 

number of variables is involved in LACR process, experimental determination of their 

effects would be prohibitively costly and time-consuming. Therefore, a 

complementary approach is to use computational simulation methods based on 

suitable experimentally validated computational models. Finite element simulation 

can be used this for this purpose. However, one of the main difficulties in simulating 

laser ablation process using the FE method is in deleting the element to simulate the 
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ablation process. In recent years, a number of researchers have adopted so called 

element “birth and death” technique to incorporate or delete the elements in 

desired time step of the finite element solution [3, 4]. The same technique can be 

used for the laser ablation process too.  

iv) Finally, a range of paint-material (aluminum, composites, etc.) combinations should 

be used to expand the understanding of the implications of wider application of the 

laser ablation coating removal (LACR) method.  
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Appendix 

Appendix-I: Finite element modeling of abrasive blasting induced residual 

stress  

Model description  

Finite element simulation of shot peening typically uses an explicit time integration scheme. 

This scheme advances the solution with a large number of small time increments and is well 

suited for analyzing a dynamic response over a short time period. The analysis employs a 

Lagrangian formulation [1, 2]. The momentum equation can be expressed as:  

𝑀𝑈̈ = 𝐹𝑒𝑥𝑡 − 𝐹𝑖𝑛𝑡 

where M is the lumped mass matrix, 𝑈̈ is the nodal acceleration at each time step, 𝐹𝑒𝑥𝑡 is the 

externally applied load for each node and 𝐹𝑖𝑛𝑡 is the internal forces. These sets of equations are 

solved using explicit time integration with the central difference method employing a lumped 

mass matrix.  

𝑈̇(𝑖+
1
2

) = 𝑈̇(𝑖−
1
2

) +
∆𝑡(𝑖+1) + ∆𝑡(𝑖)

2
𝑈̇(𝑖+

1
2

) 

For an isotropic material, the minimum stable time increment ∆t depends on the mesh size and 

material properties and can be evaluated as:  

∆𝑡 ∝  𝐿𝑚𝑖𝑛√
𝜌

𝐸
 

where Lmin is the minimum dimension in the FE mesh, ρ is the density E is the elastic of material.  
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Simulations typically consist of projecting one or many particles towards the target surface with 

a given initial velocity and determining the response of the material during and after the 

impact(s). Shots are usually are modeled as rigid, however, EItobgy [2] had shown that the 

choice of modeling shots as rigid, elastic or elastic-plastic has an influence on the resulting 

stress state. In Abaqus/Explicit, the contact between the shots and the target surface function 

as as master and slave surface. During this hard contact analysis, no penetration of the slave 

nodes into the master surface is allowed. The surfaces transmit no contact pressure unless 

nodes of master and slave surfaces come in contact. The Coulomb friction relationship is 

employed in the contact model:  

𝐹𝑓 = 𝜇𝐹𝑛 

where 𝐹𝑓 is the friction force, 𝐹𝑛 is the normal force and 𝜇 is the friction coefficient.  

The material constitutive theory a key element for shot peening simulations. Shot peening 

creates large plastic strains and high strain-rate loading with strain rates up to 106 s−1 [3]. The 

Johnson-Cook material model is usually used to describe the flow stress behavior of the target 

material [2, 3].  

𝜎 =  [𝐴 + 𝐵𝜀𝑛] [1 + 𝐶𝑙𝑛 (
𝜀̇

𝜀0̇
)] [1 − (

𝑇 − 𝑇𝑟

𝑇𝑚 − 𝑇𝑟
)

𝑚

] 

where 𝜎  is the von Mises effective stress, A,B,C and m are material constant, 𝜀 is the effective 

plastic strain, 𝜀̇ is the effective strain rate, 𝜀0̇ is a reference strain rate, T is the workpiece 

temperature, Tm is the melting temperature and Tr is the reference temperature.  
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Results 

A 2D dynamic elastoplastic model finite element model has been created. 3 uniformly spaced 

rigid sphere of radius 0.08 mm was considered as shots. A shot velocity of 55 m/sec was used. A 

4-node bilinear plane strain quadrilateral, reduced integration, hourglass control was used to 

mesh the target. Johnson-Cook material model for low carbon steel was used [4]. 

This preliminary effort shows a high concentrated compressive stress underneath the impact, 

while residual stress are at relax state at the peaks of the surface (see Figure 1). The depth –

resolved residual stress distribution matches well with the experimental results, as shown in 

Figure 2. However, the effects of the process parameter, multiple impacts on the same area or 

peening coverage on the stress distribution have not been investigated.   

 

Figure 1: Local residual stress distribution due to abrasive blasting.  
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Figure 2: Residual as a function of depth below surface of abrasive blasted samples 

References 

[1]  M.S. Eltobgy, E. Ng, M.A. Elbestawi, Proceedings of the Institution of Mechanical Engineers, 

Part B: Journal of Engineering Manufacture, 218(2004), 1471-1481. 

[2]  S.A. Meguid, G. Shagal, J.C. Stranart, J. Daly, Finite elements in analysis and 

design, 31(1999), 179-191. 

[3]   X.K. Zhu, Y.J. Chao, Computers & Structures, 80(2002), 967-976. 

[4]   K. Vedantam, D. Bajaj, N.S. Brar, S. Hill, AIP conference proceedings, 845(2006), IOP   

Institute of Physics Publishing Ltd. 



209 

 

 

Appendix-II: High strength and ductility of additively manufactured 316L 

stainless steel explained 

Abstract 

Structure-property relationships of an additively manufactured 316L stainless steel were 

explored. A scanning electron microscope (SEM) and electron backscattered diffraction (EBSD) 

analysis revealed a fine cellular dendritic (0.5-2μm) substructure inside large irregularly shaped 

grains (~100 μm). The cellular structure grows along the <100> crystallographic directions. 

However, texture analysis revealed that the main <100> texture component is inclined by ~15° 

from the build direction. X-ray diffraction line profile analysis indicated a high dislocation 

density of ~1 × 1015 m-2 in the as-built material, which correlates well with the observed EBSD 

microstructure and high-yield strength, via the traditional Taylor hardening equation. A 

significant variation in strain hardening behavior and ductility was observed for horizontal (HB) 

and vertical (VB) built samples. Ductility of HB and VB samples measured 49% and 77%, 

respectively. The initial growth texture and subsequent texture evolution during tensile 

deformation are held responsible for the observed anisotropy. Notably, EBSD analysis of 

deformed samples showed deformation twins, which predominately form in the grains with 

<111> aligned parallel to the loading direction. The VB samples showed higher twinning activity, 

higher strain hardening rates at high strain, and therefore, higher ductility. Analysis of annealed 

samples revealed that the observed microstructure and properties are thermally stable, with 
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only a moderate decrease in strength and very similar level of ductility and anisotropy, as 

compared to the as-built condition. 

Keywords 

Additive manufacturing, selective laser melting, dislocation density, twinning-induced plasticity. 

1 Introduction 

Laser powder bed fusion is a type of laser-based additive manufacturing (AM) process during 

which metallic parts are fabricated from a 3D computer aided drawing (CAD) file by selective 

melting of successive layers of powder using a sharply focused laser beam, e.g., selective laser 

melting (SLM), direct metal laser melting (DMLM). This “freeform” manufacturing method can 

produce extremely complex shapes relative to a traditional subtractive manufacturing method 

(machining) [1]. The density, microstructures and, consequently, the mechanical properties of 

the additively manufactured material are sensitive to laser processing parameters such as laser 

power, scanning speed, and scanning strategies. Indeed, it has been reported that with proper 

selection of laser processing parameters and scanning strategies, it is possible to obtain near 

fully dense parts [2–4]. The microstructure development in AM materials is complex because of 

the complicated thermal distribution. Each location in the component first undergoes rapid 

solidification, and then undergoes repeated reheating and cooling with an additional deposited 

layer. This complicated thermal history can result in microstructural heterogeneity in the as-

built part [5]. 
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316L stainless steel is one of the most widely investigated materials for AM. This is because 

316L has a wide range of applications in marine, biomedical, nuclear reactor, chemical, and 

petrochemical industries owing to its high strength, good ductility, and high corrosion 

resistance [6–8]. Several studies have been performed to optimize the process parameters to 

fabricate near fully dense 316L SS parts [4, 9–11]. These studies reported that the average 

strength of the optimized parts are much higher than the counterpart as-cast, hot pressed (HP) 

or hot isostatic pressed (HIP) 316L stainless steel parts, while the ductility has been reported to 

be slightly lower [7, 8, 12]. The microstructure in the as-built 316L stainless steel materials is 

reported to be a sub-micron cellular-dendritic solidification structure, resulting from the high 

cooling rate inherent to AM process [8, 13, 14]. Many researchers have attributed the higher 

strength of as-built 316L stainless steel to the refined microstructure and high dislocation 

density. However, a quantitative connection between the dislocation density and observed 

strength is yet to be made. 

Anisotropy of the mechanical properties, especially the ductility, with respect to as-built 

directions is still a matter of controversy. For example, some researchers [15–18] reported a 

higher ductility of the built material when the sample is tested perpendicular to the build 

direction relative to the samples tested along the build direction. They attributed this low 

ductility to the presence of defects along the melt pool boundary. Carlton et al. [19] reported 

that even a very low level of porosity can significantly reduce the ductility of as-built parts. On 

the other hand, other authors [20–22] showed a higher ductility of samples tested along the 

build direction. Tomus et al. [21] reasoned that the higher number of grain boundaries results 
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in lower ductility of the samples deformed perpendicular to the build direction. This apparent 

controversy will be examined by taking account of the specific preferred crystallographic 

orientation (texture) that results from AM processing [23]. The effects of the initial texture and 

its evolution during deformation need to be considered. 

The main objective of this study is to examine the microstructure and crystallographic texture 

that develops during AM and correlate the observed microstructure with mechanical properties 

determined by tensile testing perpendicular and parallel to the build direction. 

2 Experimental and Methods 

2.1 Laser powder bed fusion (LPF) and heat treatment 

The nitrogen atomized spherical pre-alloyed 316L stainless steel powders acquired from the 

EOS® product specification [24] were used as a starting material. Table 1 lists the chemical 

composition of the EOS powders [24]. 

Table 2: Chemical composition of starting 316L stainless steel powders and as-built parts 

 Cr Ni Mo C Mn Cu S Si N Fe 

Powders 

[24] 

17.00 -

19.00 

13.00 

-

15.00 

2.25 

-3.00 
0.03 

2.0

0 

0.5

0 
0.010 

0.7

5 
0.10 Bal. 

As-built 20 16 2-3 
0.00

6 

1.0

0 
 0.005 0.4 

0.04

9 
Bal. 
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Bulk material was fabricated using an EOS EOSINT® M280 AM system at the Naval Surface 

Warfare Center, Dahlgren Division, Virginia, equipped with a 400 W continuous wave Nd:YAG 

fiber laser. EOS-recommended laser processing parameters (e.g., power, scanning speed, spot 

diameter) were used. To minimize oxidation, laser-melting operations were conducted in a 

nitrogen environment. A stainless steel base plate and layer thickness of 20 μm were 

maintained throughout the process. A bidirectional scanning strategy, scanning vector is 

rotated by 70° between each layer, was used for all samples. Figure 11 shows the component 

built on a based plate for this study: (a) illustrates how the tensile samples, in accordance with 

ASTM E8 [25], were directly fabricated; (b) and (c) show the X axis of the specimen is defined as 

the long transverse direction (TD) and the Y axis is parallel to the building direction (BD). 

Selected AM samples were annealed in a vacuum furnace at 1100° C for 1 (HT1) and 13 hours 

(HT13) and cooled at a rate of 100° C/min. 

 

Figure 11: a) shows the built components. The vertical and horizontal build samples are 

shown in (b), (c), respectively. 
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2.2 Microstructure characterization and chemical analysis 

Samples were observed with a Leica™ light optical microscope and an FEI Quanta™ 200 SEM 

equipped with an AZtec energy dispersive spectrometer (EDS). For microstructural analysis, the 

samples were sectioned using conventional band saw and slow-speed diamond saw methods, 

mounted in Konductomet® and mechanically ground up to 1200 grit silicon carbide paper, 

polished with a diamond pastes of 3 and 1 μm, and final polished using 0.05 μm colloidal silica. 

Finally, the samples were electro-etched at a room temperature in a solution of 10 g oxalic acid 

and 90 ml distilled water at 6 VDC for 60 seconds. EDS analysis measured the chemical 

composition of the material; however, EDS is only a semi-quantitative measure of the chemical 

composition and cannot yield compositional data for light elements with high precision. 

Therefore, the composition of light elements, such as carbon and nitrogen, was measured using 

EXTR Leco TCH600 according to ASTM E1019-11 [26].  

Electron backscattered diffraction (EBSD) was performed using an FEI Company™ Quanta™ 650 

scanning microscope equipped with an Oxford Instruments’ AztecHKL® system, NordlysNano 

EBSD detector, and HKL Channel 5.0 EBSD post-processing software. The microscopes were 

operated at 20 kV, at a working distance of 15-20 mm. The EBSD scans were performed at a 

step size of 0.1-0.7 μm. The fraction of points successfully indexed was always greater than 

95%. The kernel average misorientation (KAM) obtained from the EBSD analysis was used to 

estimate the geometrically necessary dislocation (GND) calculation. In this analysis, KAM was 

determined up to the second-nearest neighbor. The misorientation values exceeding a 

threshold value of 2° were excluded from the KAM calculation, since they were most likely from 
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adjacent grains. The KAM magnitude is affected by the step size of an EBSD scan and, therefore, 

only the scan performed at a step size of 0.1 μm was used in the final analysis. 

2.3 Hardness and tensile tests 

Vickers microhardness measurements were made using a diamond pyramid indenter with an 

apical angle of 136°, an indentation load of 0.5 kg, and an indentation duration of 15 seconds. 

The measurement was performed on a face perpendicular to the build direction and the 

reported results are an average of at least 10 indentation measurements per sample. Uniaxial 

tensile tests were performed using an MTS 318.1 system with a nominal strain rate of 1×10-3 s-1 

at ambient temperature. A contactless MTS® LX 500 laser extensometer was used to measure 

axial strain in the sample gage upon loading. As mentioned above, these flat dog-bone samples 

were directly fabricated by AM and only machined to remove the support structure. 

2.4 X-ray diffraction 

X-ray diffraction (XRD) was used to characterize the phase content, dislocation density, and 

crystallographic texture of the as-built, annealed, and deformed samples. All XRD 

measurements were performed using a conventional PANalytical® X’Pert Pro MPD 

[multipurpose diffractometer] X-ray diffractometer with a Cu-Kα sealed tube source operated 

at 45 kV and 40 mA. Similar sample surface preparation methods were used for the X-ray 

diffraction analysis as for microstructural characterization. 
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2.4.1 Phase identification and Dislocation density 

The Bragg-Brentano focusing geometry was employed to collect diffraction pattern over the 2θ 

range of 30°-110° with a step size of 0.004° and counting time of 50 seconds per step for phase 

quantification and dislocation density measurement. The PANalytical X’Celerator linear position 

sensitive detector was used to collect the diffracted beam during this θ:2θ scans. A 

programmable divergence slit of 0.5° was used for both the incident and diffracted beams. A 

sample spinner programmed to a revolution time of 2 seconds was used to obtain better grain-

sampling statistics. Instrumental broadening effects were evaluated and corrected using a 

silicon standard [27]. Both the modified Williamson-Hall (mWH) [28] and the more 

sophisticated Convolutional Multiple Whole Profile (CMWP) [29, 30] methods were employed 

to investigate the dislocation density present in the as-built and annealed samples. 

In the modified Williamson-Hall (mWH) method, the full-width-half maximum (FWHM) 

obtained from single peak fitting of the diffraction data can be represented by the following 

equation:  

                                                      (∆𝐾)2 = (
0.9

𝐷
)

2

+ (𝜋
𝑀2 𝑏2

2
) 𝜌(𝐾2𝐶 )                                       [1] 

where K is the diffraction vector defined by 𝐾 =
2𝑠𝑖𝑛𝜃

𝜆
, D is the coherent domain size, b is the 

burgers vector (0.255 nm for FCC [face-centered cubic] iron), 𝐶̅ is the average contrast factor 

and M is a dimensionless parameter related to the dislocation density and outer cut-off radius 

Re by 𝑀 = 𝑅𝑒√𝜌. The parameter M is sensitive to the dislocations arrangement in the material. 

M > 1 indicates that dislocations are randomly distributed to form a screening strain field while 
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M < 1 indicates that dislocations are arranged into low-energy dislocation structures (LEDS). 

The values of the average contrast factor for cubic crystals can be defined as: 

                                                      C̅ = C̅h00 (1 − q (
ℎ2𝑘2+ℎ2𝑙2+𝑘2𝑙2

(ℎ2+𝑘2+𝑙2)2 ))                                                  [2] 

where 𝐶ℎ̅00 is the average contrast factor of h00 reflection. 𝐶ℎ̅00 can be calculated from the 

elastic constant of the crystal. The anisotropic elastic constants of face centered cubic (FCC) 

austenite are: C11=210 GPa, C12=130 GPa and C44=120 GPa [31, 32]. These values were used to 

calculate the value of C̅h00 using ANIZC computer program [29] for both edge (0.281) and screw 

dislocations (0.289). However, the average value of 0.285 for the mixed (i.e. equal proportion of 

edge and screw type) dislocations were used, since variations in contrast factor are small and 

the consequences of this simplifying approximation are small. The q parameter was calculated 

by minimizing the difference of ∆𝐾 values between the measured and calculated one from the 

linear fitting of the equation [2]. Additional detail describing the method used can be found in 

reference [28]. The collected diffraction patterns were analyzed for determining the lattice 

constant, a, and FWHM using X’Pert High Score Plus software, assuming pseudo-Voigt peak 

shapes. It should be noted here that the slope of the mWH plot is related to both the M 

parameter and the square root of dislocation density, and therefore, dislocation density cannot 

be directly calculated from this method. 

For the quantitative analysis of the dislocation density, the X-ray diffraction patterns were 

evaluated by the CMWP fitting procedure. In CMWP, the peak profile functions are calculated 

as the convolution of the size, strain, and instrumental broadening. The measured diffraction 
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pattern is then fitted with the calculated profile function using a nonlinear least squares 

method [29, 30]. Though CMWP is one of the most sophisticated methods available for line 

broadening analysis, it does involve a large number of fitting parameters, and different 

combinations of initial values can yield different solutions associated with local minima in the 

sum of the squared residuals. Therefore, the parameters obtained from mWH were used as a 

guide for quantitative analysis using the CMWP fitting procedure. Note that the same average 

contrast factor value was used in both the CMWP and mWH methods. 

2.4.2.2 Texture measurement 

Texture measurements were performed with the X-ray sealed tube source oriented in point 

focus mode. A 2 mm × 1 mm cross slit was used to minimize defocusing at higher χ tilts. A 

graphite monochromator was placed in front of the point detector in order to block 

fluorescence and Kβ radiation. The (1 1 1), (2 0 0) and (2 2 0) incomplete (χ= 0° to 80°) pole 

figures were measured on a 5° × 5° grid of azimuth (∅) and tilt (χ) angles. An experimental 

defocusing curve was obtained from a randomly textured Ni powder sample. The background 

subtraction, defocusing correction, calculation of the complete orientation distribution function 

(ODF), and recalculation of complete pole figures were performed using the MATLAB® MTEX 

library. 

 

 

 



219 

 

3 Results 

3.1 Chemical composition and phase identification 

The EDS and Leco analyses, which were used to measure the chemical composition of heavy 

and light elements (C,N,S,P) respectively, revealed that no significant compositional changes 

occurred during AM, in agreement with other recent studies [8, 13] where no loss of metallic 

elements was detected. The chemical composition of the 316L stainless steel AM parts and the 

starting powder, per suppliers’ specification, are listed in Table 1. Contrary to several studies 

[34–36], where they reported the possibility of increasing the nitrogen content when parts 

were made in a nitrogen environment, the current as-built parts did not show any increase in N 

content. 

The X-ray diffraction analysis revealed that both the as-built and annealed parts were fully 

austenitic. No trace of second phases (δ-ferrite, α-ferrite or martensite) were observed within 

the detection limit of X-ray diffraction (See Figure 12). Saeidi et al. [37] also reported the 

formation of single phase austenite during selective laser melting of 316 L stainless steel. 

However, they reported the formation of ferrite after δ-annealing heat treatment at 1100° C for 

one hour followed by furnace cooling and cited solute partitioning as responsible. Similar to the 

current results, Sistiaga et al. [38] reported a single phase austenite after a similar annealing 

heat treatment at 1095°C for 2 hours followed by water cooling. Finally, it is noted that due to a 

high initial dislocation density, the as-built samples have significantly broader diffraction peaks, 

as compared to annealed samples (Figure 12). 
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Figure 12: XRD patterns of the as-built and annealed samples confirming single-phase 

austenite. 

3.2 Microstructure and crystallographic texture 

Figure 13 (a) shows an optical micrograph of the as-built 316L stainless steel, constructed out of 

sections to create a 3D view. The as-built samples exhibit a typical layered microstructure, 

characterized by melt pool boundaries generated along the laser scanning paths. It should be 

noted that the differently oriented melt pool boundaries are the result of the bidirectional 

scanning strategy, i.e., 70° rotation between successive layers. However, in general arc-shaped 

melt pool morphology was observed. Optical images show that coarse grains are growing inside 

these melt pool boundaries. Since the previous layers are partially re-melted, heterogeneous 
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nucleation on the metallurgical solid/liquid interface occurs easily and new grains grow 

epitaxially in the direction of the maximum temperature gradient. 

 

Figure 13: a) The 3-D optical micrograph of as-built 316L stainless steel shows the laser tracks 

along the building direction, and b) shows the cellular microstructure within the irregularly 

shaped grains, as indicated by the faint gray low angle boundaries. 

EBSD analysis confirms the presence of coarse grains of up to 200 μm along the building 

direction, as shown in Figure 13(b). No melt pool boundaries are noticeable in the orientation 

image maps, which confirms the epitaxial nature of resolidification. The dark black line in Figure 

13(b) outlines the grain boundary (misorientation angle is greater than 15°). The gradient in 

color inside these coarse grains suggests the presence of significant dislocation substructure. 
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Closer SEM inspection of the microstructure reveals the formation of cellular dendritic 

solidification microstructure inside the grain, as shown in Figure 14. 

Figure 14(a) shows the cellular-dendrite structure with varying morphology and growth 

direction inside the laser track (marked by red outlines) due to the variation in local 

solidification condition. AM is a dynamic process because the heat source is continuously 

moving. As the laser beam moves away, the maximum temperature gradients change direction. 

The growing columnar crystals seek to follow the maximum temperature gradients while 

maintaining their preferred growth direction, <100>. The morphological difference in cell 

structures depends on their growth direction with respect to metallographic section. A higher 

magnification image reveals that the cross-sectional dimensions of the elongated intergranular 

cells are about 0.5- 1 μm, as shown in Figure 14(b). Colonies of these cells have the same 

crystallographic orientation and belong to the same coarse grain, as revealed by the EBSD 

analysis. Prior studies [8, 13] have shown Mo enrichment at the cell boundaries using 

transmission electron microscopy (TEM). 



223 

 

 

Figure 14: SEM micrographs of the a, b) front views and c, d) top views of the as-built 

samples. The red solid lines outline the melt pool boundaries. 

Due to the preferred growth direction, the AM built part usually exhibit a so-called “growth 

texture,” i.e., <100> direction is parallel to build direction [39]. Figure 15 (a) shows the (100) 

pole figure of as-built 316L stainless steel, where BD is at the center of the pole figure and TD of 

the sample is vertical. The observed texture is distinct from that published or other AM 

processes. There is a <100> fiber tilted ~15° away from the BD, with a peak intensity of 2.8 
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times random, and there is another <100> || TD texture component. The inverse pole figures 

(IPFs) show that the <100> intensity is stronger along the TD than the BD, as shown in Figure 15 

(b) and Figure 15 (c), respectively. The type and strength of the texture developed during AM 

largely depend on the scanning strategy [23, 39] . The bidirectional scanning strategy used in 

this study changes the heat flow direction between layers, which inhibits the growth of very 

large columnar grains. This is why the observed texture is not very strong. 

 

Figure 15: Figure shows the macrotexture a) (100) pole and b, c) IPF parallel to TD and BD 

obtained from the XRD measurement of as-built sample. 

Figure 16 shows the microstructures of the samples annealed at 1100°C for a, b) one hour 

(denoted HT1) and c, d) 13 hours. After annealing for one hour, the laser tracks and cellular 

dendritic structures are no longer apparent (see Figure 16(b)). The EBSD analysis also reveals 

that there is still misorientation present inside these large grains, which suggests that 

recrystallization is not complete. However, the average misorientation inside the grains is 
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smaller relative to the as-built samples, an indication that dislocation recovery processes have 

occurred. Furthermore, a few misorientation-free small grains were also observed, indicating 

partial recrystallization has occurred. The macrotexture of the one-hour annealed (HT1) 

samples show no significant change. It still shows the near <100> fiber texture, where (100) 

pole is about ~15° tilted with respect to the building direction (see Figure 17), which is another 

indication that little recrystallization has occurred. This is consistent with the observation made 

by Sistiaga et al. [38]. Evidence of recrystallization and grain growth was observed after 

annealing for 13 hours, as is shown in Figure 16 (c, d). Note the presence of larger, more 

equiaxed grains and twin boundaries, Σ3 (60° about <111>), indicated in red, which highlight 

the formation of annealing twins after the 13-hour anneal. 
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Figure 16: Microstructure of heat-treated AM parts annealed at 1100°C for a, b) one hour and 

c, d) 13 hours. 

 

Figure 17: Figure shows the macrotexture a) (100) pole and b) IPF parallel to TD and BD 

obtained from the XRD measurement of the samples annealed at 1100°C for one hour. 
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3.3 Dislocation density 

Figure 18 shows the mWH plot of the as-built and HT1 samples, in which the FWHM of each 

peak is peak is plotted as a function of K2C, where 𝐾 =
2𝑠𝑖𝑛𝜃

𝜆
 and C is the average contrast 

factor. Namely, the FWHM is plotted as ∆𝐾 = ∆𝜃
2𝑐𝑜𝑠𝜃

𝜆
, where ∆𝜃 is the FWHM of the 

diffraction peak. As it can be seen from the equation [1], the mWH plot gives two important 

microstructural parameters. The slope (𝜋
𝑀2 𝑏2

2
𝜌) is related to the microstrain and dislocation 

density, whereas the intercept of the line ((
0.9

𝐷
)

2

) provides the size of the coherent scattering 

domain (D). The larger slope and intercept of the as-built samples indicates that these samples 

have higher microstrain owing to higher dislocation density and smaller sub-grain (coherent 

scattering domain) size relative to the annealed samples, as listed in 2. It should be noted here 

that the dislocation density present in the samples annealed at 1100°C for 13 hours is below 

the detection limit of XRD-based line broadening analysis. 
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Figure 18: Modified Williamson-Hall plot of an as-built sample as well as a sample annealed at 

1100 °C for one hour. The FWHM of each peak plotted as a function of K2C shows a higher 

dislocation density in the as-built material. 

The line broadening analysis performed using the CMWP procedure is shown in Figure 19 for 

HT1 sample. The green and red lines show the measured and fitted data, respectively, with the 

residual shown at the bottom of the figure. 
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Figure 19: The measured and fitted diffraction pattern obtained using CMWP of the as-built 

samples. The magnified view of the (111) peak shows a good matching between the 

measured and simulated profile. 

As it can be seen from the inset (magnified (111) peaks), a good fit is obtained. The area-

weighted mean sub-grain size (〈𝑋〉𝑎𝑟𝑒𝑎 = 𝑚 exp (2.5𝜎2), where m is the median and σ2 is the 

log-normal variance of the crystalline size) and dislocation density (ρ) are the two 

microstructural parameters obtained from the CMWP procedures and values are listed in Table 

2. 
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Table 3: Sub-grain size and dislocation density estimated from the modified Williamson-Hall 

(mWH) and CMWP methods, along with the geometrically necessary dislocation (GND) 

density estimated using the Kernel Averaged Misorientation (KAM) data obtained using 

EBSD. 

Specimen 

Sub-

grain size 

(nm), 

mWH 

Microstrain, 

mWH 

Sub-grain 

size (nm), 

CMWP 

Dislocation 

density (1014 m-

2), CMWP 

Parameter 

(M), 

CMWP 

GND 

density 

(1014 m-2) 

As-built 180 90 190 ± 28 11.8 ± 1.1 0.17 ± 0.03 5.3 

HT1 500 50 296 ± 80 2.40 ± 0.19 0.56 ± 0.12 2.2 

Similar to the mWH method, a higher dislocation density and smaller sub-grain size was 

observed for as-built samples relative to HT1 sample. As Table 2 indicates, the dislocation 

density of (1.18 ± 0.11) × 1015 m-2 of as-built materials decreased to (2.4 ± 0.2) × 1014 m-2, and 

the sub-grain size of 190 ± 28 nm increased to 296 ± 80nm after annealing heat treatment for 

one hour. The dislocation arrangement can be inferred from the parameter M. Both as-built 

and annealed material show M <1, i.e., M is 0.17 ± 0.03 and 0.56 ± 0.12, respectively, indicating 

that the dislocations are arranged into low energy dislocation structures (LEDS). The high 

dislocation density of the as-built materials correlates well with microstructural observations of 

other researchers, who reported that a high concentration of dislocations exists at the cellular-

dendritic boundaries [14, 37, 40, 41]. That short-term annealing results in a reduction in 

dislocation density without changing the sub-grain structure at the micron scale were also 

reported by Saeidi et al. [37]. As usual, use of the coherent scattering domain-size determined 

using line broadening techniques as a proxy for the average sub-grain size yields a somewhat 
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lower value than the sub-grain size observed in the SEM and EBSD images (see Figure 14). (In 

short, though the two quantities are related, they are not the same thing.) 

In order to complement XRD-based dislocation density calculation, the geometrically necessary 

dislocations (GND) density also studied from the EBSD analysis using the KAM method. By this 

approach, the dislocation density can be estimated from the following formula [42]: 

                                                          𝜌𝐺𝑁𝐷 ≅
2 𝜃𝐾𝐴𝑀

𝑏𝑑
                                                                             [3] 

where b is the Burgers vector magnitude (0.255 nm for FCC iron) and d is the step size. Figure 

20 shows the KAM maps for as-built and HT1 samples. A significant increase in sub-grain size (or 

decrease in the density of sub-grain boundaries) can be visually observed, in the KAM maps 

obtained from the HT1, which lends support to the notion that smaller sub-grains merge into 

larger sub-grains within the bigger grain [43]. Table 2 presents the GND density of as-built and 

HT1 samples calculated from the equation [3] revealing a 58% reduction in GND density. 

Comparing the estimated GND values with total dislocation density calculated from XRD line 

profile analysis, which accounts for both GND’s and statistically stored dislocations, it appears 

that GNDs account for about 50% and 90% of the total dislocation density of as-built and HT1 

samples, respectively.  
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Figure 20: Kernel average misorientation map of a) AS-built and b) HT1 samples 

3.4 Mechanical properties and deformation behavior  

Figure 21 shows representative a) engineering stress-strain and b) true stress-strain of the both 

AS-built and HT1 samples tested along the build direction (vertical built) and the scanning 

direction (horizontal built), and the respective work hardening rates (𝜃 =
𝑑𝜎

𝑑𝜀
) as a function of 

true strain are shown in Figure 21. Eight vertical and four horizontal as-built samples were 

tested during this study, and the single curve presented should be taken as representative of 

those multiple tests. However, only one vertical and one horizontal sample from the HT1 

material was tested. Average tensile properties such as yield strength, ultimate tensile strength, 

uniform strain, and strain to failure were calculated from these plots are listed in Table 3, along 

with the Vickers microhardness and the properties of an as-cast 316L stainless, obtained from 

reference [7]. Each as-built sample condition exhibited low scatter in the mechanical 
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properties, as shown by the small standard deviation listed in Table 3. This indicates that the 

processing conditions adopted in this study are capable of producing 316L stainless with highly 

reproducible properties. 

 

Figure 21: Representative a) engineering stress-strain, and b) true stress-strain plot of the as-

built and one-hour annealed samples. c, d) show the work hardening rate (θ)-true strain plot 

of the as-built and one-hour annealed samples, respectively. 
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Table 4: Mechanical properties, e.g., yield strength, ultimate tensile strength, total elongation, 

uniform elongation and microhardness, of the investigated as-built and one-hour annealed 

materials are listed. For comparison, mechanical properties of an as-cast reference material 

are also listed. 

Samples 
Yield 

strength 
(MPa) 

Ultimate 
tensile 

strength 
(MPa) 

Engineering 
strain to 
failure 

Uniform true 
strain 

Uniform 
true strain 
(Considère 
analysis) 

Vickers 
microhardness 

As-built 
(horizontal) 

584±11 667±15 0.49±0.03 0.23±.03 0.22 

199 
As-built 

(vertical) 
588±20 622±27 0.77±0.03 0.37±0.02 0.41 

Annealed 
1hour 

(horizontal) 
339 568 0.50 0.29 0.28 

184 

 Annealed 
1hour 

(vertical) 
322 495 0.81 0.43 0.42 

As-cast [7] 200 450 0.45   165 

 

As-built samples have higher hardness, strength, and ductility relative to the as-cast 316L 

stainless steel. Both horizontal (HB) and vertical (VB) as-built samples show a similar yield 

strength. However, the HB samples show a higher tensile strength and lower ductility (49%) 

relative to VB samples. The high hardness and strength of the AS-built materials are in good 

agreement with the result reported in [7, 8, 15, 17, 20]. However, the ductility of AM 316L 

observed presently is significantly higher than the reference [7] as-cast material as well as that 

reported in other studies of AM material, with the exception of reference [20], in which they 
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also reported 70% elongation at failure for the vertical build samples. However, no explanation 

for this high ductility was provided. Annealing heat treatment at 1100°C for one hour reduced 

the hardness value of as-built samples by only about 8%. A more significant reduction (23%) in 

hardness value was observed for samples annealed for 13 hours (HT13) in which 

recrystallization is observed to have made significantly greater progress. HT1 samples show a 

significant decrease in yield and tensile strength, but the strain hardening behavior and ductility 

remain largely unchanged.  

In addition to the difference in tensile strength and ductility, the vertical and horizontal samples 

show a distinct work hardening behavior (θ 𝑣𝑠 𝜀) (see Figure 21(c)). The θ 𝑣𝑠 𝜀 plot of the HB 

samples can be characterized by three distinct stages. Stage-I ((𝜀 < 0.09), a sharp decrease in θ 

value was observed, typical of materials in which the plastic deformation proceeds by slip. With 

an increasing strain, a nearly constant θ value (linear hardening) was observed up to a strain 

level of 0.17 (Stage-II) followed by a final decrease in hardening rate (Stage-III). 

This multistage behavior is typical of materials that exhibit deformation twinning-induced 

plasticity (i.e., the TWIP effect). Indeed, θ 𝑣𝑠 𝜀 plot of the vertical samples show the typical 

hardening behavior observed in the twin-induced plasticity (TWIP) steel [44-46] and can also be 

characterized by three distinct stages. Stage-I of VB samples again shows a rapid decrease in the 

hardening rate up to a strain value of 0.09. Stage-II (𝜀 < 0.23) shows a sharp abrupt increase of 

the θ value (i.e., primary twining stage). With progress in deformation (Stage-III), θ remains 

essentially constant in the strain range of 0.23 to 0.41. Above this strain level, the sample has 

undergone plastic instability. Therefore, the stress and strain levels reported at higher strains are 
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only approximate, and the intrinsic strain hardening response cannot be readily ascertained. 

Note that the onset of necking is well-predicted by the conventional plastic instability analysis 

based on Considère’s criterion (
𝑑𝜎

𝑑𝜀
= 𝜎). Mechanistically, stages II and III are understood to 

result from the dynamic refinement of the microstructure by fine twins, which continually 

introduce new barriers to dislocation motion, as explained by Bouaziz et al. [46]. 

EBSD analysis of the sample deformed to a true strain value of 0.18 revealed deformation twins 

({111} <112>) in both HB and VB samples (dark black features interior to grains in Figure 22). At 

this strain level, twins usually appear as bundles, and therefore, it was possible to index these 

nanoscale twins even with a relatively large step size of 0.4 μm. Figure 22 (a, b) shows the IPF 

for the crystal direction along the tensile loading direction (LD) for VB and HB samples, 

respectively. The deformation texture is characterized by a weak <111> || LD and a strong 

<100> ||LD fiber. This texture evolution is atypical of TWIP steel, which usually shows a strong 

<111> || LD and a weak <100> || LD [44]. 

Initial grain orientation has a strong effect on the activity of twinning. Deformation twinning 

mainly occurs in the grains that are closely orientated to the <111>||LD direction and only a 

small fraction of grains with other orientations contain twins. This is true for both VB and HB 

samples. Several authors employed Schmid’s law to explain the dependence of twinning on 

crystal orientation [45, 48]. In a similar way, consideration of the Taylor factor values of the 

investigated grains of the HB and VB can be insightful (Figure 22 (c, d)). The grains with 

favorable orientation for twining (<111> || LD) have the highest Taylor factor (M) value of 

~3.65. However, twining is also observed in the grains having a value of M as low as 3.06. On 
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the other hand, no twin activity was observed in the grains with a value of M < 2.6 (<100> || 

LD). 

 

Figure 22: a, b) LD-IPF maps and c, d) calculated Taylor factor of the horizontal and vertical 

built samples strained to 0.18 true strain. Loading direction is horizontal. 

The macrotexture obtained from X-ray diffraction measurement is consistent with the EBSD 

analysis. Figure 23 shows the inverse pole figures (IPFs) of HB and VB samples strained to 

different levels. After straining to 𝜀 =0.18, HB samples show a relatively stronger <100>||LD 

fiber and weaker <111>||LD fiber. No significant strengthening in texture was observed beyond 

this strain level. Texture measurement of the HB samples strained at 𝜀 =0.40 (true strain at 
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failure) exhibits a weaker <111>||LD and stronger <100>||LD fiber texture. On the other hand, 

the texture evolution of VB samples shows a distinct behavior. The initial texture does not show 

any preferred crystal orientation along the sample loading direction. The texture evolution up 

to 𝜀 =0.18 is modest, only about two times random. However, samples deformed to 𝜀 =0.57 

(true strain at failure) show a stronger <111>||LD relative to <100>||LD fiber, which is typical 

for TWIP steel. Still, the texture evolution is rather weak (peak intensity of only 2.5 times 

random), which is also typical for TWIP steel [45, 46]. Based upon these observations, it appears 

that there was more twinning in the case of the VB sample than the HB sample. 

 

Figure 23: Shows the IPFs parallel to tensile loading direction (LD) of initial (a), after deformed 

at 𝜺 =0.18 (b), and 𝜺 =0.40 (failed samples) (c) for horizontal built samples. IPF of Initial (d), 

after deformed at 𝜺 =0.04 (e), 𝜺 =0.18 (f) and 𝜺 =0.57 (failed samples) (g) of VB samples are 

also shown. 
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4 Discussion 

4.1 Microstructure, dislocation density and thermal stability 

The observed complex microstructure is rather typical of additive manufacturing. This is 

because the inherent high cooling rate of the AM process, where the material in the melt pool 

undergoes rapid solidification, at typical cooling rates in the range of 103 to 108 K/sec [7]. 

Evolution of cellular solidification morphology can be understood using classical solidification 

theory. According to this theory, the solute will pile up ahead of the interface owing to the 

smaller solubility in the solid when the equilibrium partition coefficient (kE) is less than one. 

Under these so-called constitutional undercooling conditions, the stability of the planar 

interface will break down and a cellular structure will form. The interface stability theory 

proposed by Mullins and Sekerka [49] additionally takes capillarity effects into consideration 

and can explain the evolution of cellular substructure observed in AM parts. The perturbation 

tip radius (R) decreases with increasing solidification velocity. At very high growth velocity, as 

observed in AM process, the capillary force becomes important because of the smaller value of 

tip radius. The magnitude of the solute diffusion length in the interdendritic region and 

capillarity effects govern the formation of cellular structures during rapid solidification [50]. 

Rapid solidification also results in high dislocation density substructures [51]. However, the 

exact mechanism of dislocations generation during solidification is yet to be understood, 

though several mechanisms of dislocations formation have been proposed including the 

following [52]: 
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a) Steep solute concentration gradients at the cell boundary will result in coherency 

strains. In order to dissipate the associated strain energy, dislocations could be formed. 

b) Very high thermal stresses could nucleate and drive dislocation motion, again, in order 

to dissipate strain energy. 

c) Quenched-in clusters of vacancies could form prismatic dislocation loops.  

d) The misorientation of the neighboring cells could result in interfacial dislocations upon 

collision of the cells. 

Saeidi et al. [37] qualitatively revealed a high density of dislocations at the cell boundaries in 

SLM 316L stainless steel. Similar qualitative observations also reported for other AM-built 

materials [8, 14, 41, 53, 54]. The present quantitative investigation using XRD-based line profile 

analysis revealed a dislocation density on the order of ~1015m-2. This dislocation density is 

typical of 20% cold work austenitic stainless steel [55]. However, SLM-built materials are in a 

lower energy state compared to cold work material due to the low energy configuration of the 

dislocations in the former, as indicated by a low value of dislocations arrangement parameter 

(M < 1) in line broadening analysis. LEDS based on TEM analysis have also been reported [8, 14]. 

Owing to this relatively low stored energy in the material, the present AM-built materials are 

thermally stable up to a very high temperature. Annealing of the AM samples at a very high 

temperature of 1100°C for one hour was insufficient to drive complete recrystallization or grain 

coarsening (see Figure 16). For comparison, note that Herrera et al. [56] reported 

recrystallization in cold-rolled 316L stainless steel T ~600°C after one hour. 
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4.2 Higher yield strength 

It is already well accepted that the higher yield strength of the AM-built material relative to 

conventional as-cast materials is the consequence of the refined microstructure and high 

density of dislocations resulting from the rapid solidification. Several researchers have invoked 

the Hall-Petch relation, i.e., the macroscopic yield strength is inversely proportional to square 

root of grain size (D-1/2), to account for the cell size effects on the yield strength [13, 40, 57]. 

However, for materials with well-defined dislocation cell structures as observed in AM 

materials, it has long been known that the macroscopic yield strength depends on the inverse 

of the dislocation cell size (d-1) [58–60]. Furthermore, the cell size (d) can be related to 

dislocation density (ρ) by the following equation [59]: 

                                                                 𝑑 = 𝐾𝜌−
1

2                                                                                  [4] 

where K is an arbitrary constant. Therefore, the higher yield strength of AM-built materials 

should be correlated with the dislocation density. According to Taylor’s equation, the yield 

strength can be expressed as:  

                                                       𝜎𝑦 = 𝜎0 + 𝑀𝛼𝐺𝑏√𝜌                                                                        [5] 

Where 𝜎0 is the friction stress, M is the Taylor factor, 𝛼 is the proportionality constant, G is the 

shear modulus (77 GPa for 316 stainless steel), b is the Burger’s vector of dislocations, and 𝜌 is 

the dislocation density. The value of constant 𝛼 depends on the type, density, and interaction 

of dislocations at different strain levels [61, 62]. Here, a value of 0.26 ± 0.015 for 𝛼, obtained 

from references [63–65], was used. These authors empirically assessed the value of 𝛼 for high 

manganese and 304L stainless steels, which show similar TWIP behavior as the material being 
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studied. Several authors have investigated the grain size effects on the yield strength, i.e., the 

Hall-Petch relationship, of 316L stainless and reported friction stress to be 100 ± 20 MPa [62, 

66]. This high value of friction stress corresponds to the high concentration of solute in the iron 

matrix. 

On the other hand, the Taylor factor value of polycrystalline material depends on texture. Here, 

the viscoplastic self-consistent (VPSC) model [67] was used to calculate the an effective value of 

M for both the HB and VB samples in as-built and annealed conditions. The material was 

idealized as 1000 discrete “grain” features with orientations and volume fractions selected to 

match the texture. Details of the Taylor factor calculation from the initial texture can be found 

in reference [68]. The initial value of M for the HB and VB samples was calculated to be 2.6 for 

both the as-built and annealed conditions, which is consistent with the observed isotropy in 

yield strength. 

Table 4 shows the comparison between calculated and experimentally measured yield strength. 

The calculated yield strength of as-built and annealed samples shows a good agreement with 

the experimentally measured yield strength. It should be noted here that the yield strength 

uncertainties in each sample were calculated by considering the error propagation from 

uncertainties in the Taylor’s equation resulting from uncertainties in σ0, α and dislocation 

density (ρ). 
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Table 5: Comparison between yield strength calculated using Taylor’s equation (complete 

with uncertainty propagation) and experimentally measured values.  

Samples α 
Taylor 

factor, M 

Dislocation density, 

ρ (m-2) 

Yield strength, 

MPa 

(predicted) 

Yield strength, 

MPa 

(experimental) 

As-built 

(horizontal) 

0.26 ± 0.015  2.6 

11.8 ± 1.1 x 1014 

 
573±35 

584±11 

As-built 

(vertical) 
588±20 

Annealed 1hour 

(horizontal) 
(2.40 ± 0.19) x 1014  313±15 

339 

Annealed 1hour 

(vertical) 
322 

 

4.3 Deformation behavior and higher ductility  

Austenitic stainless steels deform either by dislocation slip, mechanical twining and/or 

martensitic transformation. Often, these deformation mechanisms co-exist [69]. The stacking 

fault energy (SFE) of the material, which depends on the chemical composition, is a controlling 

factor in determining which mechanism(s) will be operative. Frommeyer et al. [70] suggested 

that at the SFE lower than the 16 mJ/m2 martensitic transformation (𝛾 𝑡𝑜 𝜀) dominates, while 

twinning occurs for SFE higher than 25 mJ/m2. Based on the empirical relationship proposed by 

Pickering et al. [71], and the alloy chemistry listed in Table 1, the SFE value of 316L stainless is 

estimated to be 32 mJ/m2, suggesting that twinning will be favored over martensitic 

transformation. The analysis of the deformed samples at different strain level using EBSD at 𝜀 =
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0.18 (see Figure 22) and XRD at 𝜀 = 0.05, 0.18, 𝜀𝑓 (not shown in the interest of space, though 

the data appears so in Figure 2) confirms the absence of martensitic phase. 

Twinning activity is one of the main factors contributing to the high ductility of AM built 

materials, particularly for the VB samples. Twin boundaries, similar to the grain boundaries, act 

as obstacles to dislocation movement. As twins are introduced, they decrease the mean free 

path of the dislocations on the slip planes intersecting the twinning planes. This dynamic 

refinement of the microstructure enhances the work hardening behavior of the material during 

plastic deformation, which in turn delays the onset of plastic instability. 

 

 

4.4 Texture evolution and anisotropic behavior 

Considering the presence of a very low density of porosity, or lack of fusion defects in the 

material being studied (density > 99%), it is suggested that variation in texture is responsible for 

the observed anisotropic mechanical behavior. FCC polycrystals with high stacking fault energy 

develop a pronounced <111> ||LD fiber texture during straining [72]. However, low SFE FCC 

materials deformed by mechanical twinning result in a <100>||LD fiber. The initial grain size 

and grain orientation have strong effects on twin formation and twin activity. In general, 

<111>||LD oriented grains favor twinning due to their high Taylor factor. Formation of twins 

within <111>||LD grains reinforce the <100>||LD fiber. A limited number of twins form within 

the <100>||LD orientation reinforce the <111>||LD fiber. Crystallographic texture analysis of 
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as-built samples (see Figure 23) shows a preferred orientation of (100) grains along TD (see 

Figure 15). The texture evolution observed during loading along the TD direction, i.e., horizontal 

built samples is indicative of primarily slip-based strain accommodation. On the other hand, no 

preferred orientation was observed along the built direction (Figures 7 and 13). At low strain 

level of 𝜀 =0.04, a <100>||LD fiber is beginning to developed. No significant intensification was 

observed of this fiber was observed at the strain level of 𝜀 =0.18, i.e., no <111>||LD was 

observed even at this intermediate level of strain. This indicates a higher activity of twining for 

VB material. The reinforcement of <111>||LD fiber only observed for samples strained at 

𝜀 =0.57. Depending on initial texture, twinning and slip appear to have been activated to 

different. Future work will seek to quantify the relative contributions of the slip and twinning 

modes. 

5 Conclusions 

The microstructure and mechanical properties of an additively manufactured (AM) 316L 

stainless steel were investigated. The following conclusions can be drawn from this study: 

a) AM of 316L stainless steel results in a single-phase, austenitic microstructure that remains 

stable during tensile deformation, i.e., no stress-induced martensitic phase transformation 

was observed. 

b) An elongated, cellular microstructure resulting from the AM process is characterized by 

walls of high dislocation density 1.2 × 1015 m−2 measured by XRD line profile, which is 

consistent with EBSD-based estimates of the geometrically necessary dislocation density. 
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c) The observed high dislocation density is shown to be responsible for the relatively high yield 

strength (~588 MPa) of the as-built AM material. 

d) Preferred growth during the solidification process and bi-directional laser scan pattern 

results in a relatively weak texture with <100>||transverse direction and <010> inclined 

~15° from the build direction. 

e) Although the yield strength is relatively isotropic, the initial texture contributes to 

anisotropic strain hardening and ductility (49% and 77% elongations observed for horizontal 

(HB) and vertical build (VB) samples, respectively). 

f) EBSD analysis confirms the formation of twins during tensile deformation. Previous research 

has shown that twinning results in a dynamic Hall-Petch relationship, which contributes 

significantly to strain hardening. The texture evolutions for the tensile-deformed HB and VB 

samples indicate a higher degree of twinning activity in the VB samples, consistent with the 

observed higher resistance to plastic instability (and hence enhanced ductility) in those 

samples. Annealing at 1100°C reveals that AM-316L stainless steel is thermally stable, shows 

only moderate decrease in dislocation density and strength, and displays very similar strain 

hardening response, level of ductility and anisotropy as compared to the as-built condition. 
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