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Abstract 
 
The human brain is an astoundingly complicated organ. Containing a number of neurons and glial cells that add 
up to about half of the number of stars in the Milky Way galaxy, the brain is well-equipped to tackle the ambitious 
job of governing organismal function. It is estimated that the human brain may contain up to 100 trillion 
connections between neurons, summing up to an outstanding computational capacity of this organ. It is no 
wonder that we are just beginning to delve into the underpinnings of brain architecture and function. Our own 
brains cannot quite grasp their own complexity.  
 
The immune system constitutes a rival for brain intricacy. This system has evolved to respond to environmental 
stimuli and generate appropriate responses; a similar task to which the nervous system is charged. Indeed, there 
is extensive overlap between brain and immune communication. Until recently, it was thought that the brain was 
an immune-privileged organ that functioned largely independent of the immune system during periods of health. 
It is now recognized that this concept is incredibly misconstrued. There is remarkable overlap in the evolutionary 
origins, organism development, and lifelong functioning of the immune and nervous systems.  
 
The studies presented in this dissertation emphasize this critical interplay between immunity and brain function. 
The fledgling neuroimmunology field has begun to uncover homeostatic roles for immune molecules in the 
nervous system. Moreover, studies of neurologic diseases aimed at developing treatments have identified both 
beneficial and damaging roles for immune cells and signal molecules in terms of pathology and outcomes. This 
dissertation melds smoothly into such concepts, as the studies presented herein illustrate harmful impacts of 
immune activation on brain development but also reveal a necessity for immune signaling for proper brain 
function.  
 
Perturbation to a mother’s immune system, including infection, stress, metabolic disease, and autoimmunity, 
have been linked to altered offspring neurodevelopment. We found that activation of the immune system during 
pregnancy led to robust immune signaling in maternal-fetal-interface tissue, and that this changed the trajectory 
of offspring neurodevelopment and behavior. Pharmacologic medication further transformed the immune 
signaling landscape of the maternal-fetal-interface and developing offspring brains exposed to maternal 
inflammation. These findings highlight the critical importance of taking the entire maternal environment into 
account—and in particular the immune landscape—when striving to understand offspring brain development.  
 
Recent studies have led to the appreciation that molecules originally characterized in the immune system are 
also used by nervous system cells for classically non-immune functions. We found that the immune-based 
inflammasome complex was activated throughout the adult brain in the absence of known immune triggers. The 
assembly of this complex was modulated by experience and age. A homeostatic role for the inflammasome is 
highlighted in this work by our findings that blockade of inflammasome activation notably influenced astrocyte-
neuron communication, hippocampal physiology, and memory function. These data indicate a novel role for the 
inflammasome in the maintenance of healthy brain function.  
 
In summary, this dissertation stresses the critical interaction between the immune and nervous systems for 
proper brain development and lifelong function. Our work contributes to an improved understanding of how 
perturbations to the immune system can influence the brain. This body of work emphasizes that a delicate 
balance of immune signaling must exist to provide necessary healthy support of brain development and function 
without straying into pathogenic overactivation and harmful consequences.  
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Chapter 1: Introduction 
 

1.1 Abstract 
 
The immune and nervous systems have unique developmental trajectories that individually build intricate 
networks of cells with highly specialized functions. These two systems have extensive mechanistic overlap and 
frequently coordinate to accomplish the proper growth and maturation of an organism. The brain’s resident innate 
immune cells, microglia, are pivotal sculptors of neural circuitry and coordinate copious and diverse 
neurodevelopmental processes. Moreover, many immune cells and immunity-related signaling molecules are 
found in the developing nervous system and contribute to healthy neurodevelopment. In particular, many innate 
immune mediators such as complement proteins, Toll-like receptors, and cytokines are critical contributors to 
healthy brain development. Further exemplifying the importance of innate immune processes in nervous system 
formation, dysfunction in innate immune signaling has been functionally linked to many neurodevelopmental 
disorders. This review will discuss the essential roles of microglia and innate immune signaling in the assembly 
and maintenance of a properly functioning nervous system.  
 
 
1.2 List of abbreviations 
 
ASD, autism spectrum disorder; BBB, blood-brain barrier; CNS, central nervous system; CSF, cerebrospinal 
fluid; DAMP, damage-associated molecular pattern; DRG, dorsal root ganglion; EE, environmental enrichment; 
EGL, external granule layer; EMP, erythromyeloid progenitor; GPC, granule precursor cell; IFN, interferon; IGL, 
internal granule layer; IL, interleukin; IL-1RAP, interleukin-1 receptor accessory protein; IRAK, interleukin-1 
receptor associated kinase; LGN, lateral geniculate nucleus; LPS, lipopolysaccharide; MIA, maternal immune 
activation; mPOA, medial preoptic area; NPC, neural progenitor cell; OPC, oligodendrocyte progenitor cell; 
PAMP, pathogen-associated molecular pattern; pMN, pre-motor neuron; polyI:C, polyinosinic:polycytidylic acid; 
PRR, pattern recognition receptor; PS, phosphatidylserine; RGC, retinal ganglion cell; S1DZ, primary 
somatosensory cortex dysgranular zone; SFB, segmented filamentous bacteria; TF, transcription factor; TGF-β 
transforming growth factor beta; TIR, Toll/interleukin-1 receptor; TLR, Toll-like receptor; TNF, tumor necrosis 
factor; VZ, ventricular zone; YS, yolk sac  
 
 
1.3 Preface 
 
The classic assertion that the brain is an immune privileged organ has undergone a paradigm shift and is now 
understood to be inaccurate. In recent years, the interplay between the immune and nervous systems has been 
well described in a wide array of pathological cases: from autoimmune diseases such as multiple sclerosis to 
more classical cognitive conditions of dysfunction like Alzheimer’s disease. Beyond this, immune cells also 
actively contribute to homeostatic processes in the nervous system.1,2 For instance, meningeal γδ T cells produce 
IL-17 that promotes glial production of BDNF to regulate synaptic plasticity and short-term memory.3 The resident 
macrophages of the central nervous system (CNS), microglia, have also been freshly upgraded from a janitorial 
role to one of sculpting and maintaining proper circuit function, among other essential responsibilities.4,5 More 
recently, it has been recognized that signaling components commonplace in the immune system are also 
expressed by nervous system cells and underlie important neurological processes.6,7,8 
 
The activation of immune signaling pathways is most frequently associated with the detection of danger or other 
threats to the body. However, recent studies demonstrate that classic immunity-related mechanisms underlie 
many critical everyday processes in the brain. Signaling pathways that have been characterized in immune cells 
in response to pathogens are also utilized by neurons and glia to maintain CNS homeostasis and contribute to 
proper functioning of the brain. The traditional role of microglia, bearing the diminutive name meaning “small 
glue”, has been one of phagocytosing debris. It is now recognized that microglia are critical for the proper 
formation of neuronal circuits and are key regulators of neuronal communication.7,8 Furthermore, there is 
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increasing evidence that perturbations to the immune system during neurodevelopment can have catastrophic 
repercussions and lead to severe lifelong impacts on CNS function.9,10 
 
This review will focus specifically on the role of innate immunity in the developing CNS. It will first give a brief 
overview of the major processes in neurodevelopment. A few of the roles of the innate immune cells of the CNS, 
microglia, in sculpting nervous system assembly will then be introduced. The center point of this review will cover 
the functions of innate immune signaling molecules in setting up a properly functioning CNS. This discussion will 
include the complement proteins, Toll-like receptors, cytokines, chemokines, and inflammasomes. Finally, 
immune activation during gestation and the subsequent innate immune-driven consequences on 
neurodevelopment will be discussed.  
 
 
1.4 A crash course in neurodevelopment 
 
The human brain contains approximately 86 billion neurons and a comparable number of non-neuronal cells, 
known as glia,11,12 and these numbers do not even take into account the spinal cord or peripheral nervous 
system. The cells of the nervous system are exquisitely interconnected and function cooperatively to receive 
inputs from the body periphery and determine an appropriate output. Precise wiring and exact timing of neuronal 
activity are critical for proper neurologic function. The means through which the nervous system is assembled 
and maintained throughout the lifetime of the organism is a remarkable feat. The complexity of the nervous 
system will likely never be entirely comprehended, but recent scientific advances have markedly improved our 
understanding of the specialized cells that, arguably, define an individual. The construction of the nervous system 
involves a complex collection of exceptionally organized and highly dynamic processes of which the 
neurobiological underpinnings are beginning to be delineated.  
 
 
1.4.1 Neural induction and cell genesis 
 
Nervous system development begins soon after conception and continues into early adulthood. During the 
process of gastrulation, epiblast cells differentiate to an epidermal or neural fate, forming an epidermal-neural 
boundary.13,14 BMP4 signaling promotes an epidermal fate to cells, while inhibition of BMP4 (via factors such as 
noggin, chordin, and follistatin) allows for a neural fate.15  As an epidermal fate requires the presence of a positive 
epidermal signal and neural tissues form in the absence of additional signals, a neural fate is considered to be 
the default state.16 This process of neuralization generates neural stem cells which are capable of producing all 
of the types of cells in the nervous system.13  
 
The first distinct neural structure that is formed is the neural tube, which is generated through the process of 
neurulation beginning during the third week of gestation in humans.13 This produces a hollow tube structure, that 
eventually forms brain ventricles and the central canal of the spinal cord, and is lined adjacently with neural 
progenitor cells (NPCs).13 Exposure to local environmental signals progressively restricts the fate of a given cell 
and initiates transcriptional programs specific to given differentiated lineages.17 For example, secreted Sonic 
hedgehog and transforming growth factor (TGF)-β from the neural tube floor plate and roof plate, respectively, 
generate opposing gradients from which combinatorial signals relay dorsal-ventral positional information to the 
cells.18,19 Secreted neural patterning signals like these create gradients from which combinatorial signals dictate 
the expression of transcription factors (TFs). A patterned TF code covering early neural tissue through 
development thus governs cell fate across distinct zones.13,17,20 Convergent signals and gradient changes 
through time integrate to generate the diversity of cell types that compose the nervous system.18,19   
 
The generation of neurons commences mid-first trimester in humans in ventricular zones (VZ) whence these 
cells migrate to their final destinations.13 Neural progenitors cells divide symmetrically to produce additional 
progenitors and asymmetrically to generate differentiated neurons.13,21 A pool of progenitors is retained that will 
later generate glia, thus, a balance between the production of neurons and the preservation of progenitors must 
be maintained. The switch from the genesis of neurons to that of oligodendrocytes and astrocytes (referred to 
here using the catch-all term “gliogenesis”) occurs as a result of altered TF expression patterns. Taking the pMN 
(pre-motor neuron) domain for example, a combinatorial code of secreted factors early on induces the expression 
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of the TFs Nkx6.1, Pax6, Olig2, Ngn1, and Ngn2 which promotes a motor neuron fate.18 Over time, alterations 
to the gradient of secreted factors leads to downregulation of Pax6, Ngn1, and Ngn2 and upregulation of Nkx2.2 
and Sox10 which halts the production of neurons and instead promotes the production of oligodendrocytes.18 A 
similar switch occurs in the p2 domain whereby early signaling dictates pyramidal neuron fate and later signaling 
stimulates a switch to the production of astrocytes.19 
 
The CNS parenchyma is made up of neural cells, vascular cells, and glia. The neural cells derive from the 
previously described phase of neurogenesis during development, and the switch to gliogenesis produces 
astrocytes and oligodendrocytes.19 The final major type of glial cell in the CNS are the microglia, which derive 
not from neural progenitors but instead hail from hematopoietic lineage.22 Hematopoietic precursors give rise to 
tissue resident macrophages through three waves of hematopoiesis, in which the first wave occurs in the yolk 
sac (YS) and the second two waves generate precursors that migrate first to the fetal liver and then to resident 
tissues.23,24 Microglia are tissue resident macrophages that derive from early erythromyeloid precursors (EMPs) 
in the YS and colonize the CNS parenchyma prior to blood-brain barrier (BBB) closure at E13.5.22,25,26 Lineage 
tracing studies have convincingly demonstrated that the majority of adult microglia derive from YS precursors,27 
though recent evidence suggests that a subset of adult microglia also derive from second-wave EMPs.28 
Canonical YS progenitors migrate to the brain and seed the CNS parenchyma beginning at E8.5.27,29 The 
population of microglia in the brain is maintained largely through self-renewal.30 Under certain conditions, 
infiltrating peripheral monocytes derived from the bone marrow may also give rise to brain-resident macrophages 
that can resemble microglia in form and some functions, while also possessing unique transcriptional and 
functional features.24,31  
 
CSF1 signaling is necessary for microglial survival and fate specification during development and in the adult 
CNS.25,27 Expression of CSF1 promotes microglial maturation intrinsically and local environmental signals, such 
as TGF-β, additionally contribute.23,25,26,32 Immature microglia entering the CNS parenchyma display an 
amoeboid morphology until transitioning into a more ramified state around E14.25,26 These changes in 
morphology are also accompanied by altered epigenetic and transcriptional states in maturing microglia.24,33–35 
Regional signals derived from neurons and other CNS cell types contribute to a heterogeneric distribution and 
phenotype of microglia throughout the brain.36,37 Microglia appear to be particularly sensitive to additional cues 
such as hormones and microbiota-derived signals, which further impact their developmental trajectory.33,35,37–39   
 
 
1.4.2 Migration and elaboration 
 
Neurons are produced in distinct proliferative zones and must migrate to their final destinations where these cells 
will remain for the lifetime of the organism. Here, the formation of the cortex will be taken as an example. Cortical 
excitatory neurons are generated in the VZ and migrate into the developing cortex via a process known as somal 
translocation or by climbing up nearby radial glia cells.13,40 These neurons move outward until reaching Cajal-
Retzius cells at the most peripheral edge of the developing brain, a pattern that defines an “inside-out” mode of 
cortical development.13,40 In contrast, many inhibitory interneurons are generated in the ganglionic eminence and 
must migrate tangentially throughout the cortex.13,40 These processes of migration occur throughout the first and 
second trimesters of pregnancy in humans.9 
 
A defining feature of the nervous system is the connectivity between cells that underlies circuit function and 
information processing capabilities. Neurons must undergo significant elaboration of processes during 
development to form these connections, and furthermore, the synapses that form must be productive and 
appropriate. A dense arbor of dendrites must be created onto which axon terminals from communicating cells 
form synapses. Any outgrowth from a neuron is known as a neurite, and the neurite that will become the axon 
of the neuron is known as a growth cone. The growth cone must navigate through a complex environment to 
find its target, which in many cases is far from the cell body. Attractive and repulsive guidance cues signal to the 
growth cone as it extends outward until the target cell is reached.13,41 These guidance cues are typically 
chemotropic molecules which can be secreted from neurons and glial cells to provide positional information.41,42  
 
Once the growth cone arrives at its target, morphological alterations are made to form a synapse onto a dendritic 
spine of the target neuron.13,41 Synaptogenesis involves the formation and strengthening of synaptic connections 
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between neurons and is a process that begins during development but is continued throughout the lifetime of an 
organism. Astrocytes are key mediators of synapse formation wherein astrocyte-derived signals both drive 
neurons to make synapses as well as mature synapses already formed.43,44 Astrocytes and microglia can also 
positively and negatively regulate synapse formation to ensure the proper balance of synaptic connections.43–45 
The level of activity of a given synapse as well as local signals contribute to the strength and durability of that 
connection. Adhesion molecules on the growth cone and dendrite are also involved in mediating target 
recognition and initial synapse formation.46 Synapse assembly requires the formation of pre- and post-synaptic 
densities. Pre-synaptically, synaptic vesicle precursors accumulate and also promote the delivery of vesicle 
docking and fusion proteins to the plasma membrane.46 Post-synaptically, scaffolding proteins such as PSD-95, 
Homer 1c, and Shank2/3 begin to accumulate and neurotransmitter receptors are inserted into the membrane 
and begin to cluster.46 Immature synapses are long, thin, and have a short half-life, whereas mature synapses 
are much more stable.46 Mature spines fall into four recognized categories, including mushroom, branched, thin, 
or stubby.46 
 
 
1.4.3 Refinement 
 
One of the common themes of neurodevelopment is overproduction followed by pruning. First, CNS resident 
cells are overproduced during development following which many undergo cell death to achieve the quantity of 
cells present in the mature CNS.47 An incorrect number of neurons or synapses in any given region of the CNS 
can dramatically alter the proper formation of circuitry. Indeed, the overproduction of cortical neurons can alter 
the balance of excitatory to inhibitory neurons, and this is thought to underlie some of the network dysfunction 
and abnormal behaviors characteristic of neurodevelopmental disorders like autism spectrum disorder 
(ASD).48,49 This process of cell dieback during development is tightly regulated and controlled by a variety of 
mechanisms. One possible means for controlling the number of neurons in a given region is the amount of 
neurotrophic factor available, whereby the level of neurotrophic factor dictates the number of surviving neurons 
such that neurons must compete locally to avoid death.50 Neurons uptake trophic factors into their terminals at 
target zones, and those that fail to receive trophic support undergo programmed cell death, ensuring that each 
target region contains an appropriate number of cells.51 A bidirectional interaction between neurons and glia co-
regulates survival and death. For instance, microglia can influence neuron and astrocyte proliferation by 
secreting regulatory factors (both pro-survival and pro-apoptotic) and microglia can phagocytose intermediate 
precursor cells.42,43 Similarly, neurons require trophic support from nearby astrocytes for survival.42 Moreover, 
programmed cell death of neurons has been shown to influence the infiltration of microglia into the brain 
parenchyma during development.52 
 
Most cell death that occurs during healthy neurodevelopment is programmed, and apoptosis is believed to 
execute most of this neural dieback.47 A critical role for apoptosis as a major cell death mechanism in the nervous 
system has been demonstrated using cell death pathway knockout mice.53–55 Work in recent years has 
uncovered other novel forms of cell death beyond the well-characterized apoptosis and necrosis. Interestingly, 
our studies demonstrate that pyroptosis, a gasdermin D-mediated form of cell death, also contributes to proper 
brain maturation.56 Pyroptosis provides an alternative route of cell death for neural cells that harbor high levels 
of DNA damage, and elimination of the capability to accomplish pyroptosis contributes to brain and behavioral 
abnormalities.56 
 
Like neuronal cells, synapses are also overproduced and must go through a period of refinement. Though 
neuronal activity is not required for synaptogenesis during neurodevelopment, a lack of synaptic activity can be 
associated with synaptic elimination.46 Indeed, the initial number of synapses formed in the developing brain is 
far greater than the number of synapses present in the mature brain; furthermore, synaptic pruning is crucial for 
the proper formation and function of many circuits. A paradigmatic example of this is the necessity of pruning 
retinogeniculate synapses for proper eye-specific segregation.57 Retinal ganglion cells (RGCs) from the retina 
project to the lateral geniculate nucleus (LGN) of the thalamus and form an abundance of synapses with thalamic 
relay neurons during early development.57 The synaptic connections in the LGN have several distinct features, 
one of which is a precise eye-specific segregation whereby projections from each eye form distinct, non-
overlapping territories.57 In order for this segregation to occur, inappropriate synapses are eliminated and failure 
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to achieve proper synapse numbers contributes to circuit dysfunction.57,58 Less active synapses are actively 
eliminated whereas more active synapses are spared and become strengthened.58 
 
Though most of the heavy lifting of neurodevelopment is accomplished prior to birth, several key processes 
continue postnatally. The innate immune system continues to be a pivotal regulator of these postnatal 
developmental processes. Specifically, the previously described dieback mechanisms of cell death and synaptic 
pruning persist until early adulthood.9 Innate immune molecules such as the complement proteins contribute to 
synaptic pruning as will be covered in more detail later.58,59 Synaptogenesis also continues postnatally and is 
especially influenced by astrocyte-secreted factors in the postnatal brain.42,44 Myelination, which begins toward 
the end of embryonic development and persists until adolescence,9 is a well-known mechanism for augmentation 
of neuronal action potential conduction.13 These oligodendrocyte-neuron connections also provide a key 
mechanism by which oligodendrocytes can relay trophic factors and metabolic products to support axonal health, 
as well as present a way for oligodendrocytes to clear K+ and facilitate neuronal membrane repolarization.43 
Finally, neurogenesis and gliogenesis continue to occur throughout life to a limited degree in specialized regions 
of the brain.13 Proliferation in the olfactory bulb and hippocampus contribute to a small but important subset of 
newly generated neurons.13 Innate immune system processes including cytokine production and the complement 
cascade have been shown to regulate adult hippocampal neurogenesis.60–63 Glia also continue to proliferate in 
the adult brain; notably, oligodendrocyte progenitor cells (OPCs) persist and microglia continue to turnover 
throughout adulthood.13 
 
 
1.5 Microglia in the developing brain 
 
Only recently has a true appreciation been gleaned for immune cell function during homeostasis in the CNS. As 
the primary resident immune cells of the brain, microglia have been the innate immune cells most extensively 
characterized in the context of neurodevelopment. Few studies to date have investigated other populations of 
immune cells in the brain during development. Indeed, a limited amount of immune cells infiltrate into the adult 
brain parenchyma under non-inflammatory conditions, though many leukocytes and dendritic cells can be found 
at boundary regions.64 One report found CD11c+ cells (identified as dendritic cells) surrounding ventricles at E16 
and P2,65 while another search for lymphocytes during neurodevelopment found few CD4+ and CD8+ T cells but 
a small population of B-1 cells which were reported to promote OPC proliferation.66 Mast cells are known to 
reside in the adult and developing brain parenchyma and are implicated in many behaviors.67 Mast cells in the 
maturing brain contribute to masculinization and programming of adult sexual behavior.68 Beyond this, whether 
other immune cells are present in the CNS during development and if such cells contribute to neurodevelopment 
remains to be discovered. In contrast, microglia have begun to be quite extensively studied in the context of 
nervous system development and it has become increasingly clear that these cells contribute to nearly every 
aspect of CNS formation. The many important functions that microglia have during neurodevelopment have been 
extensively covered in other reviews and is beyond the scope of the current discussion.1,25,37,42,43,69–72 This section 
will thus provide only a topical overview of certain roles that microglia play during neurodevelopment which have 
been characterized thus far, examples of neurodevelopmental dysfunction that can result when microglia 
function is impaired, and recent work concerning sex biases in microglia during development. 
 
 
1.5.1 Identified roles of microglia in neurodevelopment 
 
The immune functions of microglia are well known but these innate immune cells have essential jobs beyond the 
stereotypical roles as inflammatory mediators. It is becoming increasingly clear that microglia are key 
contributors to CNS development and that disruption of these innate immune cells can contribute to 
neurodevelopmental pathology. Microglia begin to colonize the brain at E8.5 and proliferate in the parenchyma 
then undergo a dieback phase until adult numbers of these brain resident macrophages are reached.69 During 
this time, microglia contribute to diverse and important neurodevelopmental processes (Figure 1).69 Evidence 
suggests that microglia in the developing brain are morphologically and functionally distinct from those in the 
adult brain.25,69 Immature microglia are more amoeboid (a typical characteristic of activated microglia) and have 
unique transcriptional profiles, though are not necessarily classically activated as a less ramified morphology 
might imply.25,69 Microglia follow a stepwise developmental program that has been demonstrated to be highly 
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sensitive to environmental perturbations.33,73 Local or systematic changes in the signaling milieu may contribute 
to altered microglia development and promote neurodevelopmental pathology.33 For example, 
lipopolysaccharide (LPS) treatment has been shown to accelerate male microglia development.35  
 

 
Figure 1.1. Microglia influence a number of neurodevelopmental processes.  

Population control: microglia phagocytose immature neurons in proliferative regions, directly promote cell death (via the release of reactive oxygen species 
(ROS) and nerve growth factor (NGF)), and support cell survival (via the secretion of pro-survival molecules such as growth factors and cytokines). Neurite 
maturation: microglia promote synaptogenesis, influence neurite outgrowth and regulate axon tract fasciculation through secreted factors. Glial 
differentiation and myelination: microglial-derived factors support oligodendrocyte and astrocyte differentiation, and microglia can influence myelination. 
Angiogenesis: microglia associate with vasculature and influence angiogenesis via yet to be determined secreted factors. Influence on neural progenitor 
cell (NPC) pool: microglia influence the size of the NPC pool by secreting factors that promote their proliferation and by directly phagocytosing NPCs and 
oligodendrocyte precursor cells (OPCs). Nitric oxide-releasing microglia can promote the switch from neurogenesis to astrogliogenesis, thereby influencing 
the ratio of neurons to glia. Synaptic pruning: microglia eliminate inactive synapses. Phosphatidylserine (PS) and complement components (C1q and C3) 
tag unnecessary synapses and act as ‘eat me’ signals when recognized by microglia phagocytic receptors. Active synapses are protected by CD47 which, 
when recognized by SIRPα on microglia, acts as a ‘don’t eat me’ signal. 
 
 
Microglia are not distributed uniformly in the developing brain but associate more densely with zones that, 
presumably, require microglia support. For instance, microglia are found near blood vessels in the developing 
brain and it has been demonstrated that microglia contribute to angiogenesis during neurodevelopment (Figure 
1). Secreted factors released from microglia have the ability to stimulate sprout formation and branching of 
vasculature.74,75 Microglia are found in the VZ where they have been shown to regulate cell genesis (Figure 1). 
The title of professional phagocytes is merited for microglia, as these cells engulf a broad array of substances 
during development including live cells, apoptotic cells, debris, and synapses.25,42,58,76 Microglia are commonly 
found nearby dead cells whereby microglia-mediated clearance of apoptotic bodies is crucial for modulating the 
environment.25,42,76 Microglia actively phagocytose NPCs during developmental and adult neurogenesis to 
control the size of the progenitor pool (Figure 1).77 Microglia can also directly induce cell death independent of 
phagocytosis via secretion of noxious factors such as reactive oxygen species (Figure 1).78,79 In contrast to these 
negative functions for controlling cell numbers, microglia can also actively promote neuron survival by secreting 
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trophic factors and cytokines (Figure 1).80,81 Microglia also support astrocyte and oligodendrocyte differentiation 
and can stimulate myelination (Figure 1).82,83 
 
The frequent association of microglia with immature axons and spines supports the function of these cells in 
neurite growth, guidance, and pruning. Microglia are involved in modulating axon outgrowth and axon tract 
fasciculation, demonstrating an important role for these cells in neurite development (Figure 1).84,85 Preliminary 
evidence suggests that microglia may also be able to directly promote synaptogenesis as well as remodel 
presynaptic features to alter synapse function (Figure 1).86–90 It has now become well documented that 
microglia are key mediators of circuit wiring and plasticity on account of actively contributing to synaptic 
pruning (Figure 1).91–93 Microglia engulf dendritic spines and axon terminals via recognition of “eat me” signals 
expressed by weak or otherwise unnecessary processes.91,93–97 This functional role for microglia in synaptic 
refinement and plasticity demonstrates a crucial ability for these cells to sculpt neuronal circuitry and therefore 
to modulate network function.71,72,98 These roles for microglia are by no means a comprehensive list, moreover, 
undiscovered functions of microglia in shaping neurodevelopment certainly remain. 
 
 
1.5.2 Microglial dysfunction and neurodevelopmental disorders 
 
As microglia contribute to such a broad spectrum of neurodevelopmental processes, it does not come as a 
surprise that proper microglial function is necessary for brain development and that abnormalities in 
developmental microglia programs can contribute to neuropathology. Mounting evidence suggests that microglia 
abnormalities exist in ASD and might act as a driving force or precipitating factor for this neurodevelopmental 
disorder.99 A meta-analysis of transcriptomic datasets across psychiatric conditions identified enrichment for 
microglia and pruning-related modules in patients with ASD.100 Microglia in the brains of autistic individuals show 
evidence of residing in a more activated state, characterized by an ameboid morphology and excessive cytokine 
production.101–105 Interestingly, similar microglia dysfunction has also been observed post-mortem in the brains 
of individuals with schizophrenia.106,107 Various behavioral abnormalities, such as autistic-like obsessive-
compulsive behaviors and social impairments, have been attributed to neurodevelopmental microglial 
dysfunction.108–111 
 
Immune activation during neurodevelopment has been increasingly linked to various cases of neurologic 
dysfunction. For example, maternal immune activation (MIA) has been shown to alter offspring microglial 
development and contribute to behavioral abnormalities.112,113 The nervous system is highly vulnerable to 
environmental perturbations during development and heightened inflammatory conditions may contribute to the 
pathology of certain neurodevelopmental disorders. Pre- and postnatal environmental stressors can induce 
altered microglia morphology which is associated with various aberrent behaviors.112–116 Abnormal immune 
activity during development has been shown to be a contributing factor for an altered trajectory of microglia 
development,35 which in turn might disrupt microglia-mediated neurodevelopmental processes. This will be 
covered in greater detail later in this review.  
 
It is conceivable that any neurodevelopmental process to which microglia contribute may be impaired in cases 
of abnormal microglia development. One major contributing factor to cultivation of neurodevelopmental disorders 
might be impaired synaptic pruning by microglia during development. A transient reduction in microglia during 
the synaptic pruning phase of postnatal development is associated with impaired neurotransmission, circuit 
connectivity, and autistic-like behaviors.108 Furthermore, microglia-like cells derived from individuals with 
schizophrenia have a higher rate of synaptic phagocytosis, suggesting that abnormal synaptic pruning by 
microglia might also contribute to the pathology of schizophrenia.117 Beyond this, faulty microglia may underlie 
persistent neuropathology whereby homeostatic processes in the brain controlled by microglia are disturbed as 
a result of impaired microglia development. Moreover, immune-induced developmental microglia alterations 
might act as a primer whereby immune challenge later in life acts as a second hit to precipitate adult microglial 
dysfunction and promote neurologic disease. Altogether, these studies provide evidence for a causal link 
between microglia dysfunction and neurodevelopmental disease but mechanistic work investigating the 
particular circumstances in which this occurs as well as the specific neurobiological underpinnings is needed for 
a more complete understanding. 
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1.5.3 Sex differences and microglia 
 
Sexual dimorphism exists in both the immune system and the nervous system. In general, the female immune 
response is stronger than the male response. For example, females typically display faster pathogen clearance 
but increased susceptibility to autoimmune disease.118 Sex differences in the brain are abundant, ranging from 
differences in cell number in certain brain regions to alternate use of signal transduction pathways.119 As 
illustrated by this review, the nervous and immune systems are intimately connected and the neuroimmune 
environment during development has its own sex-specific features. Indeed, microglia display their own stark sex 
differences both during neurodevelopment as well as in the adult brain.120–122 Understanding sex differences in 
microglia may contribute to an improved understanding of sex-biased neurodevelopmental disorders.  
 
The process of sexual differentiation begins during embryonic development and is characterized in male 
offspring by a surge in male hormone production which abrogates feminization.119 Hormones contribute to 
differential developmental trajectories between the sexes, functioning primarily by binding cognate receptors to 
regulate gene transcription.119 Chromosome complement is also an augmenting factor for sexual differentiation, 
whereby females lack Y chromosome genes and also may express different levels of X chromosome genes 
compared to their male counterparts.119 Immunocompetent cells in the brain respond to sex hormones and many 
display sex differences. Here, a few of such sex-specific features in relation to microglia will be discussed. Two 
recent reviews cover sex differences in microglia during brain development in greater depth.121,122 
 
Microglial cells have sex-specific features and also directly contribute to the wiring of sex-specific neural circuitry 
in response to sex hormones. Sex influences the developmental trajectory of microglia which contributes to 
dimorphic functions.35 Males and females differ in terms of microglia number, distribution, maturation, 
morphology, reactivity, and transcriptional state throughout development and into adulthood.35,123–125 Baseline 
sex differences in immune signaling has also been reported at different developmental timepoints in certain brain 
regions, such as disparities in the expression levels of cytokines, chemokines, and other inflammatory 
mediators.126 These differences in signaling molecules could stem from the aforementioned variations in 
microglia number and reactivity, and might also be a contributing factor to these differences. Either way, such 
sex-specific features of innate immunity in the brain exist during neurodevelopment and these contribute to 
dimorphic behaviors.  
 
Microglia contribute to sex-specific circuit wiring to organize dimorphic behaviors. In one classic example of this, 
microglia in the medial preoptic area (mPOA) are essential contributors to spine patterning that underlies the 
generation of male-specific behaviors.119 The male mPOA has a greater density of microglia that are more 
activated, which produce heightened levels of prostaglandin E2.127 The male mPOA also has a greater density 
of mast cells, which secrete histamine that promotes microglial production of prostaglandins.68 The prostaglandin 
E2 promotes dendritic spine formation, such that a greater spine density in the mPOA programs male-specific 
sexual behaviors.127 Correspondingly, the loss of microglial function during this developmental stage abrogates 
the development of male copulatory behaviors.110,127 Brief temporary depletion of microglia during this critical 
postnatal period also contributes to sex-specific changes in stress response.128 A similar process underlies the 
wiring of sex-specific social behavior, whereby complement-mediated microglial pruning of dopamine receptors 
in the nucleus accumbens shapes male-specific changes in behavior.129  
 
Many neurologic disorders have apparent sex bias in prevalence, severity, disease progression, and outcome, 
and this is no different for neurodevelopmental disorders. The sex differences observed during development in 
microglia might be critical for understanding such disparities in disease between the sexes. For instance, ASD 
is four times more prevalent in males than in females,130 and it stands to reason that sex-specific features in 
microglia might partially explain this disparity. Indeed, ASD risk genes are not necessarily expressed at different 
levels in male compared to female brains, but microglia markers are significantly enriched among genes over-
represented only in the male autistic brain.131 Mounting evidence suggests that environmental stressors are 
precipitating factors for developing ASD and that microglia are particularly vulnerable to such influences;132,133 
therefore, sex-specific microglial responses to early life insults may contribute to sex bias in neurodevelopmental 
disorders. Emerging evidence suggests that environmental insults and subsequent neuroinflammation during 
early development can contribute to neurologic dysfunction, and microglia may be one contributing link. For 



 16 

instance, prenatal exposure to diesel exhaust has been shown to predispose offspring to weight gain and 
increase susceptibility to cognitive dysfunction134,135 and is also associated with altered microglia development 
and long-term function in a sex-specific manner.115 Another example of differential sex responses of microglia to 
environmental perturbations was recently demonstrated wherein the absence of maternal microbiota lead to sex-
specific changes in microglia development, including transcription profile and colonization dynamics.39 In 
summary, microglia display overt baseline sex differences and respond differently to environmental perturbations 
during development, which might provide an understanding for sex bias in certain neurodevelopmental disorders. 
 
 
1.6 Homeostatic functions of innate immune signaling in the developing CNS 
 
 
The previous discussion highlighted that immune cells are present in the CNS during early development and are 
critical regulators of proper nervous system formation and function. Beyond immune cells, molecules used for 
innate immune signaling are also present in the developing and mature CNS and are expressed by all brain 
resident cells. These proteins were first characterized in the immune system but have recently been shown to 
play integral functional roles during CNS development. Innate immune molecules contribute to diverse 
neurodevelopmental processes including neurogenesis and gliogenesis, cell migration, regulation of cell 
proliferation and survival, neurite outgrowth, synaptogenesis, synapse elimination, and more. Many of these 
molecules are found to be dysregulated in neurodevelopmental disorders, emphasizing the functional importance 
of innate immune signaling for proper nervous system formation and homeostatic operation. 
 
 
1.6.1 Complement 
 
The complement system, comprised of an intricate web of pathways, has been extensively characterized as a 
key platform for host defense against invading organisms. The primary roles of complement in host protection 
are opsonization, recruitment of leukocytes, initiation of inflammation, and direct lysis of foreign microbes; thus, 
complement acts as a first line of defense as well as a bridge between innate and adaptive immunity.136 
Complement further underlies many diverse immunological processes on its own, including the clearance of 
immune complexes and debris, discrimination between healthy and apoptotic or foreign cells, angiogenesis, 
mobilization of hematopoietic cells, regenerative processes, and more.136,137 Complement proteins can be 
membrane-bound or circulate throughout the body as inactive zymogens. Binding of inactive complement 
proteins to surface structural motifs triggers proteolytic cleavage and the activation of downstream signaling 
events.138 
 

 
Beyond peripheral inflammation, complement has also been implicated in many different states of brain 
dysfunction with inflammatory pathology, including but not limited to meningitis, traumatic brain injury, stroke, 
and neurodegenerative diseases such as Huntington’s disease, Alzheimer’s disease, and Parkinson’s 
disease.139,140 The majority of complement proteins are produced by the liver.141 The brain is protected by the 
BBB, the arachnoid barrier, and the blood-CSF (cerebrospinal fluid) barrier at the choroid plexus which altogether 
limit immune cell infiltration and plasma protein influx under homeostatic conditions.142 Inflammatory conditions 
in the brain are associated with barrier leakage which might account for the roles of complement in diseases 
characterized by such immune infiltration; however, two decades ago complement proteins were identified in the 

Box 1: Complement. In the periphery, complement can be activated along three arms, the alternative, lectin, and classical pathways, all of which 
generate a C3 convertase. The alternative pathway is constitutively active at low levels through constant spontaneous hydrolysis of soluble C3. This 
leads to downstream cleavage events which ultimately produces a membrane-bound C3 convertase made up of C3b and Bb proteins.139 The lectin 
pathway is activated by mannose-binding lectin binding to foreign carbohydrate motifs, which stimulates the cleavage of MASP1 and MASP2.140 The 
classical pathway requires antibody production and is initiated by antibody-antigen interaction triggering C1q-mediated cleavage of C1r and C1s.138 
The initiation of the lectin and classical pathways triggers the cleavage of C2 and C4 into C2a/C2b and C4a/C4b, respectively, of which C2a and C4b 
together form another form of a membrane-bound C3 convertase. All of the pathways converge at the formation of a C3 convertase, which cleaves 
C3 into C3a and C3b, of which C3a acts as an anaphylatoxin to promote inflammation and C3b can act as an opsonin. Binding of C3b to the C3 
convertase generates a C5 convertase, which cleaves C5 into the anaphylatoxin C5a and C5b. C5b can initiate the formation of the membrane attack 
complex, comprised of C6, C7, C8, and C9, which is responsible for direct lysis of the target cell.136 CNS resident cells express all of the complement 
components C1-C5 and low levels of components of the membrane attack complex (namely, C6-C9).141 Evidence that each of these three of these 
complement arms are active, at least in part, in the CNS will be discussed below.   
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brain even under healthy conditions.143,144 It is now known that CNS-resident cells are capable of synthesizing 
select complement proteins and receptors with varying levels across developmental ages and often diminishing 
levels through maturation, and more recent work has shown that complement plays a role in the brain during 
homeostasis.139,140,145,146,58,147 Microglia and cultured astrocytes are high expressors of complement, with 
astrocytes expressing all of the complement components C1-C9 and microglia expressing C1-C4.148 Microglia 
and astrocytes also both express the complement receptors CR2, C3aR, and C5aR, and microglia are the sole 
CNS resident cells expressing CR3.148 Oligodendrocytes and neurons are also capable of expressing all of the 
complement components C1-C9, though to a lesser extent than that of astrocytes and microglia.148 In peripheral 
tissues, inhibitors of complement (such as factor I, factor H, CD46, and CD55) are essential to protect against 
unwanted damage to healthy tissue.136,138 Surprisingly, most CNS neurons express very low levels of 
complement inhibitors, which would appear to make these cells vulnerable to complement-mediated 
destruction.149,150 This neuronal sensitivity to complement highlights the importance of characterizing the time 
and location in which complement proteins are synthesized in the brain during development, as well as which 
cells express complement receptors.  
 
Neurogenesis 
 
It is known that complement plays a role in cell proliferation and regeneration in various tissues,140 and it has 
since been demonstrated that complement also functions in neurodevelopmental neurogenesis as well as during 
the production of new neurons in adult neurogenesis. For instance, signaling through C3aR mediates adult 
neurogenesis in the dentate gyrus and olfactory bulb.151 Further, C3d signaling through CR2 has been shown to 
inhibit NPC proliferation in the adult hippocampus, and this was not dependent on C5aR.60,152 These findings 
prompt the question of larger role for complement signaling during developmental neurogenesis. One 
developmental study found that inducing C3aR and C5aR signaling with respective agonists promotes granule 
neuron proliferation in the cerebellum.153 Interestingly, the induction of C5aR signaling induces caspase-3 
activation in developing Bergmann glia, which has been reported to promote differentiation rather than 
conventional apoptosis in these cells.153,154  
 
Beyond a putative role in neurogenesis, there have been preliminary reports describing a role for complement 
proteins in neuroprotective processes. The application of C1q, but not of C3a or C5a, to cultured primary cortical 
neurons was found to modulate various signaling pathways which ultimately promoted neuronal survival.155 
Furthermore in cultured granule neurons, C5aR agonism was found to inhibit caspase-3 activation during serum 
deprivation.156 These protective mechanisms warrant further investigation as such signaling might promote the 
preservation of some cells during the neurodevelopmental cell pruning phase.  
 
Migration    
 
The successful migration of a neuron to its final destination is essential for proper circuit formation. Conventional 
teaching states that this process is largely guided by chemotrophic factors. In a non-canonical mechanism of 
migration, the lectin arm of the complement pathway has the ability to mediate neuronal migration in the 
developing cortex.157 The proper migration of immature neurons from the VZ to the cortical plate is dependent 
on C3, MASP1, and MASP2.157 Furthermore, the anaphylatoxin receptors C3aR and C5aR may also be involved 
in this process, as pharmacological activation of either of these receptors was sufficient to rescue migration 
deficits induced by the downregulation of C3 or MASP1/2.157 Interestingly, C3aR agonism on its own has been 
demonstrated to enhance cell motility.153 However, the loss of either C3aR or C5aR did not result in obvious 
migratory deficits in cerebellar granule cells as measured in one study.153 This suggests that these anaphylatoxin 
receptors are not essential for guiding neuronal migration, but possess the ability to do so, perhaps under 
conditions of inflammation. The endogenous ligands capable of driving this process have yet to be identified. 
 
Collective migration is an important mechanism by which a group of cells moves from its birth site to its target 
zone together during neurodevelopment. It has been demonstrated that neural crest cells co-express C3a and 
its receptor C3aR, and that this interaction underlies co-attraction of neural crest cells to promote collective 
migration.158 C3a has also been shown to modulate SDF-1a-induced NPC migration in vitro, although it is not 
solely responsible for promoting migration in this setting.159 This study also presented preliminary evidence that 
C3a modulates the fate decision of NPCs wherein C3a on its own promotes NPC differentiation into neurons.159 
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Furthermore, C3a was not sufficient to induce any changes in proliferation or survival of the NPCs, suggesting 
that it does not operate as a growth factor.159  
 
Synaptic pruning  
 
A landmark study over a decade ago was the first to demonstrate the role of complement in the pruning of 
unwanted synapses during development.160 C1q localizes to RGC synapses in vivo in the LGN which tags these 
synapses for elimination (Figure 2). Microglia engulf C3-tagged synapses in a manner dependent on neuronal 
activity and microglial expression of CR3 (Figure 2).91 Developing astrocytes produce the cytokine IL-33 which 
recruits microglia to synapses that must be eliminated and promotes engulfment (Figure 2).161 Mice deficient in 
C1q, C3, or C3R fail to undergo proper circuit refinement that is necessary for eye-specific segregation.91,94,160  
Indeed, microglial phagocytosis of unwanted synapses is crucial for proper circuit formation in the developing 
postnatal brain.91,92 For instance, recordings in young mice with microglia that cannot properly communicate with 
neurons (Cx3cr1-/-) illustrated immature synaptic connections and a delay in the maturation of synaptic 
plasticity.92 
 
Early work demonstrated that the presence of astrocytes induces the upregulation of C1q in neurons.160 A follow 
up report showed that astrocytic release of TGF-β was necessary and sufficient to induce RGC C1q expression, 
and that blocking TGF-β signaling abolished microglia-mediated synaptic pruning in the LGN and impaired 
proper eye-specific segregation.94 Astrocytes are also able to directly engulf C1q-tagged synapses via MEGF10, 
a known C1q receptor, and MERTK, which is known to function in the phagocytic clearance of dead cells via 
recognition of extracellular phosphatidylserine (PS) (Figure 2).162,163 The finding that these phagocytic receptors 
typically utilized for the clearance of dead cells raises the possibility that synapses might use “eat me” signals 
similar to that of dead cells in order to recruit and promote glial phagocytosis.  
 
It is indeed likely that local apoptotic-like mechanisms regulate the removal of complement-tagged synapses, as 
C1q-labeled synaptosomes are associated with caspase-3 and annexin V (Figure 2).164 Diminished neuronal 
activity leads to higher levels of synaptic C1q and elevated caspase-3 cleavage, suggesting that neuronal 
apoptotic-like signaling aids microglial-mediated process removal of complement-tagged synapses.164 The 
caspase-mediated apoptotic cascade results in the transfer of PS from the inner to the outer leaflet of the plasma 
membrane (Figure 2).165,166 Intriguingly, newly published work and pre-print articles demonstrate that neuronal 
synapses to be pruned expose PS which acts as an “eat-me” signal for microglial phagocytosis.95,97,167 Pushing 
the system by forcing continuous PS exposure on neurons leads to specific elimination of inhibitory post-synaptic 
terminals.97 Neuronal PS can be recognized by microglia via both the phagocytic receptor TREM2 and an 
alternatively spliced isoform of the adhesion G-protein coupled receptor GPR56 (Figure 2).95,167 Interestingly, the 
loss of C1q leads to an increase in synaptic PS but a decrease in microglia-mediated synaptic pruning during 
development,95 suggesting that PS acts as a common signal in microglial phagocytosis of synapses along 
multiple pathways. An explanation for how the decrease in one “eat-me” signal leads to the elevation of another 
is lacking, as the precise link between these two pathways has yet to be worked out. 
 
Beyond its role in the developing LGN, complement-mediated synaptic pruning has also been implicated in the 
proper elimination of excitatory synapses in the neocortex during development.168 Pyramidal neurons in mice 
deficient in C1q have more excitatory inputs, and this is associated with the generation of spontaneous and 
evoked epileptiform activity which underlies absence seizures in C1q-deficient mice.168 It is likely that 
complement-mediated synaptic pruning plays distinct roles in different brain regions across development, but 
thorough studies have yet to be conducted. Though baseline levels of complement proteins are much lower in 
the adult brain,160 complement has also been shown to be involved in the reorganization of synapses even in the 
mature brain, truly exemplifying the versatility of the system.169,170 Moreover, hyperactivation of the complement 
system has been linked to many neurodegenerative disorders, as heightened microglial phagocytosis of 
complement-tagged synapses might account for aberrant synapse elimination associated with disease 
progression.58  
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Figure 1.2. Phagocytic signaling underlies synaptic pruning 

IL-33–ST2 signaling promotes synapse engulfment in the spinal cord and thalamus. Complement proteins (C1q, C4 and C3) are thought to mark synapses 
for elimination in the lateral geniculate nucleus. Astrocytes can release TGFβ to upregulate C1q on neurons. The recognition of C1q by MEGF10 is 
associated with astrocyte-mediated synapse elimination while CR3 recognition of C3 is associated with microglia-coordinated synapse phagocytosis. 
Complement-mediated synapse elimination can be limited by sushi repeat-containing protein SRPX2 binding of C1q. C1q-tagged synapses are also 
associated with caspase-3 and increased extracellular phosphatidylserine (PS). The phagocytic receptors GPR56, MERTK and triggering receptor 
expressed on myeloid cells 2 (TREM2) are thought to recognize extracellular PS and promote synapse elimination. 
 
 
Another well-characterized mechanism that plays a role in limiting microglia-mediated synapse phagocytosis 
consists of signaling through the receptor CD47 and its ligand SIRPα.171 Neuronal CD47 acts as a “don’t eat me” 
signal recognized by microglial SIRPα and is specifically upregulated on more active synapses during 
development (Figure 1). The removal of CD47 from less active synapses serves as an additional signal for 
pruning. Synaptic pruning is an essential process for sculpting a properly functioning nervous system and has 
been extensively studied, though delineation of the details remains to be accomplished. Notably, glia play a 
critical role in this process by utilizing these complement-related mechanisms, among many others. These topics 
have been reviewed extensively elsewhere,172,173 thus, the discussion of synaptic pruning here will be limited 
simply to the role of the complement system. Finally, recent studies have demonstrated that homeostatic CNS 
complement activation is also intertwined with other innate immune signaling pathways including neuronal 
pentraxins and major histocompatibility complex molecules.  
 
The importance of proper complement-mediated synapse control is highlighted by the association between 
disturbances in complement and neurodevelopmental disorders. A risk for schizophrenia is associated with 
certain C4 risk alleles which tend to produce heightened levels of C4.174 Deposition of C4 may promote increased 
synapse elimination by microglia and promote neuropathology of schizophrenia.117,174 Certain alleles of 
complement control-related genes have also been identified as risk factors for schizophrenia.175 Evidence for 
complement-mediated pathogenesis is also found in ASD. Elevated serum C1q levels have been reported in 
children with ASD,176,177 and C4 risk alleles as well as decreased plasma C4B levels have been associated with 
ASD.178–180 These links suggest that complement dysfunction may contribute to neurodevelopmental disorder 
pathology, presumably through dysregulated complement-mediated synapse elimination. 
 
 
1.6.2. Toll-like receptors 
 
Toll-like receptors (TLRs) are a class of receptors that recognize structural motifs common to invading pathogens 
and initiate signaling cascades that promote pathogen eradication.181–183 Work over the past two decades has 
revealed unconventional roles for TLRs in the development of the nervous system.184–188 It is known that TLRs 
are expressed by microglia and NPCs during neurodevelopment,189 and by microglia, astrocytes, 
oligodendrocytes, and neurons in the adult CNS.190,191 TLR1-9 are expressed in the developing brain in 
temporally and spatially distinct patterns.189 Microglia express a full repertoire of TLRs and utilize such PRR-
mediated signaling to respond to pathogenic and other damaging insults to the CNS.184,192 Meanwhile, other 
CNS cell types only express select TLRs with differing levels throughout development and into adulthood.184 It 
is now well accepted that non-immune cell types participate in immune responses to pathogens, and various 
instances of neuronal TLR function in response to CNS infection or injury have been uncovered.193–200 The 
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function of glial TLRs in health and disease have been reviewed elsewhere,187,201–205 as well as the function of 
neuronal TLRs in pathogenic conditions.187,201,205 Here, the focus will be on physiological functions of TLR 
signaling in neurons during CNS development. The functions of neuronal TLRs are beginning to be elucidated, 
and surprisingly, many roles for TLR signaling unrelated to PAMP/DAMP signaling have been uncovered. 
 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                            
Neurogenesis 
 
TLRs classically recognize patterns associated with pathogen infection; however, it remains possible that novel 
endogenous ligands could activate these receptors during nervous system development. Extracellular TLR2 can 
be activated by multiple different PAMPs and DAMPs, mostly derived from bacteria, as a homodimer or as 
heterodimers with either TLR1 or TLR6.206,207 Intracellular TLR3 is activated by dsRNA, for instance, derived 
from viruses.206,207 It has been demonstrated that TLR2 and TLR3 are expressed in highly proliferative regions 
of the developing cortex and act to negatively regulate NPC proliferation in these zones.208,209 Activation of TLR2 
signaling by injecting embryonic brains with TLR2 agonists arrests NPCs in M phase and significantly reduces 
the number of actively dividing cells.208 Though this data might suggest a mechanism by which brain growth 
could be stunted during embryonic infection, it has been shown that Tlr3-/- mice have a significantly greater 
number of progenitors expressing markers of active division, indicating that TLR3 might possess roles in 
homeostatic brain development in the absence of a pathogen.209 These studies provide evidence that at least 
TLR3 has important homeostatic roles to limit NPC proliferation; nevertheless, ligands able to drive these effects 
have yet to be identified. Interestingly, soluble CD14, a well-characterized co-receptor for TLR2 and TLR4,210 
has been identified as a TLR2 ligand in the CNS,211 raising the possibility that it could function as an endogenous 
ligand during CNS development.  
 
TLR4 has been shown to act in a similar manner in restricting RPC proliferation in the developing retina.212 
Extracellular TLR4 classically recognizes bacterial LPS,206,207 but during development TLR4 deficiency increases 
RPC proliferation while TLR4 overexpression inhibits some RPCs from dividing.212 TLR4 appears to tune the 
responsiveness of RPCs to growth factor-induced proliferation, as deficiency in TLR4 enhances the number of 
RPCs induced to divide following growth factor administration in vitro.212 It has been suggested that TLRs act to 
regulate fate decisions of dividing progenitors in the developing brain, and therefore help dictate the balance of 
cell types in the adult brain. For instance, it has been shown that a deficiency in TLR4 fails to restrict RPC 
proliferation which ultimately leads to a greater number mature neurons, independent of changes in apoptosis.212 
Again, the endogenous ligands mediating these effects have yet to be identified, but certain candidates exist. 
For example, gangliosides and heat shock proteins have both been demonstrated to act as TLR4 ligands in the 
CNS.213,214 
 
The exact mechanisms underlying the ability of TLRs to limit progenitor proliferation in the developing brain are 
still poorly described. However, studies in the adult brain have shed light on what the neurodevelopmental 
process might entail. One study found that MyD88-dependent PKCα/β activation of NFκB signaling regulated 
TLR2- and TLR4-mediated NPC proliferation and differentiation during hippocampal neurogenesis.215 
Furthermore, the TLR4 pathway was able to operate in a manner independent of MyD88 via IKK phosphorylation 
and activation of the transcriptional factor IRF3.215 This is consistent with the operation of these signaling 
pathways in immune cells in response to PAMPs.  
 
Cell dieback 

Box 2: Toll-like receptors. Due to their ability to respond to such molecular patterns, TLRs are considered to be pattern recognition receptors (PRRs), 
a broader class of sensors that recognize pathogen-associated molecular patterns (PAMPs) and damage-associated molecular patterns (DAMPs).185 
PAMPs are pathogen-specific molecular signatures; for instance, bacterial LPS, dsRNA, unmethylated CpG DNA, flagellin, and peptidoglycans are all 
classified as PAMPs.187 DAMPs are molecules associated with danger/damage which typically derive from the host; for instance, ATP, cytosolic DNA, 
and hyaluronan are all considered to be DAMPs.188 There have been 10 human (TLR1-TLR10) and 12 mouse (TLR1-9, TLR11-13) TLRs identified to 
date which recognize intracellular or extracellular PAMPs and DAMPs as homo- or heterodimers along with co-receptors or accessory molecules.185 
Extracellular TLRs (TLR1, TLR2, TLR4-6, and TLR10) localized to the cell surface primarily recognize motifs common to the outside of a pathogen, 
whereas intracellular TLRs (TLR3, TLR7-9, and TLR11-13) localized to internal compartments of cells typically recognize nucleic acids.185 TLRs signal 
with the aid of an adaptor molecule containing a TIR (Toll/IL-1 receptor) domain, such as MyD88 which is used by nearly all TLRs.184 Association of 
MyD88 with a TLR recruits a kinase of the IRAK (interleukin-1 receptor-associated kinase) family, which then activates TRAF6 and downstream 
signaling that ultimately initiates the activation of transcription factors.184 Such transcription factors include AP-1 and NFκB, which initiate the 
transcription of pro-inflammatory genes such as inflammatory cytokines and type I interferon (IFN) signaling components.184,185 MyD88-independent 
signaling can also occur in the case of TLR3 and TLR4, which utilize TRIF and ultimately can activate AP-1 and NFκB, in addition to the transcription 
factor IRF3, to transcribe pro-inflammatory genes.184,185                
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Various intracellular TLRs have been implicated in the regulation of neuronal death,216–219 an important process 
for the proper sculpting of neuronal circuits during development. TLR8 is expressed in the developing brain and 
localizes specifically to neurites and axons.216 Stimulation of TLR8 in primary cortical neurons can promote 
apoptosis via a mechanism that is independent of the canonical MyD88-MAPK-NFκB signaling cascade utilized 
by immune cells. Instead, the mechanism might involve the downregulation of IκBα and IRAK4.216 In another 
possible signaling pathway, dual activation of endosomal TLR7 and TLR9 recruits the TLR adaptor SARM1 to 
mitochondria, which promotes the accumulation of damaged mitochondria in neurites and ultimately apoptosis.220 
Beyond this, TLR7 can be activated by the neuronally-produced miRNA Let7b, which leads to cell death 
dependent on MyD88 signaling.221 This process was shown to occur in the adult brain to cause 
neurodegeneration,221 but it demonstrates the principle that endogenous RNAs could activate TLR signaling 
during healthy neurodevelopment.  
 
Another mechanism that might utilize the TLR signaling cascade to regulate neuronal survival involves the 
MyD88 family protein, MyD88-5, which is expressed primarily in neurons of the developing brain and not in 
immune cells.222 MyD88-5 associates with mitochondria and recruits JNK3 to the mitochondrial compartment in 
response to hypoxia and glucose deprivation.222 JNK3 has previously been characterized to promote apoptosis 
by inhibiting anti-apoptotic proteins and promoting pro-apoptotic protein effector functions.223–227 As both TLR8 
and MyD88-5 are expressed in healthy developing brains, it raises the possibility that these two proteins have 
the capability to promote the survival of developing neurons along separate pathways; however, functional in 
vivo studies to demonstrate this have not been conducted to date.  
 
Neuronal morphology 
 
Physiological roles for TLRs that recognize patterns specific to pathogens may be difficult to ascertain; however, 
some TLRs recognize patterns associated with host cells in addition to pathogens. For instance, TLR7- and 
TLR8-mediated recognition of ssRNA can act to alert host cells of danger but might also provide a mechanism 
that could be co-opted for homeostatic reasons. TLR8 has been shown to localize to axons and neurites of 
immature neurons,216,228 placing it in an appropriate position to potentially regulate the dynamics of these 
structures during the critical neurodevelopmental phases of target selection and synaptic formation. Indeed, 
activation of TLR8 in vitro leads to a reduction in neurite outgrowth that would typically be observed in freshly 
cultured neurons, along with an increase in spine density, while axonal growth is not impacted.216,228 
Hippocampal neurons of Tlr7-/- mice have more complex dendritic architecture compared to TLR7-sufficient 
mice,229 suggesting that TLR7 is necessary for achieving proper dendritic pruning in some neurons during CNS 
development. Interestingly, this effect was observed at P7 in the hippocampus, but not in the cortex at any time 
points evaluated nor at P21 in the hippocampus.229 These results suggest that TLR7-mediated neuronal 
morphology control is region- and time-dependent and that other mechanisms may compensate at later time 
points for the loss of this process.  
 
It has been shown that TLR7 and TLR8 are able to recognize host-derived ssRNAs. These TLRs are able to 
activate in response to endogenous miRNAs in various processes that contribute to diverse aspects of neuronal 
function.221,229–232 miRNAs exert their effects by restricting the translation of their target mRNAs, which can occur 
cell non-autonomously via exosome release or cell-autonomously.233,234 In the cell non-autonomous case, 
neighboring cells may take up released exosomes, allowing miRNAs to inhibit target translation via cellular 
transfer.234 Multiple miRNAs, such as MiR21, MiR29, and members of the Let7 family, have been shown to be 
recognized by neuronal TLRs and regulate various neuronal functions such as the induction of cell death or 
production of action potentials.221,229,231,232 The ssRNA-sensing, neuronally-expressed TLR7 is activated by the 
endogenous miRNAs Let7c and MiR21 during postnatal periods of circuit sculpting.229,235 This activation results 
in a restriction of dendritic outgrowth via a classic immune system MyD88-cFos-IL-6 signaling pathway.235 TLR-
mediated activation of MyD88 can lead to the expression of the immediate early gene, cFos, and cytokines like 
IL6 as a result of the activation of transcription factors such as NFκB and AP-1.236 The data presented in this 
study suggest that IL-6 can act in both an autocrine and paracrine manner to regulate neuronal morphology. 
Furthermore, the miRNAs Let7c and MiR21, expressed by neurons, could function in both cell-autonomous and 
cell-non-autonomous manners. In a cell autonomous case, a single neuron could release the miRNA which 
would be taken up by that same neuron to elicit its effect. In contrast, a non-cell-autonomous pathway would 
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function by exosome release of the miRNA to neighboring neurons, which then restricts dendritic growth in 
neurons that uptake those exosomes. The precise mechanism underlying this has yet to be fully elucidated.  
 
Though it remains unknown whether TLR3 recognizes endogenous dsRNA (such as motifs of secondary RNA 
intra-molecular interactions), activation of TLR3 has been shown to correlate with the collapse of growth cones 
in developing dorsal root ganglion (DRG) sensory neurons.217 TLR3 localizes to endosomes in growth cones of 
DRG neurons and its activation inhibits neurite outgrowth in a mechanism independent from the canonical 
MyD88-NFκB signaling axis.217 Interestingly, the mechanisms controlling axon and dendrite outgrowth might be 
separate as TLR3 activation in cultured neurons inhibits dendritic growth in a mechanism dependent on MyD88 
signaling. In this case, MyD88-driven signaling was found to induce the expression of Disc1, a component 
necessary for the change in dendritic growth.237 Notably, both of these studies directly activated TLR3 using the 
viral dsRNA mimetic polyinosinic:polycytidylic acid (polyI:C); thus, it still remains unclear whether TLR3 acts to 
control neurite outgrowth via endogenous ligands in a healthy developing nervous system.  
 
Overall, intracellular TLRs recognizing endogenous RNAs act to restrict dendritic growth, yet the precise effects 
and downstream signaling mechanisms differ. All three of these intracellular TLRs (i.e. TLR3, TLR7, and TLR8) 
can use the canonical MyD88-dependent signaling pathway to mediate these changes in neuronal morphology; 
however, the transcriptional effects are quite diverse.228 TLR3 and TLR7 activation tends to induce transcriptional 
programs characteristic of innate immune responses, while TLR8 activation does not lead to robust changes in 
similar programs.228  TLR3 activation also leads to the downregulation of transcriptional programs related to cell 
adhesion, while TLR8 activation downregulates the expression of immediate early genes such as Arc and 
Egr1.228 The effectors driving these changes are just as diverse; for instance, TLR7 requires the involvement of 
IL-6 function while TLR8 and TLR3 are able to function independently of cytokine signaling.228,235,238 It is also 
highly likely that these different TLR-mediated morphology programs are utilized in spatially and temporally 
distinct manners, and even more, that the programs themselves differ in the same aspects.   
 
The TLR adaptor molecule SARM1 is also independently able to regulate neuronal morphology via interaction 
with Syndecan-2, which is known to promote spine formation during neurodevelopment.238 SARM1 promotes 
dendritic arborization and contributes to spine formation during development in conjunction with Syndecan-2, via 
a pathway that utilizes JNK signaling.238 SARM1 has also been shown to be protective against Wallerian 
degeneration,239 a process of axon dieback that occurs as a result of traumatic severing,240 suggesting that this 
adaptor could also potentially function to regulate axonal growth during development.   
 
Behavior 
 
Studies of the adult brain act to demonstrate the functional importance of TLRs in contributing to proper 
neurodevelopment, as the loss of particular TLRs has been shown to contribute to various behavioral 
abnormalities. Tlr2-/- mice exhibit hyperlocomotion, reduced anxiety, impaired sociability, aggression, and 
cognitive defects.241 Tlr2-/- mice reconstituted with wild type bone marrow are also highly susceptible to high fat 
diet-induced obesity, suggesting a non-hematopoietic-related involvement of TLR2 in metabolic regulation.242 
Indeed in one study TLR2 was shown to act as a metabolic regulator on hypothalamic neurons to modulate 
feeding behavior.242 Tlr3-/- mice have lowered anxiety and enhanced hippocampus-dependent memory.243 These 
abnormalities might be driven by an increase in hippocampal neurogenesis in these mice, which correlates with 
an increase in CA1 and dentate gyrus volumes,243 or as a result of altered neuronal excitability and synaptic 
transmission, which has been observed following the activation of TLR3 in neurons.244 Similar memory and 
anxiety changes are seen in Tlr4-/- mice, in addition to disturbances in drug reward behavior.245,246 Tlr7-/- mice 
have reduced exploratory behaviors, lowered anxiety, reduced aggression, sharpened olfaction, and impaired 
contextual fear memory.235,247 Furthermore, Tlr9-/- mice have been reported to have hyper-responsive sensory 
and motor phenotypes, with no alteration in learning and memory.248 Finally, the TLR adaptor SARM1 is also 
critical for proper brain development, as Sarm1-/- mice have impairments in associative fear memory, cognitive 
flexibility, and sociability.249  
 
Aberrant TLR activation during development is also a significant risk factor for neurodevelopmental disorders. 
Neuronal TLR3 activation inhibits dendrite outgrowth and activation during postnatal development contributes to 
altered synaptogenesis.237 Prenatal activation of TLR7 leads to diverse behavioral deficits alongside altered 
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microglia colonization and morphology.250 Interestingly, altered gene expression profiles resulting from prenatal 
TLR7 activation were highly sex-dependent.250 Moreover, the most commonly used model of MIA utilizes the 
TLR3 agonist polyI:C which faithfully recapitulates many of the core phenotypes of ASD in offspring.251,252 The 
contribution of gestational inflammation to neurodevelopmental dysfunction will be discussed in greater depth in 
later sections. Altogether, these behavioral studies point toward important functional consequences of TLR 
action in the developing brain, and further suggest that different TLRs play both separate and overlapping roles 
during neurodevelopment.  
 
In summary, multiple TLRs are implicated in the processes of neurogenesis, cell dieback, and in shaping 
neuronal morphology during development of the nervous system. In many cases, the activating ligands have yet 
to be identified and the downstream effectors remain under-characterized. It has been posited that the 
overarching function of TLRs during CNS development is to guide the positioning of neurons in the appropriate 
microenvironment. For instance, the detection of ligands derived from dead cells might signal through TLR-
mediated pathways to promote death or process retraction in that neuron. This could act to ensure that neurons 
avoid growth near dead cells or noxious stimuli and to regulate the proper distribution of neurons in a given 
region.  
 
 
1.6.3. Cytokines 
 
Multiple CNS cell types are capable of producing cytokines at the steady state and during inflammatory events, 
with microglia and infiltrating immune cells being the primary sources.190,253–255 The role of cytokines in CNS 
infection, neurodegeneration, and injury are beginning to be elucidated, yet initial studies demonstrate that a 
complicated network is at play.256–259 It is clear that cytokines mediate diverse processes such as neurogenesis, 
controlling the switch to gliogenesis, migration, axon pathfinding, fate specification, differentiation, survival, and 
likely more.255,260,261 These processes are important in the CNS during homeostasis and pathogenesis in the 
developing brain as well as in the adult brain, and as a result, there is a wealth of literature describing various 
roles for cytokines in the brain. This section will focus on a few fundamental examples of the important roles that 
cytokines play during CNS development.  
 

 
Many of the essential growth factors for cells of the nervous system fall into cytokine families, for example, BMP 
and TGF-β.261 Members of the neuropoietic (gp130) cytokine family—which is composed of CNTF, LIF, CT-1, 
OSM, and IL-6—also play diverse roles during neurodevelopment; particularly notable are functions in regulating 
neurogenesis, fate specification, and differentiation.262,263 IL-6 is a pro-inflammatory cytokine that stimulates 
acute immune responses264 and is also expressed in the developing brain,265–268 where it can protect against 
cytotoxicity, act as a neurotrophic factor, regulate dendrite growth, and influence neurotransmitter phenotype.269–

277 The roles of the gp130 family of cytokines in such neurodevelopmental processes have been reviewed 
elsewhere262,263 and thus will not be covered in detail here.   
 
The IL-1 family of cytokines includes IL-1α, IL-1β, and IL-33, among others, and are potent inflammatory 
mediators that classically act to activate and polarize many cell types of the immune system.278 IL-1α and IL-1β 
act on the same receptor, IL-1R1 in conjugation with IL-1R accessory protein (IL-1RAP), to initiate MyD88-
dependent downstream signaling that typically activates MAPK and NFκB pathways.278 IL-33 signals through the 
receptor ST2 which recruits the shared receptor subunit IL-1RAP to initiate downstream pathway activation.278 
IL-1α and IL-1β both have known roles influencing neurogenesis.254,255,260 In some cases, IL-1β and IL-1α can 
promote neuronal proliferation and differentiation while in other contexts these cytokines are inhibitory to such 
processes.61,279–290 IL-1β and IL-1α have also been shown to influence astrogliogenesis,290,291 and therefore might 

Box 3: Cytokines. Cytokines are an ancient and diverse class of small signaling proteins that exert pleiotropic effects on their target cells.257–261 Over 
300 cytokines have been identified and can be secreted from a wide array of cell types—classically, those of the immune system—to signal in a 
receptor-dependent manner and activate JAK-STAT or MAPK downstream pathways.257,259,262 Cytokines can be classified into a variety of families 
which include interleukins (IL), growth factors, IFNs, tumor necrosis factors (TNF), colony stimulating factors, and chemokines.257,260,262,263 The nervous 
system also has a few unique families of cytokines which include the neurotrophins and neuropoetins.262 Typically, cytokines are expressed at low 
levels in both the periphery and the CNS and are highly upregulated in response to immune challenge or injury.257,260,261,263 Cytokines can act as growth 
factors, pro-inflammatory mediators, anti-inflammatory mediators, instructors of immune cell differentiation and effector function mobilization, and 
more.257,258,261,262 Individual cytokines can exert complex effects on a given cell type, which may be further complicated by the interaction between 
multiple cytokine signals, the microenvironment, and the specific cell type.257,260 
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contribute to fate decisions during nervous system development. IL-1β has also been shown to contribute to 
various other neurodevelopmental process, including neuronal migration, neurite growth, and axon 
pathfinding.292–295 The role of IL-1α and IL-1β during neurodevelopment is complex, and each of these cytokines 
likely exert effects that depend upon the cell type, microenvironment of the brain region, time point, and 
converging signaling cascades, among others. IL-RAP has been shown to act as a trans-synaptic organizer to 
modulate synapse formation.296–298 Intriguingly, mutations in IL-RAP have been linked to various forms of mental 
retardation.299,300 Null mutations in Ilrapl1 in mice are associated with decreased spine density, impaired 
excitatory synapse formation, and deficits in synaptic plasticity in the hippocampus.298 The same Ilrapl1-/- mice 
show impaired excitatory/inhibitory balance in the cerebellum and amygdala during development.301,302 These 
studies point toward an essential role for IL-RAP in organizing synapses during neurodevelopment. 
 
IL-33 is an alarmin that is released during tissue damage but is also known to play homeostatic roles in tissue 
development and remodeling both in the periphery and the brain.303–305 Recently, a role for IL-33 in synaptic 
pruning by microglia during neurodevelopment has been reported.161 Astrocytes produce IL-33 in the vicinity of 
an unwanted synapse during the refinement stage of nervous system development, which acts as a signal to 
promote microglial engulfment (Figure 2).161 This is mediated in part by signaling through the IL-33 receptor, 
ST2, on microglia.161 Such signaling might be acting in concert with other microglial receptors that are also known 
to mediate synapse phagocytosis, such as CR3 and TREM2. This process is functionally important for proper 
circuit formation, as the loss of IL-33 results in a greater number of synapses which is correlated with circuit 
dysfunction, as demonstrated in the thalamus and spinal cord.161 Il33-/- mice display lower levels of anxiety and 
impaired social recognition,306 further illustrating the importance for IL-33 in the proper formation of neuronal 
circuits.  
 
Many other cytokines have also been described to influence neurodevelopment. The growth factor CSF1 and its 
receptor CSF1R are well accepted to be necessary for driving differentiation of tissue resident macrophages, 
among other immune cell types.27,307,308 It has recently been shown that IL-34, another ligand of CSF1R, 
produced by neurons is an essential factor for maintaining the microglial population in the brain.309,310 In the 
immune system, IL-4 is well known to promote TH2 differentiation and to regulate proliferation and apoptosis of 
many immune cell types.311 In the brain, IL-4 acts to promote adult neurogenesis in the dentate gyrus,312–314 
which is produced in part by meningeal CD4+ T cells in response to cognitive activity.315–318 It remains to be fully 
elucidated whether IL-4 plays a similar role to promote neurogenesis during development. IL-9 acts to promote 
TH9 differentiation but is also greatly pleiotropic and exerts diverse effects on different immune cell subsets.319 
IL-9 acts on cortical neurons to reduce the expression of pro-apoptotic factor Bax and mediate a neuroprotective 
effect during the cell dieback phase of neurodevelopment.320–322  TNF-α, IFN-γ, and IFN-α have also been shown 
to influence neurogenesis, but the majority of these studies have been done in vitro or in the adult brain;255 thus, 
it remains uncertain whether these cytokines also regulate neurogenesis during brain maturation. In summary, 
cytokines are a diverse set of signaling molecules that mediate multiple arms of neurodevelopment through 
complex mechanisms. Just as in the immune system, the cytokine network in the developing brain is intricate 
and pleiotropic, and significant work to understand the diverse roles of individual cytokines is certainly warranted.  
 
 
1.6.4. Chemokines 
 
Chemokines offer a prime example of molecules that elicit similar responses in immune cells and nervous system 
cells alike, but also play distinct and unrelated roles in each system. Chemokines compose a subset of the 
cytokine family and are primarily secreted proteins.323,324 There are numerous chemokines that signal through 
different chemokine receptors, all of which are G-protein coupled receptors that typically promote actin 
reorganization and cell polarization once activated.323,324 The archetypal function of chemokines is in cell 
migration, whereby cells expressing a given chemokine receptor move along a gradient of a cognate chemokine 
and arrest at the site of highest concentration.323,324 This is typified in the immune system whereby leukocytes 
traffic according to chemokine signals during both homeostasis and inflammatory events.324 For instance, naïve 
T cells circulate through the bloodstream, lymph nodes, and lymphatics according to coordinated chemokine-
mediated signaling.324 Once a T cell has encountered its antigen, the repertoire of chemokine receptors 
expressed will change, allowing the T cell to migrate toward sites of inflammation where different chemokine 
signals are rapidly and robustly produced.324 
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In a similar manner, chemokines control the trafficking of cells of the nervous system during development to 
control the patterning of nervous system tissue.261,323,325–327 The chemokine signaling pair CXCL12:CXCR4 has 
been extensively studied for its role in mediating neuronal migration in multiple brain regions.325–327 The 
contribution of CXCL12:CXCR4 signaling to the migration of cerebellar neurons during development will be 
briefly described here as an example, though this process has been extensively reviewed elsewhere and thus 
the discussion here will be kept brief.261,323,325–327 During cerebellar development, granule precursor cells (GPCs) 
migrate from the rhombic lip to the cerebellar surface where they proliferate to form the external granule layer 
(EGL), and eventually some cells migrate inward past the Purkinje cell layer to form the internal granule layer 
(IGL).261,325,326 Meningeal cells secrete CXCL12 which acts as a chemoattractant for GPCs expressing CXCR4 
to migrate tangentially and form the EGL.328–333 The loss of CXCR4 or CXCL12 leads to abnormal cerebellum 
patterning, whereby granule cells migrate prematurely into the IGL.329,330,332,333 This demonstrates that meningeal 
CXCR4 drives the migration of GPCs along the EGL and keeps GPCs in the EGL to undergo proper proliferation 
prior to inward migration; thus, disruption leads to abnormal migration patterns and aberrant layering.261,325  
 
CXCL12 signaling through CXCR4 and its other receptor, CXCR7, has also been implicated the migration of 
other neuronal types in diverse brain regions; including granule cells of the dentate gyrus, Cajal-Retizius cells of 
the cortex, sensory neurons of the DRG, and more.334–340 CXCL12 signaling has been shown to be important for 
axon pathfinding during development.15,16,341–344 Chemokine signaling likely impacts proper glial proliferation and 
patterning during development as well, as the loss of CXCR4 or CXCR2 reduces the number of OPCs in the 
spinal cord and the loss of CXCR2 impairs proper oligodendrocyte patterning.345,346 
 
The transmembrane chemokine CX3CL1 (also known as fractalkine) and its receptor CX3CR1 are involved in 
the recruitment of various immune cell types to sites of inflammation, but this pair is also utilized by the nervous 
system to mediate neuron-microglia interactions.323,347,348 In the immune system, CX3CR1 is expressed by 
monocytes, macrophages, NK cells, T cells, and dendritic cells in a tissue-specific manner and acts to stimulate 
the migration of these cells via CX3CL1 to sites of tissue damage or infection.347 CX3CL1 can be cleaved by 
proteases, such as cathepsin S or ADAM10/17, to generate a soluble form of CX3CL1 that also acts as a ligand 
for CX3CR1.347,348 In both immune and nervous systems, activation of CX3CR1 stimulates downstream signaling 
pathways that promote the transcription factors CREB and NFκB to mediate the production of inflammatory 
cytokines, among other activating functions.347,348 In the nervous system, CX3CL1  is primarily expressed by 
neurons and CX3CR1 is exclusively and constitutively expressed by microglia.348,349 Transmembrane neuronal 
CX3CL1 is cleaved and acts to recruit microglia to promote trophic support for neurons during development, for 
instance, by releasing factors such as IL-1β, IL-6, TNF-α.80,81,323,348,350–352 CX3CL1:CX3CR1 signaling also 
contributes to proper circuit formation, as CX3CR1 modulates microglial motility and recruitment to synapses, 
which is necessary for proper synapse maturation.84,108,353,354 This signaling also likely plays a role in the 
recruitment of microglia to phagocytose unwanted synapses during pruning stages of circuit formation.92  
 
 
1.6.5. Inflammasomes 
 
Inflammasomes are multi-protein complexes that assemble following the activation of PRRs and mediate the 
production of inflammatory cytokines which could also be accompanied by cell death.355 In the canonical model 
of inflammasome activation, cytosolic PRR sensors activate in response to intracellular PAMPs or DAMPs, which 
triggers oligomerization and promotes recruitment of caspase-1.355 Most inflammasomes use the adaptor protein 
ASC to bridge the sensor with caspase-1.355 Assembly of this platform facilitates activation of caspase-1, which 
then acts to cleave downstream target molecules that promote a pro-inflammatory state.356,357 Important effectors 
of inflammasome assembly include the activation of pro-inflammatory cytokines IL-1β and IL-18, as well as 
cleavage of gasdermin D which can assemble to form pores in the plasma membrane.356,357 Gasdermin D pores 
facilitate cytokine release from the cell and can also lead to an inflammatory type of cell death known as 
pyroptosis, which may be avoided via ESCRT-mediated membrane repair.356,358 
 
Unsurprisingly, microglia and other CNS-resident myeloid lineage cells express the highest levels of 
inflammasome components. However, inflammasome activation in neurons and astrocytes has also recently 
been demonstrated.190,359 Inflammasome assembly in the CNS was first characterized in the context of microglia 
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and other cell types responding to danger signals associated with infection,360–364 injury,365,366 or 
neurodegeneration.367–371 For instance, inflammasome activation in the CNS has been shown to drive 
neurogenerative diseases such as Alzheimer’s disease, in which ASC specks, indicative of inflammasome 
activation, are released from microglia and can seed amyloid β oligomerization to drive disease progression.371  
 
The rapidly dividing state of cells during development engenders accumulation of genotoxic stress which can 
persist if improperly repaired by DNA damage repair pathways.372,373 The cytosolic dsDNA sensor AIM2 has 
been shown to coordinate inflammasome activation and incite pyroptotic cell death in neurons with DNA 
damage.374–380 Newly published work has demonstrated that AIM2 responds to neuronal DNA damage during 
development to mediate the removal of genetically compromised cells (Figure 3).56 This process is dependent 
on the presence of gasdermin D, and the loss of AIM2 leads to a greater number of neurons in the adult brain 
which harbor higher amounts of DNA damage.56 Altogether, these findings suggest that pyroptotic cell death 
during neurodevelopment, orchestrated by the AIM2 inflammasome, is necessary for proper brain formation.56  
 

 
Figure 1.3. AIM2 inflammasome signalling contributes to CNS cell dieback. 

Binding of AIM2 to cytosolic DNA initiates assembly of AIM2, ASC and caspase 1 to form the inflammasome multiprotein complex. Inflammasome activation 
cleaves gasdermin D, the N-terminal fragments of which assemble to generate pores in the membrane to promote cytokine release and pyroptosis. 
Activation of the inflammasome also cleaves pro-cytokines IL-1β and IL-18 to generate active forms that can be released from the cell; however, cytokine 
signalling does not appear to be involved in the neurodevelopmental removal of genetically compromised cells. 
 
 
The AIM2 inflammasome has also been demonstrated to regulate neuronal morphology in vitro in response to 
exogenous dsDNA and in vivo during development, though the effectors that incite inflammasome activation to 
mediate this effect during development remain unidentified.381 Activation of the AIM2 inflammasome in neurons 
can alter dendritic length and branching and axonal length.381 The loss of AIM2 leads to altered dendritic 
arborization in the developing and adult brain.381 Interestingly, inflammasome-mediated cytokine production and 
signaling was found to be important for these changes in morphology induced by AIM2 activation,381 raising the 
possibility that the inflammasome acts as a platform to generate cytokine mediators of neurite growth. This work 
suggests that the DNA sensor AIM2 might be important for proper neuronal process elaboration during 
development, though the mechanistic details remain to be delineated.  
 
It has yet to be fully explored whether other inflammasomes (e.g. the NLRP3 inflammasome, the NLRP1 
inflammasome, etc.) contribute to homeostatic neurodevelopment. Nevertheless, behavioral abnormalities seen 
in caspase-1 and AIM2 deficient mice are absent in NLRP3 deficient mice, suggesting that perhaps other 
inflammasomes are less necessary for proper nervous system formation.56 Inflammasomes present an intriguing 
platform for sensing of internal cellular stress which can be commonplace during development. Additional work 
on this front will likely reveal additional roles for inflammasome function during the formation and maintenance 
of a properly functioning nervous system.  
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1.7 Maternal immune activation 
 
Neurodevelopment is a beautifully coordinated and precise process that requires expert timing and organization 
for proper execution. Disruption at any stage could potentially have dire consequences from the molecular to the 
circuit level. Countless epidemiological studies in the past few decades have linked maternal infection during 
pregnancy with a heightened risk for neurodevelopmental disorders.382–384 Maternal infection with Rubella, 
influenza, Toxoplasma gondii, and many other diverse types of pathogens have been increasingly correlated 
with many complex multigenic cases of neurologic dysfunction.251,385,386 Maternal risk factors for abnormal 
immune system activation during pregnancy, such as autoimmune disease, diabetes, and certain genetic risk 
variants, have also been tied to offspring neurologic dysfunction.387 Environmental insults capable of causing 
inflammation, such as maternal stress, maternal obesity, pesticides, and pollution, are additional risk factors for 
future offspring neuropathology.133 These studies paired with clinical observations have illustrated that maternal 
immune activation is a significant risk factor for neurodevelopmental disorders including ASD,101,384,388–391 
schizophrenia,382,383,392–395  cerebral palsy,396 and epilepsy397 as well as being a potential precipitating factor for 
neurodegenerative disease.132,398,399  
 
In reality, many factors likely converge to contribute to disease onset which might include the level of immune 
activation and the type of immune response, as well as other factors such as genetic predisposition, maternal 
diet, prenatal stress, and more. Nevertheless, immune activation certainly accounts for a piece of the puzzle, 
and the commonalities in signaling pathway between the nervous and immune systems described in this review 
provide a basis for such interaction. For instance, neurons use many of the same signaling pathways as immune 
cells, such that immune infiltration and inflammatory signaling could possibly converge to incite dysfunction 
during development. Immune activation alone could alter the delicate signaling milieu of nervous system tissue 
enough to cause lifelong alterations. Furthermore, abnormal maternal immune activity might permanently alter 
the fetal immune system or prime it for dysfunction later in life. This is supported by the observation that autistic 
and schizophrenic patients often have immune dysfunction.101,400,401  
 
Studies conducted over the past two decades have provided direct links between MIA, offspring brain 
dysfunction, and behavioral abnormalities typical of ASD or schizophrenia.9,10,251,385,386,402 Mouse models of MIA 
are numerous with differences in immunogen challenge type, timing, and dose all contributing to distinct 
phenotypes.9,10,251,385,403 Importantly, maternal infection in humans does not always lead to neurodevelopmental 
disorders in offspring but instead might act as a primer for future "hits”, including risk factors such as genetic 
predisposition, stress, or other environmental insults.9,10,133,134,404,405 Maternal inflammation likely acts as a primer 
for synergistic effects precipitating disease symptoms. The MIA mouse model is amenable to incorporating 
multiple hits, for instance, one version combines prenatal low-dose polyI:C exposure with postnatal sub-chronic 
stress.406 Such work using these heterogeneous models has begun to unravel the biological underpinnings of 
MIA-driven neurological dysfunction. The phenomenon of MIA-induced neurologic dysfunction and current 
animal models of MIA have been thoroughly reviewed in the past decade;9,10,99,251,385,387,403 thus, this review will 
highlight a few examples and key players. Though MIA has been linked to a wide array of neurological conditions, 
this review will provide an overview of MIA as a precipitating factor for ASD and schizophrenia as these disorders 
have been the most extensively studied mechanistically.  
 
 
1.7.1. Autism spectrum disorder 
 
Autism spectrum disorders are a group of multifactorial disorders in which a convergence of genetic and 
environmental risk factors is posited to contribute to the onset of neurological dysfunction as a result of 
developmental abnormalities.407 The symptoms of ASD, which are diverse in etiology and severity, are 
characterized in DSM-5 by deficits in social-emotional interactions and/or communication as well as stereotypical 
or repetitive behaviors.408 These symptoms typically appear during the early postnatal development period, but 
may not fully be apparent if mild or masked by learning, or might not manifest until later in life when social 
demands present a stressor.407,408 The disorder is also highly sex-biased with males being four times more likely 
to be diagnosed with ASD compared to females.130 Maternal inflammation is a risk factor for ASD diagnosis and 
signs of neuroinflammation have been reported in individuals with ASD.9,101,409,410 For instance, elevated levels 
of TNF, IL-1β, IL-6, IL-13, and CCL2 have been measured in the CSF of individuals with ASD.411 
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In the most frequently used mouse model of MIA-induced ASD, pregnant mothers are injected with the dsRNA 
viral mimetic polyI:C at or around E12 (Figure 4).9,10,251,385 Male offspring of these mice display core symptoms 
associated with ASD including communication deficits, impaired sociability, and repetitive behaviors (Figure 
4).9,10,251,385 The baseline immunogenicity of dams, type of immune response induced, and polyI:C treatment 
regimen all additionally contribute to the susceptibility of the pregnancy to induce offspring behavioral 
phenotypes.412 These factors are notable as it speaks to the variability that is also associated with the human 
condition.  
 
The gut not only tunes the immune compartment but also directly influences cognition, acting as a critical nexus 
of brain-immune interaction. Maternal microflora colonize the fetal gut and commensal bacteria influence immune 
system development by coordinating the maturation of specific immune cell subsets.413,414 Dysbiosis and 
gastrointestinal dysfunction, perhaps primed by maternal microflora, are common in ASD and may modulate 
immune and neurological dysfunction.415–419 Treating MIA offspring orally with Bacteroides fragilis is sufficient to 
correct gut dysfunction and many autistic-like behavioral abnormalities.418 These studies point toward a critical 
gut immune-brain connection that is disrupted in ASD and may be influenced by MIA. 
 
The first reports identified placental IL-6 as a key mediator of neuropathology and long-term behavioral 
deficits.252,420,421 Interestingly, human maternal IL-6 levels have been shown to predict child working memory 
performance.422 IL-6 is a key cytokine necessary for TH17 differentiation, a subset of helper T cells that respond 
to extracellular bacterial and fungal infection and characteristically produce high levels of IL-17a. Later work 
illustrated that maternal RORγt-expressing TH17-mediated production of IL-17a is necessary and sufficient for 
the induction of offspring atypical cortical development and ASD behavioral phenotypes.423 Maternal gut 
microbiota that calibrate TH17 responses, such as segmented filamentous bacteria (SFB), increase the risk for 
MIA-induced neurodevelopmental disease pathogenesis.419,424 Intestinal TLR3-expressing dendritic cells from 
pregnant mothers secrete IL-6, IL-1β, and IL-23 which prompt IL-17a production from commensal SFB-induced 
T cells (Figure 4).419 MIA induces alterations in fetal brain cytokine and cytokine receptor levels that differ in 
levels across brain regions in an age-dependent manner (Figure 4).425,426 MIA-induced increases in IL-6 
promotes excess neurogenesis and contributes to an overabundance of cortical neurons, particularly in layers 
IV and V.427,428 MIA offspring also harbor atypical cortical patches that localize highly to the dysgranular zone 
region of the primary somatosensory cortex (S1DZ), and the size of these patches correlates with behavioral 
abnormalities.429 These patches contain fewer PV+ interneurons, which corresponds to hyperactivation in the 
region.429 Hyperactive S1DZ projections to the striatum and temporal association cortex accounted for abnormal 
repetitive and social behaviors, respectively.429    
 
Some individuals with ASD experience ameliorated symptoms during the course of fever.430 Interestingly, MIA 
offspring challenged with LPS-induced systemic inflammation exhibit a temporary reduction S1DZ activity and 
rescue of behavioral deficits.431 This effect is driven by a rise in brain IL-17a, and direct IL-17a injection but not 
LPS-induced fever is sufficient to also rescue social behavioral deficits in multiple monogenetic models of ASD, 
but not controls.431 This work suggests that MIA might act to prime the immune system and that subsequent 
postnatal inflammation can serve beneficial effects.  
 
The MIA response is also associated with disturbances beyond changes in immune cells and cytokines; for 
instance, polyI:C treatment induces changes in tRNA fragments early after injection.432 The placenta itself 
undergoes extensive changes in gene expression following polyI:C treatment (Chapter 2). Interestingly, many of 
these changes are sex-dependent, which could provide a basis for explaining the sex-bias observed in both the 
MIA model and in the human condition of ASD (Chapter 2). 
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Figure 1.4. Maternal immune activation promotes abnormal brain development and autism-like behaviors 

Induced inflammation during pregnancy promotes inflammatory signalling that can influence embryonic development. Many factors, including the maternal 
microbiome, the T helper 17 (TH17) cell subset, baseline immunogenicity, genetic factors and cytokine response, may impact the susceptibility of the 
pregnancy to downstream offspring neurodevelopmental defects. Inflammatory mediators at the maternal–fetal interface may impact brain maturation 
through diverse mechanisms, including altered brain immune signalling, abnormalities in microglia and cortical malformations that contribute to an altered 
balance of excitatory to inhibitory neurons (E/I). Maternal immune activation offspring display autism-like behaviours characterized by abnormal 
communication, stereotyped/repetitive actions and impaired sociability. 
 
 
1.7.2. Schizophrenia 
 
The schizophrenia spectrum describes psychotic disorders characterized by hallucinations, delusions, 
disorganized thinking and/or speech, disorganized or abnormal motor behavior, and negative symptoms 
(including, for instance, diminished emotional expression, avolition, or anhedonia).408 Schizophrenic symptoms 
typically manifest in late adolescence or early adulthood and may correspond with cognitive impairments that 
include deficits in executive function, working memory, and attention.433 As with ASD, schizophrenia pathology 
is likely a result of the convergence of genetic and environmental risk factors.392,434 Maternal infection382,383,392–

394 and elevated cytokine levels395,435–437 during pregnancy are significant risk factors for adult psychosis. Further 
support for an immune role in schizophrenia comes from observations that patients often also have susceptible 
immunity and/or neuroinflammatory pathology.59,251,400,438–440 Genome-wide association studies have also 
revealed associations between immune system components and schizophrenia.441,442  
 
The MIA model of schizophrenia is quite similar to that most commonly used for ASD whereby pregnant mothers 
are injected with polyI:C; however, a different injection protocol leads to behavioral abnormalities more similar to 
those typical of schizophrenia. Offspring of these mice display core symptoms associated with schizophrenia 
including deficits in pre-pulse inhibition (a measure of attention and distractibility), acoustic startle response (a 
measure of ability to ignore irrelevant stimuli), and exploratory behavior, again dependent on placental IL-
6.420,421,443,444 Overexpression of the anti-inflammatory cytokine IL-10 during pregnancy also leads to the same 
behavioral abnormalities in offspring, but IL-10 overexpression paired with polyI:C treatment abrogates the 
development of such behaviors.445 This work suggests that the balance between anti-inflammatory and pro-
inflammatory signaling during pregnancy is a critical determinant of offspring neurologic dysfunction.  
 
It has not yet been extensively interrogated whether maternal cytokines are able to cross the placental barrier 
and enter the nervous system of the embryo. If this does occur, maternal cytokines could severely affect 
neurodevelopment, as baseline cytokine signaling is highly regulated and underlies diverse developmental 
programs. For example, IL-1β, IL-6, and TNF-α have all been shown to inhibit dendrite outgrowth and branching 
in cortical neurons, which is consistent with the pathology of schizophrenia.295 Moreover, individuals with 
schizophrenia have elevated levels of serum IL-1β, IL-6, and TNF.446 MIA may also impact innate immune 
molecules beyond cytokines in the developing brain; for example, neurons of MIA offspring have been shown to 
express heightened levels of MHC I, which corresponds to decreases in synaptic density and reduced 
connectivity.447 It stands to reason that altered immune signaling has the potential to impact neurodevelopmental 
processes such as neurogenesis, dendrite and axon outgrowth, synaptic pruning, and more. Altered brain 
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structure is consistently observed in schizophrenia and has been linked to maternal infection and cytokines;448–

450 however, a mechanistic link between maternal inflammation and altered brain maturation has yet to be fully 
delineated. Finally, MIA has also been shown to impact neurotransmission, contributing to alterations in 
serotonergic, glutamatergic, and GABAergic signaling in different contexts, which might also underlie neurologic 
dysfunction in schizophrenia.451–453  
 
 
1.7.3. Microglia: A common thread 
 
Further evidence for neuroinflammatory pathology is illustrated by the observation of abnormal activation of 
microglia and astrocytes in the brains of individuals with ASD or schizophrenia.99,101,102,106,440,454–457 Positron 
emission tomography studies conducted with autistic and schizophrenic patients have revealed various signs of 
neuroinflammation and microglial dysfunction.458–460 Microglia are essential players both in developmental 
processes as well as for adult homeostatic brain function. During neurodevelopment, microglia are essential 
sculptors of neuronal circuitry contributing to diverse processes such as neurogenesis and synaptic pruning.461 
Maternal inflammation could impact such microglia-mediated developmental processes through convergent 
immune-related signaling which might then alter brain wiring and function. Moreover, MIA also contributes to 
altered microglial development (Figure 5). Abnormal microglia, such as those observed in some schizophrenic 
and autistic individuals, may further aggravate processes for which microglia are accountable and contribute to 
lifelong neurologic dysfunction. Microglia can secrete effectors of neurogenesis, support synaptic pruning, as 
well as promote survival, apoptosis, differentiation, and more. Therefore, maternal inflammation that impacts 
microglia development and function may significantly contribute to the neurologic dysfunction observed in 
neurodevelopmental disorders.  
 
Though some studies report that embryonic and adult microglia display few abnormalities after maternal polyI:C 
exposure,462,463 offspring microglia could still be primed by this event and display increased reactivity later in life.     
Other studies provide evidence of MIA-induced microglia abnormalities;33,112,113,464,465 for example, MIA has been 
shown to induce transcriptional changes in embryonic microglia toward a more differentiated state and suggest 
alterations in phagocytic capacity.33,464 Maternal type I interferon signaling in response to polyI:C challenge was 
found to reduce the proliferation of newborn microglia and heighten microglia sensitivity to stress later in life.112 
A few lines of evidence suggest that MIA can skew  microglia toward a more activated phenotype that correlates 
with adulthood schizophrenic-like behaviors.466–468 Indeed, microglia-like cells derived from schizophrenic 
individuals were found to have a heightened capacity to phagocytose synapses.117 Further supporting a role for 
disrupted microglia in MIA offspring, depleting microglia and allowing for repopulation rescues deficits in some 
abnormal behaviors.113 MIA-induced immune system priming might impact microglia such that future 
inflammatory events incite an abnormal response to further exacerbate neuropathology.9 
 
Dysbiosis and gastrointestinal issues observed in many individuals with ASD paired with the ability for gut 
microflora to modulate immune system composition raises the possibility that MIA-induced microbiota changes 
impact microglia. The absence of maternal microbiota has been shown to alter microglia chromatin landscape, 
transcriptional profile, and colonization of the fetal brain.33,39 Thus, evidence suggests that gut microflora may 
act as a linking factor between MIA, microglial dysfunction, and autistic behavioral abnormalities.  
 
It is clear both that cytokines are a part of the maternal inflammatory signature and that these inflammatory 
mediators can significantly impact brain development; therefore, it follows that maternally derived cytokines might 
be key drivers of altered neurodevelopment in MIA. The brains of affected offspring do show altered cytokine 
receptor expression but the consequences of this still remain unclear. As covered in the first part of this review, 
immune players have diverse and significant roles during neurodevelopment. It therefore also seems possible 
that maternal inflammatory mediators able to cross the placenta and enter the fetal nervous system might hold 
the potential to cause convergent signaling on any of such implicated pathways. In addition, genetic risk factors 
or environmental second hits may also coalesce to precipitate changes in nervous system development. Such 
aberrations could conceivably contribute to impaired nervous system development.  
 
Inflammatory signaling during neurodevelopment has the potential to impact the architecture and function of the 
brain, but beyond this, an inflammatory signature might also persist into adulthood, further exacerbating 
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dysfunction. Immune signaling components are also utilized by the mature CNS for similar homeostatic 
processes. For instance, adult neurogenesis and synaptic plasticity are essential hippocampal mediators of 
learning and memory which are also influenced by immune players such as cytokines.169,318 Baseline 
dysregulated inflammatory signaling initiated by MIA therefore could potentially contribute to lifelong neurological 
dysfunction, independent of distinct developmental priming events. Altogether, inflammation during development 
constitutes a crucial potential contributing factor to altered neurodevelopment which might underlie varied 
neurodevelopmental disorders. Further elucidation of the biologic underpinnings of such events will likely shed 
light on homeostatic functions of immunity in the nervous system as well as reveal potential treatment strategies 
for cases of dysfunction.   
 
 
1.8 Conclusion 
 
The long-held belief that the brain is an immune-privileged site has undergone a paradigm shift as a large body 
of work now illustrates that the immune and nervous systems are critically intertwined. Neural cells influence 
immune function and immune cells impact neurogenic processes from early developmental stages throughout 
the lifetime of an organism. Immune cells, such as microglia, are crucial sculptors of neural circuits during 
development and can influence nearly every process in nervous system assembly. Innate immune signaling 
mechanisms are widespread in controlling neurodevelopmental processes. Indeed, many signaling molecules 
are conserved among immune cell and CNS-resident cells, while some have unique functions in each system. 
Though these signaling molecules were first characterized in the immune system, their importance in 
homeostatic processes in the nervous system illustrates that such initial categorical definitions are immaterial. 
Moreover, immune cells and signaling molecules have been implicated in a wide array of neurodevelopmental 
disorders, further exemplifying the functional importance of immunity in nervous system formation and 
maintenance. Improper activation of the immune system during neurodevelopment can lead to severe and 
persistent impairments in physiologic processes ranging from gut microbiota composition to cognitive function. 
The future study of innate immunity in neurodevelopment will continue to shed light on homeostatic processes 
that sculpt the CNS and may also reveal therapeutic strategies to treat various neurodevelopmental disorders.  
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Chapter 2: SSRI treatment modifies the effects of maternal inflammation on in 
utero physiology and offspring neurobiology 
 

2.1 Abstract 
 
Perturbations to the in utero environment can dramatically change the trajectory of offspring neurodevelopment. 
Insults commonly encountered in modern human life such as infection, toxins, high-fat diet, prescription 
medications, and others are increasingly linked to behavioral alterations in prenatally-exposed offspring. While 
appreciation is expanding for the potential consequence that these triggers can have on embryo development, 
there is a paucity of information concerning how the crucial maternal-fetal interface (MFI) responds to these 
various insults and how it may relate to changes in offspring neurodevelopment. Here, we found that the MFI 
responds both to an inflammatory state and altered serotonergic tone in pregnant mice. Maternal immune 
activation (MIA) triggered an acute inflammatory response in the MFI dominated by interferon signaling that 
came at the expense of ordinary development-related transcriptional programs. The major MFI compartments, 
the decidua and the placenta, each responded in distinct manners to MIA. MFIs exposed to MIA were also found 
to have disrupted sex-specific gene expression and heightened serotonin levels. We found that offspring 
exposed to MIA had sex-biased behavioral changes and that microglia were not transcriptionally impacted. 
Moreover, the combination of maternal inflammation in the presence of pharmacologic inhibition of serotonin 
reuptake further transformed MFI physiology and offspring neurobiology, impacting immune and serotonin 
signaling pathways alike. In all, these findings highlight the complexities of evaluating diverse environmental 
impacts on placental physiology and neurodevelopment. 
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2.2 List of abbreviations 
 
ADD, anti-depressant drug; BBB, blood-brain barrier; DEG, differentially expressed gene; dNK, decidual natural 
killer cell; E, embryonic day; GO, gene ontology; GSEA, gene set enrichment analysis; hpi, hours post-injection; 
IFN, interferon; IGF, insulin growth factor; i.p., intraperitoneal; MACS, magnetic-activated cell sorting; MAO, 
monoamine oxidase; MFI, maternal-fetal interface; MIA, maternal immune activation; P, postnatal day; PCA, 
principal component analysis; polyI:C, polyinosinic-polycytidylic acid; RNA-seq, RNA-sequencing; SLC, solute 
carrier; scRNA-seq, single-cell RNA-sequencing; SSRI, selective serotonin reuptake inhibitor; TLR, Toll-like 
receptor; USV, ultrasonic vocalization. 
 
 
2.3 Introduction 
 
Not long ago, in the early 1900s, the fetus was viewed as a “perfect parasite” that was “afforded protection 
against nutritional damage that might be inflicted on the mother” 469. This line of thinking emphasized a lack of 
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concern for environmental insults on fetal development. In the present day, it is generally well-accepted that 
perturbations to a pregnant mother’s healthy physiology, such as with smoking or alcohol consumption, can 
negatively impact offspring development. Such environmental alterations may occur in states of malnutrition, 
obesity, infection, autoimmune conditions, mental health struggles, psychiatric conditions, and more 9,10,469–473. 
Insults that induce an altered immune state during pregnancy (e.g. infection, autoimmune condition, pollutants) 
have been linked to altered offspring neurodevelopmental trajectories 9,10,474. Stress and depression during 
pregnancy have also been shown to increase the risk of similar conditions or other psychiatric conditions in 
children 475,476. The common thread between these varied cases is an environmental trigger that causes a shift 
in maternal physiology which may propagate ill-affecting signaling cascades to the developing embryo.  
 
Accumulating epidemiologic studies have linked maternal immune activation (MIA) to an increased penetrance 
of neurodevelopmental disorders, psychiatric conditions, and other neurologic disorders in offspring 9,10,477–479. 
Diverse immune triggers including viral or bacterial infection, autoimmune conditions, and exposure to 
environmental pollutants have all been associated with elevated rates of mental conditions including autism, 
schizophrenia, depression, and more 9,10,133,477,479,480. Further subtleties in this model exist, as not all cases of 
MIA may outright trigger neurologic alternations in offspring but could instead act as a primer for future insults 
which collectively spur symptom onset 9,406. Immune activation may heighten levels of inflammatory mediators 
that can impact the placental environment and the developing embryo 9,10,479,481. For example, heightened 
maternal serum levels of cytokines such as IL-6 and IL-17a can lead to offspring behavioral alterations in MIA 
animal models 420,421,423,424. 
 
Another pertinent environmental trigger that merits further exploration is the impact of the use of antidepressant 
drugs (ADDs) during pregnancy. As the incidence of depression in the population has risen in past decades, so 
has the use of ADDs 482. ADDs constitute one of the most commonly prescribed group of drugs as they are 
currently prescribed to approximately 10% of the worldwide population 482. While adverse maternal mental health 
has been consistently linked to an increased rate of neurodevelopmental and psychiatric disorders in offspring 
472,482, it is unclear how pharmacological treatment for these conditions in the mother may impact the developing 
embryo.  
 
About 80% of pregnant women prescribed an ADD are given a selective serotonin reuptake inhibitor (SSRI), as 
this class of ADDs are known to be relatively safe to take during pregnancy 482. SSRIs work by blocking serotonin 
reuptake by serotonin transporters, thereby increasing extracellular serotonin concentrations and prolonging 
serotonin signaling 483,484. Though SSRIs are often used during pregnancy, there is some evidence to suggest 
that SSRIs can be teratogenic and that intake during pregnancy may increase the risk of premature delivery, low 
birth weight, neonatal cardiovascular abnormalities, and offspring metabolic and neurologic disorders 472,483,484. 
Given that the placenta is the sole source of serotonin for the developing embryo early in pregnancy, paired with 
the importance of serotonin for brain development, prenatal disruption of maternal serotonin levels could 
presumably alter offspring neurodevelopment 483,485–492.  
 
A critical component of studying the impact of the maternal environment on the developing embryo is the 
maternal-fetal interface (MFI). The maternally-derived decidua and embryo-derived placenta constitute a 
temporary barrier organ that represents the first site of interaction between the mother and the embryo 493. This 
interface allows for maternal support of the developing embryo with nutrients, gases, and hormones and also 
protection from harmful stimuli 493. Therefore, the MFI must balance tolerogenic immune responses to a non-
self-embryo, but also protect the developing embryo from deleterious consequences of infection or other triggers 
of maternal inflammation 493–495.  
 
Understanding how the MFI responds to a shift in a healthy baseline milieu in the maternal environment may be 
key in elucidating any impacts on fetal development. Studies into how perturbations to this important interface 
influence neurodevelopment are lacking. We therefore sought to investigate the murine MFI response to either 
MIA or SSRI exposure during pregnancy, as well as how these stressors impact offspring neurodevelopment. 
Given the evidence that combined stressors during pregnancy in a “two-hit” model have a greater impact on 
offspring development 9,133, we also aimed to examine whether a combinatorial effect of SSRI exposure and MIA 
exists.  
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To explore how environmental stressors impact in utero physiology and neurodevelopment, we exposed 
pregnant mice to a mimicked viral infection and/or treated them with SSRIs. We found that the MFI undergoes a 
rapid and robust immune response following MIA that was largely interferon-driven. Each MFI compartment 
(decidua and placenta) responded in distinct fashions to MIA. Moreover, we uncovered baseline transcriptional 
sex differences in the MFI that were subacutely eliminated following MIA. Offspring of these MIA pregnancies 
displayed altered sex-specific behaviors that were not accompanied by an appreciable transcriptional shift in 
microglia, the resident immune cells of the brain. Like exposure to MIA alone, we found that SSRI treatment on 
its own during pregnancy altered the MFI immune signaling landscape. Intriguingly, dual exposure to both MIA 
and SSRIs elicited combinatorial effects. Specifically, the MFI immune response to MIA was reshaped in the 
presence of SSRIs and the embryonic brain transcriptional response to either MIA or SSRIs alone was 
exacerbated when the treatments were combined. This study demonstrates that the maternal-fetal interface is 
sensitive to environmental insults such as MIA and SSRI exposure and that these triggers can impact offspring 
neurobiology in a complex fashion.  
 
 
2.4 Results 
 
2.5.1. MIA triggers a robust immune response acutely at the maternal-immune interface 
 
There is now an abundance of evidence that inflammation during pregnancy is a significant risk factor for 
offspring neurodevelopmental disorders yet the response of the maternal-fetal interface to systemic inflammation 
is less well understood. We sought to better understand how inflammation during pregnancy impacts offspring 
neurodevelopment through characterizing the MFI transcriptional response to MIA in an unbiased manner. To 
this end, we employed a model of MIA in which pregnant dams were injected with the viral mimetic polyinosinic-
polycytidylic acid (polyI:C) on embryonic day (E)11 and E12 (Supplemental Table 1; Lammert et al., 2018; 
Lammert and Lukens, 2019). This immune response is relatively mild, as polyI:C exposure did not significantly 
affect dam weight gain throughout pregnancy (Figure 2.1A), litter size, or offspring sex distribution (Figure 2.1B). 
 

 
Figure 2.1. PolyI:C-induced MIA does not appreciably impact maternal weight or litter size. 

Pregnant dams were injected intraperitoneally (i.p.) with 20 mg/kg polyI:C on embryonic day (E)11 and E12 to elicit maternal immune activation (MIA) or 
with saline as a control. (A) Dam weight through pregnancy. Grey box indicates i.p. injection timepoints. (B) Number of pups born to polyI:C and saline 
dams stratified by sex. Each point represents the average 14 pregnancies per group (A) or individual pregnancies (B). Statistical significance calculated 
by two-way ANOVA with Sidak’s multiple comparisons test (A) or one-way ANOVA with Tukey’s post-hoc comparison (B). Error bars indicate mean +/- 
s.e.m. 
 
 
To illuminate the impact of MIA on the maternal-fetal interface in an unbiased manner, we employed bulk RNA-
sequencing (RNA-seq) on MFI tissue (comprising both the decidua and placenta) from MIA and control 
pregnancies. We chose to evaluate the MFI at E12, 3 hours-post-injection (hpi), in which maternal serum IL-6 
levels are highest in this MIA model, as well as E14, 48 hpi, in which IL-17a levels peak (Choi et al., 2016; Figure 
2.2A). MFI samples were collected from time- and embryo-matched saline and polyI:C pregnancies. RNA 
extracted from MFI samples collected at E12 and E14 was pooled equally by sex within each litter, yielding four 
samples collected from independent saline and polyI:C pregnancies. Principal component analysis (PCA) of all 
E12 and E14 samples revealed significant clustering of samples by both timepoint and treatment (Figure 2.3A), 
indicating a substantial effect of both developmental stage and MIA on the placental transcriptome.  
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Figure 2.2. The maternal-fetal interface undergoes a robust immune response acutely after polyI:C exposure. 

Pregnant dams were injected intraperitoneally (i.p.) with 20 mg/kg polyI:C on embryonic day (E)11 and E12 to elicit maternal immune activation (MIA) or 
with saline as a control. Bulk RNA-sequencing was conducted on maternal-fetal interface (MFI) tissue at E12 (3 hrs post-injection, hpi) and E14 (48 hpi). 
(A) Experimental design. 3- and 48-hpi placental tissue and fetal bodies were collected. Fetal bodies were genotyped by Sx PCR to demarcate placental 
extracts by sex. Sex-stratified samples were pooled within litters for E12 and E14 timepoints, n = 4 litters/group. (B-G) RNA was isolated from MFI tissue 
then bulk RNA-sequencing was conducted on the 4 experimental groups with 4 samples per group. (B) Principal component analysis (PCA) showing 
clustering of groups from E12 placental samples. (C) Volcano plot showing the number of differentially expressed genes in E12 MFI tissue comparing 
polyI:C to saline (FDR<.1) and combined by sex. Dark purple dots indicate genes that passed the combined p-value < 1x10-5 and log2FC > 2 cutoff of 
significance, light purple dots indicate genes with p-value < 1x10-5, and dark grey dots indicate genes with log2FC > 2. (D) Heatmap representation of the 
top 20 genes upregulated in the polyI:C group, combined by sex (FDR<.1). (E) Interferon pathway gene expression (rlog normalized counts) compared 
between polyI:C and saline groups, combined by sex. (F) Cytoscape network map illustrating select shared gene ontology (GO) terms. (G) Gene set 
enrichment analysis (GSEA) using KEGG pathways from genes upregulated (FDR<.1) in the polyI:C group. Dot plot of select enriched KEGG terms. (H) 
Genes related to Th17 differentiation compared between polyI:C and saline groups, combined by sex and expression levels visualized by heatmap. (I) 
GSEA of significantly downregulated genes in the polyI:C group (FDR<.1). Select GO terms shown. Statistical significance calculated by unpaired Student’s 
t-test (E). ****P < 0.0001. 
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Figure 2.3. The E12 MFI response to polyI:C is similar between sexes. 

Pregnant dams were injected i.p. with 20 mg/kg polyI:C on E11 and E12 to elicit MIA or with saline as a control. Bulk RNA-sequencing was conducted on 
MFI tissue at E12 (3 hpi) and E14 (48 hpi). (A) PCA showing clustering of groups by timepoint and treatment group. (B) Volcano plots showing the number 
of differentially expressed genes in E12 MFI tissue comparing polyI:C to saline (FDR<.1), separated by sex. Dark purple dots indicate genes that passed 
the combined p-value < 1x10-5 and log2FC > 2 cutoff of significance, light purple dots indicate genes with p-value < 1x10-5, and dark grey dots indicate 
genes with log2FC > 2. (C) Venn diagram illustrating overlapping differentially expressed genes (DEGs) upregulated by polyI:C comparing the male and 
female response. (D) Heatmap representation of the top 15 upregulated and top 5 downregulated genes (FDR<.1) compared between saline and polyI:C 
E12 MFIs from male (top) and female (bottom) offspring. 
 
 
We first wanted to define the acute response to MIA by comparing polyI:C to saline MFI samples at E12 (3 hpi) 
collapsed across sex. PCA at this timepoint revealed that saline and polyI:C MFI samples clustered in distinct 
groups along PC1, accounting for 86% of the variance, indicating that MIA causes a predominant shift in the MFI 
transcriptome (Figure 2.2B). The transcriptional response at the MFI was robust and quick at the initiation of 
MIA. We found 1,877 upregulated genes and 1,674 downregulated genes when comparing polyI:C to saline 
MFIs at E12 (Figure 2.2C). When looking at the top 20 polyI:C upregulated genes, we noticed a strong pro-
inflammatory signature dominated by type I interferon (IFN) response genes including Mx1, Cxcl10, and Ifit1, 
among others (Figure 2.2C,D). Indeed, we found dramatically increased expression of many interferon-
stimulated genes that included IFIT and OAS pattern recognition receptors, STAT transcription factors, and more 
(Figure 2.2E).  
 
We next sought to glean an overall view of the immune response orchestrated at the MFI in response to polyI:C 
exposure. A cytoscape network analysis of polyI:C upregulated genes revealed an enrichment of immune terms 
related to cytokine signaling, lymphocyte and neutrophil migration, autophagy, and leukocyte activation (Figure 
2.2F). Gene set enrichment analysis (GSEA) of polyI:C upregulated genes using KEGG pathways uncovered 
specific signaling cascades engaged which included PI3K-AKT, NOD-like receptors, Toll-like receptors (TLRs), 
RIG-1, and NF-κB signaling, among others (Figure 2.2G). We also noted pathways related to T cell activation 
(Figure 2.2G) and were intrigued to see indication of a Th17 response, given that maternal Th17-mediated IL17a 
production is required for the onset of polyI:C offspring behavioral phenotypes 423,497,498. Indeed, we found a 
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broad upregulation of many genes related to Th17 differentiation acutely following polyI:C exposure in the MFI 
(Figure 2.2H). We also noted a shift toward anti-angiogenic signaling in which polyI:C induced the 
downregulation of many pro-angiogenic factors (i.e. Fgf2, Pdgfa, Pdgfc) concomitant with upregulation of anti-
angiogenic factors (i.e. Angpt1, Angpt2, Cxcl9, Cxcl10, Cxcl11, Thbs1, Thbs4; Figure 2.4).  
 

 
Figure 2.4. Expression of angiogenesis-related genes in the placenta 3 hours-post MIA. 

Pregnant dams were injected i.p. with 20 mg/kg polyI:C on E11 and E12 to elicit MIA or with saline as a control. Bulk RNA-sequencing was conducted on 
MFI tissue at E12 (3 hpi). (A-D) Violin plots illustrating the expression (rlog normalized counts) of pro- and anti-angiogenic signals in the MFI 3 hpi. (A) 
Expression levels of pro-angiogenic platelet-derived growth factors and fibroblast growth factors. (B) Expression levels of pro-angiogenic vascular 
endothelial growth factors and other factors. (C) Expression levels of pro- and anti-angiogenic chemokines. (D) Expression levels of anti-angiogenic 
angiopoietins, thrombospondins, and plasminogen activator inhibitor-1. Statistical significance calculated by unpaired Student’s t-test (A-D). *P < 0.05, **P 
< 0.01, ***P < 0.001, ****P < 0.0001. 
 
 
While the largest fold changes in gene expression were found in upregulated genes, we were still curious to 
explore the pathways disengaged in MIA-exposed MFIs. GSEA of polyI:C downregulated genes using the gene 
ontology (GO) database revealed an interesting dampening of pathways related to offspring development (Figure 
2.2I). Such downregulated pathways were related to vascular, heart, and nervous system development in 
particular, which we were intrigued to find in MFI tissue that did not include the embryo itself. Given the central 
role of the MFI in providing embryo nutrition, it is possible that the inflammatory response detracts from this 
typical support. In all, the acute transcriptional response to MIA at the MFI engaged a robust immune response 
largely driven by type I IFN signaling at the expense of ordinary offspring developmental support. 
 
Sex differences in the neurodevelopment of MIA offspring have been reported using multiple different models of 
infection 499–503. Thus, we were interested to see whether there were sex differences in the immune response at 
the placenta that could begin to explain some of the differences in offspring neurodevelopment. We therefore 
conducted differential gene expression analysis on E12 MFIs split by sex. We found 1,513 differentially 
expressed genes (DEGs) in males and 2,272 DEGs in females (Figure 2.3B), with the largest fold changes 
occurring in upregulated genes in both sexes. We found many of these upregulated genes to be similar between 
the sexes (Figure 2.3B,C) with the top 15 upregulated DEGs largely overlapping in male and female MFIs (Figure 
2.3D). Taken together, this transcriptional analysis of the acute MFI response to MIA revealed an engaged 
immune response that is largely conserved between the sexes.  
 
 
2.5.2. The pro-inflammatory response to polyI:C is distinct at the placenta and the decidua 
 



 38 

To glean insight into whether this immune response is generated in dam-derived cells (decidua) or embryo-
derived cells (placenta), we dissected apart decidua and placenta tissue. Successful dissociation of the decidua 
from the placenta was confirmed by relative expression of the placenta-enriched marker Cdh1 (E-cadherin; 
Figure 2.5A). We additionally confirmed that deciduae from either male or female embryos were composed 
primarily of female (i.e. maternal) cells via expression of the X chromosome gene Xist (Figure 2.5B). Placentas 
from female embryos also expressed Xist but completely lacked expression of the Y chromosome gene Uty 
(Figure 2.5B-C). Accordingly, placentas from male embryos completed lacked Xist expression but highly 
expressed Uty (Figure 2.5B-C).  
 

 
Figure 2.5. The effects of polyI:C in the decidua compared to the placenta. 

Pregnant dams were injected i.p. with saline as a control on E11 and E12. Maternal-fetal interface tissue was collected at E12, 3 hpi, and the decidua was 
dissected away from the placenta. Relative gene expression was assessed in these tissues by qPCR. (A) Relative expression of the placenta-enriched 
marker, E-cadherin, in matched maternal-fetal interface samples, normalized to placenta expression. (B-C) Relative expression of sex chromosome genes 
Xist (X chromosome; B) and Uty (Y chromosome; C) in matched decidua and placenta samples collected from saline control pregnancies and split by sex. 
(B) Relative Xist expression, normalized to saline female placenta expression. (C) Relative Uty expression, normalized to male placenta expression. (D) 
Relative expression of pro-inflammatory genes, normalized to saline deciduae or saline placentas. (E) Cytokines levels assessed by multiplex cytokine 
array conducted on decidua and placenta homogenates from saline and polyI:C pregnancies. Samples were collected from at two independent pregnancies 
per group. Each point represents an individual decidua or placenta (A-C). Pla. = placenta, Decid. = decidua. Statistical significance calculated by paired 
Student’s t-test (A-C) or one-way ANOVA with Tukey’s post-hoc comparison (D-E). Error bars indicate mean +/- s.e.m. ns = not significant, *P < 0.05, **P 
< 0.01, ***P < 0.001, ****P < 0.0001. 
 
 
We next profiled the expression of pro-inflammatory genes by qPCR to understand the response to polyI:C in 
each MFI compartment. We previously found Ifit1, Mx1, and Il6 to have increased expression in bulk maternal-
fetal interface tissue (Figure 2.2). Strikingly, the placenta, but not the decidua, significantly upregulated 
expression of Ifit1, Mx1, and Il6, in addition to Ccl3 and Il6ra 3 hpi (Figure 2.5D). Meanwhile, a well-characterized 
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marker of decidual NK (dNK) cells, Cd56, was exclusively upregulated in the decidua but not the placenta 3 hpi 
(Figure 2.5D).  
 
These findings heightened our curiosity as to whether protein levels of pro-inflammatory cytokines were 
differentially enriched in either MFI compartment. We conducted a multiplex cytokine assay on dissected decidua 
and placenta tissue homogenates from pregnancies 3 hours post-saline or -polyI:C treatment. In comparing 
cytokine concentrations within each tissue, we found significantly elevated levels of IL-6, IL-17a, and G-CSF 
within the placenta but not the decidua (Figure 2.5E). No cytokines were found in significantly altered levels 
within the decidua (Figure 2.5E). Further, when comparing polyI:C deciduae to polyI:C placentas we found 
significantly elevated levels of IL-1b, IL-4, IL-17a, G-CSF, GM-CSF, and TNF-⍺ (Figure 2.5E). Other MIA studies 
have similarly reported increased levels of IL-6 and IL-17a following polyI:C treatment 420,423,424 and we were 
intrigued to find this response exclusively in the placental compartment. Altogether, we find that both dam- and 
embryo-derived cells respond to polyI:C yet in distinct fashions.  
 
 
2.5.3. The MFI immune response to MIA is largely absent by E14 
 
We were next curious to see how long this inflammatory response at the MFI persisted after polyI:C exposure. 
To this end, we compared the transcriptome of polyI:C and saline MFI samples at E14 (48 hpi). PCA clustering 
revealed that saline and polyI:C samples still clustered in relatively distinct groups at this time point, though not 
to the same extent as at 3 hpi (Figure 2.2B, 2.6A). While there was a significant number of DEGs in response to 
MIA at 3 hpi, we found many fewer DEGs at 48 hpi (Figure 2.6B), indicating a potential resolution of the 
inflammatory response. Interestingly, we noticed that the male control MFIs clustered more closely with the 
polyI:C MFIs by PCA compared to the females (Figure 2.6A).  
 

 
Figure 2.6. The MFI immune response is largely complete by 48 hpi. 

Pregnant dams were injected i.p. with 20 mg/kg polyI:C on E11 and E12 to elicit MIA or with saline as a control. Bulk RNA-sequencing was conducted on 
MFI tissue at E14 (48 hpi). (A) PCA showing clustering of groups from E14 MFI samples. (B) Volcano plots showing the number of differentially expressed 
genes in E14 MFI tissue comparing polyI:C to saline (FDR<.1), separated by sex. Dark purple dots indicate genes that passed the combined p-value < 
1x10-5 and log2FC > 2 cutoff of significance, light purple dots indicate genes with p-value < 1x10-5, and dark grey dots indicate genes with log2FC > 2. (C) 
qPCR comparing the expression of key MIA-related inflammatory mediator genes between polyI:C and saline MFI tissue at E12 (3 hpi) and E14 (48 hpi). 
(D) Heatmap representation of the top 20 genes downregulated in the polyI:C group (FDR<.1) compared between saline and polyI:C female MFIs. 
Statistical significance calculated by unpaired Student’s t-test (C). Error bars indicate mean +/- s.e.m. *P < 0.05, **P < 0.01, ****P < 0.0001. 
 
 
To further explore this pattern, we conducted differential expression analysis with the samples split by sex. 
Indeed, only 106 genes were significantly differentially expressed in the male MFI exposed to polyI:C compared 
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to controls (Figure 2.6B). We meanwhile uncovered 541 DEGs in female MFIs, 58 of which were upregulated 
and 483 of which were downregulated (Figure 2.6B). In both sexes, there was a striking lack of the immune 
response genes that were so strongly upregulated at 3 hpi (Figure 2.2C, 2.6B). We verified this effect by qPCR 
looking at a selection of relevant DEGs and indeed saw the same strong upregulation of immune-related genes 
at E12 which were no longer differentially expressed by E14 (Figure 2.6C). In fact, many of the top downregulated 
genes in females were related to the immune system, including Stab1, Mrc1, Cx3cr1, Ccl3, C1qb, and C1qc 
(Figure 2.6D). Altogether, the active MFI response to MIA occurring at E12 is largely over by E14 on the 
transcriptional level; moreover, the female MFI may even be further downregulating some immune-related 
genes.  
 
 
2.5.4. Baseline sex differences in the MFI transcriptome are dampened subacutely by MIA 
 
We noted in our PCA plots that samples clustered distinctly based on sex when comparing our saline controls 
at E12 (Figure 2.2B) and at E14 (Figure 2.6A), indicating significant baseline sex differences in the MFI 
transcriptome. We were fascinated to see that MIA appears to dampen these sex differences, as polyI:C male 
and polyI:C female MFI samples separate to a smaller degree on the PCA plots both at E12 (Figure 2.2B) and 
at E14 (Figure 2.6A). This finding spurred our curiosity to define any baseline transcriptional sex differences and 
whether MIA influences the expression of these genes.  
 
We conducted differential gene expression analysis comparing male to female MFIs split by treatment and 
timepoint (Figure 2.7A). In saline control MFIs, we uncovered 701 genes at E12 and 868 genes at E14 that were 
differentially regulated by sex (Figure 2.7A,B). We were fascinated to see that nearly all of these sex-dependent 
genes were no longer differentially expressed by sex when comparing polyI:C male to polyI:C female MFIs both 
at E12 and E14 (Figure 2.7A,B). Specifically, there were only 15 genes at E12 and 75 genes at E14 that were 
differentially expressed when comparing between the sexes in polyI:C MFIs (Figure 2.7A,B), and many of these 
DEGs were sex chromosome genes (Figure 2.7A). In other words, the response to polyI:C is largely overlapping 
in male and female MFIs, consistent with our DEG findings (Figure 2.3). 
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Figure 2.7. Baseline sex differences in the MFI transcriptome are dampened by MIA. 

Pregnant dams were injected i.p. with 20 mg/kg polyI:C on E11 and E12 to elicit MIA or with saline as a control. Bulk RNA-sequencing was conducted on 
MFI tissue at E12 (3 hpi) and E14 (48 hpi). (A) Volcano plots showing the number of differentially expressed genes in E12 and E14 MFI tissue comparing 
males to females (FDR<.1), separated by treatment group. Dark purple dots indicate genes that passed the combined p-value < 1x10-5 and log2FC > 2 
cutoff of significance, light purple dots indicate genes with p-value < 1x10-5, and dark grey dots indicate genes with log2FC > 2. (B) Numbers of differentially 
expressed genes (FDR <.1, p-value < 1x10-5 and log2FC > 2) enriched in either male or female samples within saline and polyI:C groups at E12 and E14. 
(C,D) Gene set enrichment analysis using (C) KEGG and (D) Reactome pathways from genes differentially expressed (FDR<.1) between males and 
females in the saline group. (C) Dot plot of select enriched KEGG terms in male and female E12 MFIs. (D) DEGs between saline males and females were 
compared at E12 and E14. Overlapping and non-overlapping DEGs are illustrated by Venn diagram and were subject to gene set enrichment analysis. 
(E) Heatmap representation of the top 10 upregulated and downregulated genes in saline offspring at E12 and E14 (FDR<.1). 
 
 
To begin to understand these MFI transcriptional sex differences, we first wanted to better define the biological 
processes chiefly employed at each developmental stage assessed, as this may inform any perturbations that 
occur as a result of sex and/or MIA. Thus, we conducted PCA and differential expression analysis comparing 
subsequent developmental timepoints (E14 v. E12) in saline control samples. PCA revealed that time had the 
greatest influence on the transcriptional landscape (Figure S4A); PC1 accounted for 69% of the variance in 
which samples cluster along this principal component predominately by timepoint. Sex accounted for the second-
most variance in transcriptome (14%), as samples clustered next by female and male along PC2 (Figure S4A).  
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Figure 2.8. The developmental trajectory of the MFI transcriptome. 

Pregnant dams were injected i.p. with saline as a control on E11 and E12. Bulk RNA-sequencing was conducted on MFI tissue at E12 (3 hpi) and E14 (48 
hpi). (A) PCA plots including E12 and E14 samples showing clustering of groups. (B) Volcano plot showing the number of differentially expressed genes 
(FDR<.1) in control MFI tissue comparing E12 to E14 and combined by sex. Dark purple dots indicate genes that passed the combined p-value < 1x10-5 
and log2FC > 2 cutoff of significance, light purple dots indicate genes with p-value < 1x10-5, and dark grey dots indicate genes with log2FC > 2. (C) 
Reactome terms selected following gene set enrichment analysis of control MFIs comparing E12 to E14. Genes with negative log10adjP values are 
enriched at E12 while genes with positive log10adjP values are enriched at E14. 
 
 
We identified 3,727 genes enriched at E12 and 3,858 enriched at E14 in the homeostatic MFI (Figure 2.8B). The 
top DEGs enriched at E12 included hemoglobin subunits Hbb.bh1 and Hba.x, the cell cycle regulator Phlda2, 
and oxidoreductases Dio3 and Hsd3b6 (Figure 2.8B). GSEA of all E12 DEGs revealed that networks related to 
the cell cycle, mitochondrial translation, and rRNA processing dominated the transcriptional landscape at this 
time compared to E14 (Figure 2.8C). At E14, we identified prevailing enrichment for the prolactin genes Prl3a1, 
Prl8a6, and Prl8a8, pregnancy-specific glycoproteins Psg16 and Psg26, which are known to be involved in 
immunoregulation and thromboregulation, as well as the cathepsin-encoding gene Cts6. Indeed, GSEA of all 
E14-enriched genes uncovered pathways related to lipid metabolism (likely related to lactation) and 
plasma/platelet-related processes, in addition to insulin growth factor (IGF)- and solute carrier (SLC)-mediated 
transport (Figure 2.8C). We also identified significant enrichment for Ace2, the angiotensin-converting enzyme 
that can also serve as a primary entry point into cells subverted by SARS-CoV-2 when ACE2 is present in a 
membrane-bound form (Yan et al., 2020; Figure 2.8B). This is consistent with studies showing that SARS-CoV-
2 can infect placental syncytiotrophoblasts and initiate an inflammatory response at the placenta 505,506. 
 
Males and females conceivably require different support in terms of nutrients, growth factors, and protection 507–

509. In addition, male embryos are immunologically viewed as significantly more foreign to the mother’s immune 
system due to the presence of Y chromosome genes, perhaps necessitating an even more tolerogenic state 
507,509. Moreover, differences in sex chromosome gene dosage (XX vs XY) could influence MFI function both at 
baseline and in response to a change in the maternal milieu, such as those triggered by environmental insults 
like MIA. We therefore first sought to more completely understand the gene modules that made up apparent sex-
dependent DEGs. At E12, GSEA revealed an abundance of differentially regulated pathways in female MFIs, 
many of which were related to immune signaling pathways (Figure 2.7C). In particular, we noted enrichment of 
signaling modules involving Fc receptors, TLRs, chemokines, and activation of various immune cell subsets 
(Figure 2.7C). The male MFI at baseline were enriched for protein export and spliceosome pathway KEGG terms 
(Figure 2.7C). 
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We wondered whether these sex-dependent gene modules persisted at E14 and/or whether new sex-dependent 
gene modules appeared as pregnancy progressed. A comparison of genes differentially expressed in males at 
E12 and E14 revealed an overlap of 141 genes, with 210 genes uniquely expressed at E12 and 105 genes 
uniquely expressed at E14 (Figure 2.7D). The largest fold changes in male-enriched genes occurred in Uty, 
Eif2s3y, and Ddx3y, which were present at both E12 and E14 (Figure 2.7E). GSEA using the Reactome dataset 
found that male MFIs were enriched for mRNA processing-related pathways at E12 while at E14 male MFIs were 
enriched for fibrin signaling and insulin-like growth factor transport (Figure 2.7D). Male MFIs were enriched for 
pathways related to translation and the calrexin cycle at both E12 and E14 (Figure 2.7D).  
 
We then repeated this analysis on female MFIs and found 338 overlapping genes at E12 and E14, with 179 
genes unique to E12 and 117 genes unique to E14 (Figure 2.7D). The top 10 DEGs enriched in females were 
present at E12 and E14, including Stab1, Mrc1, and F13a1 (Figure 2.7E). Consistent with our KEGG terms 
(Figure 2.7C), E12 female MFIs were enriched for immune signaling (Figure 2.7D). Some of these immune 
pathways were also apparent at E14, including Dectin- and neutrophil-related signaling (Figure 2.7D) and genes 
such as Ccl3, Cx3cr1, and Fcrls (Figure 2.7E). Female MFIs were also enriched for non-immune-related 
pathways at both E12 and E14 which included GTPases and modules related to the nervous system (Figure 
2.7D). At E14 alone, female MFIs were enriched for cell cycle-related signaling (Figure 2.7D). 
 
All of these gene modules that are typically employed in males and females separately during development are 
no longer apparent in polyI:C pregnancies (Figure 2.7A,B). Strikingly, though the immune response to polyI:C is 
largely complete by E14, these dampened sex differences continue to persist at this timepoint, which indicates 
of a prolonged imprint of polyI:C exposure (Figure 2.7A,B). While the female and male MFI immune response to 
MIA predominantly overlaps, it is possible that the lack of typical employment of sex-specific gene modules 
contributes to altered offspring development in a MIA environment.  
 
 
2.5.5. MIA leads to sex-biased behavioral changes without an accompanying transcriptional 
shift in microglia 
 
Given the quintessence of the maternal-fetal interface in supporting embryo development paired with the 
significantly shifted transcriptome triggered by MIA, we next sought to investigate the impact that maternal 
inflammation may have on offspring neurodevelopment. We wondered whether sex-biased differences in 
offspring behavior existed in our MIA model, given our findings that the MIA female MFI was found to 
downregulate many immune-related genes subacutely (Figure 2.6B,D) and that baseline transcriptional sex 
differences in the MFI are dampened by MIA (Figure 2.7).  
 
Indeed, our MIA offspring displayed sex-biased behavioral alterations. More specifically, we found that male 
polyI:C offspring emitted fewer ultrasonic vocalizations (USVs) when briefly separated from their mother and 
littermates at postnatal day (P)10 (Figure 2.9A), indicating impaired communication ability compared to female 
polyI:C littermates and saline control offspring. Sex-biased behavioral alterations were also present in adulthood, 
as male polyI:C offspring buried more marbles (Figure 2.9B) and interacted equally with an object versus a novel 
mouse (Figure 2.9C) compared to female polyI:C offspring and saline controls; indicative of 
repetitive/stereotyped behaviors and sociability deficits, respectively. These sex-biased behavioral changes are 
consistent with published neurodevelopmental alterations using other MIA models 499–501,503. 
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Figure 2.9. Maternal immune activation elicits sex-biased behavioral alterations in offspring but does not impact microglia on the 
transcriptional level. 

Pregnant dams were injected i.p. with 20 mg/kg polyI:C on E11 and E12 to elicit MIA or with saline as a control. (A-C) Male and female offspring of MIA 
and control pregnancies were assessed for behavioral alterations including communication ability (A), stereotyped/repetitive actions (B), and sociability 
changes (C). (A) Number of ultrasonic vocalizations elicited during 3-min of separation from mother and littermates at postnatal day (P)10. (B) Number of 
marbles buried during a 10-min marble burying assay conducted at 8-10 weeks of age. (C) Percent time spent interacting with a novel mouse compared 
to a novel object during a 10-min three-chamber social preference test conducted at 8-10 weeks of age. (D) Microglia RNA-sequencing experimental 
design. 3- and 48-hpi embryos were collected and decapitated bodies were genotyped by Sx PCR to demarcate brain extracts by sex. Brains were also 
harvested from P5 and P90 offspring. Single cell suspensions of fresh brain tissue were subject to CD11b+ magnetic bead purification by magnetic-
activated cell sorting (MACS) to isolate microglia. Sex-stratified samples were pooled within litters for E12 and E14 timepoints (n = 4 litters per group). 
Individual mice were used for P5 and P90 timepoints (n = 4 mice per group). RNA was isolated from purified microglia and then bulk RNA-seq was 
conducted on the 4 experimental groups with 4 samples per group at each timepoint. (E) PCA showing clustering of treatment groups from all timepoints. 
(F,G) Reanalysis of single cell RNA-sequencing data collected from MIA offspring and PBS control brains (Kalish et al. 2020) at E14 (48 hours-post-
polyI:C) and E18 (96 hours-post-polyI:C). tSNE plots show microglia forming two clusters at E14 (F, left) and five clusters at E18 (G, left); however, MIA 
and PBS microglia do not fall into any distinct cluster at either timepoint or form any distinct clusters (F,G; right). Each point represents an individual mouse 
(A-C). Statistical significance calculated by one-way ANOVA with Tukey’s post-hoc comparison (A-B) or multiple Student’s t-tests (C). Error bars indicate 
mean +/- s.e.m.  ns = not significant, *P < 0.05, ***P < 0.001, ****P < 0.0001. 
 
 
The innate immune cells of the brain, microglia, constitute the first line of defense against brain pathogens and 
are also critically involved in homeostatic neurodevelopmental processes including circuit refinement, 
angiogenesis, and cell maturation/differentiation 474,510,511. All of these processes could conceivably be impacted 
by sex and/or inflammation during neurodevelopment. We therefore wondered whether microglia would be 
particularly sensitive to any immunologic and/or sex-specific stimuli that could be propagated from the placenta 
to the developing embryonic brain during MIA.  
 
To investigate in an unbiased manner whether microglial gene expression is impacted by MIA, we conducted 
bulk RNA-seq on purified offspring microglia at select timepoints post-MIA (Figure 2.9D). Given our intriguing 
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findings from the MFI RNA-seq study, we chose to evaluate microglia at E12 (3 hpi) and E14 (48 hpi) in an effort 
to correlate any MFI findings to a potential impact on microglia. We additionally collected sorted microglia at P5, 
a timepoint in development in which microglial phagocytosis is distinctly relevant 125,474,512, as well as at P90 when 
neurodevelopment is largely complete. Microglia were isolated by generating single-cell suspensions of brain 
tissue and then selecting for CD11b+ cells by magnetic-activated cell sorting (MACS). This strategy was effective 
in purifying CD11b+ cells at all evaluated timepoints (E12, E14, P5, and P90; Figure 2.10A,B) and the purity and 
efficacy of this isolation technique was not impacted by either sex or treatment condition (Figure 2.10C). 
 

 
Figure 2.10. Microglia are effectively purified by CD11b+ MACS. 

Pregnant dams were injected i.p. with 20 mg/kg polyI:C on E11 and E12 to elicit MIA or with saline as a control. Brains were collected from offspring at 
ages E12, E14, P5, and P90, single-cell suspensions made, and microglia were purified by MACS using CD11b-coated magnetic beads. Microglia 
enrichment in CD11b+ fractions was evaluated by flow cytometry. (A) Representative gating strategy. Microglia were gated as CD11b+CD45low single cells. 
(B,C) Quantification of the percent of single cells in the microglia gate in CD11b+ column fractions compared to CD11b- column fractions at each of the 
four time points (B) and across experimental groups as evaluated at P90 (C). 
 
 
Using the same strategy as with MFI samples, RNA extracted from microglia samples collected at E12 and E14 
was pooled equally by sex within each litter from a total of four litters per group (Figure 2.9D). Given the larger 
brain size, samples isolated at P5 and P90 were collected from a full brain of sorted microglia RNA from four 
mice per group (Figure 2.9D). PCA of all microglia across these developmental points revealed that time had the 
greatest influence on the transcriptional landscape of microglia: groupings were spread out by timepoints across 
PC1 which accounted for 91% of the variance (Figure 2.9E, 2.11A). In looking at each time point individually, we 
found that microglia were largely unaffected by MIA whereby polyI:C and saline samples clustered together at 
E12, E14, P5, and P90 (Figure 2.9E). We noted very few differentially expressed genes when comparing saline 
to polyI:C microglia at each of these timepoints, with none passing the significance threshold (Figure 2.12). 
Moreover, we did not find any major sex differences in microglia at baseline (Figure 2.13) or when exposed to 
polyI:C (Figure 2.14) on the transcriptional level at any of the assessed timepoints.  
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Figure 2.11. Microglia transcriptional maturation. 

Pregnant dams were injected i.p. with saline as a control on E11 and E12. MFI tissue was collected at E12 and E14. Brains were collected from offspring 
at E12, E14, P5, and P90, single-cell suspensions made, and microglia were purified by MACS using CD11b-coated magnetic beads. RNA was isolated 
from MFIs and purified microglia then bulk RNA-seq was conducted on the 4 experimental groups with 4 samples per group at each timepoint. (A) PCA 
plots of all microglia samples showing clustering of groups by timepoint. (B) Number of upregulated and downregulated differentially expressed genes 
(FDR <.1, p-value < 1x10-5 and log2FC > 2 ) comparing subsequent timepoints in the MFI and microglia. 
 
 

 
Figure 2.12. Microglia are not transcriptionally impacted by MIA. 

Pregnant dams were injected i.p. with 20 mg/kg polyI:C on E11 and E12 to elicit MIA or with saline as a control. Brains were collected from offspring at 
ages E12, E14, P5, and P90, single-cell suspensions made, and microglia were purified by MACS using CD11b-coated magnetic beads. RNA was isolated 
from purified microglia and then bulk RNA-seq was conducted on the 4 experimental groups with 4 samples per group at each timepoint. (A) Volcano plots 
showing the number of differentially expressed genes in microglia comparing polyI:C to saline, broken down across the 4 developmental timepoints 
(FDR<.1) and combined by sex. Light purple dots indicate genes with p-value < 1x10-5 and dark grey dots indicate genes with log2FC > 2. No genes passed 
the combined p-value < 1x10-5 and log2FC > 2 cutoff of significance. 
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Figure 2.13. Lack of major transcriptional sex differences in microglia at baseline. 

Pregnant dams were injected i.p. with saline as a control. Brains were collected from offspring at ages E12, E14, P5, and P90, single-cell suspensions 
made, and microglia were purified by MACS using CD11b-coated magnetic beads. RNA was isolated from purified microglia and then bulk RNA-seq was 
conducted on the 4 experimental groups with 4 samples per group at each timepoint. (A) PCA of microglial samples showing clustering of groups at each 
timepoint by sex. (B) Volcano plots showing the number of differentially expressed genes comparing males to females in saline control microglia (FDR<.1), 
separated by timepoint. Dark purple dots indicate genes that passed the combined p-value < 1x10-5 and log2FC > 2 cutoff of significance, light purple dots 
indicate genes with p-value < 1x10-5, and dark grey dots indicate genes with log2FC > 2. 
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Figure 2.14. Lack of major transcriptional sex differences in MIA microglia. 

Pregnant dams were injected i.p. with 20 mg/kg polyI:C on E11 and E12 to elicit MIA or with saline as a control. Brains were collected from offspring at 
ages E12, E14, P5, and P90, single-cell suspensions made, and microglia were purified by MACS using CD11b-coated magnetic beads. RNA was isolated 
from purified microglia and then bulk RNA-seq was conducted on the 4 experimental groups with 4 samples per group at each timepoint. (A) PCA of 
microglial samples showing clustering of groups at each timepoint by treatment. (B) Volcano plots showing the number of differentially expressed genes 
comparing males to females in polyI:C microglia (FDR<.1), separated by timepoint. Dark purple dots indicate genes that passed the combined p-value < 
1x10-5 and log2FC > 2 cutoff of significance, light purple dots indicate genes with p-value < 1x10-5, and dark grey dots indicate genes with log2FC > 2. 
 
 
To verify the quality and robustness of our microglia RNA-seq dataset, we evaluated the baseline transcriptional 
landscape and developmental trajectory in control microglia collapsed across sex. We conducted differential 
expression analysis at subsequent developmental timepoints (E14 v. E12, P5 v. E14, and P90 v. P5) in saline 
control samples and identified a vast number of DEGs in each of these comparisons as we had found in the 
placenta (Figure 2.11B). We found microglia to be increasingly transcriptionally different at each comparison 
through our developmental time course (Figures 2.11, 2.15A-C) in which there was a coordinated loss of 
immature microglia genes and gain of mature markers (Figure 2.15D-G). Pathway analyses revealed that 
microglia progress through highly distinct neurodevelopmental phases: these cells first undergo robust 
replication, then progress to a role of sculpting the extracellular matrix and neuronal development, then become 
highly active in terms of metabolism, cell growth, and signaling cascades, and finally reach a mature maintenance 
state (Figure 2.15H). This transcriptional assessment of microglial maturation is consistent with published studies 
33,35. 
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Figure 2.15. The microglial transcriptional development program. 

Pregnant dams were injected i.p. with saline as a control on E11 and E12. Brains were collected from offspring at ages E12, E14, P5, and P90, single-cell 
suspensions made, and microglia were purified by MACS using CD11b-coated magnetic beads. RNA was isolated from purified microglia and then bulk 
RNA-seq was conducted on the 4 experimental groups with 4 samples per group at each timepoint. (A-C) Volcano plots showing the number of differentially 
expressed genes in microglia comparing polyI:C to saline combined by sex (FDR<.1). Plots shown for subsequent timepoint comparisons: E14 v. E12 (A), 
P5 v. E14 (B), and P90 v. P5 (C). Dark purple dots indicate genes that passed the combined p-value < 1x10-5 and log2FC > 2 cutoff of significance, light 
purple dots indicate genes with p-value < 1x10-5, and dark grey dots indicate genes with log2FC > 2. (D-F) Heatmap representations of the top 10 genes 
(FDR<.1) enriched at each subsequent timepoint comparison: E14 v. E12 (D), P5 v. E14 (E), and P90 v. P5 (F). (G) Heatmap representation of select key 
microglia development-related genes at each timepoint shows the progressive loss of immature markers and acquisition of mature markers. (H) Reactome 
terms selected following gene set enrichment analysis conducted at subsequent timepoint comparisons. For each comparison, genes with negative 
log10adjP values are enriched at the earlier timepoint while genes with positive log10adjP values are enriched at the later timepoint. 
 
 
To independently corroborate these findings, we re-analyzed the transcriptional profile of MIA microglia from a 
published single-cell RNA-sequencing (scRNA-seq) dataset using a similar polyI:C model 501. Following 
clustering of all cells at E14 (48 hours post-polyI:C) and E18 (96 hours post-polyI:C), we selected for microglia 
based on enriched expression of Cx3cr1 and Tmem119 and low expression of other cell-type-specific markers 
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(Figure 2.16). tSNE re-clustering of microglia yielded two sub-clusters at E14 (Figure 2.9F) and 5 sub-clusters 
at E18 (Figure 2.9G). MIA and control PBS microglia did not fall into any distinct cluster at either E14 (Figure 
2.9F) or E18 (Figure 2.9G). In addition, we found very few significantly differentially expressed genes between 
MIA and PBS microglia. There were no significant DEGs at E14 and only 4 DEGs at E18: mt-Co2, Mrc1, Lyve1, 
and F13a1. Taken together, these findings suggest that this model of MIA does not significantly affect the 
transcriptome of microglia during development or persisting into adulthood. Whether this MIA model alters 
microglia at the functional levels and/or primes microglia to respond differently to insults later in life will be 
important future areas of investigation.   
 

 
Figure 2.16. scRNA-seq clustering and cluster expression of cell-type-specific markers for selection of microglia. 

Reanalysis of single cell RNA-sequencing (scRNA-seq) data collected from MIA offspring and PBS control brains (Kalish et al. 2020) at E14 (48 hours-
post-polyI:C, A and B) and E18 (96 hours-post-polyI:C, C and D). All cells within each timepoint were clustered and cell-type-specific gene expression was 
assessed within each cluster. UMAP projections (A,C) and violin plots illustrating relative expression levels of cell type-specific markers (B,D) were used 
to identify microglia. Microglia were determined to be cluster #26 at E14 (A,B) and cluster #24 at E18 (C,D). 
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2.5.6. SSRI exposure reshapes the MFI response to MIA 
 
A recent study found that inflammation during pregnancy due to maternal high-fat diet gave rise to sex-dependent 
behavioral alterations that were accompanied by reduced placental serotonin levels 513. We therefore wondered 
whether maternal inflammation in our polyI:C model also altered the serotonergic tone of the MFI. In addition, 
we were interested to see whether and how the MFI responds to a different type of environmental insult, and 
furthermore whether a combination of insults would differentially impact in utero physiology and offspring 
neurobiology. For this second insult, we used fluoxetine (a common SSRI, brand name Prozac), a medication 
used to treat depression in addition to other mental conditions, including obsessive compulsive disorder, panic 
attacks, some eating disorders, and premenstrual syndrome 514. A query study found that fluoxetine is among 
one of the top 20 most commonly prescribed medications during pregnancy 515.  
 
For our study, we began treating female mice with fluoxetine at least two weeks prior to mating (Figure 2.17A) 
to investigate the impact on MFI health and offspring neurodevelopment. Control and fluoxetine-treated pregnant 
dams were then exposed to MIA or a saline control injection as before and then maternal sera, MFIs, and 
embryonic brains were harvested 3 hpi to compare differential responses to polyI:C and fluoxetine as well as 
interrogate any combinational effects (Figure 2.17A). Fluoxetine exposure, like polyI:C, did not appreciably affect 
maternal weight gain during pregnancy (Figure 2.18A) nor the number of embryos when collected at E12 (Figure 
2.18B). We did note a trend toward diminished dam weight gain and offspring numbers in double-hit fluoxetine 
polyI:C pregnancies (Figure 2.18A,B). 
 

 
Figure 2.17. Fluoxetine exposure reshapes the MFI response to MIA. 

Female mice were given fluoxetine in the drinking water (160 mg/L) for at least 2 weeks prior to addition of a male to the cage for mating. The presence 
of a vaginal plug was marked as E0.5. Pregnant dams were injected i.p. with 20 mg/kg polyI:C on E11 and E12 to elicit MIA or with saline as a control. 
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MFIs were collected 3 hpi on E12. (A) Experimental design. (B) Serotonin levels assessed by ELISA conducted on MFI homogenates. (C,D) Key pro-
inflammatory immune response (C) and immune signaling (D) gene expression assessed by qPCR conducted on MFI RNA. (E) Cytokine levels assessed 
by multiplex cytokine array on MFI homogenates. Samples were collected from at least two independent pregnancies per group. Each point represents 
an individual MFI (B,E), n = 8 MFIs per group (B-E). Statistical significance calculated by one-way ANOVA with Tukey’s post-hoc comparison (B-E). Error 
bars indicate mean +/- s.e.m. *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001. 
 
 

 
Figure 2.18. MIA impacts fluoxetine pregnancy progression. 

Female mice were given fluoxetine in the drinking water (160 mg/L) for at least 2 weeks prior to addition of a male to the cage for mating. The presence 
of a vaginal plug was marked as E0.5. Pregnant dams were injected i.p. with 20 mg/kg polyI:C on E11 and E12 to elicit MIA or with saline as a control. (A) 
Dam weight through pregnancy. Plotted as percent change from baseline (E0 weight). Grey box indicates i.p. injection timepoints. (B) Number of pups in 
utero on E12. (C) Rate of successful pregnancy as assessed by the birth of at least one live pup. White ratio insets denote the quantity of pregnancies 
assessed. (D) Rate of successful pup weaning assessed on P21. White ratio insets denote the quantity of pregnancies assessed. Each point represents 
the average 3-6 pregnancies per group (A) or individual pregnancies (B). Statistical significance calculated by two-way ANOVA with Sidak’s multiple 
comparisons test (A) or one-way ANOVA with Tukey’s post-hoc comparison (B). Error bars indicate mean +/- s.e.m. 
 
Serotonin in the developing embryo is supplied by the mother via placental production until the embryo is able 
to synthesize its own source of serotonin beginning around E15 488. MIA exposure in the non-fluoxetine group 
caused MFI serotonin levels to increase two-fold (Figure 2.17B). We were fascinated to see the opposite effect 
of polyI:C on fluoxetine pregnancies, whereby MFI serotonin levels were nearly undetectable (Figure 2.17B).  
 
Though serotonin is perhaps most well-known for its roles in the brain where it regulates cognition, mood, sleep, 
and appetite, serotonin also plays a significant part in peripheral immune responses 516. Nearly all immune cells 
express serotonin effector machinery and serotonin can influence cytokine secretion, leukocyte activation and 
migration, and more 516. We therefore questioned whether SSRI exposure, which is known to elevate peripheral 
serotonin levels, would reshape the MFI immune response to MIA. Indeed, qPCR of key inflammatory mediators 
identified in our RNA-seq dataset (Figure 2.2C-E) revealed that fluoxetine combined with polyI:C exposure 
significantly potentiated the expression levels of these pro-inflammatory genes at the placenta including Ifit1, 
Ccl3, and Tlr3 (Figure 2.17C). Meanwhile, some of these pro-inflammatory genes remained unchanged by 
fluoxetine exposure alone (Figure 2.17C). Interestingly though, fluoxetine-only exposure diminished MFI 
expression of the immune signaling components Il17ra, Syk, and Cx3cr1, some of which were restored to control 
levels in the case of dual treatment with both polyI:C and fluoxetine (Figure 2.17D). 
 
These results led us to question whether cytokine levels were changed systemically in the mother or in the MFI 
in our treatment groups. To this end, we conducted a multiplex cytokine assay on maternal sera collected at 3 
hpi. We found significantly elevated levels of IL-4 and IL-6 following polyI:C treatment alone and elevated IL-6 
levels with polyI:C + fluoxetine, but no other significant differences were found in any of the other cytokines 
analyzed in this assay (Figure 2.19A, Supplemental Table 2). Instead, we found that the levels of IL-1⍺, IL-6, IL-
17a, and G-CSF in the MFI were considerably impacted by our treatments (Figure 2.17E). Consistent with other 
studies 423, polyI:C exposure led to significantly higher levels of IL-6 in MFI tissue, yet these were not impacted 
by fluoxetine (Figure 2.17E). PolyI:C treatment also led to higher MFI levels of IL-17a and G-CSF and these 
were dampened to baseline levels in the presence of fluoxetine (Figure 2.17E). We also noted a decrease in IL-
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1⍺ levels with polyI:C or fluoxetine exposure alone that were returned to baseline levels in two-hit fluoxetine + 
polyI:C MFIs (Figure 2.17E). In contrast to these effects on IL-1⍺, IL-6, IL-17a, and G-CSF, we did not observe 
an appreciable impact of polyI:C and/or fluoxetine treatment on MFI levels of IL-1b, IL-4, IL-10, GM-CSF, IFN-g, 
or TNF-a at 3 hpi (Figure 2.19B, Supplemental Table 3). These collective findings illustrate that polyI:C and 
fluoxetine can impact the MFI cytokine milieu, and that the combination of these treatments can have multimodal 
effects.  
 

 
Figure 2.19. Fluoxetine and MIA do not largely impact maternal cytokine levels but elicit combinatorial effects on MFI serotonin signaling. 

Female mice were given fluoxetine in the drinking water (160 mg/L) for at least 2 weeks prior to addition of a male to the cage for mating. The presence 
of a vaginal plug was marked as E0.5. Pregnant dams were injected i.p. with 20 mg/kg polyI:C on E11 and E12 to elicit MIA or with saline as a control. 
Maternal sera and MFI tissue were collected 3 hpi on E12. (A,B) Systemic (A) and MFI (B) cytokine levels assessed by multiplex cytokine array. (C) MFI 
gene expression of serotonin-related genes assessed by qPCR. Samples were collected from at least two independent pregnancies per group. n = 8 MFIs 
per group (B-C). Statistical significance calculated by one-way ANOVA with Tukey’s post-hoc comparison (A-C). Error bars indicate mean +/- s.e.m. *P < 
0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001. 
 
 
We next questioned how fluoxetine treatment alone or in combination with polyI:C-induced MIA modulates MFI 
serotonin signaling. Tph1, coding for the major serotonin synthesis enzyme tryptophan hydroxylase 1, was 
significantly upregulated in fluoxetine polyI:C MFIs (Figure 2.19C), perhaps to compensate for the extremely low 
MFI serotonin levels in this double-hit group (Figure 2.17B). Next, we turned to the serotonin transporters 5-HTT 
(also known as SERT; Slc6a4) and OCT3 (Slc22a3). While there is little serotonin present in the two-hit placentas 
(Figure 2.17B), we were surprised to find diminished expression of Slc6a4 and elevated expression of Slc22a3 
in fluoxetine polyI:C placentas (Figure 2.19C). PolyI:C treatment alone elevated serotonin levels (Figure 2.17B) 
and simultaneously decreased Slc22a3 expression (Figure 2.19C).  
 
Serotonin is synthesized from tryptophan and IDO1 is an essential tryptophan degrading enzyme producing 
kynurenine to shunt tryptophan resources away from serotonin production 517. We found no significant changes 
in MFI Ido1 expression in any of our treatment groups (Figure 2.19C). Monoamine oxidase (MAO) enzymes can 
catalyze the oxidative deamination of serotonin which inhibits serotonin active signaling at 5-HT receptors. We 
did not find differential expression of either Maoa or Maob in MFI tissue 3 hpi in any of our treatment groups 
(Figure 2.19C), suggesting serotonin deactivation likely does not account for differential MFI serotonin levels at 
this timepoint (Figure 2.17B). Altogether, these data suggest that fluoxetine may reshape MFI serotonin signaling 
when combined with maternal inflammation.  
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2.5.7. SSRI exposure potentiates the offspring brain response to MIA 
 
Given the significance of the placenta as a source of serotonin to the developing embryo 488,489, as well as the 
importance of serotonergic signaling during neurodevelopment 484,489,518, we next wanted to investigate the 
impact of MIA and SSRI exposure on the developing embryonic brain. MIA has been previously reported to 
decrease the expression of protein synthesis-related genes due to activation of the integrated stress response 
501. We noticed a trending decrease in the expression of the translation initiation factor Eif2s1 in polyI:C brains 3 
hpi (Figure 2.20A). Conversely, the expression of Eif2s1 as well as Chd1, a chromatin remodeler linked to the 
stress response, and Rack1, a core ribosomal subunit, were all strongly increased in polyI:C brains that were 
also exposed to fluoxetine (Figure 2.20A).  
 

 
Figure 2.20. Fluoxetine exposure potentiates the embryonic brain response to MIA. 

Female mice were given fluoxetine in the drinking water (160 mg/L) for at least 2 weeks prior to addition of a male to the cage for mating. The presence 
of a vaginal plug was marked as E0.5. Pregnant dams were injected i.p. with 20 mg/kg polyI:C on E11 and E12 to elicit MIA or with saline as a control. 
Fetal brains were collected 3 hpi on E12. (A-C) qPCR of bulk brain tissue assessing expression of genes related to protein synthesis (A), the serotonin 
signaling (B), and cytokine signaling (C). (D) Graphical abstract summarizing the findings from the present study. Samples were collected from at least 
two independent pregnancies per group. n = 6-8 mice per group (A-C). Statistical significance calculated by one-way ANOVA with Tukey’s post-hoc 
comparison (A-C). Error bars indicate mean +/- s.e.m. *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001. 
 
 
SSRIs, including fluoxetine, are known to cross the maternal-fetal interface barrier and blood-brain-barrier to 
enter the developing embryo 483,519. Moreover, maternal inflammatory mediators such as IL-6 and IL-17a can 
also influence offspring developmental neurobiology 420,423,424. Given this, we sought to investigate the impact of 
MIA and SSRI treatment on serotonin-related gene expression. Serotonin-related genes Slc6a4, Slc22a3, Ido1, 
and Tph1 were all non-significantly diminished in expression with either fluoxetine or polyI:C exposure alone but 
dramatically increased when fluoxetine and polyI:C were combined (Figure 2.20B). These trends match that 
which we found for protein synthesis machinery and highlight the combinatorial impact of MIA and SSRI 
treatment on the developing brain.  
 
The impact that we saw of MIA and SSRI treatment on MFI inflammatory signaling (Figure 2.17C-E) spurred us 
to see if a shift in cytokine signaling was occurring simultaneously in the embryonic brain. We focused on IL-6 
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and IL-17a signaling given the dependence of MIA-induced behavioral alterations on these molecules 420,423,424. 
We found significantly elevated expression of Il6, Il6ra, and Il17ra in embryonic brains exposed to combined 
fluoxetine polyI:C treatment, but not those exposed to either fluoxetine or polyI:C treatment alone (Figure 2.20C). 
Altogether, these results illustrate that pro-inflammatory agents combined with SSRI treatment may impact 
offspring neurobiology by shifting the transcription of protein synthesis, serotonin, and cytokine machinery.  
 
The severe impact of polyI:C treatment on fluoxetine pregnancies was further noted when pregnancies were 
allowed to carry to term. While most control, polyI:C, and fluoxetine pregnancies successfully produced live pups, 
we found that a large fraction of fluoxetine pregnancies were lost following the second hit polyI:C treatment 
(Figure 2.18C). Moreover, only a few fluoxetine polyI:C pups made it to weaning age (P21; Figure 2.18D) while 
most pups from the other treatment groups were viable. In totality, our study reported herein finds that different 
manipulations of the maternal environment led to distinct responses at the maternal-fetal interface and in 
offspring neurobiology (Figure 2.20D). 
 
 
2.5 Discussion 
 
The placenta is a remarkable organ whose temporary existence is essential for eutherian mammal life. Maternal-
fetal interface cells mediate indispensable nutrient and waste exchange between the mother and developing 
embryo 493. Disturbed placental well-being can thus severely compromise embryo development. Knowledge of 
how the MFI supports offspring neurodevelopment during homeostasis and the impact of common environmental 
insults on in utero physiology and subsequent neurodevelopmental consequences are lacking. Expanding 
knowledge in these areas is important to achieve better understanding of both healthy neurodevelopment as 
well as the etiology of environmentally-triggered neurodevelopmental disturbances.  
 
In the study reported herein, we investigated the impact of maternal inflammation and disruption in serotonergic 
tone via SSRI exposure on in utero physiology and offspring neurodevelopment. Our bulk RNA-seq dataset 
revealed that the MFI undergoes a notable pro-inflammatory response to MIA within 3 hpi that has lasting impacts 
on the placental transcriptome out to at least 48 hpi. A recent study found that maternal SARS-CoV-2 infection 
perturbed placental expression of IFN-stimulated genes and Fc receptors which was accompanied by impaired 
placental antibody transfer to the fetus 506. Even brief disruption of the delicate maternal-fetal interface milieu 
has the potential to alter nutrient, waste, and gas exchange with the developing embryo which may have severe 
consequences. 
 
We noted a strongly upregulated type I IFN signature in polyI:C MFIs. This is consistent with previous findings 
that type I IFNs are a large source of antiviral immunity in the placenta 506,520,521. We noted significantly elevated 
expression of Ifitm1 and Ifitm3 in MIA-exposed MFIs (Supplemental Gene Lists). IFITM can block viral entry into 
cells, yet it also can limit the fusion of placental cytotrophoblasts into syncytiotrophoblasts, a key step in placental 
barrier formation 522. While limiting viral spread into the developing embryo is essential, the generation of highly 
pro-inflammatory IFNs may negatively impact both placental physiology and offspring neurodevelopment. 
 
Our MIA model recapitulated at the maternal-fetal interface the well-known IL-6 and IL-17a signatures that are 
necessary for the onset of MIA behavioral changes 420,423,424. While it is unclear whether cytokines can cross 
either the placental barrier and/or the blood-brain barrier (BBB), cytokine signaling at the placenta itself can 
contribute to ill-affecting neurodevelopmental consequences 523,524. For instance, impairing IL-6Ra function 
(thereby obstructing IL-6 signaling) in placental trophoblasts was shown to protect against MIA-induced offspring 
cerebellar pathologies and behavioral changes (Wu et al., 2017). In all, the MFI inflammatory response 
characterized with this dataset may help to illuminate some of the developmental effects of MIA.  
 
One may be surprised to learn that the homeostatic MFI is jam packed with maternal immune cells; leukocytes 
constitute nearly 40% of all cells 494,525. The majority of these immune cells are dNK cells with the remainder 
largely being decidual macrophages and T cells 494. This large immune population serves essential tolerogenic 
roles as well as homeostatic uterine and vascular remodeling functions 494,520,525. One could postulate that 
alterations in the immune landscape that occur in response to MIA, SSRIs, or other insults may ultimately disrupt 
the delicate tolerogenic state and potentially cause immune-driven harm to the embryo. We speculate that in 
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MIA pregnancies, immune cells generally dedicated to homeostatic functions in the maternal-fetal interface are 
instead concerned with engaging an inflammatory response. Perhaps a loss of homeostatic immune cell function 
contributes to altered MIA offspring outcomes.  
 
Our current study is limited in that it lacks cell specificity. Future studies will be necessary to shed light on the 
specific cell types in which the signaling pathways identified herein are altered. For now, we may only speculate 
on potential responders based on known cell-type expression. dNK cells produce a variety of growth factors, 
angiogenic factors, and cytokines at baseline including VEGFa, IL-8, IFN-g, and CXCL10 at the maternal-fetal 
interface 494. We found dramatically elevated Cxcl10 expression in polyI:C-exposed MFIs. Interferons can induce 
Cxcl10 expression and CXCL10 can contribute to immune cell chemotaxis, T cell activation, and angiogenesis 
526. Correspondingly, we found an increase in the dNK cell marker Cd56 specifically in the decidua following 
polyI:C treatment. Whether dNK cells are the source of CXCL10 and how CXCL10 contributes to the MFI immune 
response and neurodevelopment are important future areas of investigation. 
 
Circulating cells present in the vasculature are another potential reservoir responsible for driving some of the 
DEGs in our maternal-fetal interface RNA-seq study. It is possible that the amount of peripheral blood (originating 
from either the mother or the embryo) in our MFI samples is changed upon initiation of the maternal immune 
response. Indeed, studies are beginning to reveal that maternal infection can lead to abnormal placental villous 
architecture and vascular remodeling 527. Many immune molecules like cytokines and chemokines, including 
some of those which we found to have elevated expression at the MIA maternal-fetal interface, are known to 
impact placental vascular development and function. Mechanistically, these inflammatory mediators can cross-
talk with angiogenic factors, such as sFlt-1 and VEGF 527, which may cause improper placental vascular 
development and contribute to adverse offspring outcomes. dNK cells are a critical population involved in 
vascular remodeling 525. It is possible that polyI:C exposure affects this homeostatic dNK function. Moreover, we 
found altered expression of many factors known to impact angiogenesis acutely after polyI:C exposure. Though 
beyond the scope of the current study, it would be interesting to more mechanistically evaluate how these blood 
transport processes are impacted by polyI:C, as this could explain some of the alterations to fetal development 
reported in this MIA model. 
 
The transcriptional landscape is altogether transformed in the MIA environment, having the potential to alter 
typical transfer of oxygen, nutrients, antibodies, and more to the embryo. It is conceivable that male and female 
embryos are differentially sensitive to theoretic disruptions in typical placental support. One of the findings we 
were most surprised by in this study was that baseline MFI transcriptional sex differences are nearly eliminated 
by MIA. Even more striking to us was that this dampening of sex-specific signaling persisted beyond the 
cessation of the pro-inflammatory response to polyI:C. A few studies have begun to define sex differences in 
placental structure and function 507–509 but there is yet much insight to be gleaned in this realm. We found that 
female control MFIs were enriched for immune- and neurodevelopment-related modules in addition to pathways 
related to the cell cycle, semaphorin interactions, and platelet activation. Male embryos are thought to be more 
metabolically demanding, requiring greater levels of immune tolerance and of nutrient transport to support larger 
growth requirements 508,528. Our dataset found that the male MFI was enriched for pathways related to protein 
export, the spliceosome, the fibrin clotting cascade, and translation. It is imaginable that a loss of sex-specific 
MFI support on its own disturbs embryo development beyond the known pro-inflammatory environment effects. 
Moreover, the sex of the embryo may render different responses to such conditions of stress, potentially 
precipitating some of the neurodevelopmental consequences commonly reported in MIA offspring. 
 
We were initially surprised to find no major consequence of MIA on the transcriptome of offspring microglia. 
Other studies using different MIA models have indeed reported that MIA can impact microglia number, motility, 
and phagocytic capacity 112,462,529,530. It is possible that our relatively mild polyI:C-driven model is below a certain 
threshold for impacting microglia on the transcriptional level; an argument supported by the lack of transcriptional 
differences seen in the Kalish et al. 2021 dataset collected from a similar model. Microglia exposed to our MIA 
paradigm may have no resting transcriptional differences yet still harbor differences in protein levels, post-
translational modification, or other aspects that contribute to alterations in form and function. Alternatively, 
microglia exposed to this type of MIA could exist in a “primed” state in which differences in function or response 
is revealed in the presence of a stimulus or second hit. Indeed, such was found to be the case in one study in 
which scRNA-seq analysis of control versus MIA-exposed microglia yielded only 7 DEGs at baseline, yet 401 
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DEGs following adult immune challenge 531. While MIA microglia may be similar to control microglia in terms of 
transcriptional state, density, morphology, and activation at baseline 426,462,463,531–533, new work suggests that 
epigenetic priming of MIA microglia leads to dysfunctional responses when confronted with stimuli later in life 531. 
The variability in the type and strength of the immune response generated with different MIA models, dam 
microbiome, developmental stage targeted, and other experimental considerations could all additionally account 
for different outcomes on microglia.  
 
Stress, depression, and anxiety may also contribute to inflammation during pregnancy and have the potential to 
alter the maternal environment in other facets. Major depressive disorder has a devastating prevalence of 13% 
amongst pregnant women 518. SSRIs are the most commonly prescribed treatment for depression 482. 25% of 
women taking SSRIs continue use during pregnancy and another 0.5% of women begin taking an SSRI at some 
point during pregnancy 483. Maternal SSRI intake can potentially lead to systemic disruption of serotonergic 
signaling. Circulating and tissue-resident immune cells, placental syncytiotrophoblasts and cytotrophoblasts, and 
developing neural cells all utilize serotonergic transporters and signaling 483,516,534. SSRI action on any or all of 
these populations could therefore potentially impact neurodevelopment. Our findings reveal that SSRI exposure 
alone can modulate the expression of genes involved in immune and serotonin signaling at the maternal-fetal 
interface.  
 
Immune cell function can be directly impacted by SSRI exposure in the mother and embryo, both of which could 
potentially affect neurodevelopment given that maternal and embryonic immune cells contribute to both placental 
support and neurodevelopment 474,494,525,535,536. Serotonin can modulate immune cell activation including cytokine 
release, migration, adhesion, antigen presentation, phagocytosis, and more, in both pro- and anti-inflammatory 
ways 516. The serotonin transporter SERT, whose function is blocked by SSRIs, can be found on monocytes, 
macrophages, T and B cells, and mast cells, while serotonin receptors can be found on nearly all types of immune 
cells 516. Thus, SSRIs may broadly affect the immune system and have been investigated as immunomodulatory 
drugs 537,538. SSRIs have been shown to act in immunosuppressive or immunostimulatory manners depending 
on the underlying immunologic state 537,538. 
 
Given that SSRIs can directly modulate immune cell function, it logically follows that our study finds a differential 
impact of polyI:C alone compared to combined fluoxetine and polyI:C treatment. We found that prenatal 
fluoxetine exposure influenced the MFI immune response to polyI:C by exacerbating the levels of some 
immunomodulatory factors while dampening others. These complex effects of combined fluoxetine and polyI:C 
exposures could partially be explained by the fact that SSRIs can have both pro- and anti-inflammatory effects 
537,538; thereby, SSRI exposure may heighten some inflammatory response pathways while dampening others. 
For instance, we found heightened expression of Ifit1, Ccl3, and Tlr3 in fluoxetine polyI:C MFIs when compared 
with polyI:C treatment alone. On the other hand, levels of IL-1⍺, IL-17a, and G-CSF were returned to control 
levels in fluoxetine polyI:C MFIs compared to polyI:C alone. Meanwhile other pathways may be unaffected by 
fluoxetine exposure. For instance, we found no change in the MFI expression levels or protein levels of IL-6 
comparing double-hit fluoxetine polyI:C to single-hit polyI:C alone. Similar effects can be seen when comparing 
fluoxetine-only exposure to combined fluoxetine polyI:C treatment. For example, fluoxetine alone dramatically 
dampened MFI expression of the cytokine receptor Il17ra, the critical pro-inflammatory mediator Syk, and the 
chemokine receptor Cx3cr1. In the presence of fluoxetine, polyI:C treatment restored the expression of Il17ra 
and Syk to control levels. 
 
We found that polyI:C elicited heightened MFI levels of serotonin relative to controls, while the combination of 
polyI:C and fluoxetine exposure instead lowered MFI serotonin to nearly undetectable levels. A recent study also 
found heightened placental serotonin levels in a prenatal stress model that was accompanied by maternal 
inflammation 539. The embryo is not capable of synthesizing its own source of serotonin until after E15 (Bonnin 
et al., 2011; Bonnin and Levitt, 2011) yet serotonin is used for a variety of developmental processes prior to E15 
483. Serotonin transfer from the mother via the placenta therefore acts as the sole source of serotonin until 
sufficient embryo-sourced serotonin synthesis is achieved (Bonnin et al., 2011; Bonnin and Levitt, 2011). Thus, 
disrupted serotonin tone in the maternal-fetal interface prior to E15, as we have detected at E12 following out 
environmental manuipulations, have the potential to severely limit embryo serotonin levels. How disrupted 
placental serotonin signaling impacts offspring neurodevelopment is certainly underexplored and warrants future 
investigation.   
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While polyI:C has not been shown to be able to cross the placenta or BBB, many SSRIs are able to cross both 
of these barriers and may therefore directly influence serotonin signaling in the developing embryo 483,519. 
Serotonin is involved in a wide array of neurodevelopmental events including cell proliferation, migration, death, 
neurite guidance, dendrite maturation, and synaptogenesis 483. Conceivably, any of these events may therefore 
be disrupted if embryonic brain serotonin levels are elevated by SSRIs. While serotonin transporters are only 
expressed by serotonergic neurons in the adult brain, a wider variety of neurons in developing brain express 
serotonin transporters and could potentially be affected by SSRIs 483. 
 
Longitudinal human studies tracking the outcomes of children from SSRI pregnancies are currently limited, but 
murine studies investigating the impact of prenatal SSRI exposure on offspring neural circuits and behavior have 
begun to uncover some notable consequences 483,489,518. While the impact of SSRIs on neural circuit formation 
and glial development are minimal, studies from Slc6a4-/- mice have revealed that disruption of serotonin 
transporter function during neurodevelopment disrupts neuroanatomy in the somatosensory cortex and 
corticolimbic system 483,540. Altered function in these regions maps to the behavioral impacts of prenatal SSRI 
exposure in which treated offspring display delayed motor development, anxiety- and depressive-like behaviors, 
reduced impulsivity, improved spatial learning, and increased susceptibility to addictive-like behaviors 540–543. 
 
Our dual-environmental-hit studies revealed a complex brain transcriptional response following combined 
fluoxetine and polyI:C treatment compared to either fluoxetine or polyI:C exposure alone. In one case, MFI 
serotonin levels are significantly elevated following polyI:C treatment yet are almost undetectable following 
polyI:C treatment in fluoxetine pregnancies when compared to baseline control levels. Another stark example of 
this combinational effect is observed when looking at the embryonic brain transcriptome: while protein synthesis, 
serotonin-related, and cytokine-related transcription showed a trending reduction with either fluoxetine or polyI:C 
exposure alone, the combined exposure of fluoxetine and polyI:C significantly elevated expression above control 
levels across these modules. These findings highlight the critical importance of taking the entire maternal 
environment into account when assessing the impact of triggers on placental physiology and neurodevelopment.  
 
Among eutherian mammals, the placenta has so far been found in at least 20 different variations, making it the 
most mutable organ 493. Differences in cell type composition, maternal-fetal interface structure, and cellular 
function are known to exist between mice and humans 493,494,520. It is therefore imperative that reported findings 
from murine studies such as ours be investigated secondarily in a human setting, as any environmental impacts 
on the human placenta and downstream neurodevelopmental consequences could differ.  
 
Our study suggests that SSRI intake during pregnancy could potentially have lasting consequences on offspring 
neurobiology. Yet, SSRI use provides necessary reprieve from detrimental mental health states. Untreated 
maternal stress, depression, and anxiety can all on their own perturb offspring neurodevelopment, contributing 
to adverse behavioral and cognitive outcomes 544. It will therefore be of utmost importance to consider both the 
relative benefits and potential consequences of SSRIs as a therapeutic option during pregnancy.   
 
 
2.6 Conclusions 
 
Our findings illustrate that commonly encountered environmental insults have the potential to cause notable 
alterations to maternal-fetal interface physiology which may then impact offspring neurodevelopment. In 
particular, we found that prenatal inflammation and SSRI exposure reshape the signaling milieu of the maternal-
fetal interface and offspring brain (Figure 2.20D). The placenta remains a highly understudied organ despite its 
absolute necessity for human life. Uncovering details concerning placental physiology during homeostasis and 
in response to environmental stressors will undoubtedly illuminate novel developmental biology, and in particular, 
that which concerns deviation from baseline. 
 
 
2.7 Methods 
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2.7.1. Mice 
 
All mouse experiments were performed in accordance with the relevant guidelines and regulations of the 
University of Virginia and approved by the University of Virginia Animal Care and Use Committee. 8-week-old 
C57BL/6J wild-type mice were obtained from Taconic Biosciences and housed in University of Virginia facilities 
for at least 1 week before use. Mice were housed in specific pathogen-free conditions under standard 12-hour 
light/dark cycle conditions in rooms equipped with control for temperature (21 ± 1.5°C) and humidity (50 ± 10%). 
 
 
2.7.2. SSRI treatment and maternal immune activation 
 
Virgin female wild type mice were placed on fluoxetine water (160 mg/L) or standard water as a control at least 
2 weeks prior to mating. Duos of females were set up with male mice for mating and checked every morning for 
vaginal plugs. The presence of a vaginal plug was marked as embryonic day (E)0.5 and males were 
subsequently removed from the cage. Maternal immune activation was initiated by intraperitoneal (i.p.) injection 
of 20 mg/kg polyinosinic-polycytidylic acid (polyI:C) at E11 and E12 or saline was injected as a control 496. 
Fluoxetine and control groups were kept their respective water treatments throughout the entirety of pregancies.  
 
 
2.7.3. Tissue collection 
 
Mice were euthanized by i.p. Euthasol injection (440 mg/kg; Anada, 200-071). Maternal blood was immediately 
collected by cardiac puncture, incubated at room temperature for 10 minutes, and then spun down for 15 min at 
1500 rpm. The top layer of serum was collected for downstream analyses. For sample isolation at embryonic 
timepoints, whole maternal-fetal interface tissue was dissected away from the embryo, flash frozen, and stored 
at -80°C. Unless otherwise noted, E12 or E14 maternal-fetal interface tissue was kept all together, including the 
decidua, placenta, and surrounding supportive uterine muscle tissue. For qPCR experiments comparing the 
decidua to the placenta, the surrounding supportive uterine muscle tissue was removed and the decidua was 
dissected away from the placenta. For all experiments fetal bodies were removed from the placenta, the top of 
embryo heads were isolated, and brains were scooped out. Embryonic brains were either placed in Buffer A 
(DMEM/F12 with 10% FBS, 0.1% GlutaMAX, and 0.1% antibiotic antimycotic) on ice for downstream magnetic-
activated cell sorting (MACS) or were flash frozen and stored at -80°C. The remaining embryonic body was flash 
frozen and stored at -80°C for downstream sex genotyping. For postnatal brain collection (postnatal day (P)5 or 
P90) euthanized mice were perfused with 5 U/ml heparin in 1x PBS, brains were harvested, and meninges 
carefully removed. Brains were placed in Buffer A on ice for downstream MACS preparation.  
 
 
2.7.4. Sex genotyping 
 
Flash frozen fetal body tissue was incubated in 200 µl DirectPCR Lysis Reagent (Viagen Biotech, 102-T) with 4 
µl Proteinase K (Thermo Fisher 3115879001) overnight at 55°C. Samples were heat shocked at 85°C for 45 
minutes and then chilled at 4°C for 5 min and spun down at 16,000 rpm for 10 min. DNA supernatants were 
collected and stored at -20°C until use for PCR. PCR reactions were set up using MyTaq Red Mix (Meridian 
Bioscience BIO-25043) and Sx primer pair (sequences below) with extracted DNA, and then run on an agarose 
gel.  
 
Rev: 5’ CTT ATG TTT ATA GGC ATG CAC CAT GTA 3’ 
Fwd: 5’ GAT GAT TTG AGT GGA AAT GTG AGG TA 3’ 
 
 
2.7.5. RNA extraction 
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Frozen tissues (whole MFIs, placentas, deciduae, or whole brains) were thawed on ice and then mechanically 
homogenized in Tissue Protein Extraction Reagent (T-PER; Thermo Fisher, 78510) containing phosphatase 
inhibitor cocktail PhosSTOP (Roche, 04906845001) and protease inhibitor cocktail cOmplete (Roche, 
11873580001). Whole maternal-fetal interface tissue, placentas, and deciduae were homogenized in 500 ul and 
whole E12 or E14 brains in 250 µl of this TPER cocktail. Slurries (50 µl of placenta/decidua slurry or the entire 
embryonic brain slurry) were then added to 500 µl TRIzol (Life Technologies, 15596018) and stored at -80°C 
until further use. For RNA extraction, TRIzol-supended samples were thawed on ice, vortexed, and 100 µl of 
chloroform (Fisher Scientific, BP1145-1) was added. Samples were incubated at room temperature for 5 minutes 
and then spun down at 14,000 rpm at 4°C for 15 minutes. The clear aqueous top layer was collected and an 
equal volume of isopropanol (Sigma, I9516) was added then vortexed vigorously. Samples were then incubated 
at room temperature for 10 minutes and spun down at 12,000 rpm at 4°C for 5 minutes. The resulting RNA pellet 
was then washed with 1 ml of 70% ethanol in RNAse-/DNAse-free water and spun down at 14,000 rpm at 4°C 
for 5 min. This wash step was then repeated and finally the RNA pellet was air dried at room temperature and 
resuspended in 30 µl of DNAse-/RNAse-free water. RNA quality and quantity were evaluated using NanoDrop 
2000 Spectrophotometer (Thermo Scientific).  
 
 
2.7.6. Magnetic-activated cell sorting 
 
Fresh brains held in Buffer A (DMEM/F12 with 10% FBS, 0.1% GlutaMAX, and 0.1% antibiotic antimycotic) on 
ice were transferred to Buffer B (HBSS + Ca + Mg with 4 U/ml papain, and 50 U/ml DNase I) at room temperature. 
For embryonic timepoints (E12 and E14) brains were added to 1.5 ml Buffer B. For postnatal timepoints (P5 and 
P90) brains were added to 5 ml Buffer B. Samples were triturated using a 5 ml serologic pipette and incubated 
for 15 min at 37°C. Samples were then triturated using a 1 ml pipette and incubated again for 15 min at 37°C. 
This step was repeated twice (giving a total of 3 trituration steps and 45 minutes of incubation at 37°C) to yield 
a smooth single cell suspension. Samples were triturated once more with a 1 ml pipette and then filtered through 
a 70 µm cell strainer into a clean tube. 20 ml Buffer A was then added and cells were spun down at 300 g at 4°C 
for 10 min (fast acceleration, slow brake). Supernatants were aspirated and the remaining cell pellets were 
resuspended in 180 ul 1x MACS buffer (Miltenyi Biotec, 130-0910376) in PBS. 90 µl of CD11b magnetic 
microbeads (Miltenyi Biotec, 130-093-634) were added and samples were incubated for 15 min at 4°C. Samples 
were then washed with 1 ml MACS buffer and spun down at 300 g at 4°C for 10 min (fast acceleration, fast 
brake). Supernatants were aspirated and the remaining cell pellets were resuspended in 500 µl MACS buffer. 
LS columns (Miltenyi Biotec, 130-042-401) and a QuadroMACS magnet (Miltenyi Biotec, 130-091-051) were 
used to isolate CD11b+ cells according to the manufacturer’s instructions. Column-bound microglia (CD11b+ 
cells) were then spun down at 300 g at 4°C for 10 min. Cell pellets were either added to 200 µl TRIzol reagent 
for RNA extraction or resuspended in 1x PBS for flow cytometry.  
 
 
2.7.7. Flow cytometry 
 
Flow cytometry was employed to validate MACS purification efficacy. CD11b-positive and -negative fractions in 
1x PBS were transferred to a 96-well round bottom plate and spun down at 1500 rpm for 5 minutes at 4°C. Cells 
were then stained with fixable viability dye (eBioscience, 65-0866-14) at 1:1000 for 30 minutes at 4°C. Cells were 
washed with FACS buffer (1x PBS, 1 mM EDTA, and 1% BSA) and spun down at 1500 rpm at 4°C. Cells were 
then stained 1:200 with CD11b (APC), CD45 (PE-Cy7), and TCR β chain (Brilliant Violet 510) flow antibodies 
(all from eBioscience) in FACS buffer for 15 minutes at 4°C. Cells were washed once with FACS buffer, spun 
down at 1500 rpm at 4°C, then resuspended in 100 μl of FACS buffer. Microglia were identified as CD45int and 
CD11bhi after gating for single cells. Data were acquired using a Gallios flow cytometer (10 colors, 3 lasers, B5-
R1-V2 Configuration with Kaluza Acquisition; Beckman Coulter) and analyzed using FlowJo software (Becton, 
Dickinson, & Company).  
 
 
2.7.8. RNA-sequencing procedure and data analysis 
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Isolated maternal-fetal interface RNA and sorted microglia resuspended in TRIzol were sent to GENEWIZ Next 
Generation Sequencing for sample preparation and bulk RNA-sequencing. The raw sequencing reads (FASTQ 
files) were aligned to the UCSC mm39 mouse genome build using the splice-aware read aligner HISAT2. 
Samtools was used for quality control filtering. Reads were sorted into feature counts with HTSeq. DESeq2 
(v1.30.0) was used to normalize the raw counts based on read depth, perform principal component analysis, and 
conduct differential expression analysis. The p-values were corrected with the Benjamini-Hochberg procedure 
to limit false positives arising from multiple testing. Significantly downregulated and upregulated genes were 
assayed using GProfiler (https://biit.cs.ut.ee/gprofiler/gost) to generate KEGG, GO, and Reactome terms. 
Network maps were generated using Cytoscape (3.9.1). Analyses were performed and plots were generated in 
RStudio using the following packages: lattice, DESeq2, pheatmap, GSA, ggplot2, ggrepel, dplyr, tidyverse, 
ggprofiler2, pals, EnhancedVolcano, stringr, data.table, and VennDiagram.  
 
 
2.7.9. cDNA synthesis and qPCR 
 
Isolated RNA was converted to cDNA using a Sensifast cDNA Synthesis kit (Bioline, BIO-65054). Gene 
expression levels were determined using Taqman Gene Expression Assay primer/probe mix (Thermo Fisher), 
Sensifast Probe No-ROX kit (Bioline, BIO-86005), and a CFX384 Real-Time PCR System (BioRad, 1855484). 
All kits were used according to manufacturer’s instructions. The following primers (Thermo Fisher Scientific) 
were used: Ifit1 (Mm00515153_m1), Mx1 (Mm00487796_m1), Ccl3 (Mm00441259_g1), Tlr3 
(Mm01207404_m1), Il1b (Mm00434228_m1), Il6 (Mm00446190_m1), Il17a (Mm00439619_m1), Il6ra 
(Mm01211445_m1), Il17ra (Mm00434214_m1), Cx3cr1 (Mm02620111_s1), Sykb (Mm01333035_m1), Chd1 
(Mm00514308_m1), Eif2s1 (Mm00782766_s1), Rps2 (Mm01971861_g1), Rack1 (Hs00272002_m1), Slc6a4 
(Mm00439391_m1), Slc22a3 (Mm00488294_m1), Ido1 (Mm00492590_m1), Tph1 (Mm01202614_m1), Maoa 
(Mm00558004_m1), Maob (Mm00555412_m1), Cdh1 (Mm01247357_m1), Cd56 (Mm01149710_m1), Uty 
(Mm00447710_m1), Xist (Mm01232884_m1), and Gapdh (Mm99999915_g1). Relative expression levels were 
calculated based upon Gapdh expression.  
 
 
2.7.10. Serotonin ELISA 
 
Serotonin concentrations in maternal sera or MFI homogenates were determined using a serotonin ELISA kit 
(Enzo Life Sciences, ADI-900-175). Frozen MFI tissues were thawed on ice and then mechanically homogenized 
in 500 ul TPER cocktail (Tissue Protein Extraction Reagent T-PER (Thermo Fisher, 78510) containing 
phosphatase inhibitor cocktail PhosSTOP (Roche, 04906845001) and protease inhibitor cocktail cOmplete 
(Roche, 11873580001)). Slurries were then spun down at 16,000 rpm for 10 minutes and the soluble 
supernatants were collected. Serotonin ELISA was conducted on undiluted maternal sera or 1:10 diluted MFI 
tissue extracts according to the manufacturer’s instructions. The plate was read on an Epoch microplate 
spectrophotometer (Agilent) at 405 nm.  
 
 
2.7.11. Multiplex cytokine assay 
 
Cytokine concentrations in maternal sera and homogenates from MFI, placenta, and decidua were determined 
using a Bio-Plex multiplex cytokine assay. Frozen tissues (bulk MFI or dissected placenta/decidua tissues) were 
thawed on ice and then mechanically homogenized in Tissue Protein Extraction Reagent T-PER (Thermo Fisher, 
78510) containing phosphatase inhibitor cocktail PhosSTOP (Roche, 04906845001) and protease inhibitor 
cocktail cOmplete (Roche, 11873580001). Whole MFIs and placentas were homogenized in 500 ul and deciduae 
in 250 µl of this TPER cocktail. Slurries were then spun down at 16,000 rpm for 10 minutes and the soluble 
supernatants were collected. A multiplex cytokine assay was conducted on undiluted samples. All reagents were 
used according to the manufacturer’s instructions: Bio-Plex Pro Reagent Kit III (Bio-Rad, 171304090M), Bio-
Plex Pro Coupled Magnetic Beads (from Mouse Cytokine 23-plex Assay, Bio-Rad, M60009RDPD), Group I 
Cytokine standards (Bio-Rad, 171I50001). The plate was read on a Bio-Plex 200 System with HTS (Bio-Plex, 
171000205).   
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2.7.12. Behavior 
 
All behavior experiments were performed between 8 am and 5 pm in a blinded fashion. Mice were transported 
from their home vivarium room to the behavior core and allowed 30 minutes to habituate before beginning each 
test. All behavior experiments were conducted as previously described 424. 
 
Ultrasonic vocalization recording 
 
Communication following maternal separation was conducted on P10 male and female mice. Pups were 
separated from their mother with their littermates and allowed to habituate in the testing room for 10 min. Mice 
were then placed one-by-one in a clean 1 L plastic cup with a microphone suspended overhead. Ultrasonic 
vocalizations (USVs) were recorded using UltraSoundGate GM16/CMPA microphone (Avisoft Bioacoustics) and 
analyzed with SASLab Pro software (Avisoft Bioacoustics). USVs were measured between 25 and 125 kHz and 
background recordings shorter than 0.02 ms were excluded. 
 
Marble burying assay 
 
Repetitive/stereotyped behaviors were assessed on adult male and female mice (8-10 weeks of age) using the 
marble burying assay. Mice were acclimated to wood chip bedding in their home cages overnight prior to testing. 
Experimental mice were placed into a clean cage (12 x 7 x 5 in) filled with 3 in tightly packed wood chip bedding 
with 20 glass marbles arrayed in rows of 4 and columns of 5 equally spaced throughout the cage. Mice were 
allowed to explore the cage for 15 min and then an index score of marbles buried was calculated. A score of 0-
1 was given for each marble (0 = < 50% buried, 0.5 = ~ 50% buried, 1 = > 50% buried) to yield a maximum score 
of 20 for this assay.  
 
Social preference test 
 
Sociability was assessed on adult male and female mice (8-10 weeks of age) using the social preference test. 
Two chamber habituation sessions were conducted in which mice were allowed to explore the entire 3-chamber 
arena with empty wire cages added for 5-min each session. Mice were then housed in solo overnight before 
testing. The social preference test began with placing the mice in the center of the 3-chamber arena with the 
portals blocked off in which mice were allowed to explore only the center chamber for 5 min. Then, the barriers 
were removed and the mice had free access to the entire arena, with the top chamber containing an empty wire 
cage holding a novel mouse (age and sex-matched) and the bottom chamber containing another empty wire 
cage holding a novel object (aqua syringe suction balls). Mice were allowed to explore for 10 min and activity 
was tracked using EthoVision XT (Noldus).  
 
 
2.7.13. Statistics 
 
Sample sizes were chosen on the basis of standard power calculations (with α = 0.05 and power of 0.8). 
Statistical tests for RNA-seq analyses were conducted using R (4.0.4 GUI 1.74 Catalina build (7936)) in RStudio 
(1.4.1106). For all other analyses, Prism software (GraphPad, 9.4.0) was used to calculate mean and s.e.m. 
values and to conduct unpaired Student’s t test, one-way ANOVA, and two-way ANOVA. P values less than 0.05 
were considered significant. 
 
 
Declaration of competing interest 
 
The authors declare no competing financial interests. 
 
 
Data availability 



 63 

 
All data are available from the authors upon request. Raw gene counts from bulk RNA-seq of maternal-fetal 
interface tissue and isolated microglia are publicly available on Mendeley [DOI: 10.17632/sj6384j77p.1] and 
GitHub [https://github.com/LukensLab/MIA-RNAseq.git]. All code used to process RNA-seq data is also publicly 
available on GitHub [https://github.com/LukensLab/MIA-RNAseq.git]. 
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Chapter 3: Astrocyte inflammasome signaling mediates neuronal physiology and 
memory 
 
 
3.1 Abstract 
 
Precise control over synaptic connections underlies the capability of neurons to modify circuit processing 
throughout the lifetime of an organism. A given experience activates and induces dynamic modification in 
hippocampal physiology, imparting this brain region with the ability to encode experiences as memories. 
Consequently, impaired hippocampal synaptic plasticity is associated with deficits in memory function which has 
been linked to a myriad of neurologic disease states such as Alzheimer’s disease and dementia. Mounting 
evidence demonstrates that molecular mediators originally characterized in the immune system are also 
expressed by nervous system cells and underlie important neurological processes. Interestingly, we find that the 
innate immune-based multiprotein inflammasome complex assembles in the healthy adult brain. Perturbations 
to an animal’s environment, including environmental enrichment and a spatial learning task, dampened baseline 
levels of inflammasome activity in the hippocampus. Inhibition of inflammasome activation promoted synapse 
abundance and memory recall. Assembled hippocampal inflammasomes were found primarily in astrocytes. The 
loss of inflammasome activation specifically within astrocytes promoted hippocampal IL-33 production, 
perineuronal net turnover, and neuronal plasticity in the short-term. Prolonged loss of astrocyte inflammasome 
activity elicited opposing effects on these processes. These findings reveal an unexpected physiologic role for 
inflammasome activity in regulating memory function.  
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3.2 List of abbreviations 
 
ASC, apoptosis-associated speck-like protein containing a caspase activation and recruitment domain; CA, 
Cornu Ammonis; CARD, caspase activation and recruitment domain; CNS, central nervous system; DG, dentate 
gyrus; ECM, extracellular matrix; EE, enriched environment; FOV, field of view; GSDMD, Gasdermin-D; i.p., 
intraperitoneal; MWM, Morris water maze; ROS, reactive oxygen species; rpm, rotations per minute; PNN, 
perineuronal net; PRR, pattern recognition receptor; WFA, Wisteria floribunda agglutinin.  
 
 
3.3 Introduction 
 
The burgeoning field of neuroimmunology has brought the study of immune signaling to the forefront of 
neurologic disease treatment investigation. Beyond pathogenic states, there is an expanding understanding that 
molecules and pathways involved in immune responses can also be exploited to support physiologic brain 
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development and function69,70,474,545. For instance, pattern recognition receptors (PRRs), cytokines, the 
complement system, phagocytic machinery, and more have been tied to homeostatic central nervous system 
(CNS) processes such as neurogenesis, cell migration, and synaptic pruning69,70,474,545. 
 
The inflammasome is a multiprotein signaling complex assembled following detection of intracellular danger 
signals which contributes to the innate immune response 546–548. Inflammasomes come in a variety of flavors but 
canonically consist of a PRR acting as a sensor, an effector caspase, and often the bridging adaptor molecule 
ASC (apoptosis-associated speck-like protein containing a caspase activation and recruitment domain 
(CARD))546–548. An array of inflammasome PRR sensors exist and can sense a broad spectrum of intracellular 
danger signals ranging from pathogen components such as flagellin, to nucleic acids, to reactive oxygen species 
(ROS), and beyond546–548. Sensor recognition of its obligate ligand initiates oligomerization and recruitment of 
the adaptor molecule ASC for sensors lacking a CARD, which binds together these components and provides a 
platform for complex assembly546–548. Nucleated ASC recruits an effector caspase (canonically, Caspase-1) 
which then undergoes autocatalytic cleavage546–548.  
 
The assembled inflammasome provides a platform for cleaved Caspase-1 to proteolytically process a variety of 
downstream targets to propagate an immune response546–548. The most well-known inflammasome cleavage 
targets include cytokines, such as pro-IL-1β and pro-IL-18, which require cleavage to elicit their pro-inflammatory 
signaling properties546–548. Inflammasomes can also cleave the protein Gasdermin-D (GSDMD), of which the N-
terminal fragment can self-oligomerize within the plasma membrane, creating pores which can ultimately lead to 
cell lysis356. Inflammasome-initiated active cytokine release and cell lysis constitutes a pro-inflammatory type of 
cell death known as pyroptosis549,550. Notably, cytokine release and cell death can be limited by ESCRT-III-
mediated membrane repair358.  
 
While originally characterized in the peripheral immune system in the context of infections, the inflammasome 
has more recently been recognized to contribute to immune activation in sterile contexts within the CNS359,551–

553. Neuroinflammation is increasingly recognized as a factor of CNS pathology, including neurodegenerative 
diseases, stroke, depression, and more, which has either beneficial or detrimental effects depending on the 
context25,259,554–557. The resident immune cells of the CNS, microglia, have historically been interrogated as 
inflammasome activators in these contexts; however, reports of inflammasome activation in other CNS cells are 
beginning to emerge359,551–553. CNS inflammasome activation is typically associated with pro-inflammatory 
cytokine release and cell death that propagate neurologic disease359,551–553. As such, pathogenic inflammasome 
signaling has been linked to age-related cognitive decline, Alzheimer’s disease, Parkinson’s disease, 
amyotrophic lateral sclerosis, multiple sclerosis, stroke, traumatic brain injury, epilepsy, and more553.  
 
The inflammasome has rarely been studied outside of disease states in the CNS. Our lab recently found that the 
AIM2 inflammasome eliminates cells harboring DNA damage during development and that inflammasome-
dependent cell removal is necessary for proper brain development558. Beyond orchestrating cell death, AIM2 can 
also modulate neuronal morphology381. The NLRP3 inflammasome plays a role in sleep, as mice lacking NLRP3 
exhibit increased wakefulness at baseline and maladaptively responded to sleep deprivation and bacterial-
induced sleep modulation559. IL-1β, which requires inflammasome-mediated cleavage for active signaling, is 
found in low levels in the healthy brain and has been linked to control of long-term potentiation, neurogenesis, 
and synaptic pruning560. 
 
In this study, we found that the inflammasome is activated in the healthy adult brain and contributes to 
homeostatic CNS cell function. In the hippocampus, astrocytes harbored the highest concentration of assembled 
ASC nucleation, and relative inflammasome activation was modulated by physiologic environmental alterations. 
Short-term pharmacologic inhibition or genetic ablation of inflammasome function in astrocytes altered synapse 
abundance and contributed to memory function. Conversely, long-term ablation of astrocyte Caspase-1 activity 
was detrimental to synapse health and hippocampal-dependent memory. Caspase-1 function specifically in 
astrocytes regulated astrocyte reactivity, hippocampal IL-33 levels, perineuronal net abundance, and relative 
neuronal plasticity. These findings reveal an important role for physiologic inflammasome activity in maintaining 
healthy memory function.  
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3.4 Results 
 
3.4.1. The inflammasome is physiologically activated in the healthy adult brain 
 
The inflammasome is typically assembled in response to danger signals within a cell. The ASCCitrine reporter 
mouse provides for in situ localization of active inflammasome assembly, as diffuse ASC becomes aggregated 
into bright ASC specks upon oligomerization into multimeric complexes 561. We noticed a striking presence of 
ASC specks throughout the brain in healthy adult mice (Figure 3.1A). ASC specks were highly concentrated 
within the hippocampus and cerebellum, with lower levels distributed throughout the brain including the olfactory 
bulb, cortex, substantia nigra, and nucleus accumbens (Figure 3.1B-C).  
 

 
Figure 3.1. Inflammasome activation is dynamically regulated by experience. 

(A) Representative sagittal brain section from an adult ASCCitrine mouse demonstrating widespread inflammasome activation at baseline. (B) Quantification 
of ASC distribution by brain region, where % area is the total area ASC+ divided by the total area of the given region. (C) Representative images of 
inflammasome activation in the cortex (top), hippocampus (middle), and cerebellum (bottom) from an adult ASCCitrine mouse. Insets show magnification. 
(D-G) Physiologic regulation of hippocampal inflammasome activation was assessed in adult ASCCitrine mice that were either exposed to an enriched 
environment (EE) or social isolation at 8-12 weeks-old, or that were left to age. 8-12 week-old ASCCitrine mice left in their home cages were used as controls. 
(D) Representative images of ASC specks in the CA1 hippocampal region following these treatments. (E) Quantification of % area ASC over the entire 
hippocampus following immediately following 48 hr EE exposure relative to home cage controls. (F) Quantification of % area ASC over the entire 
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hippocampus following immediately following 48 hr social isolation relative to home cage controls. (G) Quantification of % area ASC over the entire 
hippocampus over adult age. (H-J) Adult (8-12 week-old) ASCCitrine mice were trained on the Morris water maze spatial learning and memory task, and 
brains were harvested immediately following 2 days of training (“Learn” group) or after the probe trial (“Recall” group). Mice that underwent the same 
treatment but without a hidden platform to guide learning were used as controls and harvested following the probe trial (“Swim” group). (H) Experimental 
design. (I) Representative images of ASC in the CA1 hippocampal region following these treatments. (J) Quantification of % area ASC over the entire 
hippocampus following these treatments. Each point represents an individual mouse. Statistical significance calculated by unpaired Student’s t-test (E-G) 
or one-way ANOVA (J). Error bars indicate mean +/- s.e.m. **P < 0.01, ***P < 0.001, ****P < 0.0001. 
 
In peripheral immune cells, it is typical for a single inflammasome complex to form in a cell in a clear punctate 
ASC speck 561. While single ASC puncta were observed in the healthy brain (Figure 3.1C), we also noticed an 
array of unique inflammasome morphological states in ASCCitrine brains (Figure 3.2). ASC specks could be found 
in groups of multiple specks, in larger “splotchy” assemblies, and also in “spindle”-like formations in the Cornu 
Ammonis 1 (CA1; Figure 3.2A) and dentate gyrus (DG; Figure 3.2B) hippocampal subregions. Live imaging in 
the cortex revealed that these assemblies remained morphologically stable up for up to one hour (Supplemental 
Videos; data not shown in document).  
 

 
Figure 3.2. The different morphological states of brain ASC specks.  

Physiologic presence of ASC specks was assessed in adult ASCCitrine mice. ASC specks were found in three distinct morphological states, including clouds 
of prototypical specks, larger splotch-like formations, and more complex spindle-like structures. Representative images taken in hippocampal subregions 
CA1 (A) and dentate gyrus (DG; B) are shown. Two example fields of view (FOV; i, ii) are shown for each region.  
 
Given the high density of ASC specks observed in the hippocampus at homeostasis (Figure 3.1A-C), we 
wondered whether altered engagement of this brain region would alter inflammasome assembly. Environmental 
enrichment (EE) is well characterized to activate hippocampal neurons, promote synaptic plasticity, and improve 
learning and memory 562–567. We found that EE significantly dampened hippocampal ASC speck levels (Figure 
3.1D,E). Inflammasome activation was coordinately lowered across hippocampal subregions; in particular, the 
DG, CA1, CA2, and CA3 (Figure 3.3A). This was accompanied by a reduction in markers of gliosis including 
IBA1 (Figure 3.3B,C), GFAP (Figure 3.3D,E), and S100β (Figure 3.3F,G) in the hippocampus. Moreover, gene 
expression of the inflammasome sensor Nlrp3 and the inflammasome-associated cytokine Il1b were moderately 
but significantly reduced following EE (Figure 3.3H).  
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Figure 3.3. Environmental changes dampen inflammasome activation across hippocampal subregions, dampen expression of inflammasome 
components, and diminish hippocampal gliosis. 

Physiologic regulation of hippocampal inflammasome activation was assessed in adult (8-12 week-old) ASCCitrine mice that were either exposed to an 
enriched environment (EE; A-H) or social isolation (I) for 48 hrs. ASCCitrine mice left in their home cages were used as controls. (A) Quantification of % area 
ASC in different hippocampal subregions immediately following EE exposure relative to home cage controls. (B-C) Representatives images (B) and 
quantification (C) of hippocampal IBA1 levels following EE. (D-E) Representatives images (D) and quantification (E) of hippocampal GFAP levels following 
EE. (F-G) Representatives images (F) and quantification (G) of hippocampal S100β levels following EE. (H) Relative expression levels of various 
inflammasome components assessed by qPCR conducted on half-brain homogenates from EE-exposed or home cage control mice. (I) Quantification of 
% area ASC in different hippocampal subregions immediately following social isolation relative to home cage controls. Each point represents an individual 
mouse. Statistical significance calculated by multiple unpaired t-tests (A,H,I) or unpaired Student’s t-test (C,E,G). Error bars indicate mean +/- s.e.m. *P < 
0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001. 
 
Conversely to EE, social isolation is known to negatively impact hippocampal physiology and memory 568,569. 
Interestingly, singly housed mice also displayed dampened the levels of ASC specks within the hippocampus 
(Figure 3.1D,F). Similar to exposure to the enriched environment, single housing also dampened inflammasome 
activation across the hippocampal regions DG, CA1, CA2, and CA3 (Figure 3.3I). These findings paired with the 
EE results suggest that any acute perturbation to the animal’s environment, independent of the valence and 
downstream impact on memory function, may lower inflammasome activation.  
 
Hippocampal aging is also known to diminish synapse numbers, synaptic plasticity, and learning and memory 
function 570,571. As opposed to acute social isolation, we found that hippocampal levels of ASC specks increased 
with age (Figure 3.1D,G, 3.4A,B). This increase in inflammasome activation was also noted in the cerebellum 
(Figure 3.4C,D). This finding is particularly notable given that pathogenic inflammasome activation is increasingly 
found to be a driver of neurodegenerative diseases, for many of which age is a primary risk factor 572. Indeed, 
the aged brain harbored marked hippocampal gliosis (Figure 3.4E-J) that accompanied greater inflammasome 
activation within astrocytes as well as microglia (Figure 3.4G,K). Intracellular ASC speck volume significantly 
positively correlated with IBA1 reactivity (Figure 3.4G,L) but not GFAP reactivity (Figure 3.4G,M) in the 
hippocampus across young and old mice. Thus, while microglia and astrocyte reactivity both track with 
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heightened inflammasome activation in the aged brain, microglia reactivity may be a better predictor of the 
corresponding level of inflammasome activation.  
 

 
Figure 3.4. Increased ASC speck formation activation and gliosis in the aged ASCCitrine brain. 

Inflammasome activation and associated gliosis were assessed in young (10-12 week-old) and aged (20 week-old) ASCCitrine mice. (A-D) Relative ASC 
levels were assessed in the hippocampus (A,B) and cerebellum (C,D). Representative images (A) and quantification of % area ASC (B) in the hippocampus 
in young and aged ASCCitrine mice. Representative images (C) and quantification of % area ASC (D) in the cerebellum in young and aged ASCCitrine mice. 
(E-M) Microglia and astrocyte activation was assessed in the hippocampus of young and aged mice by IBA1 and GFAP reactivity, respectively. (E) 
Quantification and (G, top row) representative images of relative IBA1 levels in the hippocampus of young and aged mice. (F) Quantification and (G, top 
row) representative images of relative GFAP levels in the hippocampus of young and aged mice. (G-M) 3D renderings of hippocampal ASC specks, 
microglia (IBA1+ cells), and astrocytes (GFAP+ cells) were generated from young and aged ASCCitrine mice. (G) Representative 2D projections (top row) 
and 3D rendered surfaces (bottom three rows) of ASC specks, IBA1, and GFAP. (H-J) Total volume per FOV of ASC (H), IBA1 (I), and GFAP (J). (K-M) 
ASC volume within GFAP volume or IBA1 volume was calculated, then divided by the total volume of ASC per FOV. The percent volume of ASC within 
astrocytes (GFAP volume) or microglia (IBA1 volume) was then calculated. The remaining volume of ASC not within GFAP or IBA1 volume was counted 
as “unstained” volume. (K) Distribution of ASC volume within astrocytes and microglia in young compared to aged mice. (L,M) Correlations between the 
percent of ASC within and the total volume of IBA1 (L) or GFAP (M). Each point represents an individual mouse. Statistical significance calculated by 
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unpaired Student’s t-test (B,D,E,F,H-J) or Pearson correlation test (L,M). Error bars indicate mean +/- s.e.m. *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 
0.0001. 
 
We next sought to assess the involvement of inflammasome assembly in the hippocampus as it relates to the 
processes of learning and memory in a more direct fashion. To this end, we utilized the Morris water maze 
(MWM) in which mice learn to locate an escape platform submerged beneath opaque water using spatial cues. 
We trained ASCCitrine mice on this hippocampus-dependent spatial learning task for 4 days and then assessed 
their memory of the hidden platform location using a probe trial on day 5 in which the platform is removed (Figure 
3.1H). Control mice were left to swim in the pool with spatial cues but without any hidden platform to guide 
learning for 4 days (Figure 3.1H). Mice were harvested after 2 days of training (“learn” group) or after the probe 
trial on day 5 (“recall” group for those trained with the hidden platform, “swim” group for controls) and 
hippocampal ASC speck levels were assessed.  
 
We found that learning a spatial task or recalling the learned escape location both significantly reduced ASC 
speck levels relative to swim-only controls (Figure 3.1I-J). Importantly, this effect was unique to the hippocampus, 
the key region engaged in this spatial task, as cerebellum levels of ASC specks were unchanged after spatial 
memory recall (Figure 3.5). These results reveal that active engagement of the hippocampus in a learning or 
memory recall task is sufficient to dampen ASC speck formation.  
 

 
Figure 3.5. Spatial memory recall dampens inflammasome activation in the hippocampus but not the cerebellum. 

Adult (8-12 week-old) ASCCitrine mice were trained on the Morris water maze spatial learning and memory task, and brains were harvested immediately 
following the probe trial (“Recall” group). Mice that underwent the same treatment but without a hidden platform to guide learning were used as controls 
and harvested following the probe trial (“Swim” group). (A-B) Relative ASC speck levels were assessed in the hippocampus and cerebellum after memory 
recall. Representative images (A) and quantification (B) of percent area ASC over the entire hippocampus and cerebellum. Each point represents an 
individual mouse. Statistical significance calculated by multiple unpaired t-tests (B). Error bars indicate mean +/- s.e.m. **P < 0.01. 
 
3.4.2. Blocking inflammasome function improves synaptic plasticity 
 
We next sought to functionally assess whether inflammasome activation influences memory and associated 
underlying neural plasticity. Given that Caspase-1 is a central effector component of the majority of 
inflammasomes, we inhibited Caspase-1 to block downstream target cleavage. The Thy1YFP reporter mouse 
allows for the assessment of neuronal morphology by virtue of the sparse labeling of neurons throughout the 
brain. We treated adult Thy1YFP mice with VX-765, a Caspase-1 inhibitor that is known to penetrate the blood-
brain barrier573,574, to assess memory and neuron morphology following the blockade of inflammasome activation 
(Figure 3.6A). Our treatment regimen led to a modest but significant weight gain in mice (Figure 3.7A), but did 
not affect baseline locomotion or exploratory behavior in the open field test (Figure 3.7B,C) or anxiety-like 
behavior in the elevated plus maze (Figure 3.7D).  
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Figure 3.6. Caspase-1 inhibition improves long-term memory and hippocampal synapse formation. 

Adult Thy1YFP mice were treated with the Caspase-1 inhibitor VX-765 (30 mg/kg) or vehicle control by i.p. injection. Mice were injected 3x/week beginning 
at least two weeks prior to behavioral analysis and continuously throughout behavioral assessment until harvesting. (A) Experimental design. (B) 
Hippocampal-dependent memory was assessed using a contextual fear conditioning (FC) recall test conducted 3 weeks after tone-shock training. (C-F) 
Neuronal spine density was assessed by 3D rendering of Thy1+ processes. Neuronal processes in the hippocampus (C,D) and cortex (E,F) of vehicle- or 
VX-765-treated mice were reconstructed in Imaris and average spine density (number of spines per 10 µm) was quantified. At least 5 process segments 
per FOV were analyzed, and all segments in 3 FOVs per mouse per brain region were averaged. Quantification (C,E) and representative images and 3D 
renderings (D,F) are shown. (G,H) Synaptophysin protein levels were assessed by Western blot conducted on hippocampal lysates from vehicle- or VX-
765-treated mice. Quantification (G) and representative blot (H) are shown. (I,J) Synaptophysin protein levels were assessed in the CA1 hippocampal 
subregion of vehicle- or VX-765-treated mice by immunohistochemistry. Stained brain sections were imaged and Synaptophysin+ puncta were quantified 
using Imaris reconstructions. Representative images (I, top), Imaris puncta reconstructions (I, bottom), and quantification (J) are shown. (K,L) VGLUT1 
protein levels were assessed by Western blot conducted on hippocampal lysates from vehicle- or VX-765-treated mice. Quantification (K) and 
representative blot (L) are shown. (M,N) GABAARα1 protein levels were assessed by Western blot conducted on hippocampal lysates from vehicle- or VX-
765-treated mice. Quantification (M) and representative blot (N) are shown. Each point represents an individual mouse. Statistical significance calculated 
by unpaired Student’s t-test (B,C,E,G,J,K,M). Error bars indicate mean +/- s.e.m. *P < 0.05, **P < 0.01, ***P < 0.001. 
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Figure 3.7. Caspase-1 inhibition contributes to moderate weight gain, but does not impact general locomotion, exploratory behavior, anxiety-
like behavior, or spatial learning in mice. 

Adult Thy1YFP mice were treated with the Caspase-1 inhibitor VX-765 (30 mg/kg) or vehicle control by i.p. injection. Mice were injected 3x/week beginning 
at least two weeks prior to behavioral analysis and continuously throughout behavioral assessment until harvesting. (A) Mouse weight (g) from beginning 
treatment until harvest was measured before i.p. injection. (B,C) General locomotion and exploratory behavior was assessed using the open field test. (B) 
Distance traveled over the entire test period. (C) Time spent in center of the arena. (D) Anxiety-like behavior was assessed using the elevated plus maze. 
Total time spent in the open arms of the arena were quantified. (E,F) Short-term memory was assessed by fear conditioning. 24 hr after training, 
hippocampal-dependent memory was assessed using a context test (E) and hippocampal-independent memory was assessed using a cue test (F). (G-I) 
Spatial learning and memory was assessed using the Morris water maze. (G) Swim speed averaged over the four training trials on day 1. (H) Latency to 
locate the hidden platform over four days of training. Latency was averaged over the four trails conducted on each day. (I) Time spent in the target quadrant 
during the probe test conducted on day 5 in which the hidden platform was removed. (J) Spatial working memory was assessed using the Y maze. Total 
number of alternations was divided by the total number of arm entries to calculate the measure of percent alternating. Each point represents the average 
of all mice in the treatment group (A,H) or an individual mouse (B-G,I,J). Statistical significance calculated by two-way ANOVA with Sidak’s multiple 
comparisons test (A,H) or unpaired Student’s t-test (B-G,I,J). Error bars indicate mean +/- s.e.m. *P < 0.05, **P < 0.01. 
 
Given the central importance of the hippocampus in memory formation and the dynamic modulation of 
inflammasome activation that we observed in this region, we next assessed learning and memory behavior in 
mice treated with the Capase-1 inhibitor. Mice treated with VX-765 displayed significantly higher levels of 
freezing in a contextual fear conditioning test (Figure 3.6B, Figure 3.7E), a hippocampus-dependent test. 
Meanwhile, freezing was unchanged in a cued fear conditioning task (Figure 3.7F), a hippocampus-independent 
test. We did not find any differences in performance in the Morris water maze (Figure 3.7G-I), a spatial learning 
and memory task, and the Y maze (Figure 3.7J), a spatial working memory task. These results reveal that 
inhibition of inflammasome activation in healthy adult mice does not vastly impact motor function and anxiety-
like behaviors but can improve certain types of spatial memory.  
 
Synaptic plasticity is an obligatory process allowing for the formation of new neuronal connections during 
memory formation 575–577. Our finding that Caspase-1 inhibition can improve memory led us to question whether 
synaptic plasticity may be affected by the inflammasome. Our treatment with Thy1YFP mice allowed for 
visualization of neuronal spines which we assessed to measure memory-related plasticity. We found that mice 
treated with the Caspase-1 inhibitor VX-765 had a significantly higher density of spines in both the hippocampus 
(Figure 3.6C,D) and cortex (Figure 3.6E,F). The morphology of spines can lend information as to the plasticity 
of these structures 578,579. We found sex-dependent alterations in different subsets of neuronal spines, including 
filopodia, long thin, mushroom, and stubby spines (Figure 3.8), yet these changes were quite subtle.  
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Figure 3.8. Caspase-1 inhibition shifts spine morphology. 

Adult Thy1YFP mice were treated with the Caspase-1 inhibitor VX-765 (30 mg/kg) or vehicle control by i.p. injection. Mice were injected 3x/week beginning 
at least two weeks prior to behavioral analysis and continuously throughout behavioral assessment until harvesting. Neuronal spine types were assessed 
by 3D rendering of Thy1+ processes. Neuronal processes in the hippocampus (A) and cortex (B) of vehicle- or VX-765-treated mice were reconstructed 
in Imaris. Imaris quantifications of the total spine length (“Length”, µm), maximum spine head diameter (“MaxHead”, µm), and mean spine neck diameter 
(“MeanNeck”, µm) were noted for each spine reconstructed along a dendrite. These measurements were then used to classify each spine into one of the 
following categories: stubby (Length < 1), mushroom (Length < 3 and MaxHead > MeanNeck), long thin (MaxHead >/= MeanNeck), or filopodia (any yet-
uncategorized spine). At least 5 segments per FOV were analyzed, and all segments in 3 FOVs per mouse per brain region were averaged. The average 
distribution of each spine type is plotted a bar graph, split by sex and treatment group. Statistical significance calculated by unpaired Student’s t-test (A,B) 
comparing groups within each sex and within each spine category. *P < 0.05. 
 
Given the striking increase in post-synaptic spines, we wondered whether presynaptic terminals were 
coordinately increased under Caspase-1 inhibition. We found significantly higher levels of the presynaptic marker 
Synaptophysin in hippocampal extracts from VX-765-treated mice (Figure 3.6G,H). We confirmed this result 
through immunohistochemistry in which we observed significantly more Synaptophysin puncta in the CA1 of 
mice treated with the Caspase-1 inhibitor VX-765 (Figure 3.6I,J). These collective results reveal that both 
presynaptic and postsynaptic terminals are increased following the blockade of inflammasome activation, 
consistent with the improved memory function of these mice (Figure 3.6B).  
 
Next, we sought to further characterize the characteristics of synapses impacted by blocking inflammasome 
function. We found a trend toward heightened hippocampal levels of VGLUT1 (Figure 3.6K,L), a marker of 
excitatory glutamatergic presynaptic terminals. There was no significant change in the levels of hippocampal 
GABAARα1 (Figure 3.6M,N), a receptor enriched on post-synaptic inhibitory terminals, though we did note a 
trend toward higher levels. Given our findings that post- and presynaptic structures increase in VX-765-treated 
mice, it is possible that this collective heightening is driven by slight increases in both excitatory and inhibitory 
subsets. 
 
3.4.3. Inflammasome activity in astrocytes regulates synaptic plasticity and memory function 
 
Inflammasome activation has primarily been witnessed in peripheral immune cells as a part of the innate immune 
response to a wide variety of pathogens 355,546. Similarly, states of sterile CNS pathology have also been linked 
to inflammasome activation in the brain resident immune cells, microglia 359,551. We next sought to determine the 
cellular location of inflammasomes in the adult CNS at homeostasis. As the hippocampus and cerebellum were 
the regions containing the highest density of ASC specks (Figure 3.1A-C), we stained for cell-type specific 
markers in these regions. Assembled inflammasomes were found primarily in astrocytes (GFAP+ cells) in the 
hippocampus rather than microglia (IBA1+ cells; Figure 3.9A,B, 3.10A).  
 



 74 

 
Figure 3.9. Astrocyte inflammasome activity regulates neuronal synapses. 

The impact of astrocyte inflammasome activity on hippocampal synapses was assessed. (A-B) Inflammasome cell type localization was assessed in the 
hippocampus of adult (10-12 week-old) ASCCitrine mice. 3D renderings of ASC, IBA1, and GFAP surfaces were generated in Imaris. Masks were created 
to assess the ASC signal within each cell surface, and the ASC volume within total IBA1 and GFAP surfaces in the FOV were recorded. (A) Representative 
images showing the colocalization of ASC in IBA1+ microglia relative to GFAP+ astrocytes. (B) Pie chart depicting the relative presence of ASC specks 
within astrocytes (GFAP+ surface) compared to microglia (IBA1+ surface). Percentages were calculated based upon total ASC volume within the FOV. 
Unstained area refers to ASC volume not directly within either the IBA1 or GFAP surface for any given FOV. 3-5 FOVs were analyzed per mouse, and 3 
mice total were analyzed in the aggregated data. (C-N) Casp1fl/fl;Aldh1l1Cre-ERT2 (Casp1ΔAst (acute)) mice and Cre-negative Casp1fl/fl littermate controls 
(Casp1cont) received tamoxifen food beginning at 3 weeks-old and continuing until two weeks prior to beginning behavior assessment (8-10 weeks-old). 
Brains were harvested from these animals after behavioral assessment at 4-6 months of age. Hippocampal synapse markers were assessed by Western 
blot (C-F) and immunohistochemistry (IHC; G-N). (C-F) Western blots were conducted on hippocampal lysates from Casp1cont and Casp1ΔAst (acute) mice to 
assess Synaptophysin (C,D) and VGLUT1 (E,F) protein levels. Representative blots (C,E) and quantification (D,F) are shown. (G-N) IHC was conducted 
in the CA1 of Casp1cont and Casp1ΔAst (acute) mice to assess Synaptophysin (G,H), VGLUT1 (I,J), Homer-1 (K,L), and PSD95 (M,N) protein levels. 
Quantification of average percent area coverage per FOV (G,I,K,M) and representative images (H,J,L,N) are shown. Each point represents an individual 
mouse. Statistical significance calculated by unpaired Student’s t-test (D,F,G,I,K,M). Error bars indicate mean +/- s.e.m. *P < 0.05. 
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Figure 3.10. ASC specks can be found within astrocytes and neurons in the hippocampus. 

Inflammasome cell type localization was assessed in the hippocampus of adult (10-12 week-old) ASCCitrine and Thy1YFP mice. (A) Colocalization of ASC 
within GFAP+ astrocyte area and not within IBA1+ microglia area. Fluorescent signal was collapsed across the y-axis in the indicated inset box (left) and 
then plotted as relative intensity over the x-axis distance (right). ASCCitrine reporter signal peaks overlap with GFAP+ signal peaks but not with IBA1 signal 
peaks. Two examples (i, ii) of this analysis conducted in the hippocampus are shown. (B) Colocalization of ASC with S100β+ astrocytes within the 
hippocampus of ASCCitrine mice. Two examples (i, ii) are shown. (C) Colocalization of exogenously stained ASC with GFAP+ astrocytes within the 
hippocampus. A 2D slice of the z-stack was taken to visualize ASC speck presence within the process of an astrocyte. (D,E) Thy1YFP mice were used to 
assess the presence of ASC specks within hippocampal neurons and astrocytes. 3D renderings of ASC, Thy1, and GFAP surfaces were generated in 
Imaris. Masks were created to assess the ASC signal within each cell surface, and the ASC volume within total Thy1 and GFAP surfaces in the FOV were 
recorded. (D) Representative images showing the colocalization of ASC in Thy1+ neurons relative to GFAP+ astrocytes. (E) Pie chart depicting the relative 
presence of ASC specks within neurons (Thy1+ surface) relative to astrocytes (GFAP+ surface). Percentages were calculated based upon total ASC 
volume within the FOV. Unstained area refers to ASC volume not directly within either the Thy1 or GFAP surface for any given FOV. 3-5 FOVs were 
analyzed per mouse, and 3 mice total were analyzed in the aggregated data. 
 
 
We confirmed that these GFAP+ cells were bonified astrocytes, rather than neural precursors, by labeling with 
the astrocyte marker S100β (Figure 3.10B). We additionally confirmed that this localization was not purely a 
product of the ASCCitrine reporter line by using an antibody against ASC in wild type mice, in which we found ASC 
specks within hippocampal astrocytes (Figure 3.10C). Using this antibody, we also noticed assembled 
inflammasomes within the processes of some Thy1+ neurons, though to a much lesser extent than that of 
astrocytes (Figure 3.10D-E).  
 
Meanwhile in the cerebellum, Purkinje cells (Calbindin+ cells) housed ASC specks, which were seen in both the 
soma and dendrites (Figure 3.11A). Purkinje cells in the healthy cerebellum also expressed the inflammasome 
cleavage target GSDMD. Interestingly, GSDMD was found throughout the entire Purkinje cell in both the soma 
and dendrites (Figure 3.11B). In peripheral immune cells, cleavage of GSDMD by the inflammasome leads to 
the formation of pores in the plasma membrane which can ultimately cause lysis355,356. It is unlikely that every 
Purkinje cell is undergoing cell lysis and therefore possible that GSDMD is performing a different function in this 
cell type during baseline physiology.  
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Figure 3.11. ASC specks are found in Purkinje cells in the cerebellum. 

Inflammasome cell type localization was assessed in the cerebellum of adult (10-12 week-old) ASCCitrine mice. (A) Co-localization of ASC in Calbindin+ 
Purkinje cells, assessed by ASC reporter signal as well as exogenous ASC antibody staining. Two examples (i, ii) are shown. (B) Colocalization of ASC 
and GSDMD with Calbindin+ Purkinje cells. ASC can be found within the soma and dendrites of Purkinje cells. GSDMD can be found throughout the body 
of the Purkinje cells. Two examples (i, ii) are shown.   
 
 
We decided to further investigate the involvement of inflammasome in hippocampal astrocytes, given the 
sensitivity of these inflammasomes to physiological environmental alterations (Figure 3.1) and involvement in 
memory function (Figure 3.6). Relative GFAP levels are commonly used as a general readout of astrocyte 
reactivity. We wondered whether astrocytes harboring assembled inflammasomes were more reactive than 
those without inflammasomes. Using 3D reconstructions of total GFAP volume for individual astrocytes in the 
hippocampus, we found that in fact astrocytes with ASC specks did not have greater GFAP levels than those 
lacking ASC specks (Figure 3.12A-B). However, GFAP volume and ASC volume were significantly positively 
correlated for individual astrocytes (Figure 3.12C). These data convey that for astrocytes harboring 
inflammasomes, a larger inflammasome assembly corresponds to a greater level of GFAP reactivity.  
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Figure 3.12. Astrocytes harboring inflammasomes are not differentially activated, but GFAP and ASC speck levels are correlated. 

The association between inflammasome activation and astrocyte GFAP levels was assessed in the hippocampus of adult (10-12 week-old) ASCCitrine mice. 
3D renderings of ASC and GFAP surfaces were generated in Imaris, and individual astrocytes were then sorted into ASC+ or ASC- bins. The entire GFAP 
volume of each astrocyte was recorded as well as the ASC volume within each GFAP surface. (A) Representative surfaces, showing an ASC+ astrocyte 
and ASC- astrocyte in the same FOV. (B) Quantification of average GFAP volume of a given astrocyte, given its ASC +/- status. (C) Correlation between 
total ASC volume and the corresponding GFAP volume of a given astrocyte. Only ASC+ astrocytes are included. Each FOV contained at least one ASC+ 
and one ASC- astrocyte. 2-5 cells were analyzed per FOV, 3-5 FOVs were analyzed per mouse, and 3 mice total were analyzed. For B, each point 
represents the average of all cells analyzed per mouse. For C, each point represents an individual ASC+ astrocyte. Statistical significance calculated by 
unpaired Student’s t-test (B) or Pearson correlation test (C). Error bars indicate mean +/- s.e.m.  
 
We next sought to functionally probe the importance of astrocyte inflammasome activation in the homeostatic 
adult brain. To accomplish this, we generated Casp1fl/fl;Aldh1l1Cre-ERT2 mice (hereafter referred to as Casp1ΔAst) 
which we fed tamoxifen food upon weaning to genetically ablate Caspase-1 function in adult astrocytes. We 
used Cre-negative littermates as controls (hereafter referred to as Casp1cont). We verified reduction of Casp1 
transcript only in astrocytes via magnetic bead sorting of ACSA2+ cells (Figure 3.13).  
 

 
Figure 3.13. Loss of Casp1 expression specifically in astrocytes in Casp1ΔAst mice.   

Casp1fl/fl;Aldh1l1Cre-ERT2 (Casp1ΔAst) mice and Cre-negative Casp1fl/fl littermate controls (Casp1cont) received tamoxifen food beginning at 3 weeks-old and 
continuing until brain harvest. Mice were perfused and fresh whole brains were prepared into a single cell suspension for positive selection of astrocytes 
(ACSA-2+ cells) by magnetic-activated cell sorting. RNA was then extracted from each fraction for qPCR. Relative expression levels of Casp1 were 
assessed within ACSA-2+ (A) and ACSA-2- (B) fractions using primers for exons 1-3 (left) and exons 7-9 (right). Each point represents an individual 
mouse. Statistical significance calculated by unpaired Student’s t-test (A,B). Error bars indicate mean +/- s.e.m. **P < 0.01, ***P < 0.001. 
 
We did not detect any differences in locomotion, exploratory behavior, or anxiety in Casp1ΔAst mice as assessed 
by the open field test and elevated plus maze (Figure 3.14A-C). Casp1ΔAst mice also did not display differences 
in baseline motor function or motor learning as assessed on the rotarod (Figure 3.14D), highlighting the lack of 
importance of astrocyte inflammasome signaling within the cerebellum.  
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Figure 3.14. Astrocyte Caspase-1 ablation does not impact baseline locomotion, motor learning, spatial working memory, or associative fear 
memory, but improves long-term spatial memory flexibility. 

Casp1fl/fl;Aldh1l1Cre-ERT2 (Casp1ΔAst) mice and Cre-negative Casp1fl/fl littermate controls (Casp1cont) received tamoxifen food beginning at 3 weeks-old and 
continuing until two weeks prior to beginning behavior assessment (8-10 weeks-old). (A,B) General locomotion and exploratory behavior was assessed 
using the open field test. (A) Distance traveled over the entire test period. (B) Time spent in center of the arena. (C) Anxiety-like behavior was assessed 
using the elevated plus maze. Total time spent in the open and closed arms were quantified. (D) Motor coordination and learning were assessed on the 
rotarod apparatus. Latency to fall over from the rotating rod was measured on each trial. Three trials per day were conducted over three consecutive days. 
(E) Spatial working memory was assessed using the Y maze. Total number of alternations was divided by the total number of arm entries to calculate the 
measure of percent alternating. (F-L) Short-term and remote memory was assessed by fear conditioning. (F-G) Baseline locomotion and exploratory 
behavior within the conditioning chamber were measured by distance traveled (F) and average speed (G) during a habituation period. After tone-shock 
training, hippocampal-independent memory was assessed by cue testing (H,I) and hippocampal-dependent memory was assessed by context testing (J-
L). Mice were assessed on these metrics 0 weeks (24 hours), 3 weeks, 7 weeks, and 11 weeks post-training. (H) Percent time spent immobile during the 
cue test as assessed on consecutive test sessions. (I) Percent time spent immobile during the cue test conducted 7 weeks after training. (J) Percent time 
spent immobile during the context test conducted 7 weeks after training. (K) Discrimination between the trained (familiar) context and an untrained (novel) 
context was assessed 7 weeks after training. Percent time spent immobile in each context was used to calculate a discrimination index where 1 indicates 
full relative immobility in the familiar context and -1 indicates full relative immobility in the novel context. (L) Total distance traveled during the context test 
conducted 11 weeks after training. Each point represents the average of all mice in the group (D,H) or an individual mouse (A-C,E-G,I-L). Statistical 
significance calculated by unpaired Student’s t-test (A-C,E-G,I,J,L), two-way ANOVA with Sidak’s multiple comparisons test (D,H), or one-sample t and 
Wilcoxon test against zero (K). Error bars indicate mean +/- s.e.m. *P < 0.05, ****P < 0.0001. 
 
Given our findings that Caspase-1 inhibitor treatment significantly improved synaptic plasticity and memory 
function (Figure 3.6), we sought to determine if astrocyte inflammasomes sufficiently contribute to physiologic 
hippocampal function. In particular, we wondered whether the increase in synapse density resulting from 
widespread Caspase-1 inhibition (Figure 3.6C-J) was cell intrinsic to neurons or if it could be a downstream 
consequence of inflammasome activation within astrocytes. Thus, we assessed relative levels of synaptic 
markers in the hippocampi of Casp1ΔAst mice compared to Cre-negative littermate controls. In line with our 
findings from Caspase-1 inhibitor-treated mice (Figure 3.6G,H,I,J), mice lacking astrocyte Caspase-1 function 
had significantly higher levels of the presynaptic marker Synaptophysin compared to controls (Figure 
3.9C,D,G,H). We also noted a trend toward increased levels of the presynaptic glutamate transporter VGLUT1 
in Casp1ΔAst mice (Figure 3.9E,F,I,J), a similar trend to which we noted in Caspase-1 inhibitor-treated mice 
(Figure 3.6K,L).  
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Caspase-1 inhibition via VX-765 treatment also increased postsynaptic spine density (Figure 3.6C-F) 
concomitant with increased presynaptic density (Figure 3.6G,H,I,J). We therefore also analyzed postsynaptic 
markers in our Casp1ΔAst mice. However, we found no change in the levels of the postsynaptic markers Homer-
1 (Figure 3.9K,L) or PSD95 (Figure 3.9M,N) in Casp1ΔAst mice compared to Cre-negative controls. These results 
suggest that presynaptic densities can be regulated cell-extrinsically by astrocyte inflammasome activity, and 
that inflammasome-mediated postsynaptic density is either regulated cell-intrinsically or cell-extrinsically by non-
astrocytic cells.  
 
Caspase-1 can function as an executioner Caspase that promotes pyroptotic cell death356,549,580. We wondered 
whether the loss of Caspase-1 function in astrocytes limited pyroptosis in these cells, and if that led to altered 
number and/or density of astrocytes in the hippocampus. We indeed found significantly highest volume of the 
astrocyte marker GFAP in the hippocampus of Casp1ΔAst mice (Figure 3.15A,B). Given that GFAP levels can be 
altered by astrocyte reactivity alone, we counted the number of nuclei per field of view (FOV) that were GFAP+ 
as a more accurate assessment of astrocyte numbers. We found no difference in the number of astrocytes in 
the CA1 region of the hippocampus of Casp1ΔAst mice compared to Casp1cont mice (Figure 3.15A,C). We also 
assessed relative astrocyte coverage using Aldh1l1 levels and found no change in the abundance of this 
astrocyte marker in the CA1 of Casp1ΔAst mice (Figure 3.15D,E). Therefore, the loss of Caspase-1 in astrocytes 
can promote astrocyte reactivity but does not appear to affect astrocyte numbers or coverage.  
 

 
Figure 3.15. The acute loss of Caspase-1 function promotes reactivity but does not affect astrocyte numbers.  

Casp1fl/fl;Aldh1l1Cre-ERT2 (Casp1ΔAst) mice and Cre-negative Casp1fl/fl littermate controls (Casp1cont) received tamoxifen food beginning at 3 weeks-old and 
continuing until two weeks prior to beginning behavior assessment (8-10 weeks-old). Brains were harvested from these animals after behavioral 
assessment at 4-6 months of age. Astrocytes were assessed by IHC for GFAP (A-C) and Aldh1l1 (D,E) in the CA1 region of the hippocampus. (A-C) 
Astrocyte reactivity and numbers were assessed using GFAP signal per FOV. (A) 3D renderings of GFAP surfaces were generated in Imaris (bottom) to 
determine reactivity, and 2D projections overlayed with DAPI (top) were used to determine astrocyte numbers per FOV. Representative max projections 
(top) and corresponding 3D surfaces (bottom). (B) Quantification of average GFAP volume per FOV. (C) Quantification of the number of astrocytes per 
FOV. (D,E) Astrocyte coverage was assessed by percent area Aldh1l1 per FOV. Representative images (D) and quantification (E) are shown. Each point 
represents an individual mouse. 6-9 FOVs across 3 brain sections were analyzed per mouse to generate an average. Statistical significance calculated 
by unpaired Student’s t-test (B,C,E). Error bars indicate mean +/- s.e.m. *P < 0.05. 
 
 
Give our results that astrocyte inflammasome activity can alter hippocampal neuron presynaptic density (Figure 
3.9C-J), we wondered whether this relationship functionally contributed to memory processes. We conducted 
the Y maze test for spatial working memory on Casp1ΔAst mice and found that these animals trended towards 
improved performance on this hippocampus-dependent task (Figure 3.14E). Given the enhancement in spatial 
memory in contextual fear conditioning test conducted with VX-765-treated mice, we next repeated this test with 
Casp1ΔAst mice. We found no difference in memory recall in a 24 hr contextual fear conditioning task when 
comparing freezing behavior of Casp1ΔAst animals and Cre-negative controls (Figure 3.16A). Importantly, 
Casp1ΔAst mice had comparable baseline locomotion to controls during the training phase of this task (Figure 
3.14F-G). 
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Figure 3.16. Prolonged loss of astrocyte inflammasome function is detrimental to memory retention and synaptic health.  

Casp1fl/fl;Aldh1l1Cre-ERT2 (Casp1ΔAst (chronic)) mice and Cre-negative Casp1fl/fl littermate controls (Casp1cont) received tamoxifen food beginning at 3 weeks-old 
and continuing until two weeks prior to beginning behavior assessment (8-10 weeks-old). Brains were harvested from these animals after behavioral 
assessment at 8 months of age. (A-D) Remote memory was assessed by fear conditioning. After tone-shock training, hippocampal-dependent memory 
was assessed by repeated context testing. Freezing behavior was assessed for 3-min in the trained context and a novel, untrained context 0 weeks (24 
hours), 3 weeks, 7 weeks, and 11 weeks post-training. (A) Percent time spent immobile during the trained context test as assessed on consecutive test 
sessions. (B) Percent time spent immobile during the trained context test conducted 11 weeks after training. (C,D) Discrimination between the trained 
(fearful) context and the untrained (novel) context as assessed 11 weeks after training. (C) Percent time spent immobile during the trained context test 
compared exploration of a novel untrained context. (D) Percent time spent immobile in each context was used to calculate a discrimination index where 1 
indicates full relative immobility in the familiar context and -1 indicates full relative immobility in the novel context. (E-F) Short-term spatial memory was 
assessed using the novel object location task, in which animals were presented with two identical objects in the training phase and then tested when one 
object was moved to a new location 2 hr later. (E) Time spent interacting with the objects in the familiar and novel locations during the 5-min test period. 
(F) A discrimination index was calculated based on time spent interacting with each object in which 1 indicates full preference for the novel location and -
1 indicates full preference for the familiar location. (G-N) Hippocampal synapse markers were assessed by IHC in the CA1 region of the hippocampus of 
Casp1cont and Casp1ΔAst (chronic) mice. Relative Synaptophysin (G,H), VGLUT1 (I,J), Synapsin (K,L), and Homer-1 (M,N) protein levels were analyzed. 
Quantification of average percent area coverage per FOV (G,I,K,M) and representative images (H,J,L,N) are shown. 6-9 FOVs across 3 brain sections 
were analyzed per mouse to generate an average per mouse. Each point represents the average of all mice in the group (A) or an individual mouse (B-
G,I,K,M). Statistical significance calculated by two-way ANOVA with Sidak’s multiple comparisons test (A,C,E), unpaired Student’s t-test (B,G,I,K,M), or 
one-sample t and Wilcoxon test against zero (D,F). Error bars indicate mean +/- s.e.m. *P < 0.05, **P < 0.01, ***P < 0.001. 
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Given our findings that ASC speck density decreased following environmental perturbations (Figure 3.1D-J) we 
posited that astrocyte inflammasome activity may be dispensable in these short-term memory tasks. In this case, 
astrocyte inflammasome activation may occur prior-to and/or at long-term intervals after learning. We thus 
continued to conduct fear conditioning recall tests repeatedly for weeks after initial fear training to assess whether 
the loss of astrocyte Caspase-1 function in the long-term affected memory consolidation and/or remote recall. 
Indeed, we found that over consecutive context testing, animals lacking astrocyte Caspase-1 function froze 
significantly less than controls (Figure 3.16A).  
 
By the most remote time points tested, control animals still froze in the trained context, while mice lacking 
astrocyte Caspase-1 had nearly returned to baseline activity levels (Figure 3.14J,L, 3.16B). We assessed activity 
levels in these animals compared to controls in a novel, untrained context relative to the fearful, trained context. 
While control mice still identified the trained context as fearful relative to a novel context, mice lacking astrocyte 
Caspase-1 froze the same amount within the trained and novel arenas (Figure 3.14K, 3.16C,D). The results of 
this remote context discrimination test indicate that mice lacking astrocyte Caspase-1 are no longer able to 
distinguish the feared arena from a novel arena and may therefore have an impairment in long-term spatial 
memory.  
 
To assess how relevant astrocyte inflammasome function in the hippocampus specifically is to memory function 
in adulthood, we also conducted consecutive cue testing following fear conditioning. We found no significant 
difference in short-term or remote memory recall in the hippocampus-independent cue test (Figure 3.14H-I). 
Lending to the idea that the worsened memory recall in astrocyte Caspase-1-deficient mice is primarily 
dependent on hippocampus-related effects, we also conducted an independent hippocampus-dependent spatial 
memory task, namely, the novel object location test. As expected, control animals spent significantly more time 
interacting with a familiar object placed in a novel location in the arena compared to the same object placed in a 
familiar location (Figure 3.16E,F). Yet, mice lacking astrocyte Caspase-1 spent equal amounts of time with the 
two objects (Figure 3.16E,F) which is indicative of impaired hippocampus-dependent memory.  
 
These long-term memory impairments observed in astrocyte Caspase-1-deficient mice were surprising to us at 
first because our results thus far indicated that blocking inflammasome activation in adulthood is beneficial for 
memory function. Yet, inflammasome activity was clearly apparent in homeostatic physiologic states, lending to 
the concept that some baseline inflammasome activity does contribute to normal brain function. We therefore 
reasoned that the prolonged loss of inflammasome activity during these intermittent states between learning is 
what may largely contribute to proper memory consolidation and long-term recall.  
 
Given this reasoning, we sought to determine the extent of hippocampal physiologic perturbation that occurs 
after prolonged loss of astrocyte Caspase-1 function. To this end, we waited until Casp1ΔAst were 8-months of 
age before conducting brain histopathologic studies (hereafter referred to as Casp1ΔAst (chronic) mice). Control mice 
in these studies were age-matched littermate controls (Casp1cont mice). Casp1ΔAst animals that were harvested 
at 3-4 months of age as previously assessed will hereafter be referred to as Casp1ΔAst (acute) mice to distinguish 
these two groups.  
 
We first repeated the analyses of synaptic health in mice lacking astrocyte Caspase-1 function long-term. While 
we had previously noted that Casp1ΔAst (acute) mice had heightened levels of Synaptophysin (Figure 3.9C,D,G,H), 
the long-term loss of Caspase-1 ablated this effect (Figure 3.16G,H). In other words, hippocampal Synaptophysin 
levels were comparable to Casp1cont levels in Casp1ΔAst (chronic) mice, suggesting that presynapses were lost due 
to the chronic deficiency of Caspase-1 in these mice. Supporting this idea, we found significantly lower levels of 
the presynaptic markers VGLUT1 (Figure 3.16I,J) and Synapsin (Figure 3.16K,L) as well as postsynaptic marker 
Homer-1 (Figure 3.16M,N) in the Casp1ΔAst (chronic) hippocampus. These findings together reveal profound 
synapse loss in mice chronically lacking proper Caspase-1 function in astrocytes and support the behavioral 
findings of impaired memory in these animals (Figure 3.16A-F). Thus, while the short-term loss of inflammasome 
activity is necessary for proper memory function, the prolonged loss of inflammasome activity becomes 
detrimental for hippocampal physiology and memory function.  
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3.4.4. Astrocyte inflammasomes regulate neuronal plasticity through IL-33 and perineuronal 
nets 
 
Our findings that inflammasome activity within astrocytes can modulate neuronal synapses led us to question 
the mechanism by which this cell-to-cell communication is happening. In particular, we sought to probe potential 
underlying neurobiology lending to the acute positive regulation of synapses as well as the chronic negative 
regulation of synapses by astrocyte inflammasomes. We therefore studied both Casp1ΔAst (acute) and Casp1ΔAst 

(chronic) mice paired with their age-matched Cre-negative littermate controls, Casp1cont mice. All analyses were 
first split by age for respective control mice, but no differences were seen across any measures between 
differently aged Casp1cont mice (data not shown). Thus, age-matched controls were grouped together as a single 
control group referred to as Casp1cont from this point forward.  
 
One study of synapse remodeling found that the IL-1 family cytokine IL-33 directs the engulfment of extracellular 
matrix (ECM) materials by microglia581. In this work, the loss of IL-33 production in neurons led to heightened 
ECM levels concomitant with reduced synaptic plasticity581. Interestingly, astrocytes in the hippocampus can also 
generate IL-33, a source that also contributes to synaptic plasticity582. We wondered whether this IL-33-ECM-
neuron plasticity axis was perturbed by the loss of astrocyte Caspase-1, and whether this signaling cascade 
could explain the relative gain and loss of synapses in our Casp1ΔAst mice.  
 
In alignment with our synapse data and with published reports581,582, we found significantly higher levels of IL-33 
in Casp1ΔAst (acute) mice and a strong trend toward lower IL-33 levels in Casp1ΔAst (chronic) mice compared to controls 
(Figure 3.17A,B, 3.18A-C). These findings match with the concept that IL-33 promotes synaptic plasticity, such 
that short-term Caspase-1-deficiency promotes IL-33 production and synapse formation while long-term 
Caspase-1-deficiency is detrimental to IL-33 production and synapse formation.   
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Figure 3.17. Astrocyte Caspase-1 modulates IL-33 production, perineural net coverage, and neuronal plasticity.  

Casp1fl/fl;Aldh1l1Cre-ERT2 (Casp1ΔAst) mice and Cre-negative Casp1fl/fl littermate controls (Casp1cont) received tamoxifen food beginning at 3 weeks-old and 
continuing until two weeks prior to beginning behavior assessment (8-10 weeks-old). Brains were harvested from these animals after behavioral 
assessments were complete at either 4-6 months of age (Casp1ΔAst (acute)) or 8 months of age (Casp1ΔAst (chronic)). Mice were randomly assigned for immediate 
perfusion and harvest (“Home”) or were exposed to a novel enriched environment for 90 min prior to perfusion and harvest (“EE”). Hippocampal physiology 
was assessed by IHC in Casp1cont, Casp1ΔAst (acute), and Casp1ΔAst (chronic) brain section using various markers and percent area per FOV was quantified 
(B,D,F,G,I,K). (A,B) Relative IL-33 levels in the CA1 region. (A) Representative images using a thermal gradient to illustrate intense areas of IL-33 
production. Dark blue indicates very low IL-33, green indicates low IL-33, red indicates high IL-33, and white indicates very high IL-33. (B) Quantification 
of relative IL-33 levels across genotypes at baseline or after EE exposure. (C,D) Perineuronal net coverage was assessed by WFA staining in the CA1 
region. (C) Representative images and (D) quantification of relative WFA levels across genotypes at baseline or after EE exposure. (E-G) Neuronal activity 
was assessed by staining for the immediate early gene cFos in the entire hippocampus. (E) Representative images and (B) quantification of relative cFos 
percent area (F) and number of puncta (G) across genotypes at baseline or after EE exposure. (H,I) Astrocyte reactivity was assessed by S100β staining 
in the CA1 region. (H) Representative images and (I) quantification of relative S100β levels across genotypes at baseline or after EE exposure. (J,K) 
Astrocyte reactivity was secondarily assessed by GFAP staining in the CA1 region. (J) Representative images and (K) quantification of relative GFAP 
levels across genotypes at baseline or after EE exposure. Each point represents an individual mouse. 6-9 FOVs across 3 brain sections were analyzed 
per mouse to generate averages. Statistical significance calculated by unpaired Student’s t-tests (B,D,F,G) or one-way ANOVA (I,K). Error bars indicate 
mean +/- s.e.m. *P < 0.05, **P < 0.01, ***P < 0.001. 
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Figure 3.18. Astrocyte Caspase-1 regulates cellular IL-33 levels but does not impact neuron numbers or ability to respond to stimuli.  

Casp1fl/fl;Aldh1l1Cre-ERT2 (Casp1ΔAst) mice and Cre-negative Casp1fl/fl littermate controls (Casp1cont) received tamoxifen food beginning at 3 weeks-old and 
continuing until two weeks prior to beginning behavior assessment (8-10 weeks-old). Brains were harvested from these animals after behavioral 
assessments were complete at either 4-6 months of age (Casp1ΔAst (acute)) or 8 months of age (Casp1ΔAst (chronic)). Mice were randomly assigned for immediate 
perfusion and harvest (“Home”) or were exposed to a novel enriched environment for 90 min prior to perfusion and harvest (“EE”). Hippocampal physiology 
was assessed by IHC in Casp1cont, Casp1ΔAst (acute), and Casp1ΔAst (chronic) mice using various markers and percent area per FOV was quntified. (A-C) Relative 
IL-33 levels in the CA1 region and the cellular localization. (A,B) Representative images show IL-33 within astrocytes and neurons. Aldh1l1 was used to 
mark astrocytes (A) and MAP2 was used to mark neuron processes (B). (C) Quantification of IL-33 per FOV using strict thresholding for large particle size 
as a proxy for nuclear localization. (B,D) The density of neuronal processes was assessed by MAP2 staining in the CA1 region. (B) Representative images 
and (D) quantification of relative MAP2 levels in Casp1cont and Casp1ΔAst (chronic) mice collapsed across exposure (home and EE). (E) Neuronal activity was 
assessed by staining for the immediate early gene cFos in the entire hippocampus. Data in Figure 3.17G is plotted broken down across genotypes here 
to better illustrate the relative effects of EE treatment on cFos levels. (F,G) Neuron numbers were assessed by NeuN staining in the entire hippocampus. 
(F) Quantification of relative NeuN levels Casp1cont and Casp1ΔAst (acute) mice collapsed across exposure (home and EE) and (G) representative images are 
shown. (H,I) Neuron numbers were assessed by NeuroTrace staining in the entire hippocampus. (H) Quantification of relative NeuroTrace levels Casp1cont 

and Casp1ΔAst (chronic) mice collapsed across exposure (home and EE) and (I) representative images are shown. Each point represents an individual mouse. 
6-9 FOVs across 3 brain sections were analyzed per mouse to generate averages. Statistical significance calculated by unpaired Student’s t-tests 
(C,D,E,F,H). Error bars indicate mean +/- s.e.m. *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001. 
 
IL-33 production is ramped up upon the induction of neuronal activity, for instance, after exposure to an enriched 
environment581. We wondered whether this change in IL-33 production was at all related to astrocyte 
inflammasome activity, and therefore exposed Casp1ΔAst (acute), Casp1ΔAst (chronic), and control mice to an enriched 
environment prior to brain harvest. We found that IL-33 levels were higher in all three groups following EE 
exposure compared to controls left in their home cages prior to brain harvest (Figure 3.17A,B, 3.18A-C). 
Moreover, it remained consistent that IL-33 levels were higher in Casp1ΔAst (acute) mice and significantly lower in 
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Casp1ΔAst (chronic) mice compared to controls (Figure 3.17A,B, 3.18A-C). These data suggest that activity-induced 
IL-33 production may be largely attributed to a source outside of astrocyte inflammasome function.  
 
Published studies indicate that IL-33 can be produced by both neurons and astrocytes in the hippocampus581,582. 
We confirmed that IL-33 staining colocalized with markers for both astrocytes (Aldh1l1) and neurons (MAP2) in 
our control animals (Figure 3.18A,B). Moreover, acute or chronic Caspase-1 deficiency did not abrogate IL-33 
production from either cell source (Figure 3.18A,B). 
 
It has been well documented that the extracellular matrix, of which perineuronal nets (PNNs) consitute of a 
subset, is diminished in quantity following a learning experience583–585. This reduction in PNN coverage allows 
for the remodeling of synapses to occur that is necessary to encode a learning experience as a memory583–585. 
Subsequently, PNNs are solidified around the newly formed synapses to encode that connection as a part of the 
memory583–585. Thus, perturbation of baseline PNN coverage and PNN plasticity can significantly impair proper 
memory encoding and recall. 
 
Given that IL-33 can regulate ECM turnover581, and that IL-33 levels were bidirectionally perturbed in astrocyte 
Caspase-1-deficient mice (Figure 3.17A,B), we next sought to evaluate potential ECM disruption that may occur 
following the loss of inflammasome activity. We assessed PNN coverage in the hippocampus using Wisteria 
floribunda agglutinin (WFA) staining, a well-characterized method to fluorescently label N-acetylglucosamine 
components of PNNs. We found that short-term loss of Caspase-1 function in astrocytes significantly reduced 
PNN coverage in the CA1 region of the hippocampus compared to controls (Figure 3.17C,D).  
 
This effect also extended to other brain regions, in which there was a significant reduction in PNN coverage in 
the subiculum and trends toward reduced PNN coverage in the cortex and dentate gyrus (Figure 3.19A,B). 
Importantly, there were no baseline differences in the number of nuclei in the neuron cell body layer of the CA1 
in Casp1ΔAst (acute) mice compared to controls (Figure 3.19C,D). Thus, any differences in PNN coverage are likely 
not due to differences in the absolute number of neurons in this region.  
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Figure 3.19. Astrocyte Caspase-1 acutely limits perineuronal net coverage through a mechanism independent of microglial engulfment. 

Casp1fl/fl;Aldh1l1Cre-ERT2 (Casp1ΔAst (acute)) mice and Cre-negative Casp1fl/fl littermate controls (Casp1cont) received tamoxifen food beginning at 3 weeks-old 
and continuing until two weeks prior to beginning behavior assessment (8-10 weeks-old). Brains were harvested from these animals after behavioral 
assessment at 4-6 months of age. Perineuronal net coverage and microglial engulfment was assessed using combined WFA and IBA1 staining. (A-B) 
Perineuronal net coverage was assessed across the cortex and hippocampal subregions. (A) Representative images and (B) quantification illustrating 
WFA levels in Casp1cont and Casp1ΔAst (acute) mice. (C-I) Microglial engulfment of perineuronal net material was assessed in the CA1 region. 3D renderings 
of WFA and IBA1 surfaces were generated in Imaris. Masks were created to assess the WFA signal within IBA1 surface, and the WFA volume within total 
IBA1 surfaces in the FOV was recorded. (C) Representative 2D max projections (left) and 3D surface renderings (right set of three). (D) Quantification of 
the number of nuclei in the neuron cell body layer of the CA1 region per FOV. The DAPI channel was used to mark individual nuclei in Imaris. (E) Relative 
IBA1 volume per FOV. (F) Relative WFA volume per FOV. (G) Relative masked WFA volume contained within IBA1 volume per FOV. (H) Quantification 
of the percent of total WFA volume that is contained within IBA1 volume per FOV. (I) Quantification of the percent of total IBA1 volume that contains WFA 
volume per FOV. Each point represents an individual mouse. 6-9 FOVs across 3 brain sections were analyzed per mouse to generate averages. Statistical 
significance calculated by multiple unpaired t-tests (B) or unpaired Student’s t-test (D-I). Error bars indicate mean +/- s.e.m. *P < 0.05. 
 
Following the trends of our other findings, we found that the long-term loss of Caspase-1 in astrocytes led to 
opposite results of that of short-term loss with respect to PNNs. Specifically, PNN coverage was significantly 
enhanced in the Casp1ΔAst (chronic) hippocampus compared to controls (Figure 3.17C,D). Interestingly, EE 
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treatment abrogated both of these differences in PNN coverage, as there were no significant changes in PNN 
coverage between the three groups that were exposed to the novel environment (Figure 3.17C,D). This finding 
reveals that new experiences can rescue the perturbations to PNN levels associated with the loss of astrocyte 
Caspase-1 function.  
 
One mechanism by which PNN turnover can occur is via engulfment by the professional phagocytes of the brain, 
microglia. We wondered whether the reduction in PNN levels following short-term astrocyte Caspase-1-
deficiency could be attributed to increased microglial engulfment of PNN components. To address this idea, we 
assessed the internalization of WFA within IBA1+ microglia in the CA1 region of the hippocampus of Casp1cont 
and Casp1ΔAst (acute) mice. We first confirmed that there were no overt differences in microglial numbers (Figure 
3.20A,B), coverage area (Figure 3.20A,C), or volume (Figure 3.19C,E) in Casp1ΔAst (acute) mice that could 
confound any engulfment analyses.   

 
Figure 3.20. The loss of Caspase-1 in astrocytes does not overtly impact microglia.  

Casp1fl/fl;Aldh1l1Cre-ERT2 (Casp1ΔAst) mice and Cre-negative Casp1fl/fl littermate controls (Casp1cont) received tamoxifen food beginning at 3 weeks-old and 
continuing until two weeks prior to beginning behavior assessment (8-10 weeks-old). Brains were harvested from these animals after behavioral 
assessments were complete at either 4-6 months of age (Casp1ΔAst (acute)) or 8 months of age (Casp1ΔAst (chronic)). Microglia were assessed by IHC for IBA1 
in the CA1 region of the hippocampus. (A) Representative images. (B) Quantification of the number of microglia per FOV assessed by counting the number 
of nuclei positive for IBA1. (C) Quantification of percent area of IBA1 coverage per FOV. Each point represents an individual mouse. 6-9 FOVs across 3 
brain sections were analyzed per mouse to generate an average. Statistical significance calculated by unpaired Student’s t-test (B) or one-way ANOVA 
(C). Error bars indicate mean +/- s.e.m.  
 
In line with our previous analysis, the short-term loss of astrocyte Caspase-1 function tended to decrease PNN 
density per FOV in Casp1ΔAst (acute) mice (Figure 3.19C,F). We next assessed the volume of WFA within IBA1 
volume to determine whether any differences in microglial PNN engulfment occurred in Casp1ΔAst (acute) mice. We 
noted a trend toward reduced WFA volume contained within microglia (Figure 3.19C,G) similar to that of total 
WFA levels (Figure 3.19C,F), suggesting that microglial PNN phagocytosis is unaltered following the loss of 
astrocyte Caspase-1. Indeed, the percent of total WFA volume that was contained within microglia was not 
significantly changed in Casp1ΔAst (acute) mice (Figure 3.19C,H). Moreover, the percent of microglia volume that 
contained WFA was also not changed (Figure 3.19C,I). These data suggest that changes to PNN coverage 
dependent upon inflammasome activity are likely not majorly driven by microglial phagocytosis of PNN material.  
 
Our data thus far indicate that inflammasome activation within astrocytes can regulate hippocampal plasticity in 
part through modulation of IL-33, PNN coverage, and synapse density. Yet, whether astrocyte inflammasome 
activation alters the hippocampal network activity that underlies proper memory function remains a gap in 
understanding. Given that IL-33 and PNN plasticity can both contribute to altered hippocampal neuronal 
plasticity581, we reasoned that ablating astrocyte inflammasome function in the short- and long-term may 
substantially impact hippocampal neuron activation and plasticity. To address this idea, we stained for the 
immediate early gene cFos, which is substantially upregulated following the induction of neuronal activity.  
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In line with our reasoning, we noted a strong trend toward increased cFos levels in the hippocampus of Casp1ΔAst 

(acute) mice compared to controls and a significant decrease in cFos levels in Casp1ΔAst (chronic) mice (Figure 3.19E-
G). These data match with the concept of enhanced neuronal plasticity following the short-term loss of Caspase-
1 function but impaired hippocampal plasticity following prolonged Caspase-1 deficiency. Importantly, the short- 
or long-term loss of Caspase-1 did not significantly affect neuron process coverage (Figure 3.18D), EE-induced 
cFos upregulation (Figure 3.18E), or baseline neuron numbers (Figure 3.18F-I) in the hippocampus. In line with 
our WFA results, we found that exposure to a novel environment completely abrogated these changes in cFos 
levels (Figure 3.19E-G). Thus, novel experiences are sufficient to rescue the baseline impact triggered by the 
loss of Caspase-1 deficiency in astrocytes.  
 
While the impact of astrocyte inflammasome activation on hippocampal plasticity and memory function is better 
understood with our data, it remains an open question as to how Caspase-1 acts cell-intrinsically to ultimately 
change astrocyte biology and downstream network function. We noted that relative astrocyte reactivity was 
altered by the loss of inflammasome activity. In particular, short-term astrocyte Caspase-1 deficiency enhanced 
astrocyte reactivity in which strikingly heightened levels of S100β (Figure 3.18H,I) and GFAP (Figure 3.18J,K) 
were observed in Casp1ΔAst (acute) mice compared to controls. Moreover, long-term astrocyte Caspase-1 
deficiency dampened astrocyte reactivity whereby Casp1ΔAst (chronic) mice displayed significantly lower levels of 
S100β (Figure 3.18H,I) and GFAP (Figure 3.18J,K) compared to controls. Exposure to a novel environment did 
not largely impact these trends (Figure 3.18H-K). Thus, Caspase-1 can alter the baseline inflammatory state of 
astrocytes, which may then feedforward to contribute to changes in IL-33, PNNs, neuron plasticity, and memory 
function. Altogether, this study reveals that inflammasome biology contributes significantly to healthy 
neurobiology and proper memory function.  
 
 
3.5 Discussion 
 
In the studies presented here, we have identified a novel unexpected function for the immune-based 
inflammasome complex in regulating the astrocyte-neuron communication underlying memory function. We 
report a baseline distribution of ASC specks throughout the adult brain at homeostasis, with the highest 
concentration of ASC specks coalescing in the hippocampus within astrocytes. ASC speck levels could be 
dynamically modulated by experience and age. We find that acute pharmacologic inhibition of Caspase-1 or 
genetic deletion specifically in astrocytes was sufficient to promote an increase in synaptic protein abundance 
and memory recall. Conversely, the prolonged loss of Caspase-1 in astrocytes was detrimental to synaptic health 
and memory function. We identified that astrocyte Caspase-1 regulates hippocampal IL-33 levels, PNN 
coverage, and neuronal plasticity bidirectionally short- and long-term.  
 
These studies break new ground in our understanding that immune-based signaling molecules are hijacked for 
use in homeostatic contexts. While the inflammasome is typically thought to lead to cell lysis and pro-
inflammatory cytokine release, we find here that the inflammasome is subtly modulated in the adult brain for 
dynamic physiologic benefit. These findings are notable as they contribute to our knowledge of the mechanisms 
underlying astrocyte biology, neuronal plasticity, and proper memory function. Moreover, these data may inform 
treatment strategies for neurologic diseases associated with perturbed inflammasome activation, as targeting 
this complex may be more nuanced than once thought.  
 
We still lack knowledge as to the precise mechanism(s) by which inflammasome activity within astrocytes has 
such broad impacts on neurons and memory function as a whole. Future work will reveal what aspects of 
astrocyte biology are regulated by the inflammasome. Whether this astrocyte-neuron communication is solely 
regulated by IL-33 remains to be understood. It is possible that the inflammasome is activating other cytokines, 
such as IL-1β and IL-18, whole release from astrocytes could signal onto nearby neurons. Other mediators, such 
as ROS, ADP/ATP, neurotransmitters, or ion fluxes, could also have a level of inflammasome-dependent release 
which may then signal to neurons.  
 
Astrocyte processes are well understood to wrap synapses leading to the “tripartite synapse” concept586. Indeed, 
astrocytes are in close contact with neuron soma, dendrites, axons, and synapses, among other parenchymal 
structures such as blood vessels587. A single mouse astrocyte can be in contact with several neuronal soma, 
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about 600 dendrites, and around 100,000 synapses588. As such, astrocytes are known to control synapse 
formation, maintenance, and elimination587. How the inflammasome fits into this picture of astrocyte-mediated 
synapse control will remain an area for future investigation.  
 
Similarly, it is not known how PNNs are perturbed following the loss of Caspase-1. IL-33 is one potential 
explanation, as greater levels of IL-33 are linked to increased clearance of ECM materials and positive synaptic 
plasticity581. Our first line evidence suggests that the changes to PNN coverage dependent upon Caspase-1 may 
not be mediated by microglial phagocytosis. Whether neurons or glia alter secretion of ECM components or ECM 
breakdown enzymes in processes related to Caspase-1 remains to be determined.  
 
Along these lines, the cell source of IL-33 which alters production following astrocyte Caspase-1 knockout is 
unknown. Our evidence confirms that both neurons and astrocytes contain IL-33 in the adult hippocampus. 
Moreover, astrocyte Caspase-1 deficiency did not abrogate IL-33 production from either source. Yet, whether 
one cell source of IL-33 is primarily affected by astrocyte Caspase-1 loss is unknown. It is possible that Caspase-
1 acts cell intrinsically to modulate IL-33 release, as this cytokine is within the IL-1 family whose activation is 
inflammasome-controlled589. One report claimed that IL-33 could be inactivated by Caspase-1590, while others 
claim IL-33 could be activated by the inflammasome591, both of which would be consistent with parts of our data.  
 
Our studies are surprising given that the presence of pro-inflammatory cytokines is canonically thought to be 
detrimental to CNS cell health and cognition. Yet, there is a growing appreciation for a balance in inflammatory 
signaling in the brain. Complete abrogation of inflammatory signaling can be detrimental to brain function. For 
instance, controlled levels of IL-1β are known to be necessary for synaptic plasticity, as blocking IL-1β is 
detrimental for long-term potentiation while supraphysiologic IL-1β levels also suppress long-term potentiation592–

594. Thus, a delicate middle ground of inflammatory signaling in the brain may be necessary to maintain a 
balanced homeostatic state.  
 
The inflammasome has been a center point of interest as a druggable target for many neurologic disease states, 
including neurodegenerative disease, epilepsy, stroke, and others551. Our work raises a point of caution in these 
endeavors, as complete blockade of the inflammasome may have unintended consequences on healthy brain 
function. The inflammasome represents an intricate and dynamic platform for responding to changes in the 
cellular environment and orchestrating appropriate responses. The present study places a spotlight on a 
homeostatic role for the inflammasome in contributing to healthy neurobiology and brain function, which raises 
a litany of remaining questions and opens the door for countless future studies. 
 
 
3.6 Methods 
 
3.6.1. Mice 
 
All mouse experiments were performed in accordance with the relevant guidelines and regulations of the 
University of Virginia and approved by the University of Virginia Animal Care and Use Committee. Mice were 
housed in specific pathogen-free conditions under standard 12-hour light/dark cycle conditions in rooms 
equipped with control for temperature (21 ± 1.5°C) and humidity (50 ± 10%). Adult sex- and age-matched mice 
were assigned to experimental groups. Unless age is explicitly noted, mice were assessed beginning at 8-weeks 
of age. Male and female mice were included for all studies, and data was analyzed first separated by sex to 
check for any significant sex differences before combining. ASCCitrine (strain #030744), Thy1YFP (strain #003782), 
and Aldh1l1EGFP (strain #030247) were obtained from The Jackson Laboratory. Casp1fl/fl were generously 
provided by R. Flavell595 and crossed to Aldh1l1Cre-ERT2 (strain #031008) obtained from The Jackson Laboratory 
to generate Casp1fl/fl;Aldh1l1Cre-ERT2 (denoted Casp1ΔAst) and Cre-negative littermate controls (denoted 
Casp1cont). Upon weaning, Casp1ΔAst and Casp1cont littermates were fed tamoxifen diet (Envigo Teklad 
#TD.130858) ad libitum until two-weeks prior to behavioral analysis (about 6 weeks of age) and then returned to 
normal chow for the remainder of experimentation.  
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3.6.2. Caspase-1 inhibitor treatment 
 
Mice were injected i.p. with the Caspase-1 inhibitor VX-765 prepared 6.25 mg/ml in 25% DMSO or vehicle (25% 
DMSO) as a control. Thy1YFP received i.p. injections of 30 mg/kg VX-765 or vehicle control 3x/week (Mondays, 
Wednesdays, and Fridays) beginning two-weeks prior to behavioral testing and continuing for the entirety of 
experimentation. Mice were always weighed prior to injection.  
 
 
3.6.3. Environmental enrichment 
 
Mice were brought into a separate room and placed into and enriched environment (EE; rat cages with crushed 
corn cob bedding) or left in their home cages (11 x 7 x 6 inch mouse cages with crushed corn cob bedding) in 
the vivarium as a control. ASCCitrine mice were EE housed for 48 hours under standard 12-hour light/dark cycle 
conditions in rooms equipped with control for temperature (21 ± 1.5°C) and humidity (50 ± 10%). Cages of 
Casp1cont, Casp1ΔAst (acute), and Casp1ΔAst (chronic) mice were randomly selected for immediate perfusion or 90 min 
environmental enrichment exposure prior to perfusion. Cage-mates were given the same housing treatments in 
these experiments. EE housing conditions consisted of a mix of colored igloos (Bio-Serv #K3570, #K3327), crawl 
balls (Bio-Serv #K3329, #K3330), and tunnels (Bio-Serv #K3322, #K3323) with ad libitum access to standard 
chow and water. Mice were euthanized, perfused, and brains harvested immediately following all EE treatments 
(see 3.6.6 “Tissue collection”). 
 
 
3.6.4. Social isolation 
 
Mice were socially isolated in the home vivarium in standard mouse cages (11 x 7 x 6 inch with crushed corn 
cob bedding) for 48 hours via individual housing, with the addition of an enrichment nestlet. Mice were blocked 
from viewing neighboring cages. Control mice were kept housed in their standard housing arrangements (groups 
of 3-5 sex-matched mice) without blocked views of neighboring cages, with the addition of an enrichment nestlet. 
All housing provided ad libitum access to standard chow and water under standard 12-hour light/dark cycle 
conditions in rooms equipped with control for temperature (21 ± 1.5°C) and humidity (50 ± 10%). 
 
 
3.6.5. Behavior 
 
All behavior experiments were performed between 8 am and 5 pm in a blinded fashion. Mice were transported 
from their home vivarium room to the behavior core and allowed 20 minutes to habituate before beginning each 
test. All training apparatuses were cleaned with 70% ethanol before and after each mouse was tested.  
 
Open field test 
 
General locomotion, exploratory, and anxiety-related behaviors were assessed using the open field test. The 
opaque white plexiglass test arenas (35 x 35 cm2) were evenly illuminated. Mice were placed into the center of 
the arena and allowed to explore for 10 min. All trials were tracked and scored using an overhead camera and 
video monitoring software (Ethovision XT Noldus). A central square (20 x 20 cm2) was demarcated to quantify 
time spent in the center.  
 
Elevated plus maze 
 
Exploratory and anxiety-related behaviors were assessed using the elevated plus maze. The maze consisted of 
two open arms (uncovered, 35 x 6 cm2) and two closed arms (20 cm tall opaque black plexiglass, 35 x 6 cm2) 
extending from a common center square, elevated 121 cm above the floor. Mice were placed onto the opaque 
white plexiglass floor in the center facing a closed arm, and then allowed to explore the entire raised platform for 
5 min. All trials were tracked and scored using an overhead camera and video monitoring software (Ethovision 
XT Noldus). 
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Rotarod 
 
Gross motor function and motor learning were assessed on the rotarod. The rotarod apparatus consists of five 
separate compartments on a rotating rod (MED Associates Inc, ENV-575M). Each mouse was placed onto the 
rod at a speed of 4 rotations per minute (rpm). The rod accelerated from 4 rpm to 40 rpm over the span of 5 min. 
Each mouse was allowed to walk on the rotating rod until one of the three trial endpoints was reached: falling off 
to disrupt a laser at the base, 5 rotations hanging on the rod without ambulating, or elapsing 6 min of testing. 
Three trials were performed with at least 30 min between each trial for three consecutive days. Latency to fall 
was recorded by the rotarod-controlling software (Rotarod version 1.4.1, MED Associates Inc).  
 
Y maze 
 
Spatial working memory was assessed using the Y maze. The apparatus is made of opaque white plexiglass 
and composed of three identical arms extending from a common center triangle. Mice were placed into the center 
and allowed to explore the entire arena for 8 min. All trials were tracked and scored using an overhead camera 
and video monitoring software (Ethovision XT Noldus). Percent alternation was calculated as the total number 
of alternations (three entries into a unique arm) divided by the total number of arm entries made, multiplied by 
100.  
 
Morris water maze 
 
Spatial learning and memory were assessed using the Morris water maze. The white plastic pool (1 m in 
diameter) contained water kept at 22 ± 2°C and made opaque with non-toxic white tempura paint. A hidden 
platform (10 cm in diameter) was placed 1 cm below the water surface. Four distinct visual cues within each 
quadrant were placed equally spaced around the walls of the pool. A dim light source evenly illuminated the test 
room.  
 
The training phase of this task consisted of four 60 s trials per day for four days, and the probe trial consisted of 
a single 60 s trial in which the hidden platform was removed from the pool. If the mouse was unable to locate 
the platform within the trial time allotted, then it was manually placed onto the platform. Mice were allowed 2 min 
to sit on the platform following the very first training trial, and 5 s to sit on the platform for every trial afterwards. 
Mice were removed from the pool, dried, and returned to their home cages set upon heating pads between each 
trial on training days. At least 30 min was given between each training trial. All trials were tracked and scored 
using an overhead camera and video monitoring software (Ethovision XT Noldus). 
 
For the Morris water maze task using ASCCitrine mice, animals were harvested immediately following the fourth 
trial on training day 2 or immediately following the probe trial on day 5. Control mice for these experiments 
underwent identical testing procedures except without any hidden platform within the pool during the entire 
training phase. Control mice were harvested immediately following the probe trial on day 5.  
 
Fear conditioning and extinction 
 
Spatial memory, associative memory, and cognitive flexibility were assessed using fear conditioning paradigms. 
The training chamber (MED Associates Inc) consisted of an arena (28 x 21 x 22 cm) with clear plexiglass walls 
and a floor made of 18 stainless steel rods (4 mm in diameter) spaced 1.5 cm apart and wired to a shock 
generator. The chamber was kept inside a sound-proof box which was evenly lit with a white fluorescent light 
and supplied with background noise.   
 
For fear conditioning training, mice were placed into the center of the arena and allowed to habituate for 3 min. 
Mice then received three pairs of cue-aversive stimuli over 3 min consisting of tone(18 s, 5 kHz, 75 dB)-shock(2 
s, 5 mA) pairings separated by 40 s inter-trial-intervals. Mice were assessed in a context and/or cue test on the 
following day (24 hr later).  
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For the contextual fear conditioning test, mice were placed into the center of the arena as it appeared during the 
training session and allowed to explore freely for 3 min. No tone or shock were presented during this session. At 
least two hours after the context test, a cued fear conditioning test was conducted. For this session, the arena 
was altered in appearance such that black-and-white striped paper was placed over the walls, a white plastic 
insert covered the floor, and the chamber was scented with vanilla. Mice were placed into the center of the arena 
and allowed to explore this novel context for 3 min. Then, the same cue-aversive tone (18 s, 5 kHz, 75 dB) from 
the training session was played constantly for the next 3 min. For extinction testing, mice underwent these same 
context and cue tests at successive time points (3, 7, and 11 weeks) after the original training session. Mice 
were kept in their home cages in the vivarium without any additional behavioral interventions during the entirety 
of this extinction period.  
 
All trials were tracked and scored using an overhead camera and video monitoring software (Ethovision XT 
Noldus). Percent freezing was calculated as the cumulative time immobile divided by the total test time (180 s), 
multiplied by 100. The discrimination index was calculated as (A-B)/(A+B), where A = [% freezing in the trained 
context (i.e. the context test)] and B = [% freezing in the novel context (i.e. the habituation phase in the cue test)].  
 
Novel object location test 
 
Spatial memory was assessed using the novel object location test. The opaque white plexiglass test arenas (35 
x 35 cm2) were evenly illuminated, and a 3-inch piece of tape was placed flesh against the floor on the center of 
one wall for spatial orientation purposes. Mice were first habituated to these arenas for two 5 min exploration 
sessions. This habituation protocol was repeated for an additional two days, yielding a total of six 5 min 
habituation sessions. 
 
For object location training, mice were placed into the center of the arena and allowed to explore for 10 min. 
During this phase, two rubber ducks were placed equidistant from the center piece of tape and away from the 
edges of the arena on the half closest to the piece of tape. Mice were then returned to their home cages for 2 hr. 
After this inter-trial-interval, mice were placed into the center of the arena for a novel location test in which one 
rubber duck was moved to a novel spot and the other rubber duck was kept in the same familiar location. The 
newly located duck was placed in line with the center piece of tape on the opposite side of the arena from the 
tape and away from the arena wall. Mice were allowed to interact with these two objects during the test phase 
for 5 min before being returned to their home cages.  
 
All trials were tracked and scored using an overhead camera and video monitoring software (Ethovision XT 
Noldus). Time spent interacting with each object in the training and test phases were manually scored. It was 
confirmed that no baseline bias in time spent interacting with objects in either location existed (data not shown). 
The discrimination index was calculated as (A-B)/(A+B), where A = [Time spent interacting with the novel object] 
and B = [Time spent interacting with the familiar object]. As such, a DI of zero indicates equal time with each 
object, a DI of -1 indicates full preference for the object in the familiar location, and a DI of 1 indicates full 
preference for the object in the novel location.  
 
 
3.6.6. Tissue collection 
 
Mice were euthanized by CO2 asphyxiation and cervical dislocation, then transcardially perfused with 20 ml 1x 
PBS and brains were harvested. For all experiments involving IHC, Western blotting, cytokine analysis (multiplex 
cytokine array, ELISA), and qPCR, brains were cut down the midline, and the right hemisphere was optionally  
microdissected to remove the hippocampus, cortex, and cerebellum which were flash-frozen on dry ice. 
Microdissected samples were stored at -80°C until downstream processing for protein or RNA extraction. The 
left hemisphere was kept intact for downstream immunohistochemistry and drop-fixed in 4% PFA on ice, then 
stored overnight at 4°C. The following day, PFA was decanted, brains were washed in 1x PBS, and then 10 ml 
30% sucrose was added. Brains were kept in 30% sucrose at 4°C until sinking to the bottom of the container (at 
least 48 hours) at which point they were prepped for crytosectioning (see 3.6.7 “Brain sample preparation”). For 
MACS studies, harvested brains were placed into HBSS on ice prior to processing (see 3.6.8 “Magnetic-activated 
cell sorting”).  



 93 

 
 
3.6.7. Brain sample preparation 
 
Drop-fixed half-brains sufficiently dehydrated in 30% sucrose (see 3.6.6 “Tissue collection”) were washed with 
1x PBS and frozen in Tissue-Tek OCT compound (Sakura #4583). Frozen blocks were sectioned at 40 µm using 
a cryostat (Leica) and sections were stored in 0.05% sodium azide in 1x PBS at 4°C for downstream IHC (see 
3.6.9 “Immunoflourescence”). Flash-frozen half-brains or microdissected brain regions were minimally thawed 
on ice a mechanically homogenized in Tissue Protein Extraction Reagent (T-PER; Thermo Fisher, 78510) 
containing phosphatase inhibitor cocktail PhosSTOP (Roche, 04906845001) and protease inhibitor cocktail 
cOmplete (Roche, 11873580001). Half-brains or half-hippocampi were homogenized in 500 µl or 200 µl of this 
TPER cocktail, respectively. 50 µl of these slurries were then added to TRIzol (500 µl for half-brains or 250 µl for 
half-hippocampi; Life Technologies, 15596018) and stored at -80°C until further use (see 3.6.10 “RNA isolation, 
cDNA synthesis, qPCR”). The remainder of the slurries were then spun down at 16,000 rpm for 10 minutes and 
the soluble supernatants were collected and stored at -80°C until further use (see 3.6.11 “Western blotting”).  
 
 
3.6.8. Magnetic-activated cell sorting 
 
Fresh whole brains held in HBSS on ice were dissociated using a Papain Dissociation System (Worthington 
#LK003150) according to manufacturer’s instructions with some modifications. Briefly, tissue was transferred 
into the Papain Solution (EBSS with 20 U/ml papain and 0.005% DNAse) and triturated gently using a 5 ml 
serologic pipette. The mixture was incubated at 37°C on a shaker for 30 min in which it was triturated gently 
every 10 min (3x). The cloudy cell solution was then filtered through a 70 µm cell strainer and spun down at room 
temperature at 300 g for 5 min. The resulting cell pellet was resuspended in the Inhibitor Solution (EBSS with 
papain/ovomucoid inhibitor solution and DNAse). This cell solution was then layered atop fresh Inhibitor Solution 
and centrifuged at 70 g for 6 min at room temperature. The supernatant containing debris was discarded, and 
the remaining cell pellet was resuspended in 160 ul 1x MACS buffer (Miltenyi Biotec, 130-0910376) in PBS.  
 
Astrocytes were positively selected using ACSA-2 magnetic microbeads (Miltenyi Biotec, 130-097-678) 
according to manufacturer’s instructions with some modifications. Briefly, the cell suspension was incubated with 
40 µl FcR-blocking reagent for 25 min at 4°C. Then, 40 µl anti-ACSA-2 magnetic microbeads were added, mixed 
well, and allowed to incubate for 15 min at 4°C. Cells were washed by adding 1 ml 1x MACS buffer and 
centrifuged at 300 g for 10 min at 4°C. Supernatants were aspirated and the remaining cell pellet was 
resuspended in 500 µl 1x MACS buffer. LS columns (Miltenyi Biotec, 130-042-401) and a QuadroMACS magnet 
(Miltenyi Biotec, 130-091-051) were used to positively select for ACSA-2+ cells. Positive and negative fractions 
were spun down at 300 g for 10 min at 4°C. ACSA-2+ and ACSA-2- pellets were then resuspended in 200 µl or 
500 µl TRIzol reagent, respectively, for downstream RNA extraction (see 3.6.10 “RNA isolation, cDNA synthesis, 
qPCR”). 
 
 
3.6.9. Immunofluorescence   
 
Brain sections stored in PBS with 0.05% sodium azide were blocked for 1 hour at room temperature in blocking 
solution (2% donkey serum, 1% BSA, 0.1% Triton-X, 0.05% Tween-20 in 1x PBS). Sections were then incubated 
with primary antibodies diluted in the blocking solution overnight at 4°C. The following antibodies were used: 
Aldh1l1 (E7I2Q, Cell Signaling, 1:300), ASC (AL177, AdiopoGen, 1:300), Calbindin (D-28K, Millipore Sigma, 
1:1000), cFos (ab190289, Abcam, 1:1000), GFAP (2.2B10, Thermo Fisher, 1:1000), GSDMD (ab209845, 
Abcam, 1:1000), Homer-1 (160 003, Synaptic Systems, 1:500), IBA1 (ab5076, Abcam, 1:300), IL-33 (AF3626, 
R&D, 1:100), NeuN (MAB377, Millipore Sigma, 1:500), PSD95 (2507, Cell Signaling, 1:200), S100β (15146-1-
AP, Proteintech, 1:500), Synapsin1/2 (106 004, Synaptic Systems, 1:1000), Synaptophysin (ab32594, Abcam, 
1:1000), Synaptophysin (ab16659, Abcam, 1:300), VGLUT1 (135 511, Synaptic Systems, 1:500), WFA (B-1355-
2, Vector Laboratories, 1:500). Samples were washed for 10 min three times with 0.5% Tween-20 in 1x PBS at 
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room temperature. Then, samples were incubated with secondary antibodies diluted in the blocking solution for 
2 hrs at room temperature. Matched donkey Alexa Fluor-488, -568, -594, -647 anti-rabbit, -goat, -mouse, -rat, 
and -streptavidin antibodies were used (Thermo Fisher, 1:1000). Samples were washed again for 10 min three 
times with 0.5% Tween-20 in 1x PBS at room temperature and then incubated with DAPI (Millipore Sigma, 
1:1000) for 10 min at room temperature. Samples were stored in 1x PBS prior to mounting on slides with ProLong 
Gold anti-fade mountant (Thermo Fisher, P36930) with coverslips. Slides were stored in the dark at 4°C. Images 
were acquired using LAS AF software (Leica microsystems) on a Leica TCS SP8 confocal microscope or Leica 
Stellaris confocal microscope. Images were analyzed using Fiji and Imaris (9.9.1) software.  
 
For sections stained with NeuroTrace, secondary antibody stained was completed and well as final wash steps. 
Then, sections were washed once with 0.1% Triton-X in 1x PBS for 10 min and then twice in 1x PBS for 5 min 
all at room temperature. Sections were incubated with NeuroTrace 500/525 (N21480, Thermo Scientific, 1:100) 
diluted in 1x PBS for 20 min at room temperature. Sections were removed from this stain and then washed once 
with 0.1% Triton-X in 1x PBS for 10 min and then once in 1x PBS for 2 hr at room temperature. Following this 
last wash step, DAPI counterstaining was conducted as usual prior to section mounting.  
 
 
3.6.10. RNA isolation, cDNA synthesis, qPCR 
 
Brain samples or primary cells stored in TRIzol (see 3.6.7 “Brain sample preparation”) were thawed on ice and 
vortexed. 100 µl of chloroform (Fisher Scientific, BP1145-1) was added, and then samples were thoroughly 
vortex and incubated at room temperature for 5 minutes. Samples were spun down at 14,000 rpm at 4°C for 15 
minutes. The clear aqueous top layer was collected into a clean tube and then an equal volume of isopropanol 
(~ 400 µl; Sigma, I9516) was added then vortexed vigorously. Samples were then incubated at room temperature 
for 10 minutes and spun down at 12,000 rpm at 4°C for 5 minutes. The resulting RNA pellet was then washed 
twice using 1 ml of 70% ethanol in RNAse-/DNAse-free water, spinning down at 14,000 rpm at 4°C for 5 min 
between washes. The resulting RNA pellet was air dried at room temperature and finally resuspended in 30 µl 
of DNAse-/RNAse-free water. Samples were stored at -80°C prior to cDNA synthesis. RNA quality and quantity 
were evaluated using NanoDrop 2000 Spectrophotometer (Thermo Scientific). 
 
Isolated RNA was converted to cDNA using a Sensifast cDNA Synthesis kit (Bioline, BIO-65054). Gene 
expression levels were determined using Taqman Gene Expression Assay primer/probe mix (Thermo Fisher), 
Sensifast Probe No-ROX kit (Bioline, BIO-86005), and a CFX384 Real-Time PCR System (BioRad, 1855484). 
All kits were used according to manufacturer’s instructions. The following primers (Thermo Fisher Scientific) 
were used: Aim2 (Mm01295720_m1), Nlrp3 (Mm00840904_m1), Pycard (Mm00445747_g1), Casp1 
(Mm00438023_m1; exons 1-3), Casp1 (Mm01243908_m1; exons 7-9), Il1b (Mm00434228_m1), Il18 
(Mm00434226_m1), and Gapdh (Mm99999915_g1). Relative gene expression levels to Gapdh were calculated 
using the delta-delta Ct method. 
 
 
3.6.11. Western blotting  
 
Soluble brain sample homogenates (see 3.6.7 “Brain sample preparation”) were diluted in 1x PBS. Protein 
concentration was determined according to a standard curve using Pierce 600 nm Protein Assay Reagent 
(Thermo Fisher, 22-660). Laemelli Sample Buffer (Bio-Rad, #1610747) was added at 1x to 20 µg protein lysates 
per sample and heated to 95°C for 5 min. Samples were loaded onto a 4–20% Mini-PROTEAN TGX Stain-Free 
Protein Gel (Bio-Rad, #4568093) and run at 120 V for 1.5 h using Mini-PROTEAN Tetra Cell (Bio-Rad, 1658004) 
in 1x Tris/Glycine/SDS Buffer (Bio-Rad, #1610732). Proteins were then transferred onto a Trans-Blot Turbo Midi 
0.2 µm PVDF membrane (Bio-Rad, #1704157) for 21 min using a Trans-Blot Turbo Transfer System (Bio-
Rad, #1704150) set to “2 mini gels” of “mixed MW”.  
 
Membranes were blocked for 1 hr at room temperature using blocking solution (50% SuperBlock T20 TBS 
Blocking Buffer (Thermo Scientific, #37536), 50% BSA block (5% BSA + 0.05% Tween-20 in 1x TBS)). 
Membranes were then stained overnight at 4°C in primary antibodies diluted in blocking solution. The following 
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antibodies were used: Synaptophysin (ab32594, Abcam, 1;1000), VGLUT1 (135 511, Synaptic Systems, 1:500), 
GABAARα1 (N95/35, Antibodies Inc, 1:500), GAPDH (14C10, #3683, Cell Signaling, 1:1000), β-Tubulin (9F3 
#5346, Cell Signaling, 1:1000). Membranes were then washed for 5 min four times with 1x TBS, and then 
incubated with secondary antibodies diluted in blocking solution for 45 min at room temperature. Matched anti-
rabbit (Cell Signaling, 7074P2, 1:5000) or anti-mouse (Cell Signaling, 7076S, 1:5000) secondary antibodies were 
used. Membranes were then washed for four times with 1x TBS over the course of 1-2 hrs. Membranes were 
coated in SuperSignal West Pico PLUS Chemiluminescent Substrate solution prepared according to 
manufacturer’s instructions (Thermo Scientific, #34580) for 5 min in the dark prior to imaging. Stained 
membranes were imaged on a ChemiDoc MP Imaging System (Bio-Rad, #12003154). Protein levels were 
quantified using Fiji. Membranes were stored in 1x TBS-T (0.05% Tween-20 in 1x TBS) at 4°C.  
 
For re-blotting, stained membranes were stripped for 10 min at room temperature using Restore PLUS Western 
Blot Stripping Buffer (Thermo Fisher, #46430). Membranes were then washed with 1x TBS and then blocked for 
1 hr at room temperature using blocking solution. The staining procedure followed from this step.  
 
 
3.6.12. Statistics 
 
Sample sizes were chosen on the basis of standard power calculations (with α = 0.05 and power of 0.8). 
Statistical tests for RNA-seq analyses were conducted using R (4.0.4 GUI 1.74 Catalina build (7936)) in RStudio 
(1.4.1106). For all other analyses, Prism software (GraphPad, 9.4.0) was used to calculate mean and s.e.m. 
values and to conduct unpaired Student’s t test, one-way ANOVA, and two-way ANOVA. P values less than 0.05 
were considered significant. 
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Chapter 4: Discussion and future directions 
 
 
4.1 Dissertation discussion 
 
This dissertation has highlighted the contribution of innate immune signaling to brain homeostasis and pathology. 
A delicate balance exists between healthy and disruptive inflammatory signaling in the brain. We find that 
perturbations to a mother’s internal environment can trigger aberrant immune responses in the placenta (Chapter 
2). These pro-inflammatory states impacted offspring brain development and behavior, stressing the potential 
consequences of deviant immune responses (Chapter 2). Meanwhile, we also find that the immune-based 
inflammasome complex is dynamically regulated in physiologic contexts in the brain (Chapter 3). Long-term 
blockade of astrocyte inflammasome signaling was detrimental to neuronal plasticity and memory function, 
emphasizing the important contribution of this immune-based complex to maintaining proper brain health 
(Chapter 3). Characterizing both the homeostatic and pathogenic roles of innate immune signaling in the brain 
will continue to reveal underlying neurobiology of brain function and neurologic disease, which can inform 
treatment strategies. This discussion will consider a few of the outstanding questions spurred by these 
dissertation studies and underscore some future areas of related research.  
 
4.2.1. The maternal-fetal interface response to environmental changes.  
 
Compromised placental function is a well-known contributor to perturbed fetal development421,505,513,522,525,596. In 
particular, the essential roles of the placenta in providing barrier protection, nutritional support, gas exchange, 
and more to the developing fetus places it in a critical support position421,505,513,522,525,596. Disruptions to a healthy 
maternal bodily environment including poor nutrition, infection, obesity, autoimmune disease, and stress can all 
alter fetal development421,505,513,522,525,596.  Yet, how these changes to the maternal environment are translated 
into changes in the fetus are not well understood. The maternal-fetal interface, including the placenta and 
decidua, represent the first and primary site of interaction between a mother and her offspring493. Probing the 
response of this critical juncture to environmental changes in the mother may therefore reveal fundamental 
biology underlying associated fetal developmental alterations in these conditions.      
 
In the studies presented in this dissertation, we sought to characterize the maternal-fetal interface response to 
inflammation and/or selective serotonin reuptake inhibitor (SSRI) exposure and then correlate any of these 
changes to fetal neurodevelopmental outcomes (Chapter 2). We found that the maternal-fetal interface 
underwent a robust and rapid immune response to a viral mimetic that was largely characterized by interferon 
pathways. This immune response dampened baseline sex differences in the placenta sub-acutely and was 
associated with sex-dependent behavioral changes similar to those of autism spectrum disorder. We also found 
that SSRI treatment alone altered the immune signaling landscape of the maternal-fetal interface, which 
contributed to a reshaped response of the maternal-fetal interface when challenged with an inflammatory 
stimulus. Likewise, SSRI exposure potentiated the fetal brain response to inflammation alone. This study 
highlights the importance of taking the entire maternal-fetal interface signaling landscape into account when 
assessing changes to the maternal environment, and also emphasizes the critical role of the maternal-fetal 
interface in fostering healthy fetal development.   
 
The precise cellular responses and molecular signaling pathways involved in the maternal-fetal interface 
response to inflammation and SSRI exposure, among diverse other stressors, remains largely unexplored. The 
maternal-fetal interface is made up of a very large population of immune cells that play both homeostatic and 
inflammatory-response roles. Whether and how this diverse immune population, including decidual natural killer 
(dNK) cells, decidual T cells, placental Haufbauer macrophages, and more respond to stimuli, and how this 
contributes to altered maternal-fetal interface physiology requires more research. Do these cells secrete 
inflammatory cytokines such as IL-6 and IL-17a that are known to contribute to behavioral changes in the 
offspring? Is there a long-term impact on their homeostatic functions, such as dNK-mediated arteriole remodeling 
that is necessary for proper nutrient and gas transport? Or T cell-mediated tolerance to the fetus?  
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Another major outstanding question in the field is what the exact source of cytokines is that then influence fetal 
neurodevelopment. Are placental cells responsible for cytokine secretion? Are these cytokines transported into 
fetal tissue? Or is the fetus generating its own cytokine response to inflammatory stimuli in the maternal-fetal 
interface or blood? One study ablated IL-6R function in placental trophoblasts which was sufficient to protect 
against the behavioral alterations in offspring that typically appear after in utero IL-6 exposure523. This shows the 
importance of the placenta as a source of IL-6R signaling in this model, but whether similar signaling pathways 
apply in more complicated changes to the maternal environment remains to be determined. Addressing these 
big picture questions will reveal novel targets to help prevent negative consequences on fetal development that 
may otherwise ensue when mothers are not in ideal health.  
 
 
4.2.2. Inflammasome signal cascades in homeostatic brain states.  
 
There is an increasing appreciation for the contribution of the immune system to brain homeostasis and well as 
neurologic disease. Immune signaling molecules can be used by central nervous system (CNS) cells for ordinary 
functions ranging from cell proliferation, to migration, to synaptic pruning474. Activation of brain immune signaling 
and infiltration of immune cells can also change the course of pathology in disease states including 
neurodegeneration, autoimmunity, infection, stroke, psychologic stress, neurodevelopmental disorders, and 
more195,400,474,557,597. In the work presented in Chapter 3 of this dissertation, we highlight a novel role for the innate 
immune-based inflammasome signaling complex in regulating astrocyte-neuron communication and proper 
memory function.  
 
It is unclear from our studies whether the changes in synapse density resulting from inhibition of the 
inflammasome are a result of perturbation of synapse growth, retraction, phagocytosis, or some other process. 
Astrocytes have been shown to directly promote synapse formation587, can actively phagocytose adult 
hippocampal synapses598, and maintain proper synapse function through structural support, ion buffering, 
neurotransmitter recycling, and more587. Which of these functions exactly could be contributed to by the 
inflammasome is yet unknown.  
 
It would be extremely interesting to investigate the potential cleavage substrates of Caspase-1 in physiologic 
contexts. While Caspase-1 is primarily characterized to cleave pro-inflammatory cytokines and GSDMD, a litany 
of other substrates has also been identified whose function post-cleavage is not yet understood. For instance,  
Caspase-1 can cleave an array of ribosomal proteins, actin itself and actin polymerization factors, vimentin, and 
DNA replication factors, among others599. Intriguingly, many of these factors could relate to the structural 
complexity of astrocytes and astrocyte-synapse communication.  
 
For one, astrocytes are known to locally translate transcripts in their distal processes600–602. This process allows 
for precise control over protein trafficking to individual synapses and the maintenance of synaptic heterogeneity 
under contact from the umbrella of a single astrocyte600–602. It would be interesting to determine whether 
inflammasome-mediated cleavage of ribosome components is related to these local translation events, and 
whether that could explain the Caspase-1-dependent control of synapse abundance that we identified in the 
present study.  
 
Secondly, vimentin is thought to be specifically enriched in astrocytes and epithelial cells in the brain603. Like 
GFAP, vimentin is an intermediate filament protein that contributes to astrocyte morphology, process motility, 
protein scaffolding, and vesicle trafficking, which can ultimately influence learning and memory604,605. The actin 
cytoskeleton of astrocytes likewise performs a similar set of critical functions606. The idea that the inflammasome 
can cleave vimentin and actin given the importance of these proteins for astrocyte biology certainly warrants the 
further investigation of this potential connection. Indeed, our studies report preliminary evidence that astrocyte 
reactivity (measured by GFAP and S100β levels) is affected by the loss of Casapse-1.  
 
It is quite likely that the Caspase-1 substrate cleavage profile is different based upon the cell type harboring the 
assembled inflammasome and/or brain region of interest. The inflammasome cleavage targets could be different 
based upon cell state to allow for dynamic modulation of inflammasome function. These factors could dictate the 
functional consequence of inflammasome activation in the brain.  
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Beyond the downstream impacts of inflammasome activation discussed thus far, it also remains to be determined 
what the physiologic endogenous triggers of the inflammasome might be in the brain. What’s more, the obligate 
sensor also remains anonymous. Recent attention has fallen on the finding that astrocytes express the 
inflammasome sensor NLRP2, and that astrocyte NLRP2 responds to physiologic changes in brain state 
including depression and persistent pain607–609.  
 
In one such study, kynurenine, a metabolite of tryptophan, upregulated NLRP2 in astrocytes, which activated 
the NLRP2 inflammasome in astrocytes upon pairing with ATP609. Indeed, studies in human astrocytes further 
support the idea that NLRP2 can be activated by ATP due to close association with purinoreceptors and pannexin 
channels608. These studies identify potential endogenous triggers of astrocyte inflammasomes, namely, 
neurotransmitter/metabolic byproducts and ATP, which could potentially explain some of the inflammasome 
activation we report in astrocytes that contributes to hippocampal physiology and memory function.  
 
Another inflammasome sensor worth exploring is the promiscuous NLRP3. Of all inflammasome sensors, NLRP3 
has been the most widely explored to date in the brain. NLRP3 can respond to a wide variety of stimuli, including 
oxidative stress, reactive oxygen species (ROS), lysosomal damage, ion fluxes, mitochondrial disruption, and 
ribosomal stress610. Environmental stressors can trigger oxidative stress, which may generate ROS and oxidized 
mitochondrial DNA that can activate the NLRP3 inflammasome611. Ribotoxic stress can also trigger 
inflammasome activation612,613, which is interesting given the potential that the inflammasome may also cleave 
ribosomal proteins599, suggestive of a possible feedback loop.  
 
The identification of a homeostatic role for the inflammasome in the brain opens the door wide for many future 
studies probing the more precise signal cascades involved. Such studies will continue to reveal the neurobiology 
underlying important functional states in the brain, as well as inform future treatments for neurologic disease. 
 
 
4.2 Future directions 
 
4.2.1. Homeostatic Neuronal Inflammasome Activation 
 
Our studies at present have only investigated inflammasome activation in a specific manner within astrocytes. 
Yet, immunohistochemistry reveals that ASC specks can be found within neurons as well as surrounding 
neuronal projections (Figure 3.10, 3.11). To what extent are the reported changes in neuronal physiology (i.e. 
higher spine density, increased in synapse marker abundance, dampened neuronal activity) following VX-765 
treatment attributed to neuron-intrinsic inflammasome activation relative to neuron-extrinsic inflammasome 
activation in astrocytes? The function of homeostatic inflammasome activation within neurons compared to 
astrocytes remains a ripe area for future study.  
 
Indeed, blocking inflammasome activation specifically in astrocytes via Caspase-1 knockout did not fully 
phenocopy the results we found after treating mice with the Caspase-1 inhibitor, VX-765. In particular, acute 
blockade of the inflammasome actually heightened neuronal activation in Casp1ΔAst (acute) mice as assessed by 
relative baseline cFos levels (Figure 3.17E-G). Meanwhile, VX-765 treatment dampened physiologic neuronal 
activity in studies conducted outside of Chapter 3 (see Chapter 4, Figure 4.6). Moreover, Casp1ΔAst (acute) mice did 
not display significantly enhanced spatial memory in a 24 hr contextual fear conditioning test (Figure 3.16A) as 
VX-765-treated mice did (Figure 3.6B). This discrepancy in results could be explained by a multitude of factors, 
including inhibitor specificity, effects on peripheral cells outside of the CNS, and inhibitor potency. One potential 
explanation, however, is that inhibition of neuronal inflammasomes in the case of VX-765 treatment contributes 
in part to the reported phenotypes.  
 
To address the question of whether inflammasomes have homeostatic function within neurons, we have 
generated inducible neuron-specific Caspase-1 knockout mice. We crossed Casp1fl/fl mice with Camk2aCre-ERT2 
mice to ablate Caspase-1 function in excitatory neurons following tamoxifen treatment (Casp1ΔExNeur). We will 
repeat all key experiments conducted thus far in these Casp1ΔExNeur mice compared to Cre-negative littermate 
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controls (Casp1cont), including memory assessments, western blots for synapse markers, cFos staining at 
baseline and following novel environment exposure, and immunohistochemistry for synapse markers, astrocyte 
reactivity, and extracellular matrix. Comparing these results to those generated using Casp1ΔAst mice will reveal 
relative cell-intrinsic and -extrinsic roles for Caspase-1 during adult homeostasis.  
 
Beyond these proposed experiments, deeper questions still remain as to homeostatic inflammasome signal 
cascades. What stimuli are triggering inflammasome activation at baseline? What putative sensor(s) are 
becoming activated? What protein targets are cleaved? What is the consequence of Caspase-1-mediated 
cleavage events? Are the answers to these questions dependent upon the cell type, and/or brain region? Our 
studies have only begun to scratch the surface of the underlying biology of homeostatic inflammasome function 
in the brain.  
 
 
4.2.2. The Relative Contribution of IL-33 to Inflammasome-Mediated Control of Neuronal 
Plasticity 
 
Our study found that loss of Caspase-1 function in astrocytes led to heightened production of the alarmin IL-33. 
IL-33 can be produced by astrocytes and neurons alike in the adult hippocampus 581,582. Interestingly, the loss of 
Caspase-1 activity specifically in astrocytes appeared to increase the production of IL-33 by both astrocytes and 
neurons (Figure 3.18). This result points toward both a cell-intrinsic role of inflammasome-mediated IL-33 
production in astrocytes, as well as a cell-extrinsic role in which some yet-unidentified factor produced by 
astrocyte inflammasomes modulates neuronal IL-33 production.  
 
To what extent does astrocyte-derived versus neuron-derived IL-33 alter neuronal physiology? One study found 
that neuronal IL-33 release signals via microglial ST2 to direct engulfment of the extracellular matrix by microglia, 
and that this process underlies neuronal plasticity and memory function581. Another study found that changes in 
neuronal activity can trigger astrocyte IL-33 release, which then feeds back to promote synapse formation and 
memory function582. In particular, the loss of IL-33 production by astrocytes and ST2 activation prevents activity-
dependent synapse formation582. In both studies, IL-33 promotes synaptic plasticity, no matter the cellular 
source.  
 
Notably, astrocytes and neurons produce distinct isoforms of IL-33 in the adult hippocampus, whereby neurons 
express Il33a and astrocyte express Il33b581. This dichotomy could underlie the diverse roles of IL-33 in the 
hippocampus. Yet, there has only been a single IL-33 receptor, ST2, that has been identified to date. Therefore, 
each isoform may converge upon the same surface receptor upon release. Whether each isoform leads to 
distinct downstream signaling cascades due to binding affinity or co-receptor signaling is yet to be determined 
within the CNS.  
 
We have generated mice with loss of astrocyte IL-33 function (Il33fl/fl;Aldh1l1Cre-ERT2) to address whether the 
changes in neuronal physiology that we observed in our Casp1ΔAst mice are phenocopied. We will repeat all key 
experiments (immunohistochemistry for cFos, synapse markers, astrocyte reactivity, and extracellular matrix; 
memory assessments) in these Il33fl/fl;Aldh1l1Cre-ERT2  (Il33ΔAst) mice compared to littermate Cre-negative controls 
(Il33cont). This will answer the question as to whether the inflammasome largely regulates astrocyte IL-33 release, 
or if another mechanism of release is also at play. Moreover, these experiments will help to address whether 
astrocyte inflammasome-mediated release of IL-33 is largely responsible for the changes to astrocyte and 
neuron physiology, or whether another cleavage product also contributes to these effects.  
 
 
4.2.3. Inflammasome Function Within the Hippocampus 
 
Our experiments conducted and proposed thus far target Caspase-1 in cells broadly throughout the brain. Yet, 
we have generally assessed the impact of this Caspase-1 ablation centrally in the hippocampus. As the 
hippocampus receives inputs from many regions (i.e. entorhinal cortex, various cortical regions, amygdala, 
olfactory bulb) it remains a possibility that our Caspase-1 ablation is not acting directly within the hippocampus, 
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but instead affects cell biology in hippocampus-projecting region which then has downstream effects on the 
hippocampus. Thus, the ideal experiment would target Caspase-1 function in a cell- and region-specific manner 
to address how inflammasome activation locally modulates hippocampal neuron physiology and memory 
function.  
 
To address this question, we utilized adeno-associated virus (AAV)-driven genetic ablation of Caspase-1 function 
in either astrocytes or neurons via intrahippocampal injection. More specifically, we injected bilaterally into the 
hippocampus of Thy1YFP;Casp1fl/fl mice either AAV9-GFAP-mCherry-Cre to target astrocytes, AAV9-eSyn-
mCherry-Cre to target neurons, or respective Cre-lacking control vectors (AAV9-GFAP-mCherry, AAV9-eSyn-
RFP). This strategy allows for cell-type specific Caspase-1 ablation in the hippocampus paired with the ability to 
assess neuronal structure using the Thy1YFP transgene. Mice were allowed two weeks to recover from surgery 
and were then subject to behavior studies and downstream brain immunohistochemistry.  
 
We first verified that the AAVs correctly targeted the cells of interest and remained within the hippocampus 
(Figure 4.1) by AAV-driven fluorescent reporter mCherry/RFP expression. Hippocampi of mice injected with 
AAV9-GFAP-mCherry-Cre (Casp1AAV-ΔAst) only showed reporter labeling in Aldh1l1+ astrocytes with no infection 
of Thy1+ neurons (Figure 4.1A). Similarly, hippocampi of mice injected with AAV9-eSYN-mCherry-Cre 
(Casp1AAV-ΔNeur) only showed reporter labeling in Thy1+ neurons with no infection of GFAP+ astrocytes (Figure 
4.1B). Thus, Caspase-1 expression could successfully be ablated in the targeted cell populations using these 
AAVs.  
 

 
Figure 4.1. Verification of AAV targeting specificity in the hippocampus. 

Bilateral hippocampal AAV injections were conducted in Thy1YFP;Casp1fl/fl mice 8-10 weeks of age. AAVs were designed to knock out Casp1 in astrocytes 
(AAV9-GFAP-mCherry-Cre; Casp1AAV-ΔAst) or neurons (AAV9-eSYN-mCherry-Cre; Casp1AAV-ΔNeur), paired with respective Cre-lacking control vectors 
(AAV9-GFAP-mCherry or AAV9-eSYN-RFP; Casp1AAV-cont). Mice were allowed two weeks to recover prior to behavioral studies and brain harvest. 
Immunohistochemistry was conducted to verify AAV cell targeting specificity in the hippocampus. (A) AAV9-GFAP-mCherry-Cre is specific for Aldh1l1+ 
astrocytes and does not infect Thy1+ neurons. (B) AAV9-eSYN-mCherry-Cre is specific for Thy1+ neurons and does not infect GFAP+ astrocytes.  
 
 
Behavioral studies were then conducted on Casp1AAV-ΔAst and Casp1AAV-ΔNeur mice paired with their respective 
Cre-lacking AAV controls (AAV9-GFAP-mCherry or AAV9-eSYN-RFP; Casp1AAV-cont). Casp1AAV-ΔAst showed no 
significant changes in baseline locomotory behavior on the open field (Figure 4.2A,B) or anxiety-related behavior 
on the open field and elevated plus maze tasks (Figure 4.2A-C). Casp1AAV-ΔAst mice were also able to distinguish 
between a novel and a familiar object to similar levels as controls on the novel object recognition task (Figure 
4.2D). Casp1AAV-ΔAst mice also showed no difference in short-term spatial memory as assessed by the novel 
object location task (Figure 4.2E) and Y maze (Figure 4.2F). Meanwhile, Casp1AAV-ΔAst mice forgot the fear 
associated with the trained context faster than controls in a fear extinction paradigm (Figure 4.2G). This was 
specific to the context itself, as testing the trained cue at the final time point 11 weeks post-training revealed no 
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difference in freezing behavior between Casp1AAV-ΔAst mice and controls (Figure 4.2H). Indeed, Casp1AAV-ΔAst 
mice were no longer able to distinguish between fear associated with the trained context compared to an 
untrained novel context when assessed 11 weeks post-training (Figure 4.2I).  
 

 
Figure 4.2. Behavioral and hippocampal cytokine analyses of Casp1AAV-ΔAst mice.  

Bilateral hippocampal AAV injections were conducted in Thy1YFP;Casp1fl/fl mice 8-10 weeks of age. AAVs were designed to knock out Casp1 function in 
astrocytes (AAV9-GFAP-mCherry-Cre; Casp1AAV-ΔAst) paired with a respective Cre-lacking control vector (AAV9-GFAP-mCherry; Casp1AAV-cont). Mice were 
allowed two weeks to recover prior to behavioral studies and brain harvest. (A,B) General locomotion and exploratory behavior was assessed using the 
open field test. (A) Distance traveled over the entire test period. (B) Time spent in center of the arena. (C) Anxiety-like behavior was assessed using the 
elevated plus maze. Total time spent in the open arms were quantified. (D) Object recognition was assessed using the novel object recognition task, in 
which animals were presented with two identical objects in the training phase and then tested with that familiar object against a novel object 2 hr later. A 
discrimination index was calculated based on time spent interacting with each object in the 5-min test phase. (E) Short-term spatial memory was assessed 
using the novel object location task, in which animals were presented with two identical objects in the training phase and then tested when one object was 
moved to a new location 2 hr later. A discrimination index was calculated based on time spent interacting with each object in the 5-min test phase. (F) 
Spatial working memory was assessed using the Y maze. Total number of alternations was divided by the total number of arm entries to calculate the 
measure of percent alternating. (G-I) Short-term and remote memory was assessed by fear conditioning. (G) After tone-shock training, hippocampal-
dependent memory was assessed by context testing and mice were assessed 0 weeks (24 hours), 3 weeks, 7 weeks, and 11 weeks post-training. Percent 
time spent immobile during the context test as assessed on consecutive test sessions. (H) After tone-shock training, hippocampal-independent memory 
was assessed by cue testing. Percent time spent immobile during the cue test conducted 11 weeks after training. (I) Discrimination between the trained 
(familiar) context and an untrained (novel) context was assessed 11 weeks after training. Percent time spent immobile in each context was used to calculate 
a discrimination index where 1 indicates full relative immobility in the familiar context and -1 indicates full relative immobility in the novel context. (J) A 
BioPlex multiplex cytokine array was conducted on hippocampal homogenates collected from Casp1AAV-ΔAst and Casp1AAV-cont mice 90 days post-AAV 
injection. Relative cytokine concentration levels are shown. Each point represents an individual mouse (A-F,H,I) or the average of all mice in the group 
(G). Statistical significance calculated by unpaired Student’s t-test (A-F,H), two-way ANOVA with Sidak’s multiple comparisons test (G), multiple paired t-
tests (I), or multiple unpaired t-tests (J). Error bars indicate mean +/- s.e.m. *P < 0.05, **P < 0.01. 
 
Brains were then harvested from Casp1AAV-ΔAst and control mice, homogenized, and cytokine levels were 
measured using a multiplex cytokine array. Most tested cytokines could be detected at least at low levels in these 
hippocampal homogenates (Figure 4.2J). Casp1AAV-ΔAst hippocampi has significantly higher levels of IL-10 and 
IL-17a compared to controls (Figure 4.2J).  
 
We next repeated select behavior assays on Casp1AAV-ΔNeur mice and their respective Cre-lacking AAV controls 
(AAV9-eSYN-RFP; Casp1AAV-cont). Casp1AAV-ΔNeur showed no significant changes in baseline locomotory behavior 
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or anxiety-related behavior on the open field (Figure 4.3A,B). While not reaching significance, Casp1AAV-ΔNeur 
mice trended towards hyperactive and impaired spatial working memory phenotypes when tested in the Y maze 
(Figure 4.3C-E). Specifically, Casp1AAV-ΔNeur mice appeared to travel a greater distance during the task (Figure 
4.3C) and revisit recently visited arms more frequently (Figure 4.3E) without noticeable changes in arm 
alternations (Figure 4.3D). Casp1AAV-ΔNeur mice also displayed a trend toward short- and long-term spatial memory 
impairments in a fear conditioning task (Figure 4.3F-J). In particular, the tended to freeze less in the context test 
conducted 24 hours and 3 weeks after training (Figure 4.3G,I) even though they tended to move more than 
controls in the context prior to training (Figure 4.3F). Meanwhile, associative memory was not impacted in these 
animals, as Casp1AAV-ΔNeur mice froze to similar levels as controls in the cue test conducted 24 hours and 3 weeks 
post-training (Figure 4.3H,J).  
 

 
Figure 4.3. Behavioral analysis of Casp1AAV-ΔNeur mice.  

Bilateral hippocampal AAV injections were conducted in Thy1YFP;Casp1fl/fl mice 8-10 weeks of age. AAVs were designed to knock out Casp1 function in 
neurons (AAV9-eSYN-mCherry-Cre; Casp1AAV-ΔNeur) paired with a respective Cre-lacking control vector (AAV9-eSYN-RFP; Casp1AAV-cont). Mice were 
allowed two weeks to recover prior to behavioral studies and brain harvest. (A,B) General locomotion and exploratory behavior was assessed using the 
open field test. (A) Distance traveled over the entire test period. (B) Time spent in center of the arena. (C-E) Spatial working memory was assessed using 
the Y maze. (C) Distance traveled over the entire test period. (D) Total number of alternations was divided by the total number of arm entries to calculate 
the measure of percent alternating. (E) Total number of arm revisits was divided by the total number of arm entries to calculate the measure of percent 
revisits. (F-J) Short- and long-term memory was assessed by fear conditioning. (F) Baseline locomotory behavior was assessed for 3 min prior to tone-
shock pair training. Distance traveled over this entire test period is shown. (G-J) After tone-shock training, hippocampal-dependent memory was assessed 
by context testing (G,I) and hippocampal-independent memory was assessed by cue testing (H,J). Mice were assessed 24 hours (G,H) and 3 weeks (I,J) 
post-training. (G) Percent time spent immobile during the context test conducted 24 hours after training. (H) Percent time spent immobile during the cue 
test conducted 24 hours after training. (I) Percent time spent immobile during the context test conducted 3 weeks after training. (J) Percent time spent 
immobile during the cue test conducted 3 hours after training. Each point represents an individual mouse. Statistical significance calculated by unpaired 
Student’s t-test. Error bars indicate mean +/- s.e.m.  
 
These results of possible memory impairments in both groups of Cre-injected mice led us to wonder the extent 
to which infected cells persisted in the hippocampus long-term after AAV injection. Immunohistochemistry was 
conducted on brains collected from all treatment groups 60- and 90-days post-injection (dpi) to answer this 
question. We first verified that control vectors lacking Cre could be detected 60 dpi in the hippocampi of 
Thy1YFP;Casp1fl/fl (Casp1AAV-cont) mice in which reporter fluorescence was visible (Figure 4.4A,C; left). In 
Casp1AAV-cont mice injected with either AAV9-GFAP-mCherry or AAV9-eSYN-RFP, GFAP+ astrocytes and Thy1+ 
neurons were also present 60 dpi in the hippocampus (Figure 4.4A,C; left, insets). Surprisingly, mice injected 
with either AAV9-GFAP-mCherry-Cre or AAV9-eSYN-mCherry-Cre eventually lost reporter expression and the 
targeted cell type over time (Figure 4.4). While mCherry+GFAP+ astrocytes were observed 60 dpi (Figure 4.4A, 
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right), by 90 dpi there were no longer any mCherry+Aldh1l1+ astrocytes in the hippocampus (Figure 4.4B, 
bottom). While Aldh1l1+ astrocytes persisted in the hippocampi of AAV9-GFAP-mCherry control animals 90 dpi, 
there was marked loss of Aldh1l1+ astrocytes in Cre-injected mice by this time point (Figure 4.4B). Similarly, 
reporter expression was low-to-undetectable 60 dpi in mice injected with AAV9-eSYN-mCherry-Cre, which was 
associated with an almost complete loss of Thy1+ neurons in the hippocampus (Figure 4.4C, right). Thus, Cre-
expressing target cell populations appeared to undergo ablation long-term following AAV injection. These 
findings likely explain the memory impairments observed in Casp1AAV-ΔAst and Casp1AAV-ΔNeur mice (Figure 4.2, 
4.3). 
 

 
Figure 4.4. Long-term AAV presence in the hippocampus of Casp1AAV-ΔAst and Casp1AAV-ΔNeur mice.  

Bilateral hippocampal AAV injections were conducted in Thy1YFP;Casp1fl/fl mice 8-10 weeks of age. AAVs were designed to knock out Casp1 in astrocytes 
(AAV9-GFAP-mCherry-Cre; Casp1AAV-ΔAst) or neurons (AAV9-eSYN-mCherry-Cre; Casp1AAV-ΔNeur), paired with respective Cre-lacking control vectors 
(AAV9-GFAP-mCherry or AAV9-eSYN-RFP; Casp1AAV-cont). Mice were allowed two weeks to recover prior to behavioral studies and brain harvest. 
Immunohistochemistry was conducted to assess long-term AAV presence 60- and 90-days post-injection (dpi). (A-B) AAV9-GFAP vectors are specific for 
GFAP+ and Aldh1l1+ astrocytes and do not infect Thy1+ neurons. (A) mCherry+ astrocytes can be observed in Casp1AAV-cont and Casp1AAV-ΔAst hippocampi 
60 dpi. Right insets show individual channels. (B) mCherry+ astrocytes can be observed in Casp1AAV-cont hippocampi 90 dpi, but mCherry+ astrocytes no 
longer detectable in Casp1AAV-ΔAst hippocampi 90 dpi. Further, Aldh1l1 expression is markedly reduced in Casp1AAV-ΔAst hippocampi 90 dpi. (C) AAV9-eSYN 
vectors are specific for Thy1+ neurons and do not infect GFAP+ astrocytes. RFP+ neurons can be observed in Casp1AAV-cont hippocampi 60 dpi (left) but 
mCherry+ neurons are not observable in Casp1AAV-ΔNeur hippocampi 60 dpi (right). Further, Thy1 expression is markedly reduced in Casp1AAV-ΔNeur 
hippocampi 60 dpi. Right insets show individual channels. 
 
 
How exactly Cre-driven ablation of target cell types occurred is unknown. One potential explanation is that AAV-
harboring cells require Caspase-1 for survival after infection. Another possibility is that the titer of AAV injected 
was too high and the level of Cre within infected cells reaches a critical threshold for toxicity. Injecting these 
AAV-Cre constructs into wild type (non-Casp1fl/fl) mice will help distinguish between these two potential 
possibilities. Until then, it remains a question as to whether inflammasome activity in regions projecting to the 
hippocampus impact neuronal physiology in the region.  
 
 
4.2.4. Inflammasomes in Seizure Propagation 
 
Seizures are caused by sudden bursts of neuronal firing which can lead to involuntary movements (i.e. jerks, 
convulsions, stiffness) sometimes accompanied by loss of awareness, consciousness, sensation, and/or bowel 
function614. Severe seizures can cause death614. If an individual has two or more unprovoked seizures then they 
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are categorized as having epilepsy614. More than 50 million people worldwide are affected by epilepsy with 80% 
of cases being in low- and middle-income countries614. A wide range of factors can contribute to the development 
of epilepsy including genetics, congenital brain malformations, brain trauma (loss of oxygen, head injury, stroke), 
CNS infections, metabolic diseases, brain tumors, and more614,615.    
 
Anti-seizure medications can control up to 70% of epilepsy-related seizures and surgery may be an option for 
certain refractory cases614. Yet, anti-seizure medications have unwanted side effects, may eventually cause 
drug-resistance, or be completely ineffective for some individuals616. Thus, a need for alternative seizure 
treatment strategies exists.  
 
Inflammation is increasingly found to both contribute to bouts of neuronal hyperactivity, the primary cause of 
seizures, as well as be a consequence of such615. Various inflammatory pathways have been linked to seizures, 
of which, pro-inflammatory cytokine release stands at the forefront615. One such family of cytokines is the IL-1 
family which is potently pro-inflammatory and is consistently linked to many forms of epilepsy615,617. Indeed, 
blocking IL-1 can provide protection in various seizure models615,617–619. However, delivering IL-1 neutralizing 
antibodies into the brain has proven difficult and global IL-1 blocking strategies can increase susceptibility to 
infections617.  
 
Given the necessity of the inflammasome in orchestrating active IL-1 cytokine release, this innate immune 
complex is becoming an investigation focus for novel anti-seizure targets615. A body of literature has found 
NLRP1 and NLRP3 inflammasomes contribute to seizure severity and epilepsy development in an array of model 
systems615. As such, inhibition of proper inflammasome function is consistently found to lower seizure 
susceptibility and improve symptoms of epilepsy615. Indeed, the Caspase-1 inhibitor VX-765 entered phase 2b 
clinical trial for the treatment of epilepsy620.  
 
Consistent with published studies, we found inflammasome activation to be associated with seizure activity in 
our own studies. We used a kainic acid (KA) model in which seizures are caused by neuronal hyperexcitability 
driven by glutamate receptor agonism, particularly in the hippocampus621,622. qPCR probing various 
inflammasome components revealed elevated brain expression levels of Nlrp3 and Il1b after seizure induction 
(Figure 4.5A). No changes in ASC speck levels were seen 2.5 hr after seizure induction (Figure 4.5B,C). Future 
experiments will probe inflammasome component expression and ASC speck levels during active seizures by 
harvesting mice upon seizure onset. As well, mice will be harvested 6- and 24-hrs post-KA administration to 
assess inflammasome activation sub-acutely following a bout of seizure activity but once baseline behavior has 
resumed.  
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Figure 4 5. Inflammasome activation propagates seizure progression.   

Six-week old wild type (WT), ASCCitrine, Casp1-/- mice were injected i.p. with 24 mg/kg kainic acid (KA) to induce seizures. (A) Brains were harvested from 
WT mice 2.5 hrs after KA injection or from age-matched WT no treatment controls. RNA was extracted from half-brain homogenates, cDNA synthesized, 
and qPCR conducted to assess relative expression of inflammasome complex components. N = 2-5 per group. (B,C) Brains were harvested from ASCCitrine 
mice 2.5 hrs after KA injection or from age-matched ASCCitrine no treatment controls. Representative images (B) and quantification (C) of ASC specks in 
the hippocampus after seizure compared to baseline. N = 11 (No seizure controls), N = 16 (KA). (D-H) WT and Casp1-/- mice were scored for seizure 
severity for 2 hrs beginning immediately after KA injection. Seizure severity was scored over time assessed using a modified Racine scale, with a score 
of 0 indicating baseline activity and a score of 7 indicating death. N = 65 (WT), N = 18 (Casp1-/-). (D) Pie charts showing relative rates of seizure onset in 
WT compared to Casp1-/- mice. A Racine score of 3 was used to indicate seizure onset, such that “below threshold” indicates a score of 3 was never 
reached within the 2 hrs of scoring time. (E) Seizure activity was scored every 5 min and severity plotted over time. (F) Time to seizure onset (Racine 
score 3) for mice that actively seized during the two-hour scoring time post-KA administration. (G) Once a Racine score of 4 was reached, mice were 
scored at a minimum of a score of 4 from that point forward. The sum of this time is summarized as time spent seizing. (H) Survival curve over two hours 
post-administration of KA, where Racine score 7 indicates death. Data combined from at least three independent experiments (D-H). Each data point 
represents an individual mouse (C), or the average of every mouse within the group (E). Male and female mice were used for all experiments. Statistical 
significance calculated by multiple unpaired Student’s t-test (A), unpaired Student’s t-test (C,F,G), two-way ANOVA (E), or Gehan-Breslow-Wilcoxon test 
(H). Error bars indicate mean +/- s.e.m. *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001. 
 
 
Given the correlation between inflammasome activation and seizure onset that we observed, we next 
investigated whether blocking inflammasome activation could protect from seizure propagation in our KA mouse 
model, consistent with similar studies615. We injected wild type (WT) and Caspase-1-deficient mice (Casp1-/-) 
with KA to induce seizure activity and scored seizure severity using a modified Racine scale623. In these studies, 
we found that Casp1-/- mice were largely protected from severe seizures compared to WT controls (Figure 4.5D-
H). While 83% of control animals exhibited significant seizure activity following KA injection, only 44% of Casp1-

/- animals reached this level of seizure activity (Figure 4.5D). Casp1-/- mice had dramatically lower seizure severity 
over the course of scoring (Figure 4.5E), though the time to reach seizure onset was not impacted (Figure 4.5F). 
Indeed, Casp1-/- mice spent markedly reduced time seizing during this scoring period compared to controls 
(Figure 4.5G) and were completely protected from seizure-induced death (Figure 4.5H). 
 
These results showing that Caspase-1 can modulate neuronal hyperexcitability that drives kainic acid-induced 
seizures led us to question whether a feedback loop exists between neuronal activity and inflammasome 
activation. To first test whether blocking inflammasome activation indeed limits neuronal activity in the 
hippocampus, we leveraged the cFosCre-ERT2 LSL-tdTomato (“TRAP2”, denoted as TRAP;tdTomato hereafter) in 
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which activated neurons can be fluorescently marked in a time-dependent manner. We sought to determine 
whether blocking inflammasome activation using the Caspase-1 inhibitor VX-765 would subsequently block 
hippocampal neuron activation. As such, we injected TRAP;tdTomato mice with VX-765 or vehicle control prior 
to tamoxifen administration, and then exposed these mice to a novel enriched environment to induce 
hippocampal neuronal activity in a physiologic manner (Figure 4.6A). As expected, 48 hr exposure to the 
enriched environment induced robust neuron activity in the hippocampus, which was fluorescently trapped in 
control mice (Figure 4.6B-D). Mice treated with the Caspase-1 inhibitor VX-765 were found to have significantly 
less tdTomato+ trapped area in the hippocampus (Figure 4.6B,C) corresponding to a lower number of trapped 
neurons (Figure 4.6B,D) compared to vehicle controls. Thus, blocking inflammasome activation is sufficient to 
dampen neuronal activity, even at physiologic levels. These data suggest that VX-765 treatment for epilepsy 
may work by limiting the pathogenic neuronal activity driving seizure propagation.  
 

 
Figure 4.6. The inflammasome and neuronal activity are bidirectionally modulated. 

The relationship between neuronal activity and inflammasome activation in the hippocampus was studied by manipulating inflammasome function or 
neuronal activity levels. (A-D) 8-10-week old TRAP;tdTomato (cFosCre-ERT2 LSL-tdTomato) mice were injected i.p. with 50 mg/kg VX-765 or vehicle control, 
left to rest for 10 min, and then injected with 150 mg/kg tamoxifen. After 30 min, mice were placed into an enriched environment for 48 hrs. Mice were then 
perfused and brains were harvested for immunofluorescence microscopy to assess relative levels of neuronal activity. (A) Experimental design. (B-D) 
tdTomato signal was assessed in the entire hippocampus of VX-765 and vehicle control mice. (B) Representative images. Quantification of the percent 
area of total hippocampal coverage of tdTomato+ area (C) and count of the number of tdTomato+ neurons (D). (E) Primary mixed hippocampal cultures 
collected from ASCCitrine pups were treated with etoposide to induce DNA damage (as a positive control), tetrodotoxin to block neuronal activity, or forskolin 
to induce neuronal activity for 12 hr. Cultures were fixed, stained, and imaged by confocal microscopy to assess ASC specks levels per FOV. The presence 
of ASC specks was determined relative to untreated control cultures. Relative ASC speck levels within each treatment are plotted as log2FC, where zero 
indicates equal expression, positive numbers indicate elevated ASC speck levels, and negative numbers indicate lower ASC speck levels relative to 
untreated control cultures. Each point represents an individual mouse (C,D) or an individual well (E). Statistical significance calculated by unpaired 
Student’s t-test (C,D) or one sample t and Wilcoxon test against zero (E). Error bars indicate mean +/- s.e.m. *P < 0.05, **P < 0.01. 
 
Seizures are considered to be driven by feedback loops of neuronal activity that drive a hyperexcitable network 
state615,622. Many stimuli that are released during this process have the potential to activate the inflammasome, 
which our experiments show can further propagate neuronal activity. We therefore wondered whether the 
converse is true in that neuronal activity states are related to inflammasome activation. To assess this question, 
we treated primary ASCCitrine mixed neuron/glia cultures with modulators of neuronal activity and then assessed 
ASC speck density relative to untreated control cultures. Our previous studies noted that etoposide-induced DNA 
damage is effective at inducing ASC speck formation and pyroptosis in this experimental set-up56, which we 
used as a positive control for the present studies. We found that blocking neuronal activity with tetrodotoxin led 
to a trend in decreased inflammasome assembly while inducing neuronal activity with forskolin significantly 
increased inflammasome assembly (Figure 4.6E).  
 
Notably, forskolin-induced ASC speck formation appeared to occur in a dose-dependent manner (Figure 4.6E), 
indicating that increasing levels of neural network activity can ramp up inflammasome activation levels. These 
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findings lend to the concept that neuronal activity induced by kainic acid, or other excitatory receptor activation, 
can induce inflammasome activation, which can itself induce more neuronal activity. Thus, a bidirectional 
feedback loop may exist between neuronal activity and inflammasome activation which could partially underlie 
pathogenic network excitability and seizure propagation.  
 
These results confirm the importance of Caspase-1 and the inflammasome in seizure propagation. Yet, the CNS 
cell type harboring these pathogenic inflammasomes remains unknown. Defining a more precise mechanism of 
inflammasome activation during seizure will help to pinpoint a target cell type for more refined therapeutic 
intervention. To address this question, we generated mice deficient for Caspase-1 in defined CNS cell types and 
assessed relative seizure severity in these animals.  
 
Microglia, being the primary resident immune cell type within the brain, are most frequently implicated in 
pathogenic inflammasome activation. Indeed, preliminary evidence exists that microglia activate the NLRP3 
inflammasome in an ex vivo model of epilepsy624,625. We conducted KA seizure experiments in microglia-specific 
Casapse-1 conditional knockouts, Casp1fl/fl;Cx3cr1Cre (Casp1ΔMG) and Cre-negative Casp1fl/fl littermate controls 
(Casp1cont) to assess the importance of microglia inflammasome in acute seizure propagation in vivo. In this 
model, we found that there was no difference in seizure severity (Figure 4.7A), onset (Figure 4.7B), duration 
(Figure 4.7C), or survival (Figure 4.7D) in Casp1ΔMG mice compared to controls. These findings suggest that the 
protection against severe seizure that we found in Caspase-1 deficient mice (Figure 4.5D-H) is not due to 
Caspase-1 activity within microglia.   
 

 
Figure 4.7. Cell-type-specific inflammasome activation contributes to seizure severity. 



 108 

Six-week-old experimental mice were injected i.p. with 24 mg/kg kainic acid (KA) to induce seizures and scored for seizure severity beginning immediately 
after KA injection. Seizure severity was scored for 2 hrs using a modified Racine scale, with a score of 0 indicating baseline activity and a score of 7 
indicating death. (A-D) Microglia-specific Casapse-1 conditional knockouts, Casp1fl/fl;Cx3cr1Cre (Casp1ΔMG, N = 24), and Cre-negative Casp1fl/fl littermate 
controls (Casp1cont, N = 21) were assessed for relative seizure severity. (E-H) Neuron-specific Caspase-1 conditional knockouts, Casp1fl/fl;SynapsinCre 

(Casp1ΔNeur, N = 33), and Cre-negative Casp1fl/fl littermate controls (Casp1cont, N = 34) were assessed for relative seizure severity. (I-L) Astrocyte-specific 
Caspase-1 inducible conditional knockouts, Casp1fl/fl;Aldh1l1Cre-ERT2 (Casp1ΔAst, N = 16), and Cre-negative Casp1fl/fl littermate controls (Casp1cont, N = 15) 
received tamoxifen food from 3 weeks of age until 6 weeks of age. Mice were injected with KA at 6 weeks of age and assessed for relative seizure severity. 
(A,E,I) Seizure activity was scored every 5 min and severity plotted over time. (B,F,J) Time to seizure onset (Racine score 3) for mice that actively seized 
during the two hour scoring time post-KA administration. (C,G,K) Once a Racine score of 4 was reached, mice were scored at a minimum of a score of 4 
from that point forward. The sum of this time is summarized as time spent seizing. (D,H,L) Survival curve over two hours post-administration of KA, where 
Racine score 7 indicates death. Data combined from at least two independent experiments (A-L). Each data point represents the average of every mouse 
within the group (A,E,I). Male and female mice were used for all experiments. Statistical significance calculated by two-way ANOVA (A,E,I), unpaired 
Student’s t-test (B,C,F,G,J,K) or Gehan-Breslow-Wilcoxon test (D,H,L). Error bars indicate mean +/- s.e.m. *P < 0.05. 
 
Inflammasome activation can be triggered by a wide variety of danger-associated molecular patterns (DAMPs) 
which could be found within hyperexcitable neurons themselves, such as elevated ATP, calcium, reactive oxygen 
species, ruptured lysosome contents, and more. Thus, it is possible that pathogenic inflammasome activation in 
the context of seizure could be driven by neurons themselves, rather than in glia responding to the release of 
inflammasome-stimulating DAMPs. We therefore turned to neuron-specific Casapse-1 conditional knockouts, 
Casp1fl/fl;SynapsinCre (Casp1ΔNeur) mice, and respective Cre-negative Casp1fl/fl littermate controls (Casp1cont) to 
assess the importance of neuron inflammasomes in acute seizure propagation in vivo. Opposite to full-body 
Caspase-1-deficient mice which were protected from severe seizures (Figure 4.5D-H), we found that mice lacking 
Caspase-1 specifically in neurons were more susceptible to KA-induced seizures (Figure 4.7E-H). In particular, 
seizure severity was heightened in Casp1ΔNeur mice compared to controls (Figure 4.7E). This was accompanied 
by trends in faster times to seizure onset (Figure 4.7F) and longer duration of seizures (Figure 4.7G) without any 
change in mortality (Figure 4.7H).  
 
These findings suggest that neuronal Caspase-1 may actually have protective functions in the context of KA-
induced seizures. This result could account for the fact that mice completely lacking Caspase-1 were not fully 
protected from seizures altogether (Figure 4.5D-H). These data also highlight the importance of investigating 
inflammasome activation on a cell type-specific basis to achieve optimal targeting strategies when designing 
inflammasome blocking drugs for the treatment of epilepsy, as not all inflammasome function could be 
pathogenic.  
 
Astrocytes have a vital importance in neurotransmitter reuptake and recycling and also play key roles in buffering 
ion concentrations around synapses626,627. These functions place astrocytes in an optimal position to regulate 
neuronal hyperexcitability. Paired with our findings that astrocytes in the adult hippocampus harbor 
inflammasomes (Chapter 3; Figure 3.9A,B, 3.10), we next sought to investigate a potential role for astrocyte 
inflammasome activation in seizure propagation. To address this, we generated astrocyte-specific Casapse-1 
inducible conditional knockouts, Casp1fl/fl;Aldh1l1CreERT2 (Casp1ΔAst) mice and subjected these animals to KA 
seizure experiments alongside respective Cre-negative Casp1fl/fl littermate controls (Casp1cont). We found a trend 
toward protection against severe seizures in Casp1ΔAst mice compared to controls (Figure 4.7I) without any 
change in time to seizure onset (Figure 4.7J) or seizure duration (Figure 4.7K).  
 
We noted that seizures were dramatically more severe in the control mice for these studies as compared to other 
control groups (Figure 4.7E-H, 4.5). Indeed, most Casp1cont mice in these experiments succumbed to seizure-
induced death (Racine score 7) within the scoring period (Figure 4.7I,L). We reasoned that the heightened 
seizure severity in these experiments was driven by diminished baseline health of the experimental mice which 
were kept on tamoxifen food for the three weeks prior to seizure studies. Nonetheless, the loss of Caspase-1 
function within astrocytes did provide a significant level of protection against these deadly seizures (Figure 4.7I-
L) in which Casp1ΔAst mice had significantly lower Racine scores (Figure 4.6I) and seized for less time (Figure 
4.7K) compared to controls. In addition, there was a trend toward lengthened time to seizure onset (Figure 4.7J) 
and lower mortality (Figure 4.7L) in Casp1ΔAst mice compared to controls. Altogether, these studies reveal that 
inflammasome activation within astrocytes may in part contribute to seizure propagation. Future studies will use 
lower doses of KA to scale back the severity of seizures in this transgenic line to better assess relative seizure 
onset and duration in a more clinically relevant model.  
 
While conducting studies to collect brains from ASCCitrine mice for downstream immunohistochemistry of ASC 
specks in the hippocampus, we made the unexpected observation that these mice are slightly but significantly 
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protected from KA seizures (Figure 4.8). More specifically, ASCCitrine mice had lower scores for seizure severity 
(Figure 4.7A) without any change in the time to seizure onset (Figure 4.8B) that was accompanied by a reduction 
in the duration of time spent seizing (Figure 4.8C) compared to WT control mice. While this was the case, we 
did not note any significant protection against seizure-related death in ASCCitrine mice (Figure 4.8D).  
 
This mild level of protection against seizure severity in ASCCitrine mice could be explained by many potential 
factors. For one, the WT control mice used in these studies are not proper littermate controls of the ASCCitrine 
mice. Thus, the slight difference in seizure activity could be explained by differences in strain, parenting, and/or 
microbiome. Another possibly explanation is that Citrine-tagged ASC is knocked into the germline interferes with 
normal inflammasome function in this reporter line561. The Citrine fluorophore tagged onto ASC could reasonably 
inhibit proper ASC oligomerization which is essential for robust inflammasome platform construction. What’s 
more, the supraphysiologic levels of ASC may have a slight protective effect in these mice.  
 
 

 
Figure 4.8. ASCCitrine mice exhibit mild protection from seizures. 

Six-week-old WT mice (N = 55) and ASCCitrine mice (N = 52) were injected i.p. with 24 mg/kg kainic acid (KA) to induce seizures and scored for seizure 
severity beginning immediately after KA injection. Seizure severity was scored for 2 hrs using a modified Racine scale, with a score of 0 indicating baseline 
activity and a score of 7 indicating death. (A) Seizure activity was scored every 5 min and severity plotted over time. (B) Time to seizure onset (Racine 
score 3) for mice that actively seized during the two hour scoring time post-KA administration. (C) Once a Racine score of 4 was reached, mice were 
scored at a minimum of a score of 4 from that point forward. The sum of this time is summarized as time spent seizing. (D) Survival curve over two hours 
post-administration of KA, where Racine score 7 indicates death. Data combined from at least three independent experiments (A-D). Each data point 
represents the average of every mouse within the group (A,E,I). Male and female mice were used for all experiments. Statistical significance calculated 
by two-way ANOVA (A), unpaired Student’s t-test (B,C) or Gehan-Breslow-Wilcoxon test (D). Error bars indicate mean +/- s.e.m. **P < 0.01. 
 
 
While Caspase-1 constitutes one potential target for inflammasome blockade as an anti-seizure therapeutic 
target, it is yet worthwhile to investigate other target proteins in the inflammasome. One such component 
necessary for initiating inflammasome activation is the sensor. Many inflammasome sensors exist and two, 
namely, NLRP1 and NLRP3, have already been implicated in epilepsy615. Elevated NLRP1 inflammasome 
activation has been noted in patients with temporal lobe epilepsy628. In a rat model of status epilepticus, blockade 
of NLRP1 protected against neuron pyroptosis628. Knockdown of NLRP3 similarly protected rats against severe 
status epilepticus629.  
 
To extend these findings, we sought to investigate seizure severity in our KA mouse model using NLRP1-
deficient mice. At first, we noted no difference in seizure severity in Nlrp1-/- mice compared to WT controls (data 
not shown). Upon separating the data by sex, we noticed a stark sexually dimorphic phenotype in seizure severity 
(Figure 4.9). We found that female Nlrp1-/- mice we protected against severe seizures as characterized by a 
significant reduction in Racine scores over the scoring period (Figure 4.8A). This was not associated with a 
change in the time to seizure onset (Figure 4.9B) but was accompanied by trends in shorter seizure duration 
(Figure 4.9C) and reduced mortality (Figure 4.9D) in female Nlrp1-/- mice compared to controls. Meanwhile, no 
significant differences in seizure scores (Figure 4.9E), onset (Figure 4.9F), duration (Figure 4.9G), or mortality 
(Figure 4.9H) were noted in male Nlrp1-/- mice. In fact, Male Nlrp1-/- mice displayed trends toward more severe 
seizures across some of these measures as compared to controls (Figure 4.9E-H).  
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Figure 4.9. NLRP1 contributes to seizure severity in a sex-specific manner. 

Six-week-old WT mice and Nlrp1-/- mice were injected i.p. with 24 mg/kg kainic acid (KA) to induce seizures and scored for seizure severity beginning 
immediately after KA injection. Seizure severity was scored for 2 hrs using a modified Racine scale, with a score of 0 indicating baseline activity and a 
score of 7 indicating death. Data was plotted separated by female (A-D; WT N = 17, Nlrp1-/- N = 23) and male (E-H; WT N = 38, Nlrp1-/- N =13) sex. (A,E) 
Seizure activity was scored every 5 min and severity plotted over time. (B,F) Time to seizure onset (Racine score 3) for mice that actively seized during 
the two hour scoring time post-KA administration. (C,G) Once a Racine score of 4 was reached, mice were scored at a minimum of a score of 4 from that 
point forward. The sum of this time is summarized as time spent seizing. (D,H) Survival curve over two hours post-administration of KA, where Racine 
score 7 indicates death. Data combined from at least two independent experiments (A-H). Each data point represents the average of every mouse within 
the group (A,E). Statistical significance calculated by two-way ANOVA (A,E), unpaired Student’s t-test (B,C,F,G) or Gehan-Breslow-Wilcoxon test (D,H). 
Error bars indicate mean +/- s.e.m. *P < 0.05. 
 
Males are generally more susceptible to epilepsy episodes compared to females, moreover, menstrual cycle 
phases are known to affect seizure timing in females630–632. The field is just beginning to unravel the underlying 
causes of sex differences in epilepsy, not to mention potential differences in treatment strategies. Our preliminary 
data exemplifying sex differences in NLRP1 involvement in seizure propagation highlights the importance of 
investigating seizures stratified by sex. In this case, blocking NLRP1 could be a potential anti-seizure target for 
females, but may have no effect or even detrimental effects in males.  
 
Future studies may further probe other inflammasome sensors in the context of seizure onset and progression. 
NLRP1 is known to sense anthrax lethal toxin, but not many other definitive ligands, especially endogenous 
triggers, have been identified. As such, it remains a question as to what stimuli could be triggering NLRP1 
inflammasome assembly in the context of seizures. A diverse array of DAMPs has been well characterized to 
trigger the NLRP3 inflammasome. Of these potential NLRP3 stimuli, many of which are endogenous and could 
very well be released upon seizure induction, such as ATP, ion fluxes, reactive oxygen species, and more. 
Therefore, NLRP3 remains a viable target to investigate in terms of propagating seizures.  
 
Given our preliminary studies in conjunction with published literature concerning inflammasome activation in the 
context of seizures, it will be worthwhile to investigate inflammasome components as anti-seizure therapeutic 
targets. Yet, some inflammasome components have homeostatic functions in the CNS, as well, inflammasomes 
within certain cell types may protect against neuronal hyperexcitability. As such, it is of importance to better 
define the specific triggers, sensors, and outputs of inflammasomes as well as the relevant cell type of interest 
in the context of seizures. This knowledge will allow for more targeted routes of intervention to maximize 
treatment success and limit unnecessary side effects in the management of epilepsy.  
 
 



 111 

4.2.5. Inflammasomes in Alzheimer’s Disease 
 
Alzheimer’s disease (AD) is a devastating neurodegenerative disease affecting more than 6 million Americans 
making it the sixth leading causing of death in the United States633. The disease begins with short-term memory 
loss which worsens over time and progresses into more severe cognitive impairments and dementia in about 
70% of cases634. The annual cost of care allocated to AD and other dementias was over $300 billion and there 
is not yet an effective treatment to reliably curb disease symptoms633. Nearly every drug that has gone to clinical 
trial for AD has failed to date635. Thus, there is an urgent need for novel drug targets and strategies to treat AD 
patients.  
 
AD is characterized by two main pathologies: the accumulation of amyloid beta (Ab) and seeding of tau into 
neurofibrillary tangles (NFTs) in the brain634. Accompanying these disease markers is neuroinflammation and 
the decline of neuronal health, ultimately leading to the cell death that underlies memory and cognitive 
impairments in AD patients634. While the field of AD research has largely focused on targeting Ab to limit disease 
progression, this route of treatment has yet to prove efficacious635. Meanwhile, the growing field of 
neuroimmunology has found that limiting the neuroinflammatory response to Ab and tau pathologies may be an 
earlier and more robust method to slow AD progression597. Attention in recent years has focused in particular on 
targeting innate immune pathways and microglia, the resident immune cells of the CNS, for novel AD treatment 
strategies597. 
 
An array of DAMPs constitutes AD pathology that could trigger inflammasome activation, including Ab and NFTs 
themselves and spanning to reactive oxygen species, changes in ion fluxes, phagosome/lysosome disruption, 
ATP, extracellular debris, nucleic acids, and more. Studies have highlighted NLRP3 inflammasome activation in 
microglia and NLRP1 inflammasome activation in neurons as propagators of neurodegeneration in AD mouse 
models551,636. 
 
Ab fibrils can activate the NLRP3 inflammasome in microglia and cause the release of active IL-1b, further 
potentiating neuroinflammation in AD370. High levels of inflammatory stimuli and cytokines can lead to unintended 
death of bystander cells551,597. Worsening the case is the finding that microglia-derived ASC specks can cross-
seed Ab accumulation, propagating disease371. ASC specks have been shown to be released from cells which 
may further potentiate a cascade of Ab accumulation and other neuroinflammatory cascades371. Evidence of 
neuronal NLRP1 inflammasome activation AD patient brains has also been reported637,638. In vitro studies have 
shown that NLRP1 inflammasome assembly in neurons can trigger pyroptosis639; as such, the inflammasome 
may directly cause neuron death in neurodegenerative disease.  
 
Other receptors beyond NLRP1 and NLRP3 have not yet been investigated in depth in the context of AD. Of 
particular interest is a potential role for the AIM2 inflammasome640. The AIM2 sensor is activated by cytosolic 
DNA359. The ensuing loss of cellular health in AD can be accompanied by DNA damage641, which could 
theoretically trigger AIM2 activation. Moreover, Ab plaques often contain nucleic acids which could potentially 
trigger AIM2 activation if taken up by phagocytic plaque-associated cells such as microglia. One study indeed 
reports that germline loss of AIM2 can limit Ab accumulation and microglial activation in an AD mouse model642. 
Yet, inflammatory cytokine production was augmented and cognitive decline was not impacted by the loss of 
AIM2 in this study642. Given the importance of AIM2 for proper neurodevelopment56, as well as its function in 
controlling neuronal morphology381, it is possible that complete ablation of AIM2 function is not wholly beneficial. 
Nevertheless, probing AIM2 in a time-sensitive and cell-specific manner could be beneficial to uncover its role 
in neurodegenerative disease progression.  
 
Our studies of homeostatic inflammasome signaling in the CNS (Chapter 3) show that astrocytes harbor 
assembled inflammasomes. Meanwhile, the majority of pathogenic inflammasome activation in AD, and other 
neurodegenerative disorders, is primarily attributed to microglia and to a smaller degree neurons. Importantly, 
we found that inflammasome activation in astrocytes was particularly robust in the hippocampus, which is a 
central region of Ab accumulation and neurodegeneration in AD. Collectively, these findings point towards a shift 
in the duty of hippocampal inflammasome signaling from protective to pathogenic in the neurodegenerative 
cascade. In particular, astrocyte inflammasomes may function to maintain a homeostatic state of neuronal health 
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and plasticity, while microglia and neuron inflammasomes may contribute to maladaptive cytokine production 
and/or pyroptosis. Indeed, we noted a shift in ASC speck localization from astrocytes to microglia with 
hippocampal aging (Chapter 3; Figure 3.4K).  
 
A few studies have begun to target the inflammasome as a route to limit neuroinflammation-associated 
neurodegeneration in murine AD models573,574,643. One such study found that non-steroidal anti-inflammatory 
drugs (NSAIDs) of the fenamate class can block NLRP3 inflammasome activation in macrophages and can 
effectively limit gliosis and cognitive decline in an AD mouse model643. Another study duo investigated the 
Caspase-1 inhibitor VX-765 as a method to limit cognitive decline in an AD mouse model573,574. These studies 
collectively found that pre-symptomatic VX-765 treatment was effective in limiting disease onset573, while post-
symptomatic VX-765 treatment was effective in reversing cognitive decline574. These reports point toward the 
therapeutic potential of inflammasome inhibitors as a novel class of drugs to help treat AD644.  
 
Neuroinflammation is a hallmark of other neurodegenerative diseases including Parkinson’s disease, 
Huntington’s disease, amyotrophic lateral sclerosis, multiple sclerosis, and more551. Indeed, inflammasome 
activation has been reported to influence the progression of many of these neurodegenerative diseases551. As 
such, targeting the inflammasome may remain a potential therapeutic route for neurodegenerative disease 
beyond Alzheimer’s disease. Narrowing down the relevant inflammasome components and cell types involved 
within each disease context will aid in the development of targeted drugs to together lessen disease progression 
and limit side effects. 
 
 
4.3 Concluding remarks 
 
This dissertation has presented and discussed research findings concerning the contribution of innate immune 
signaling to proper brain development and lifelong function. Studies in the burgeoning field of neuroimmunology 
have emphasized the beneficial and detrimental roles of immune system activation as responders and drivers of 
neuropathology. Chapter 2 of this dissertation highlights the potential consequences of aberrant immune 
signaling in the placenta, which can lead to perturbed fetal brain development (including immune-based signal 
cascades) that ultimately impact offspring behavior. Neuroimmunologic studies are increasingly uncovering the 
use of molecules originally characterized in the immune system that are used by brain-resident cells in 
homeostatic contexts. The study presented in Chapter 3 of this dissertation reports a novel role for the innate-
immune based inflammasome complex in mediating astrocyte-neuron communication that underlies memory 
function. Thus, the body of work presented in this dissertation emphasizes a delicate balance in immune 
signaling that is required for brain development and function. The complexity of the brain lends to similarly 
complex systems that wire this organ, allowing for its intricate composition and marvelous capacity to control 
organism function. 
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