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Abstract

In recent years, there has been a paradigm shift ushered in by More-than-Moore technologies

which has focused on functional diversification of modern circuits rather than geometric

scaling. One of the promising technologies in this field has been spintronics devices which

exploits the spin of an electron instead of its charge. Furthermore, the integration of magnetic

spintronics devices with MOSFET circuits—demonstrated by commercial devices such as

STT-MRAM—has opened the possibility of Systems-on-Chip (SoC) integrated circuits with

both types of components.

While there are many physics-based simulators which can study the detailed dynamics

of magnetic materials and many CAD tools for large scale circuit design, there is a dearth

of simulation tools for circuit designers working with spintronics devices. This dissertation

proposes a Verilog-A behavioral hardware model of multiferroic and spin transfer torque (STT)

devices which can be incorporated within traditional large scale CAD tools such as Synopsys

HSPICE. Using this simulation platform, this work explores how spintronics devices can

implement several More-than-Moore applications and proposes circuit and architecture-level

designs to realize those applications. This dissertation considers two promising developments

in magnetic spintronics devices—logic using multiferroic materials and applications using
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Abstract iii

spin-torque nano-oscillators (STNO).

Multiferroic materials describe a class of materials which exhibit both ferroelectric and

ferromagnetic behaviors. The combination of these two attributes allows for the control of

the magnetic state of the material using an electric field rather than a magnetic fielda process

known as electrically assisted magnetic switching (EAMS). This work develops a Verilog-

A model which captures the EAMS process in multiferroic materials through a compact

thermodynamic model. This model demonstrates that multiferroic nanopillars can not only

be used to represent binary logic bits, but they also provide a third state that can be used

for reconfiguration similar to traditional field programmable gate arrays (FPGAs). This

dissertation describes the operations of a reconfigurable array of magnetic automata (RAMA)

based on multiferroic nanopillars which can perform ultra-low power computation.

Yet another method to control the magnetization of materials using electrical currents is

through the spin transfer torque (STT) effect. The STT effect manifests in magnetic tunnel

junctions (MTJ) when a DC current is applied through the junctions. The modularity of the

proposed Verilog-A model can be modified to include the STT effect to simulate the behavior

of spin torque nano-oscillators. Furthermore, this model shows that connecting multiple

STNOs leads to complex behaviors such as synchronization. In an array of parallel-connected

STNOs, this synchronization can be exploited for pattern recognition applications. Finally,

this dissertation explores applications using STNOs as on-chip RF components such as

bandpass and bandstop filters. The nanoscale dimensions, electrically tunable frequencies

and integration with MOSFETs make STNOs an attractive option for future RF components

of SoC integrated circuit.
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Chapter 1

Introduction

1.1 Background

Since Gordon Moore observed in 1965 that the number of transistors doubles approximately

every two year, the scaling of devices and minimum feature sizes has been largely responsible

for improvements in integrated circuits, and has facilitated the growth of the semiconductor

industry. Increasingly intensive efforts have been directed to maintaining and extending

Moore’s law. However, the nature of scaling has already changed, causing major shifts such

as the switch to parallelism rather than clock frequency as the primary driver of performance

in microprocessors.

As MOSFET technologies approach sub-10nm technology nodes, there is a growing concern

that scaling of devices in any form is slowing down, and there is a good chance that it will

eventually become infeasible to cost-effectively manufacture devices below a certain feature

size. The search for the next ”switch” as a replacement to the silicon transistor in order to

facilitate continued scaling is on [1]. While several promising alternatives are being explored,

1
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each has significant issues that need to be addressed before it can be considered a realistic

candidate to replace silicon and CMOS.

While Moore’s law-driven scaling has traditionally focused on improving computation and

memory capacity, electronic systems of the future will provide value by being multi-functional.

Recent roadmaps for integrated circuits envision three domains for future direction of Moores

law: 1) More Moore, 2) Beyond CMOS and 3) More than Moore (Figure 1.1). The More

Moore domain is expected to deal with traditional silicon transistor and its scalability. The

Beyond CMOS domain consists of various nanotechnologies beyond ultimately scaled CMOS

(e.g. graphene, silicon nanowire, spintronics, etc.) which can potentially replace silicon

and CMOS in the future. The More than Moore domain encompasses various disruptive

paradigms which focus on functional diversity and heterogeneous integrated circuits. More-

than-Moore technologies envisage multiple functional units such as RF or bio-inspired circuits

alongside traditional silicon on a single chip (System-on-Chip) or package (System-in-Package)

to deliver solutions based on specific needs rather than general purpose computing. One

promising nanotechnology which spans both Beyond CMOS and More-than-Moore domains

is spintronics.

Spintronic devices exploit the spin of an electron rather than its charge to carry infor-

mation. One common manifestation of electron spin is with ferromagnetic materials. While

ferromagnets have featured in electronics since the late 1920s [3], the novelty of magnetic

spintronic devices comes from the ability to control the materials magnetization through

applied electric fields rather than magnetic fields. By removing the constraints of applying

localized magnetic fields, spintronic devices can be miniaturized and operated at nanometer

scales, allowing for densities comparable to silicon transistors [4]. With the revolutionary
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Figure 1.1: Evolution of Moore’s Law. Rather than focusing on geometric miniaturization
of CMOS (shown as More Moore), current evolution of technology also takes into account
the functional diversification of integrated circuits (shown as More-than-Moore). Spintronic
technologies in Beyond CMOS category can potentially address both scaling and functional
diversities of future technologies. Image from ITRS [2].

discovery of the giant magnetoresistance (GMR) in magnetic thin films [5, 6] and the more

recent developments in multiferroics materials [7], spintronic devices have become one of most

promising emerging post-silicon technologies. The shift from electron charge to spin also opens

up novel possibilities for logical representation—such as magnetic quantum cellular automata

(MQCA)—and computation—such as oscillatory neurocomputation. Finally, the integration

of magnetic spintronics devices with MOSFET circuits—demonstrated by commercial devices

such as STT-MRAM has expanded the possibility for More-than-Moore type applications.

While there are several micromagnetic simulators which can study the detailed dynamics

of magnetic materials and many CAD tools for large scale circuit design, there is a dearth

of simulation tools for circuit designers working with spintronics devices. This dissertation

proposes a Verilog-A behavioral hardware model of multiferroic and spin transfer torque (STT)
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devices which can be incorporated within traditional large scale CAD tools such as Synopsys

HSPICE. Using this simulation platform, this work explores how spintronics devices can

implement several More-than-Moore applications and proposes circuit and architecture-level

designs to realize those applications. This proposal considers two promising developments in

magnetic spintronics devices—nanomagnetic logic using multiferroic materials and applications

using spin-torque nano-oscillators (STNO).

The major contributions of this dissertation are:

• The development of a spintronic simulation framework using Verilog-A and HSPICE to

model the dynamics of mono-domain nanomagnets.

• Incorporation of a thermodynamic free energy model within the spintronic simulation

framework to simulate the behavior of multiferroic materials.

• Demonstration of two distinct modes of operation–magnetic switching and reconfiguration–

within multiferroic nanopillars using electrically assisted magnetic switching (EAMS).

• Designing a reconfigurable array of magnetic automata (RAMA) which can perform logic

operations using magnetic quantum cellular automata (MQCA) and can be reconfigured

similar to traditional field programmable gate arrays (FPGAs).

• Development of a spin-transfer torque (STT) module within the spintronic simulation

framework to study the behavior spin torque nano-oscillators (STNOs).

• Investigation of the effects of magnetic tunnel junction (MTJ) geometry on the mode

of oscillation of STNOs.
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• Construction of an oscillatory neurocomputer using an array of electrically-coupled

STNOs.

• Demonstration of complex pattern recognition, such as texture detection, by exploiting

synchronization within the array of electrically-coupled STNOs.

• Designing nanoscale, tunable RF bandpass/bandstop filters using STNOs for System-

on-chip applications.

The contributions of this dissertation will provide an invaluable simulation tool to answer

scientific questions about spintronic behavior of magnetic materials. Furthermore, this

simulation tool will provide a platform for circuit designers to use spintronic devices alongside

traditional circuit elements to explore novel architectures and applications that are possible

with this emerging technology.

1.2 Thesis Outline

This dissertation is organized as follows. Chapter 2 will briefly explore the dynamical behavior

of ferromagnets which will provide the framework for the development of spintronic device

models. In Chapter 3, this framework is extended to multiferroic materials and forms the basis

of the Verilog-A device model. The model is then verified with comparisons with experimental

results. In Chapter 4, this multiferroic device model is used to design a Reconfigurable

Array of Magnetic Automata (RAMA) which is capable of implementing logic circuits based

on cellular automata computation. In addition, a novel architecture is presented which

takes advantage of the multiferroic behavior to implement arbitrary reconfigurable logic. In



1.2 Thesis Outline 6

Chapter 5, a Verilog-A model is developed for spin-torque devices. A major focus of this

chapter deals with the rich, dynamical behavior of spin-torque nano-oscillators (STNOs).

Finally in Chapter 6, the STNO Verilog-A model is used to explore several applications. The

first set of applications looks at non-Boolean computation using oscillatory neural networks.

The second set of applications explores systems-on-chips (SoC) using STNOs for various RF

components. In Chapter 7, some future directions for the evolution of spintronic devices and

their respective models are considered.



Chapter 2

Spintronic Framework

Ferromagnets play an immense role in spintronic devices and form the basis for encoding

information in magnetic devices. An understanding of the dynamics of ferromagnets under

various operating conditions is crucial for the development of spintronic device models. In

this chapter we will briefly explore a semiclassical theory of ferromagnets, the goal of which

will be to develop the dynamical equations of motion known as the Landau-Lifshitz-Gilbert

(LLG) equations. The LLG equations, while phenomenological in nature, provide accurate

results for a wide range of magnetic dynamics and will form the framework the Verilog-A

model of spintronic devices.

2.1 Spins to Magnets

Spin is an intrinsic, quantum mechanical angular momentum in elementary particles which

has no classical counterpart. It was first observed in 1922 in the famous Stern-Gerlach

experiments [8], where it was shown that a perpendicular magnetic field causes a splitting

7
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in the atomic spectra of s-states of hydrogen atoms. It was Wolfgang Pauli in 1927 who

postulated that the electron has an additional degree of freedom which has a quantized

angular momentum of |S| = ± h̄
2
. The spin degree of freedom along with Pauli’s exclusion

principle of fermions was successful in explaining the organization of the periodic table and

ushered in the field of quantum chemistry [9].

For charged particles, such as electrons, any angular momentum will create a magnetic

moment,

~µ = g
−e
2me

J = −γJ (2.1)

where e is the electron charge, me is the electron mass and J = L + S is the total angular

momentum composed of both orbital and spin angular momenta. The Landé g-factor is a

relativistic quantum mechanical correction and for spin-1/2 particles takes on the value gs ' 2.

The term γ is known as the gyromagnetic ratio. The Bohr magneton, µB = − eh̄
2me

, represents

the magnetic spin moment of an electron and in SI units takes a value of −9.24×10−24J ·T−1.

Equation 2.1 suggests that for elements with unfilled valence shells (with J 6= 0), there will

be an overall magnetic moment per atom in a magnetic solids. While this simple argument

grossly overestimates the magnetic moment in magnetic materials, it does give an intuitive

picture of a magnetic crystal composed of a lattice of magnetic moments (Fig. 2.1). The

orientation of these moments determines the behavior of the magnet and that will be the

focus of the next section.
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Figure 2.1: (a): Typical ordering of magnetic moments in paramagnetic materials with
and without an external magnetic field. (b): Ferromagnetic materials exhibit aligned
magnetization even in the absence of an external magnetic field. A nonzero applied magnetic
field is needed to nullify or reverse the magnetization direction within a ferromagnet.

2.2 Magnetic Ordering

2.2.1 Paramagnetism

In this section, we explore the statistical behavior of magnetic solids and determine its

equilibrium state. This will allow us to develop the dynamical nonequilibrium behavior as a

perturbation from the equilibrium state. Let us consider a bulk magnetic material within

a region Ω (Fig. 2.1a). Now at position r ∈ Ω, if we choose a coarse-grain unit volume

dVr � Ω, such that the number of magnetic moments within the volume is large (i.e. � µB),

we can define a quantity known as the magnetization such that:

M(r) ≡ 1

dVr

∑
i

~µi = Nm0 (2.2)
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where N is the number atoms per unit volume and m0 is the total magnetic moment within

the unit volume.

In the absence of a magnetic field, there is no preferred orientation and there is zero

average magnetization. When an external magnetic field, Hext, is applied to a magnetic

moment, the energy of the system is given by:

E = −µ0m0 ·Hext (2.3)

Now if we use the Maxwell-Boltzmann distribution in which p(E) ∝ exp
(
− E
kT

)
, then the

average magnetization is given by:

〈M〉 =

∫
M p(E)dE∫
p(E) dE

=

∫ Emax

Emin
Nm0 cos θ exp

(
µ0m0Hext cos θ

kT

)
d(−µ0m0Hext cos θ)∫ Emax

Emin
exp
(
µ0m0Hext cos θ

kT

)
d(−µ0m0Hext cos θ)

= Ms

(
coth β − 1

β

)
= MsL(β) (2.4)

where β = µ0m0Hext

kT
, Ms = Nm0 represents the case where all the magnetic moments

are aligned with the external magnetic field, and L(β) is the Langevin function. For

µ0m0Hext � kT , the Langevin function can be approximated expanded as:

L(β) =
β

3
+O(β2) (2.5)
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and Eqn. 2.4 reduces to give a linear M -H relationship:

M =

(
µ0m0Ms

3kT

)
Hext = χHext (2.6)

where χ is the magnetic susceptibility of the magnetic material. The vast majority of materials

exhibit this linear behavior are classified as paramagnetic materials (Fig. 2.1a). Notice

that in the limit of high temperature T →∞, the magnetization once again vanishes with

random magnetic moments.

2.2.2 Ferromagnetism

However, there is a class of material, known as ferromagnetic materials, which exhibit very

strong magnetization even in the absence of an external magnetic field. Materials such Fe, Co,

and Ni and their alloys have been studied since antiquity for their properties as permanent

magnets (for interesting discussion see [10]). The first accurate theory of ferromagnets was

proposed by Weiss in 1907 [11], a remarkable achievement given that the quantum mechanical

revolution had not yet occurred.

Weiss proposed that in ferromagnets, there was an intrinsic molecular magnetic field

which would align the magnetic moments, and furthermore this field was directly proportional

to the magnetization of the material:

Hm = αwM (2.7)

where αw is a material dependent parameter. With this molecular field, the external magnetic
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Figure 2.2: (a): Solving the Langevin relation for multiple temperatures. Here T1 < T2 <
T3. As temperature increases, the spontaneous magnetization decreases until the Curie
temperature is reached when the ferromagnet becomes paramagnetic. (b): Comparison of the
Curie-Weiss law to experimental results [10] of Fe and Ni shows good qualitative agreement.

field in Eqn. 2.3 is be modified such that H
′
ext = Hext + Hm. For high temperatures

(β � 1), we can use the approximation given by Eqn. 2.5 with the only modification being

β = µ0m0(Hext+Hm)
kT

. This gives a M -H relationship of:

M =

(
Tc/α

T − Tc

)
Hext, χFM =

(
Tc/α

T − Tc

)
(2.8)

where Tc = αµ0m0Ms

3k
is the Curie temperature and Eqn. 2.8 is known as the Curie-Weiss law.

This relation states that when the temperature T > Tc, a ferromagnet behaves similar to a

paramagnetic material. For most metals the Curie temperature is of order Tc ∼ 1000K, and

above this temperature there is only random ordering magnetic moments in the absence of a

magnetic field. However, the magnetic susceptibility χFM diverges when T = Tc indicating

a phase transition to a more ordered state. For these low temperatures, the magnetization

can be obtained by solving the Langevin relation 2.4 simultaneously with Eqn. 2.7 (Fig.

2.2a). This indicates that below the Curie temperature, the molecular field helps to align the
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magnetic moments to create a nonzero magnetization even without an applied external field

(Fig. 2.1b).

Weiss’ molecular field theory qualitatively provides a good match for the experimental

data of spontaneous magnetization in ferromagnets (Fig. 2.2b). A more rigorous theory of

the molecular field was provided by Heisenberg in 1931 from the point of view of quantum

mechanics [10]. The discrepancies between experimental data disappear when exchange

interactions between spins are taken into account.

Nonetheless, we can use thermodynamical arguments to estimate an effective molecular

field, Heff based on the energetics of the crystalline structure and applied fields, in order to

find the equilibrium state of the ferromagnet. From this equilibrium state, we can study how

an arbitrary deviation from the equilibrium creates a dynamical motion in the magnetization.

This motion is explored in the following section.

2.3 Landau-Lifshitz-Gilbert Equation

2.3.1 Ferromagnetic Dynamics

Assume that we have an effective molecular field Heff which aligns the magnetic moments in

equilibrium (derivation of this field will be discussed in the next section). Now let us consider

a magnetic moment µ which is out of equilibrium and consider its motion in this effective

molecular field.



2.3 Landau-Lifshitz-Gilbert Equation 14

From classical mechanics we know that a magnetic moment ~µ experiences a torque in the

presence of a magnetic field:

dJ

dt
= ~µ× H (2.9)

Substituting Eqn. 2.1 yields:

d~µ

dt
= −γ~µ× H (2.10)

Now if we consider the dynamics within a bulk ferromagnetic material, then within a small

volume dVr, the motion of the magnetic moments can be given by:

1

dVr

d
∑

i ~µi
dt

= −γ
∑

i ~µi
dVr

× H (2.11)

which in conjunction with Eqn. 2.2 gives the relation:

dM

dt
= −γM × Heff (2.12)

where Heff is the effective molecular field within the ferromagnet. The motion described by

Eqn. 2.12 is the precession of the magnetization around the effective magnetic field with a

Larmor frequency of ω = γHeff . This precession would continue indefinitely if not for the

dissipative forces which dampens the oscillation, aligns the magnetization with the effective

magnetic field, and returns to the system to equilibrium. To model this dissipation, Gilbert

proposed a phenomenological torque term [12]—akin to drag forces in classical mechanics—

whose components are proportional to the velocity of the magnetization. Therefore Eqn. 2.12
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is modified as:

dM

dt
= −γM × Heff +

α

Ms

M × dM

dt
(2.13)

where α is a material dependent damping term and Ms is the saturation magnetization. Eqn

2.13 is often recast by multiplying both sides by the magnetization and using the vector

identity a × (b × c) = b(a · c)− c(a · b):

M × dM

dt
= −γM × (M × Heff ) + M ×

(
α

Ms

M × dM

dt

)
M × dM

dt
= −γM × (M × Heff )− αMs

dM

dt
(2.14)

Now if we substitute Eqn. 2.14 into the second term of 2.13 and re-arrange the terms, we

arrive at the Landau-Lifshitz-Gilbert (LLG) equation:

dM

dt
= − γ

1 + α2
M × Heff −

γα

(1 + α2)Ms

M × (M × Heff ) (2.15)

The LLG equation will form the core of the Verilog-A spintronic model and can be used to

describe a wide variety of magnetic phenomenon with small modifications. Now we describe

a general method to derive the effective molecular field using thermodynamical arguments.

2.3.2 Effective Molecular Field

Weiss postulated the effective molecular field which was directly proportional to the magneti-

zation of the material (Eqn. 2.7). While this provides a first approximation to the positive

feedback mechanism driving ferromagnetism, the model can be further improved by taking
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into account the thermodynamics of the environment for the magnetic material.

In this thermodynamic model, we estimate the free energy contributions from various

effects within and external to the magnetic crystal. Once we have the free energy landscape,

we can derive the effective molecular field through the the functional derivative of the free

energy with respect to the magnetization:

µ0Heff = − δG
δM

(2.16)

There are generally four main contributions to this effective field that affect most fer-

romagnetic materials: the externally applied magnetic field, magnetocrystalline anisotropy,

exchange field, and the magnetostatic field.

Zeeman field

An applied external field, also known as the Zeeman field, has a free energy which prefers to

align the magnetization in the same direction as the field. Therefore, for a bulk magnetic

material a volume region Ω, the free energy can be represented as:

GZF = −
∫

Ω

µ0M ·Happ dV (2.17)

Magnetocrystalline Anisotropy

In ferromagnetic bodies it is very frequent to deal with anisotropic effects, due to the structure

of the lattice and to the particular symmetries that can arise in certain crystals. In fact, in

most experiments one can generally observe that certain energy-favored directions exist for a
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given material, i.e. certain ferromagnetic materials, in absence of external field, tend to be

magnetized along precise directions, which in literature are referred to as the easy directions.

The fact that there is a ”force” which tends to align magnetization along easy directions can

be taken into account by means of an additional phenomenological term in the free energy

functional.

The most common anisotropy effect is connected to the existence of one only easy direction,

and in literature it is referred to as uniaxial anisotropy. For the simplicity, we take the easy

direction to coincide with the Cartesian z-axis. Now we can define a free energy which is

constant on the x-y plane slices perpendicular to the z-axis. This free energy would have the

form:

GAN =

∫
Ω

K1

[
1−

(
M · ẑ
Ms

)2
]
dV (2.18)

where K1 is the anisotropy energy density (in J/m3) and Ms is the saturation magnetization.

For K1 > 0, the minimum energy occurs when the magnetization is aligned with z-axis which

represents the easy axis. Meanwhile for K1 < 0, the minimum energy when the magnetization

is perpendicular to the z-axis and it represents the easy plane anisotropy.

Exchange Field

The exchange field results from spin-spin interaction between neighboring lattice sites. The

full derivation of spin exchange requires a quantum mechanical treatment (See Appendix

A), but it can be understood as the tendency of neighboring magnetic moments to align in

parallel with each other (anti-parallel for antiferromagnetic materials). In this respect, an

energy term which penalizes magnetization disuniformities is introduced in the free energy.
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The free energy can expressed as:

GEXC =

∫
Ω

A

[
∇ ·
(

M

Ms

)]2

dV (2.19)

where A is the exchange constant determines the strength of the correlation between neigh-

boring magnetic moments and is typically on the order of ∼ 10−11 J/m.

Magnetostatic Field

Magnetostatic interactions represent the way the elementary magnetic moments interact over

long distances within the body. In fact, the magnetostatic field at a given location within the

body depends on the contributions from the whole magnetization vector field. Magnetostatic

interactions can be taken into account by introducing the appropriate magnetostatic field

Hm according to Maxwell equations for magnetized media:



∇ ·Hm = −∇ ·M in Ω

∇ ·Hm = 0 in ΩC

∇× Hm = 0

(2.20)

The energy stored within a magnetic field is given by:

Um =

∫
Ω∞

1

2
µ0H

2
m dV (2.21)
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Now if we express Hm = B/µ0 −M and realize that B and Hm are orthogonal, then the

free energy becomes:

GMS = −
∫

Ω

1

2
µ0M ·Hm dV (2.22)

We observe that magnetostatic energy expresses a nonlocal interaction, since the magnetostatic

field functionally depends on the whole magnetization vector field.

2.4 Verilog-A Framework

2.4.1 Micromagnetics

In order to simulate the behavior of spintronic devices, it is important to have an accurate

model of ferromagnets. Micromagnetic simulators, such as OOMMF [13] and µMag [14],

are numerical solvers which describe the equilibrium configuration of the magnetization in a

ferromagnet, or the dynamical response to an applied magnetic field or spin transfer torque.

Micromagnetics is a phenomenological description of magnetism which is designed to model

spatially non-uniform distribution of magnetization within a ferromagnet.

Micromagnetic simulators use various numerical methods such as finite difference (OOMMF)

or finite element (µMag) to spatially divide a magnetic media into small volume cells. Within

these cells, the simulator calculates the energy landscape and apply method of steepest

descent to find the effective molecular field as in Eqn 2.16. Then the simulator uses the LLG

equation (Eqn. 2.15) to update the local magnetization of the cell.

While micromagnetic simulators provide accurate dynamics of ferromagnets, they also

tend to be computationally intensive. Furthermore, from the perspective of a circuit designer,
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micromagnetic simulators do not provide a way to interface with other electronic components

which are necessary for complete designs. Therefore, a circuit designer requires a hardware-

based spintronic device model, similar to transistor models, which can be integrated into

VLSI CAD tools. This work proposes a behavioral Verilog-A model which uses a compact

version of the LLG equation (Eqn. 2.15) to simulate the behavior of ferromagnets.

2.4.2 Macrospin Model

In order to construct a spintronic device model, couple of challenges needed to be addressed.

First, the model needed to capture the dynamic behavior described by micromagnetic

simulators within a hardware language framework. Second, since circuit simulators work

by solving Kirchhoffs laws for electrical circuits, any spintronic device model would have

to bridge the gap between its magnetic properties and the need for electrical signals which

circuit simulators understand.

In order to merge the two domains, behavioral Verilog-A hardware language was used

to describe the LLG equations of motion, while Synopsys HSPICE circuit simulator was

used to integrate the model with the traditional circuit design framework. The Verilog-A

model began by making a macrospin approximation to the LLG equations of motion. The

macrospin approximation assumes that the magnetization of a sample stays spatially uniform

throughout its motion and can be treated as a single macroscopic spin. This eliminates the

complex calculations for the exchange (Eqn. 2.19) and magnetostatic energies (Eqn. 2.22).

Since the spatial variation of the magnetization is frozen out, exploring the dynamics of

magnetic systems is much more tractable using the macrospin approximation than it is using
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Figure 2.3: In the macrospin approximation, the magnetic body is treated as having only a
single magnetic moment. The orientation of this moment can be represented as spherical
angles whose equations of motion can be mapped to the voltage of a capacitor in an integration
circuit.

full micromagnetic simulations.

More importantly, the macrospin approximation allows the LLG equations to be de-

composed into two sets of differential equations representing the spherical angles of the

magnetization. Solving these differential equations gives the dynamic magnetization behavior

of the ferromagnet. Interestingly, solving these differential equations is equivalent to solving

for the voltage of a charging capacitor connected with the appropriate time varying current

source (Fig. 2.3) [15, 16]. This analogous behavior allows the LLG equations to be represented

as a circuit which HSPICE can solve. In the following chapters we will use this framework to

capture the equations of motion for two types of spintronic devices—multiferroic devices and

spin torque nano-oscillators.



Chapter 3

Multiferroic Spintronic Devices

In the previous chapter, we developed the framework to model spintronic devices. In this

chapter, we will modify that framework to incorporate the behavior of multiferroic materials.

First, we begin with a brief background in multiferroic phenomenon from which we develop a

thermodynamic theory of multiferroics. We include this theory within the Verilog-A spintronic

framework to produce a simulation framework for multiferroic devices. We then use this device

model to describe a novel device consisting of an ordered array of multiferroic nanopillars

which is capable of encoding information through its magnetization. Furthermore, we show

that this array is capable of cellular automata type computation and can be used to implement

a reconfigurable logic device similar to field programmable gate arrays (FPGAs). Finally, we

discuss an architecture for this reconfigurable array of magnetic automata (RAMA) which is

capable of implementing large scale arbitrary circuits.

22
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3.1 Multiferroic Materials

Multiferroic materials with coexistence of at least two ferroic orders (ferroelectric, ferromag-

netic, or ferroelastic) have drawn increasing interest due to their potential for applications

as multifunctional devices. In multiferroic materials, the coupling interaction between the

different order parameters could produce new effects, such as magnetoelectric (ME) effect.The

magnetoelectric response is the appearance of an electric polarization P upon applying a

magnetic field H (i.e., the direct ME effect, designated as MEH effect: P = αH) and/or the

applying an electric field E (i.e., the converse ME effect, or MEE: M = αE).

Magnetoelectricity has been observed as an intrinsic effect in some natural material

systems at low temperature, which have been under intensive study recently [17, 18, 19],

motivated by potential applications in information storage, spintronics, and multiple-state

memories. Although several compound families have been widely investigated as multiferroic

ME materials, a high inherent coupling between multiferroic order parameters (especially

above room temperature) has not yet been found in a single-phase compound, which hinders

their applications. Research progress in single-phase multiferroic ME materials have been

summarized in recent review articles [20, 21].

Alternatively and with greater design flexibility, multiferroic ME composites made by

combining piezoelectric and magnetic substances together have drawn significant interest

in recent years due to their multifunctionality, in which the coupling interaction between

piezoelectric and magnetic substances could produce a large ME response [22] (e.g., several

orders of magnitude higher than that in those single phase ME materials so far available) at

room temperature.
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The ME effect in composite materials is known as a product tensor property [23], which

results from the cross interaction between different orderings of the two phases in the

composite. Neither the piezoelectric nor magnetic phase has the ME effect, but composites

of these two phases have remarkable ME effect. Thus the ME effect is a result of the product

of the magnetostrictive effect (magnetic/mechanical effect) in the magnetic phase and the

piezoelectric effect (mechanical/electrical effect) in the piezoelectric one, namely [22]:

MEE =

(
electrical

mechanical

)
×
(

mechanical

magnetic

)
(3.1)

This is a coupled electrical and magnetic phenomenon via elastic interaction. That is, for the

MEE effect, when a electric field is applied to a composite, the polarization phase changes its

shape piezoelectrically. The strain is then passed along to the magnetostriction phase, resulting

in a magnetization change. Thus, the ME effect in composites is extrinsic, depending on the

composite microstructure and coupling interaction across magnetic-piezoelectric interfaces.

In this work, we model the composite, multiferroic phase created by ferromagnetic cobalt

ferrite (CoFe2O4; CFO) embedded in ferroelectric bismuth ferrite (BiFeO3; BFO).

3.1.1 Electrically Assisted Magnetic Switching

The use of electrical field to effect the magnetic properties of a ferromagnet was first

demonstrated by Zavaliche et. al [24, 25, 26] in a composite CFO-BFO multiferroic structure.

In that work, it was proposed that in a CFO-BFO matrix, an applied electric field can

induce a magnetic switching using a magnetic field much weaker than the coercivity of the

ferromagnet—an effect known as electrically assisted magnetic switching (EAMS).
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Figure 3.1: (a): Initial state of nanopillars. (b): An applied electric field induces a stress
causing the magnetization of the pillar to switch in-plane. (c): Writing can be done using a
small biasing magnetic field and removing the polarization with a reverse electric field.

This switching process is shown in Figure 3.1. An initial state with perpendicular

magnetic anisotropy and up magnetization is sketched in Figure 3.1a. As the electrical

field is ramped up, the BiFeO3 matrix goes through a phase transition during switching

(Fig. 3.1b) and the compressive stress reaches a maximum. Because of the intimate contact

between the two ferroic components, this compressive stress is transferred to the highly

magnetostrictive CoFe2O4 nanopillars (λ100 = −350 × 106). Consequently, the nanopillars

exhibit an increased perpendicular magnetic anisotropy. Given the negative nanopillars

magnetostriction, one would expect that most of them will undergo a transient change into

the perpendicular magnetic direction. A fourfold in-plane magnetic anisotropy takes over, and

a spin reorientation transition from out-of-plane to in-plane may occur (Fig. 3.1b) to minimize

the anisotropy energy. As the piezostress is relieved following the removal of the applied

electric field, the initial out-of-plane magnetic anisotropy takes over and magnetization may

flip either up or down with equal probabilities (Fig. 3.1c). At this moment, a very small

out-of-plane magnetic can switch the nanopillar into a preferred direction to perform a ”write”

operation.
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Figure 3.2: (a) AFM image of self-assembled CFO pillars in a BFO matrix [24]. (b) SEM
images of block copolymer templates [28].

3.1.2 Self-assembly

One of the most promising aspects of multiferroic materials is the possibility of self-assembling

nanostructures. It has been shown experimentally that the CFO nanostructures can be

self-assembled into columnar nanopillar structures within a BFO matrix (Fig. 3.4) [24].

One of the challenges that remain is to pattern these pillars into a regular set of arrays.

Several methods have proposed to address this issue, the most promising of which is block

copolymerization [27, 28]. This approach uses alternating chains of molecules on a substrate

to seed the growth of the selfassembled nanostructures (Figure 3.4). Using these bottom-up

techniques could allow for the creation of smaller nanostructures that cannot be created

using conventional approaches. Furthermore, self-assembled structures can provide a more

economical alternative to lithographic processing.

3.2 Thermodynamic Multiferroic Model

The theory of multiferroic materials can be developed through energy considerations similar to

the dynamics of a ferromagnet (Eqn. 2.15). This section briefly describes the theory developed
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by Landau and Devonshire for ferroelectric materials [29] to model the polarization and strain

response within the BFO material. Then this strain response is linked to ferromagnetic CFO

via the magnetostriction effect. The magnetostriction adds an additional term to the free

energy (Eqn. 2.16) which modifies the effective molecular field. This thermodynamic model

of multiferroic can easily be implemented through the Verilog-A framework and provides

important insights into multiferroic switching.

3.2.1 Landau-Devonshire Theory

A fundamental postulate of thermodynamics applied to a ferroelectric is that its free energy

F can be generally expressed as a function of ten variables (three components of polarization,

six components of the stress tensor, and finally one of temperature). Our goal here is to write

down an ansatz for this free energy, using symmetry arguments whenever possible to pare

down the number of terms [30]. The second important thermodynamic principle that we will

also employ is that the values of the dependent variables in thermal equilibrium are obtained

at the free energy minimum when the free energy is optimized.

We make the key approximation that in the vicinity of a phase transition we can expand

the free energy in powers of the dependent variables with coefficients that can be fit to

experiment or gleaned from crystal symmetry arguments [31]. In the best case, we may be

able to truncate this series with only a few terms. In order to be more specific, let us take

a simple example where we expand the free energy in terms of a single component of the

polarization; for the moment we ignore the strain field, which we will revisit in the next

section. We shall choose the origin of energy for the free unpolarized, unstrained crystal to
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be zero, and hence we can write:

F (P, T ) =
1

2
a0(T − T0)P 2 +

1

4
bP 4 +

1

6
cP 6 − EP (3.2)

where we have truncated the power series at the sixth term, and a0, b and c are coef- ficients

that are related to the material properties. Just as in ferromagnets, the first term is related

to the Curie temperature (T ∼ T0) where the polarizations become ordered. Therefore, for

ferroelectric materials the first term in Eqn. 3.2 is always negative. Furthermore, the other

coefficients b and c are assumed to be temperature independent. Since the energy should

increase as P →∞, the sign of c should also be positive as the leading term.

The equilibrium configuration is determined by finding the minima of free energy, i.e.

∂F
∂P

= 0. This equation gives us an expression for the electric field E as a function of the

polarization:

E = a0(T − T0)P + bP 3 + cP 5 (3.3)

Thus for most materials where b = c = 0, there is a linear relationship between electric

field and polarization. However for nonzero coefficients, we notice that for each value of the

electric field, there can be multiple equilibrium points. These materials exhibit the nonlinear

hysteretic behavior which characterize most ferroelectrics (Fig. 3.3).

When b > 0, a continuous transition occurs at T = T0, and the free energy will evolve

continuously as a function of decreasing temperature that has a minima at finite polarizations

P = ±P0. This spontaneous polarization can be estimated by setting E = 0 in Eqn. 3.3;

since all the coefficients are positive, we will only retain the two lowest-order terms. The
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Figure 3.3: Hysteresis loop of ferroelectric material showing nonlinear behavior of the
polarization in response to an electric field. The insets show the energy vs. polarization
(z-direction) at different points on the hysteresis loop.

result is that the spontaneous polarization Ps will increase with decreasing temperature from

the Curie temperature T0.

In the case of E = 0, the free energy landscape is symmetric forming a metastable state

at zero polarization (see insets in Fig. 3.3). However, a slight deviation from this state forces

the system to ”choose” one of the spontaneous polarization points. When an electric field

is applied, it tilts the energy landscape creating a single global minima. When the energy

barriers are sufficiently lowered by the electric field, the polarization rapidly switches to the

other equilibrium state thus displaying the hysteretic behavior.
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3.2.2 Coupling to Strain

An important feature of ferroelectric materials is their great sensitivity to elastic stress. In

order to understand why this is so, we can again take recourse to Landau theory by adding in

strain dependent terms to Eqn. 3.2. The strain in a solid is measured by how the displacement

~u of a point in the solid varies with position ~r, and since this is the dependence of a vector

upon a vector, the answer is a tensor: the strain is usually defined as:

εij =
1

2

(
∂ui
∂rj

+
∂uj
∂ri

)
(3.4)

where i, j indicate the x, y, z components of the vectors. The strain is therefore a second

degree symmetric tensor with six independent components.

In general, the polarization will couple to one or more types of strain, and specifically

which ones can generally be seen by inspection. Consider for simplicity a cubic crystal that

undergoes a ferroelectric phase transition to a state where the polarization can point along

one of the six orthogonal cubic directions. Now it is clear that there is a special axis (one of

the six directions after the symmetry has been broken) and so it would no longer be expected

that the crystal as a whole will remain cubic one expects a distortion into a tetragonal

crystal, which can be described by a tetragonal strain ε. The fact that the lowest order

coupling allowed in this case is of the form εP 2 (and not, for example, εP or ε2P ) is of course

a matter of symmetry.

For a uniaxial ferroelectric, the leading order terms will be of the following form:

F (ε, P ) =
1

2
Kε2 +QεP 2 + ...− εσ (3.5)
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Here ε a component of the strain field, and the first term represents Hookes law, namely

that the elastic energy stored in a solid is quadratically dependent on the distortion, so K is

one of the elastic constants. The second term is a coupling between the elastic strain and

the polarization; the fact that this is linear in the strain and quadratic in the polarization

depends on the special symmetry of the transition [22]. Finally, σ is an applied external stress

on the crystal which expresses the force per area that neighboring particles of a continuous

material exert on each other. Materials with a linear relation between stress and polarization

are called piezoelectric.

Using the free energy, which now consists of the terms in Eqn. 3.2 and Eqn. 3.5, we can

now determine the properties in equilibrium by minimizing with respect to both P and ε:

∂F (P, ε)

∂P
=
∂F (P, ε)

∂ε
= 0 (3.6)

If we take the second of these equations first:

∂F

∂ε
= Kε+QP 2 − σ (3.7)

We can examine a few different limits to better understand the results of Eqn. 3.7. Firstly,

note that if the polarization is zero, we get Hookes law ε = σ/K. The second - apparently

trivial case - is when a stress is applied to force the strain to be exactly zero at all times. This

is can occur often when crystals can be considered to be clamped by their surroundings so

that no strain is allowed at all. One common situation is of a thin film which is forced to have

the lattice constants matched to the substrate, and is free to relax only in the perpendicular

direction. In the case of perfect clamping ε = 0, and the free energy is just as before.
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The third case to consider is when no external stresses are applied (σ = 0), and we then

have

ε = −QP
2

K
(3.8)

so that a spontaneous strain occurs proportional to the square of the polarization. Notice

now that we can substitute Eqn. 3.8 into Eqn. 3.5 to represent the strain free energy in

terms of polarization only. Finally substituting this into Eqn. 3.2 yields:

F (P, ε(P )) =
1

2
a0(T − T0)P 2 +

1

4
(b− 2Q2/K)P 4 +

1

6
cP 6 − EP (3.9)

Now with this equations we can accurately model the polarization and piezoelectric

response of the ferroelectric material to an external electric field. Armed with the ferroelectric

response, we can now look at the ferromagnetic response to the strain.

3.2.3 Magnetostriction

When a substance is exposed to a magnetic field, its dimensions change. This effect is called

magnetostriction. It was discovered as long ago as 1842 by Joule, who showed that an iron

rod increased in length when it was magnetized lengthwise by a weak field. The fractional

change in length δl/l is simply a strain, and, to distinguish it from the strain ε caused by an

applied stress, we give the magnetically induced strain a special symbol:

λ =
∆l

l
(3.10)

Magnetostriction occurs in all pure substances. However, even in strongly magnetic
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substances, the effect is usually small, usually on the order of 10−5. Although the direct

magnetostrictive effect is small, and not usually important in itself, there exists an inverse

effect which causes such properties as permeability and the size and shape of the hysteresis

loop to be strongly dependent on stress in many materials. Magnetostriction therefore has

many practical consequences, and a great deal of research has accordingly been devoted to it

[32, 33, 34].

Experimental results show that there is a close connection between the magnetostriction

λ of a material and its magnetic behavior under stress. As a result, the effect of stress

on magnetization is sometimes called the inverse magnetostrictive effect. If we impose an

additional strain by applying a stress, we expect that the direction of the magnetization will

change. We therefore need a general relation between the direction of Ms within a domain

and the direction and magnitude of σ. But we know that, in the absence of stress, the

direction of Ms is controlled by crystal anisotropy, as characterized by the first anisotropy

constant K1. Therefore, when a stress is acting, the direction of Ms is controlled by both

σ and K1. When the magnetostriction is isotropic (as we assume in our system), it can be

shown that the magnetostriction energy is given by:

Eme = −3

2
λ100σ sin2(θ) (3.11)

where λ100 is a material dependent parameter measuring the strength of the magnetostriction

and θ is the angle difference between Ms and the applied stress σ. Therefore, for a negative

value of λ100 (as in CFO), the system prefers the stress to aligned perpendicular to the

saturation magnetization.
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Figure 3.4: AFM image showing the interface between the ferromagnetic cobalt ferrite (CFO)
and ferroelectric bismuth ferrite (BFO). Due to the intimate contact between the two layers,
stress is transferred from one layer to the other.

Now in the multiferroic model, the stress experienced on the ferromagnet comes from

the response of the ferroelectric to an applied electric field. Because of the intimate contact

between the ferroelectric BFO and the ferromagnetic CFO (Fig. 3.4), the strain from Eqn.

3.8 is transferred as an applied stress (σ = εYCFO, where YCFO is the Young’s modulus) to the

CFO. With this energy specification, we can derive another term to the effective molecular

field by using Eqn. 2.16 and arrived at an expression for the effective molecular field which

is a function of an applied electric field. This effective molecular field will determine the

transient magnetization behavior through the LLG equation (Eqn. 2.15). Having established

the equations of motion for the Verilog-A model, we now validate the model with experimental

results and encounter some interesting results.
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3.3 Multiferroic Verilog Model

The differential equations describing the evolution of the multiferroic system can then be

translated into a Verilog circuit model. This is done by mapping the variable of interest

(i.e. polarization, magnetization angles, etc.) to a voltage buildup on a capacitor. Then the

differential equation governing the dynamics of the variable is mapped to a voltage-controlled

current source which charges the capacitor. By allowing the circuit simulator to solve the

equivalent circuits, we solve self-consistently the differential equations for the polarization

and magnetization dynamics.

In order to verify our model, we compared the results from our model with those from

experiments. In Fig. 3.5 (top left), we show the simulated polarization and strain behavior

of the BFO matrix when an electric field is applied. We then compare it to the experimental

data for BFO shown on the top right of Fig. 3.5. Our model does a good job capturing the

polarization hysteresis curve with relatively accurate values for the remanence (simulation:

45 µC/cm3; experiment: 48 µC/cm3 ) and coercivities (simulation: 22 MV/m; experiment:

20 MV/m). However, when we compare the hysteresis in the strain (Fig. 3.5 (bottom left)),

we find larger discrepancies between the model and experiment - this is because our model

only takes into account stress in the out-of-plane direction, whereas in the experiment there

are stresses in all directions. In addition, these stresses tend to be inhomogeneous throughout

the material and depend on local crystal structures and polarization - an aspect which cannot

be captured in a macrospin model. Nevertheless, our goal is not absolute accuracy, but rather

the possibility of simulating large arrays as well as hybrid CMOS/nano circuits, and the

model provides a good approximation to capture the important features of the multiferroic
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Figure 3.5: The comparison between the Verilog-A simulation of BFO and experiment [35] in
ferroelectric behavior (top) and piezoelectric response (bottom).

material for such simulations.

Using our model we also examine the effect an electric field on the magnetization dynamics

of the CFO nanopillars. We find that there are three regimes of operation depending on

the strength of the electric field. When the applied electric field creates a stress energy

that is weak compared to the crystalline and shape anisotropy energies, we find that the

magnetization deviates only slightly into the in-plane direction but maintains a strong out-

of-plane component. However, when the stress energy is comparable to the magnetostatic

energies, we see that the magnetization switches from the out-of-plane into the in-plane

direction (Fig. 3.6(a)) as predicted by experiments [24, 35, 36]. The energy landscape (shown
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Figure 3.6: (a): The trajectory of magnetization in the central pillar in the presence of a
weak electric field. The pillar first moves from the out-of-plane direction to the in-plane
direction. When the electric field is turned off, the dipolar field causes the pillar to switch to
the down magnetization. (b): With a strong applied electric field, the pillar switches to the
in-plane direction and remains there when the electric field is turned off. The insets show the
energy landscape for each of the scenarios.

in the inset) shows that this in-plane state is a metastable state. Any small magnetic field

can tip the magnetization into the out-of-plane directions. The final regime occurs when

the stress energy is large compared to the magnetostatic energies (Fig. 3.6(b)). When the

electric field is strong, then the ferroelectric saturates and the remanent polarization keeps

the magnetization in-plane. This is based on the energy landscape (see inset) having a

global minimum in the in-plane direction. Furthermore, a large magnetic field is required to

overcome the barriers and reach the out-of-plane state. The remanent polarization of the

multiferroic allows for a persistent nulling of the ferromagnet even after the electric field is

removed. With these three regimes of operation, we can encode information and perform

logic operations. This will be described in the next section.



Chapter 4

Reconfigurable Array of Magnetic

Automata

4.1 Magnetic Quantum Cellular Automata

Cellular automata (CA) were proposed by von Neumann as a possible computational paradigm

[37]. They consist of binary state cells arranged in a regular grid, computation being performed

through local interactions. It was later shown that cellular automata can be used to create

a universal Turing machine capable of performing arbitrary logic [38]. Quantum Cellular

Automata (QCA) have been implemented by using tunneling electrons to represent the binary

cells [39], but the application of QCAs towards large scale systems has been hampered by

the requirement of cryogenic temperatures. It has since been shown that Magnetic QCA

(MQCA)which use the magnetization of nanomagnetsare better suited for low energy, room

temperature operations [40]. Checkerboard MQCA cells (Fig 4.1(a)) can be arranged in

various patterns to realize different gates such as inverters and majority gates, allowing them

38



4.2 RAMA: A Multiferroic MQCA 39

Figure 4.1: (a): Neighboring magnetic nanopillars prefer to align antiferromagnetically due
to the dipolar exchange field. This creates two stable configurations which can be mapped
as logic bit 0 and 1. (b): MQCA bit cells are patterned in different ways to implement
various logic gates. Here an MQCA NOT gate is shown on the left. The same NOT gate is
implement in RAMA as shown on the right. All unused bits are deactivated by placing the
pillars into the in-plane direction.

to implement universal logic. One of the disadvantages of MQCAs is the need for localized

magnetic fields to operate the devices. Therefore, we proposed using RAMA as a type of

multiferroic MQCA that controls the magnetic properties by using electric fields [4, 41, 42].

4.2 RAMA: A Multiferroic MQCA

Reconfigurable Array of Magnetic Automata (RAMA) consists of a two-dimensional array

of checkerboard MQCA bit cells (Fig. 4.2) [41, 42]. Each cell is multiferroic and made up

of four ferromagnetic cobalt ferrite (CoFe2O4; CFO) nanopillars which are immersed in a

ferroelectric bismuth ferrite (BiFeO3; BFO) matrix. Changes to the magnetization of the
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Figure 4.2: The structural layout of RAMA. The magnetic layer consists of ferromagnetic
cobalt ferrite nanopillars (red) embedded in a ferroelectric bismuth ferrite matrix (blue). The
magnetic layer is encased in a crossbar structure of wires. Single nanopillars can be selected
by applying voltages to both the top and bottom metal layers just as a crosspoint switch.

CFO pillars are achieved by applying an electric field to the MQCA cell. The electric field

changes the polarization of the ferroelectric BFO which in turn causes a change in its crystal

structure. This structural change creates a strain on BFO which is transferred to the CFO

nanopillars through the tight interfacial bonding between the two materials. Normally, the

CFO magnetization prefers to be in the out-of-plane direction (up or down) perpendicular

to the plane of the array. However, when a strong enough stress is applied to the CFO

nanopillar, the preferred direction of magnetization rotates from out-of-plane to the in-plane

direction. Depending on the magnitude of the applied electric field there are two cases

possible depending on the magnitude of the electric field.
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Figure 4.3: (a): The simulation setup includes a central pillar which is placed in the in-plane
direction surrounded by neighboring pillars with fixed magnetizations in the up magnetization.
(b): The trajectory of magnetization in the central pillar in the presence of a weak electric
field. The pillar first moves from the out-of-plane direction to the in-plane direction. When
the electric field is turned off, the dipolar field causes the pillar to switch to the down
magnetization. (c): With a strong applied electric field, the pillar switches to the in-plane
direction and remains there when the electric field is turned off.

4.2.1 Reconfigurability

If the electric field is strong, then the ferroelectric saturates and the remanent polarization

(after the field is removed) keeps the magnetization in-plane - we use this property for

configuring the array. The remanent polarization of the multiferroic allows for a persistent

nulling of the magnetic nanopillars even after the electric field is removed. When the

nanopillars are placed into the in-plane direction, the respective MQCA bits no longer

interact with their neighbors. For example, Fig. 4.1(b) shows a typical pattern for a MQCA

NOT gate (inverter). In RAMA, the patterning is done by reconfiguration, i.e. nulling the

inactive cells.
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4.2.2 Input & Output

On the other hand, if the electric field is relatively weak, the ferroelectric does not saturate,

and when the electric field is removed there is little remanent polarization; thus, even as the

magnetization still goes in-plane while the electric field is applied, it comes back out-of-plane

when the electric field is removed - we use this property for clocking the array. Writing is

performed by first clocking the nanopillars by placing them in-plane direction with a weak

electric field and then applying a small biasing magnetic field in the direction to be written.

Since neighboring nanopillars are coupled antiferromagnetically, the dipolar exchange field

provides the biasing field to write to the appropriate state when the clock is removed. Reading

of a nanopillar can be done inductively by placing a wire loop over the pillar - when the

nanopillar is switched from the in-plane direction to the out-of-plane direction, the change in

the magnetic flux in the wire loop induces a current through the loop. The direction of the

magnetization determines the polarity of the current through the loop which can be used to

read the bit. Other possible reading mechanisms are using colossal magneto-capacitance or

magnetic tunnel junctions (MTJs).

4.2.3 Half Select Problem

The half select problem is an artifact of using a crossbar wiring structure. To configure a bit,

half the voltage must be applied by the top wire and the other half by the bottom. However,

this means that all the other MQCA bits on the same column and row feel half the activation

voltage (Fig. 4.4(a)). This half-selected bit could possibly change the state of that bit.

However, the multiferroic properties of the MQCA can be used to ensure proper operations.
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Figure 4.4: (a):When selecting a single bit, entire row and column of the crossbar structure
feels at least half of the configuration voltage. (b): Magnetization hysteresis loops in the
out-of-plane direction for various applied electric fields. The remananet magnetization (H=0)
changes in a nonlinear manner when voltage is increased.

Because of the nonlinear nature of the material, changing the voltage by half does not

necessarily mean that the bit is halfway between the out-of-plane diretion and the in-plane

direction. This effect can be seen in Fig. 4.4(b). The change in the remnant magnetization

is nonlinear when the applied voltage transistions between 0V and 4V. Between 0V and

2V, there is very little change in the remanance. However, the transition between 2V and

4V produces a much larger change in the remnant magnetization. Therefore, if 4V was the

configuration voltage, a half voltage of 2V would not alter the state of the bit.

4.3 RAMA Circuits

The advantage of using a Verilog-A model is that it encapsulates the multiferroic physics

of the nanopillar into a single circuit element which we can use to study more complicated

scenarios. In the simulation shown in Fig. 4.3(a), we explore the interaction of a pillar with

its neighbors. First, the central pillar is placed into the in-plane direction using electric
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Figure 4.5: Verilog-A simulation of the initialization of an MQCA bit cell. The blue curve
shows the evolution of the top left nanopillar, the red represents top right and bottom left
pillars and the black curve represents the bottom right pillar.

fields of two different strengths - one that is comparable to the magnetostatic energies and

one that is much larger. The magnetizations of the neighboring pillars are kept fixed in

the out-of-plane direction - then we turn off the applied electric field and allow the pillars

to interact through their dipolar exchange fields. We find that in the comparable electric

field scenario, the pillar is switched into the out-of-plane direction and antiferromagnetically

aligned with its neighbors (Fig. 4.3(b)) - thus performing a write operation. However, when

the electric field is large (Fig. 4.3(c)), the dipolar exchange energy cannot overcome the stress

energy from the remanent polarization even when the electric field is turned off. Therefore,

the magnetization remains in the in-plane direction. This mode of operation is useful during

the configuration phase in RAMA where we deactivate cells to prevent them from interacting

with neighboring cells. In order to remove the in-plane magnetization, a reverse electric field

is needed to restore the out-of-plane magnetization. Thus the strength of the electric field

determines whether we are clocking the device for read/write operation or whether we are

configuring the array. We also used the Verilog-A model to simulate the behavior of some
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Figure 4.6: Simulation of MQCA majority gate. The black curve represents the state of the
output bit shown with the bolded outline in the diagrams. The red line represents the state
of the configuration bits, while the other curves represent the state of the other bits. (a):
Dynamics of majority gate when all inputs are the same. (b): Outputs when one input is
different from the others.

common structures in MQCA circuits. In simulating these structures, we only considered

nearest neighbor dipolar interactions (higher order interactions can be added to the model by

including extra terms in the LLG equations for second neighbors, etc.). In Figure 4.5, we

simulate the checkerboard pattern of the MQCA bit cell which is an important requirement

for proper operations in RAMA. First, we clock all four pillars into the in-plane direction.

Then we bias the top left corner pillar using neighboring pillars (not shown) and allow the

other pillars to evolve through their mutual interactions. Initially, the top left corner cell

switches to the out-of-plane direction. This transition affects the two nearest neighboring

pillars and causes them to move to the antiparallel alignment. Finally, these two pillars

cause the last pillar to switch into the checkerboard formation. A structure that is commonly

used in MQCA circuits is the majority voter (MV) gate which can implement other logic

gates such as AND or OR gates. Using the Verilog-A multiferroic model, we implemented

a majority voter gate with three input cells (with fixed magnetization) and one output bit.

The central structure is made up of a 3×3 tile of nanopillars with the corner cells deactivated
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in order to demonstrate the configuration process. In Figure 4.6, we illustrate the outputs of

the active central pillars and the output bit for two sets of inputs.

Having demonstrated some of the basic gates using multiferroic nanopillars, we can now

look at an architecture for RAMA which can implement large scale, arbitrary logic.

4.4 RAMA Architecture

In this section we look at a circuit architecture for RAMA which can realize large scale logic.

Our criteria for a successful architecture must be able to:

• Implement arbitrary logic functions using simple primitives like majority voter (MV)

gate and inverters

• Take advantage of the reconfigurability of RAMA to create an FPGA-style programma-

bility to maximize the benefits of the multiferroic technology.

• Break the inherent symmetry of MQCA gates and show unidirectional propogation of

information from input to output.

Given our requirements for the RAMA logic system, the best architecture which addresses all

these specifications has been the work of Huang et. al. [43, 44]. In the following sections we

give a description of this architecture and demonstrate simple circuits using this methodology.

4.4.1 MQCA Tiling Logic

Consider the processing features of CMOS systems: some circuits perform computation,

while others are used for signal/data transfer and communication. In FPGAs, for example,
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Figure 4.7: (a): A 3x3 fully populated (FP) majority voter (MV) gate. (b-c): By selectively
deactivating cells in the 3x3 grid, different logic gates can be realized. In RAMA, this is
achieved by placing the cell in the in-plane configuration state.

computation is performed by the logic resources or processing elements, while communication

is accomplished by the interconnect fabric. In MQCA, computation and communication

occur simultaneously. Logic elements are based on two gate primitives–the inverter, INV

(Fig. 4.1(b)) and majority voter gate, MV (Fig. 4.6) –to implement combinational circuits;

as for interconnect, a chain of MQCAs referred to as the binary wire is utilized.

In this architecture, a design based on elementary building blocks referred to as tiles, is

proposed for MQCA. Two types of tiles, namely the active tiles and the passive tiles can be

used. A tile is defined as active if it implements a combinational logic function with minterms

of at least two literals. For example, a tile that performs the majority voter function is an

active tile. A tile is said to be passive if it implements logic functions of only one literal, that

is, wire and INV functions. The basic logic primitive in the proposed design is the MV-like

tile. This tile performs a majority function with selective inversion (if required) at its inputs.

The MV-like function is universal and area efficient compared with using separate MV and

INV. In addition to the MV-like tile, passive tiles are used for interconnect.
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A tile can be built from an n× n square grid of MQCA cells. Both fully populated (FP)

and non fully populated (NFP) grids can be used as basic logic blocks. Fig. 4.7(a) illustrates

a 3× 3 FP grid made up of 9 cells with three inputs (A, B and C) and one output (F). An

NFP grid (Fig. 4.7(b)) is obtained in RAMA from the FP grid by selectively deactivating the

cell by using a strong electric field and placing the pillars in the stable in-plane configuration

(see e.g. Fig. 3.6(b)).

Among n × n grids, the 3 × 3 grid has computational properties which makes it very

attractive for designing larger circuits. Tiles which utilize the 3× 3 grid, are therefore used

as examples. Using different input and output cells, these tiles are analyzed as providing a

high degree of flexibility in logic operation. Different logic functions can be generated by

using less than n2 cells in a grid of dimension of n (NFP grid) [45]. The functional behaviors

of the tiles are reported based on simulations using the Verilog-A model.

4.4.2 Logic Primitives & Clocking

One of the primitive logic gates in MQCA is the majority voter. The majority voter with

logic function Maj(A,B,C) = AB +AC +BC, can be realized using MQCA cells, as shown

in Fig. 4.6. Logic AND and OR functions can be implemented from the majority voter by

setting one of the inputs (the so-called programming or control input) permanently to a 0

or 1 value, respectively. The inverter is the other basic gate in MQCA and is shown in Fig.

4.1(b).

In MQCA, timing is accomplished by clocking in four distinct and periodic phases (as

shown in Fig. 4.8). A MQCA circuit is partitioned into a number of clocking zones and all



4.4 RAMA Architecture 49

Figure 4.8: Four-phased signal for clocking zones in MQCA, adiabatic switching.

cells in the same zone are controlled by the common clock signal. The use of a quasi-adiabatic

switching technique for MQCA circuits requires a four-phased clocking signal for modulating

the magnetic barriers between the bi-stable magnetization states. This is done using a small

electric field as shown in Fig. 3.6(a), and allowing the neighboring dipolar interaction or

small biasing field to set the new state.

The four phases of the clock are Relax, Switch, Hold and Release (Fig. 4.8). During the

Relax phase, there is no electric field and a cell remains in one of the bi-stable out-of-plane

states. During the Switch phase, the electric field is slowly raised and the cell is placed in the

metastable in-plane state. In the Hold phase, the cell feels the interactions of its neighboring

cells (or small external biasing field), causing it to move away from the metastable in-plane

states to one of its bi-stable states. Finally, in the Release phase, the electric field is removed

and the cell remains in its stable state. Timing zones of a MQCA circuit or system are

arranged in this periodic fashion such that zones in the Hold phase are followed by zones in

the Switch, Release and Relax phases.A signal is effectively latched when one clocking zone

goes into the Hold phase and acts as input to the subsequent zone. This clocking mechanism

provides inherent pipelining and directionality and allows multibit information transfer for

MQCA through signal latching.
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Figure 4.9: Different configurations for the orthogonal tile. By deactivating cells in the
orthogonal tiles, the majority logic can be changed by inverting the inputs depending on the
configuration.

4.4.3 3× 3 MQCA Tiles

An NFP grid is generated from an FP grid by selectively deactivating cells causing changes

in the logic behavior of a MQCA circuit. So, it is interesting to compare the characteristics

of tiles with different input/output cells. For the 3× 3 grid, several different tiles are possible.

Tiles with one input and one output are not considered due to the obvious wire function; they

are referred to as interconnection (passive) tiles. The other scenarios are considered below:

• The orthogonal tile has three inputs (the horizontal input cell B and the vertical

input cells A and C) and one output (the horizontal output cell F), as shown in Fig.

4.9(a). New MV-like functions (majority function with at least one input inversion)

and NXOR are possible at the output by selectively deactivating cells in this tile (Fig.

4.9(b-c)). The MV-like function occurs due to the interaction of the cells at the corners

of the tile with the center cell of the MV.

• The double and triple fan-out tiles are shown in Fig. 4.10(a) & (b); these tiles

have one input (given by the horizontal cell B) and two (or three) outputs (given by

the output cells F1 , F2 (and F3)). Simulation results show that both original and
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Figure 4.10: Addition structures in MQCA tiling logic. (a): Double fan-out with one input
and two output. (b): Triple fan-out with one input and three outputs. (c): Baseline gate
which implements wire crossings with two inputs and two outputs.

complemented signals can be observed at the outputs by deactivating the appropriate

cells in these tiles.

• The baseline tile has two inputs (one vertical input cell A and one horizontal input cell

B) and two outputs (the horizontal output cell F1 and the vertical output cell F2), as

shown in Fig. 4.10(c). This tile accomplishes wire crossing and signal complementation

by selectively deactivating the appropriate cells.

With these logic tiles, we can implement any arbitrary logic. In the next section, we use the

tile primitives to implement a single-bit full adder as a proof of concept of circuit design.

4.4.4 Single-bit Full Adder

In this section, the single-bit full adder is analyzed. In this design, different tiles such as the

baseline, double and triple fan-out and the orthogonal tiles are utilized. The baseline tile is

used to achieve wire crossing; the double and triple fan-out tiles are used for signal routing;

MV as well as MV-like functions are employed using the orthogonal tile. It is interesting that
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Figure 4.11: Implementation of single-bit full adder and its corresponding circuit diagram.

although the MV and the triple fan-out are similar, the arrangements in input/output cells

cause the two tiles to function differently. Also the flow of signals is enforced by arranging

the clocking zones.

The single-bit full adder is built using one MV and two MV-like (with inversion at one

of the inputs) gates. The MQCA layout as well as the corresponding circuit schematic are

shown in Fig. 4.11. Three baseline tiles (as wire crossing), two double fan-out tiles, one triple

fan-out tile, three orthogonal tiles (as MV and MV-like) are used in this design. These tiles

are connected using passive tiles, which function as wires. The MV gate and the MV-like

gates are highlighted by dotted squares. In the design of a full adder, no additional isolation

is needed between tiles. The waveforms for the single-bit adder are shown in Fig. 4.12.
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Figure 4.12: Waveform output of a single-bit full adder.

4.5 RAMA Benchmarking

The unique computational architecture of RAMA makes it an attractive possible post-CMOS

technology. The main advantage of RAMA comes from the low powered switching and the

correlated states between neighboring pillars which aids in lowering the energy barrier during

the switching process. In addition, the ordered array structure allows for both non-volatile

memory and reconfigurable logic on the same chip.

The disadvantage of RAMA comes from the relatively slow switching speed (∼ 10−10

seconds) compared to the latest technology node MOSFETs. This is due to the response

time of the ferroelectric material to the applied electric field. Therefore, RAMA would not be

ideal for high performance computation that are the focus of novel post-CMOS technologies

(e.g. graphene).

In order to benchmark RAMA with other post-CMOS technologies, an effort was made

[46] to derive similar metrics for various nanotechnologies in implementing a two-input NAND

gate. This benchmarking effort took into account the full process of computation, from

application of electric fields to clocking of the logic gates. The results for the energy vs. delay
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Figure 4.13: Comparison of the energy and delay of a 2-input NAND gate in RAMA versus
other emerging technologies.

are shown in Fig. 4.13. Based on these results, RAMA would be ideal for ultra-low power

applications requiring long battery life and modest computational intensity.



Chapter 5

Modeling of Spin-Torque

Nano-Oscillators

The operation of spin torque oscillators takes advantage of two key discoveries in magnetic

materials–spin dependent transport and spin transfer torque. These discoveries were made in

a structure known as the magnetic tunnel junction (MTJ), which consists of two ferromagnetic

metal layers separated by a thin insulating barrier layer (Figure 5.1). The insulating layer

is so thin (a few nm or less) that electrons can tunnel through the barrier when a bias

voltage is applied between the two metal electrodes. An important property of an MTJ is

that the tunnelling current depends on the relative orientation of the magnetizations of the

two ferromagnetic layers, which can in turn be changed by an applied magnetic field. This

phenomenon is called tunneling magnetoresistance (TMR). In this section, we review some of

the major results which led to current focus on spin torque nano-oscillators. We will then

develop the dynamical equations for the Verilog-A model and an analytical model which

can accurately explain the oscillation frequency and synchronization of multiple oscillators.

55
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After validating the results with experiment, we look at the geometry of the spin torque

nano-oscillator and its consequence for synchronization in a parallel electrically-coupled array.

5.1 Spin Dependent Transport

The history of spin-dependent transport in magnetic multi-layers went from obscurity to Nobel

Prize winning research. Here we present just a brief outline of that history–full reviews of the

research progress are given in the following excellent papers [47, 48, 49, 50, 51]. The first work

on spin dependent transport began more than 40 years ago with experiments by Meservey et.

al.[52, 53]. A few years earlier, the BCS theory of superconductivity had been published [54]

and there was great interest in transport properties of electrons through superconducting

junctions [55]. Meservey et. al. predicted that the energy level of a superconductor in

a magnetic field could be split in such a way that it could act as a high precision spin

polarization detector. This allowed them to constructed a trilayer junction, consisting of

ferromagnetic-insulating-superconducting layers, which could detect the conduction changes

due changes in the magnetization orientation of the ferromagnetic layers. This was the first

experimental verification that electron transmission could be a function of its spin orientation.

Soon afterwards, Julliere [56] demonstrated tunneling magnetoresistance (TMR) between

two ferromagnetic layers separated by an insulating barrier. By using ferromagnets of different

coercivities, it was possible to detect the change of resistance between parallel magnetizations

and anti-parallel magnetizations. Julliere postulated that the TMR could be calculated based

on the spin polarization of the two ferromagnetic layers as given by the equation:
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Figure 5.1: (a): Structure of a magnetic tunnel junction with a fixed layer, whose magne-
tization is pinned, and a free layer, whose magnetization can be changed. (b): The stable
precession trajectory of the magnetization of an in-plane free layer in response to spin transfer
torque.

TMR =
2P1P2

1− P1P2

(5.1)

where P =
ρ↑−ρ↓
ρ↑+ρ↓

and ρ↑ and ρ↓ are up-spin and down-spin electron carriers, respectively, in

the ferromagnetic layer.

Despite these discoveries, there would be very little research on spin-dependent transport

for another decade. Partly this was caused by technologically demanding fabrication process,

which makes it difficult to fabricate robust and reliable tunnel junctions. Also, the fact that

the reported values of TMR were small (at most a few percent at low temperatures), did

not trigger considerable interest in view of sensor/memory applications. The perfecting of

molecular beam epitaxy (MBE) and its greater availability during the 1980s [57] allowed for

better thin-film fabrication allowing studies of magnetic thin-film structures.

The discovery of giant magnetoresistance (GMR) in spin-valve structures (using metallic

spacer layers) ignited interest in spintronic devices. Because of their pioneering work on

GMR, Albert Fert [5, 58] and Peter Grünberg [6] were awarded the Nobel Prize in Physics

in 2007 [50, 51]. While previous experiments used cryogenic conditions, room temperature
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operations were shown by Miyazaki and Tezuka [59, 60] that demonstrated the possibility

of large values of TMR in MTJs with Al2O3 insulating layers, while Moodera et al. [61]

developed a fabrication process, which appeared to fulfill the requirements for smooth and

pinhole-free Al2O3 deposition.

The first accurate theoretical consideration of TMR was made by Slonczewski in 1989

[62]. He considered tunnelling between two identical ferromagnetic electrodes separated by

a rectangular potential barrier assuming that the ferromagnets can be described by two

parabolic bands shifted rigidly with respect to one another to model the exchange splitting

of the spin bands. By imposing perfect translational symmetry of the tunnel junction

along the layers and matching the wave functions of electrons across the junction, he solved

the Schrödinger equation and determined the conductance as a function of the relative

magnetization alignment of the two ferromagnetic films. In the limit of thick barrier, he

found that the conductance is a linear function of the cosine of angle θ between the magnetic

moments of the films:

G(θ) = Gint(1 + P 2 cos θ) (5.2)

where Gint is the normal conductance through the trilayer interfaces, P is the spin-polarization

of the fixed layer and θ is the angular difference in the magnetic orientation between the

fixed and free layers. This matches the previous observations in Julliere’s equation (Eqn. 5.1)

that parallel magnetizations have higher conductance than anti-parallel orientation.
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5.2 Spin Transfer Torque

The other effect, spin transfer torque, was first predicted by Slonczewski [63] and Berger

[64, 65] and subsequently verified experimentally in oxide-based MTJs [66, 67]. This behavior

is observed in MTJs when a DC current is applied through the junction. One of the

ferromagnetic layers (known as the fixed or pinned layer) is used to spin-polarize the DC

current to align a majority of electrons in the spin orientation of layer. When these electrons

tunnel through the insulating layer and are injected into the second ferromagnetic layer (the

free layer), they transfer their angular momentum to electrons in the free layer causing the

magnetization to change. Normally, dynamic processes in magnetic layers create damped

oscillations which dissipate over time. However, Slonczewski showed that the spin transfer

torque effect can be used to cancel out the dampening effect, creating stable oscillations,

and in some cases, complete reversal of the magnetization [68] (Figure 5.1(b)). The latter

effect can be used to perform the ”write” operation of MTJs in magnetic memory devices

such as MRAM and STT-RAM [69, 70], while the former can be used to create microwave

oscillations in spin torque nano-oscillators (STNO).

Soon after the theoretical development, spin torque nano-oscillators were demonstrated

experimentally [68, 71, 72]. The microwave oscillations generated by the STNOs exhibit

wide ranging tunability simply by adjusting the DC current and applied magnetic field

(Figure 5.1(a)), with frequencies ranging from 0.1GHz–100GHz and linewidths on the order

of ∼100MHz [73]. More recently, it has been experimentally shown that two STNOs can

mutually phase-lock and synchronize [74, 75]. These experiments involved two MTJ structures

with a shared free layer which allowed current injected spinwaves to interact with each other
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causing them to phase-lock. The ability of spin torque oscillators to synchronize is not

only advantageous in increasing the output oscillation power [76] but also provides a way of

transferring information and computing with multiple oscillators.

In this paper, we propose an array of STNOs which can perform Non-Boolean computations

through synchronization. Specifically, we show how to use the STNO array for pattern

recognition, which serves as a first step towards associative memory behaviour [77, 78].

Throughout this paper, we discuss some of the design parameters that have to be considered

for effective synchronization of the oscillators. In Sections 5.3-5.5, we discuss the dynamics

of the STNO and how electrically coupling them can provide an alternative method to

synchronization. In Section 5.6, we examine the device geometries which are optimal for

coherence of multiple STNOs and introduce the idea of parallel connected DMTJ-STNO

arrays. We use HSPICE simulations to model the spin torque nano-oscillator behavior. More

details about the simulation setup are provided in the Appendix.

5.3 Modeling the Dynamic Behavior of STNOs

The precessional motion of magnetization (M) of the free layer of an MTJ, in the presence of

an effective magnetic field (Heff ), can be accurately modeled by the Landau-Lifshitz-Gilbert

(LLG) equation (Eqn. 2.15). With the introduction of Slonczewski’s spin-transfer torque, the

LLG equation with the STT term is given by:

∂M

∂t
= −γ0M×Heff +

γ0α

Ms

M× (M×Heff ) + η(θ)
µBI

eV
M× (M×Mp) (5.3)
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The first term in Eqn. (5.3) is the precession of the magnetization (M) around and effective

magnetic field (Heff ) where γ0 is the gyromagnetic ratio. The second term describes the

phenomenological dampening (α) which brings the magnetization in anti-/parallel alignment

with Heff (here Ms is the saturation magnetization of the free layer). Finally, the third

Slonczewski term is similar to the dampening term, except the torque pulls the magnetization

towards the orientation of the polarizing layer (Mp). The spin torque is modified by the

applied current density given by
(
I
V

)
, where V is the free layer volume, and also by the spin

polarization efficiency factor η(θ) given by [63]:

η(θ) =

[
−4 + (1 + P )3 3 + cos θ

4P 3/2

]−1

(5.4)

where P is the polarization of the fixed layer and the angle θ is the relative orientation

between the free and fixed layer.

The effective magnetic field (Heff ) is given by:

Heff = Hext + Han + Hdem + Hamp (5.5)

where Hext is the external applied magnetic field. The field Han represents the magnetocrys-

talline anisotropies that exist due to the crystal structure. This anisotropy contribution can

be further divided into contributions from the easy-axis, perpendicular axis and planar fields:

Han = Heasy + Hperp + Hplanar (5.6)

The easy axis field lies in the plane of the free layer while the perpendicular axis is the
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out-of-plane contribution. Finally, the planar field is the field that tries to pull an out-of-plane

magnetization towards the free layer plane. The demagnetization field captures the shape

anisotropy of the magnetic material and depends on the geometry. In general, Hdem = N ·M,

where N is a shape dependent term [10]. Finally, Hamp is the amperian field created by the

injected current within the magnetic tunnel junction. This circular field will lie in the plane

of the free layer and will depend on the magnitude of the current through the wire.

5.4 Self-oscillation in STNOs

5.4.1 Universal Oscillator Model

In this section, we will develop a theory for self-oscillation of spin torque nano-oscillator based

on the Verilog-A model. This theory will help model STNOs and explain how they maintain

the precession and achieve synchronization. In this respect, we follow the reviews by Slavin

et. al. [79] and Li et. al. [80] which provide the standard expositions on the subject.

Self-oscillatory systems are very common in nature and technology [81, 82, 83]. Despite

of a wide variety of different physical realizations, all self-oscillatory systems have the same

three key elements: (i) resonant element that determines frequency of self-oscillations, (ii)

dissipative element, which is inevitable in any real device or mechanism, and (iii) active

element that compensates the energy losses and makes self-oscillations possible. In many

cases the effect of the active element can be described as a negative damping, i.e., the presence

of an active element in the system is reflected in the dynamical equations of motion by the

presence of a term that has a form, similar to the term, which describes the natural damping,
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but with opposite (negative) sign.

The majority of self-oscillators of this type, regardless of a particular physical realization,

can be described by the same nonlinear oscillator model [79]:

dc

dt
+ iω(p)c+ Γ+(p)c− Γ−(p)c = f(t) (5.7)

or the complex amplitude c(t) of self-oscillations, which measures both the power p = |c|2

and phase φ = arg(c) of the oscillations. In Eqn. 5.7, ω(p) is the resonance frequency of

the resonant element, Γ+(p) is the damping rate for the natural energy dissipation (natural,

or positive, damping), negative damping rate Γ−(p) describes the effective action of the

external or internal energy source (active element), and the driving term f(t) describes the

interaction of the self-oscillator with the rest of the world, e.g., influence of external signals

or/and thermal fluctuations. The resonance frequency ω(p) and both damping rates Γ±(p)

are, in general, functions of the self-oscillation power p = |c|2, which makes the self-oscillator

a nonlinear dynamical system.

We consider the simplest possible geometry of spin-torque nano-oscillator (STNO)the

oscillator based on a normally magnetized isotropic magnetic nano-pillar shown schematically

in Fig. 5.2. We will assume that the spin-polarized current is uniform across the area of

the free layer and that only the spatially-uniform magnetization precession is excited. This

simple case allows one to perform reduction of Eqn. 5.3 to the universal oscillator model Eqn.

5.7 exactly, and without complicated mathematics.
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Figure 5.2: Configuration of fixed and free layers of an out-of-plane spin torque nano-oscillator.

The effective magnetic field Heff in the considered case has the simple form:

Heff = (H0 − 4πMz)ez (5.8)

where ez is the unit direction normal to the plane of the free layer, H0 is the external

bias field, and the term −4πMz describes the influence of the demagnetization field.

In all the practically interesting cases the influence of the conservative torque γ0(M×Heff )

in Eqn. 5.7 is much larger than the influence of the nonconservative damping term and

spin-transfer torques. Thus, it is convenient to rewrite Eqn. 5.3 using the normal coordinates

of the conservative system, in which the conservative term has the simplest possible form. To

get the insight about the possible form of the normal coordinates for the Landau-Lifshitz

equation 2.15, one can consider conservative Landau-Lifshitz equation, linearized about the

equilibrium orientation of magnetization M = M0ez:
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(
dMx

dt

)
cons

= −ω0My(
dMy

dt

)
cons

= +ω0Mx (5.9)

where ω0 = γ0(H − 4πM0) is the ferromagnetic resonance (FMR) frequency of the normally

magnetized magnetic film. Note, that the third component of the magnetization vector is

constant in the linear approximation (Mz = M0) due to the conservation of the length of

the magnetization vector |M | = M0. Two real equations for the magnetization projections

Mx and My can be rewritten as one complex equation (in the nonlinear regime) for the

dimensionless complex variable c = (Mx − iMy)/
√

2M0(M0 +Mz):

(
dc

dt

)
cons

= −iω(p)c (5.10)

where ω(p) is the nonlinear precession frequency:

ω(p) = ω0 + 2ωMp (5.11)

where ωM = 4πγ0M0.

One can see that Eqn. 5.10, which describes the nonlinear magnetization precession, has

a very simple form and coincides with the conservative part of the universal model. The

general solution of Eqn. 5.10 can be easily found in the form:

c(t) =
√
p exp[−iω(p)t+ iφ0] (5.12)
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where p and φ0 are, respectively, the dimensionless power and the initial phase of the

precession. Such simple description of the nonlinear precession regime is made possible solely

by the use of the proper normal coordinates of the systemcomplex spin wave amplitude c.

Now, we will consider corrections to the equation of motion caused by the damping and

spin-transfer torques. One can obtain the following correction caused by the Gilbert (α)

damping torque: (
dc

dt

)
damp

= −Γ+(p)c (5.13)

where

Γ+(p) = ΓG(1 +Qp+Q′p2) (5.14)

and ΓG = αω0, Q = 2ω0/ωM − 1 and Q′ = −2ωM/ω0. In all physically-relevant range of

complex amplitudes c the damping function Γ+(p) is positive and Eqn. 5.13 leads to the

reduction of spin wave amplitude c with time. For sufficiently small spin wave amplitudes,

when one can neglect nonlinear terms in Eqn. 5.14, this reduction is exponential with the

linear rate ΓG, which represents the half-linewidth of the linear ferromagnetic resonance.

It is important to note, that the damping function Γ+(p) is nonlinear, even if one uses the

usual linear form of the Gilbert damping torque (α). Thus, the damping rate of spin wave

excitations depends on the spin wave power p and, generally, increases with p. The use of the

nonlinear form of the damping torque will lead to the same functional form of the damping

correction as in Eqn. 5.13, but with different values of nonlinear damping coefficients Q and

Q. This correction is qualitatively important in the case of an in-plane magnetized free layer.

In a similar way one can find corrections to the dynamical equation for the spin wave

amplitude c caused by the spin-transfer torque. In the case when the bias current is spin-
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polarized along ez direction, this correction has the form:

(
dc

dt

)
spin

= +Γ−(p)c (5.15)

Here, Γ−(p) is given by:

Γ−(p) = σ0I(1− p) (5.16)

where σ0 = ηµB/eV . For I > 0, Γ−(p) is positive in physically relevant range of complex spin

wave amplitudes c (p < 1), and Eqn. 5.15 leads to the increase of the amplitude c with time,

i.e., spin-transfer torque creates effective negative damping for the magnetization precession

in the free magnetic layer.

Collecting together contributions from the all three torques, we get:

(
dc

dt

)
=

(
dc

dt

)
cons

+

(
dc

dt

)
damp

+

(
dc

dt

)
spin

(5.17)

and the dynamical equation for the spin wave amplitude c takes the form:

dc

dt
+ iω(p)c+ Γ+(p)c− Γ−(p)c = 0 (5.18)

which exactly coincides with the universal oscillator model without the external driving force

f(t). Thus, the dynamics of the considered here simplest spin-torque oscillator can be exactly

described by the universal model with properly defined nonlinear frequency ω(p), natural

positive damping Γ+(p), and effective negative current-induced damping Γ−.
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5.4.2 Precession Generation

To find the stationary solution of the free self-oscillator equation (Eqn. 5.18), we rewrite it as

a system of two real equations for the power p = |c|2 and phase φ = arg(c) of the oscillations:

dp

dt
= −2[Γ+(p)− Γ−(p)]p (5.19)

dφ

dt
= −ω(p) (5.20)

Here, the first equation determines the dynamics of the oscillation power p in an au-

tonomous self-oscillator, whereas the second one describes the dynamics of the oscillation

phase φ or defines the generated frequency dφ/dt.

According to Eqn. 5.19, there are two possible types of stationary (dp/dt = 0) solutions.

The first stationary solution p = 0 is trivial and corresponds to the absence of any oscillations.

Linearizing the equation near this zero-power solution (p→ 0), one obtains the equation:

dp

dt
= −2[Γ+(0)− Γ−(0)]p (5.21)

It is clear from the linearized equation, that the zero-power solution is stable and, therefore,

physically realizable, when Γ+(0) > Γ−(0). Thus, the condition Γ+(0) = Γ−(0) determines

the threshold of appearance of an oscillation having a nonzero power, or, in other words, the

threshold of generation in an self-oscillator.

Using Eqns. 5.14 and 5.16 for defining the parameters of the universal oscillator model of

an STNO, one obtains the expression for the threshold current Ith of microwave generation
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in the case of a spin-torque nano-oscillator:

Ith =
ΓG
σ

(5.22)

This equation implicitly determines the dependence of the threshold current on the

external bias field, geometrical sizes, and other parameters of the STNO.

The second type of stationary solutions of Eqn: 5.19 is a nonzero solution p = p0, where

p0 is determined from the condition Γ+(p0) = Γ−(p0). This equation has a clear physical

meaning: in the stationary regime (p = p0), energy losses due to the natural energy dissipation

(Γ+(p0)) should be exactly compensated by the energy supply from the external energy source

(Γ−(p0)), and the total effective damping (Γ+(p0)− Γ−(p0)) should be exactly equal to zero.

Using Eqn. 5.19, the stationary power p0 for the spin-torque nano-oscillator can be written

as:

p0 =
I/Ith − 1

I/Ith +Q
(5.23)

The stationary power (Eqn. 5.23) equals to zero at the threshold of generation (i.e.,

I = Ith) and gradually increases with the increase of the ratio I/Ith up to a limiting value of

p∞ = 1 for I/Ith →∞. The dependence of the stationary power p0 on the current ratio for

several different nonlinear damping coefficients Q is shown on Fig. 5.3.

Similarly, the frequency of generation is one of the most important parameters of an

self-oscillator. Equation 5.20 states that the instantaneous oscillator frequency dφ/dt is, at

each moment of time, equal to the nonlinear frequency ω(p(t)) determined by the current

value of the oscillation power p(t). Thus, the frequency ωg, generated in the stationary
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Figure 5.3: Dependence of the stationary power p0 of a spin-torque nano-oscillator on the
current ratio I/Ith for several values of the nonlinear damping parameter Q.

oscillation regime (p = p0 =const), is given by the equation ω = ωg(p0), which corresponds to

the linear time dependence of the oscillation phase:

φ(t) = −ωgt+ φ0 = −ω(p0)t+ φ0 (5.24)

where φ0 is an arbitrary initial phase of the oscillations. Then, the full stationary solution

c0(t) for the complex amplitude c of the self-oscillation can be written as:

c0(t) =
√
p0 exp[−iωgt+ iφ0] (5.25)
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Figure 5.4: Frequency versus applied current behavior in STNOs. The lines represent the
Verilog-A model predictions, while the red and blue points represent experimental results
[50].

Using Eqn.5.23 and 5.11, one can obtain an explicit expression for the frequency, generated

by a spin-torque oscillator:

ωg = ω0 +N
I/Ith − 1

I/Ith +Q
(5.26)

The dependence is shown in Fig. 5.4 for positive (blue frequency shift) and negative (red

frequency shift) values of N . One can, also, find the frequency tunability dωg/dµ with respect

to the variation of some control parameter µ of the oscillator:

dωg
dµ

=
dω

dµ
+N

dp0

dµ
(5.27)

where N = dω(p)/dp is the nonlinear and all the derivatives are taken at the stationary

operation point p = p0. The first term accounts for the direct dependence of the oscillator

frequency ω(p) on the control parameter µ, while the second term describes the indirect
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Figure 5.5: Frequency of current-induced microwave oscillations ωg in the in-plane magnetized
nano-contact as a function of the bias magnetic field H0. Solid circles—experimental data
from [74]; Solid line—Verilog model.

changes in the generation frequency ω(p0) due to the dependence of the stationary power p0

and on the parameter µ.

5.4.3 Model Validation

The Verilog-A based model gave a natural explanation of a number of qualitative features of

microwave generation in spin-torque nano-oscillators. First of all, it explained the dependencies

of the generation frequency ωg and frequency-current slope dωg/dI on the direction and

magnitude of the external bias field, allowed one to estimate the threshold current Ith of

microwave generation, etc. Here we present several examples of experimental data that can

be quantitatively explained by the simple nonlinear oscillator model (Eqn. 5.19). In Fig. 5.5
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Figure 5.6: Frequency of current-induced microwave oscillations ωg as a function of the out-
of-plane magnetization angle θ0 for H0 = 8kOe (solid circles) and H0 = 5kOe (open circles).
The solid and open circles represent the experimental data from [73]; solid lines–Verilog
model.

shows the dependence of the generation frequency ωg on the bias magnetic field H0 for an in-

plane magnetized magnetic nano-contact. One can see, that the nonlinear oscillator model of

current-induced oscillations can give satisfactory quantitative explanation of the experimental

data in all the range of bias magnetic fields H0. While the shape of the dependence of

the generation frequency ωg on H0 is qualitatively similar to the dependence of the FMR

frequency ω0 on the bias field H0, the quantitative values of ωg are significantly below ω0.

This is explained by the fact that the experiments [74] were performed significantly above the

threshold of generation (where the current ratio parameter was equal to I/Ith = 1.56 [79]),
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and, since the nonlinear frequency shift coefficient N is negative for an in-plane magnetized

film, the generation frequency ωg = ω(p0) was shifted down from the FMR frequency ω0 (see

Eqn. 5.26).

In Fig. 5.6, we shows the dependence of the generation frequency g on the out-of-plane

magnetization angle θ0 for two values of the bias magnetic field H0. The points represent

experimental data from [73], while the lines show Verilog-A model results in the framework

of nonlinear oscillator model. Here, again, the simple theory gives a good quantitative

description of the experimental data.

5.5 Electrically Coupled STNOs

5.5.1 Magnetic vs. Electrical Synchronization

While phase locking via magnetic spinwaves has been shown between two spin torque

oscillators [84, 74, 75], it still remains uncertain if this process can be scaled up for fabrication,

or even synchronization, when many STNOs are involved [85].

An alternative to magnetic synchronization is to use the magnetoresistance effect to

convert the magnetic oscillations in the free layer into an alternating current signal through

the MTJ. Then two or more STNOs can be connected electrically to achieve synchronization.

Each STNO in an electrically coupled array can operate independently and does not require

specialized features (e.g. shared free layer) to achieve synchronization. This allows for a

variety of circuit topologies which would be difficult to realize in a purely magnetic system. In

spinwave-coupled STNOs, the geometric layout of the oscillators will determine functionality,
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Figure 5.7: (a) The relative orientation of the magnetization vector and the effective magnetic
field which synchronizes the STNOs. (b) A general layout of an electrically-coupled parallel-
connected STNO array. The variable resistor in the schematic represents the ability to change
the current through each parallel branch of the array to set the DC current (IDC,i). This
produces an oscillating signal (IAC,i) which combines on the common node with the signals
from the other parallel branches.

whereas in electrically-coupled arrays the oscillator connectivity is determined by the more

flexible circuit topology. Furthermore, the electrical nature of the signals can be used to

integrate the STNOs with MOSFET transistors and other conventional circuit elements. This

feature makes a hybrid MOSFET/STNO circuit attractive for computational purposes.

5.5.2 Synchronization Dynamics

One possible method of increasing the power of spin torque nano-oscillators has been to

synchronize them to a common frequency [75, 86, 87, 79]. Electrically synchronizing multiple

STNOs has been previously considered for both series and parallel configurations [88, 89, 90,

91]. We have shown previously [92, 93, 94] that in a parallel array of STNOs with out-of-plane

fixed and free layers, oscillators with similar frequencies can exchange energies through their

AC signal, slowing down or speeding up their oscillations until they achieve synchronization.

We now examine the synchronization dynamics of the circuit shown in Fig. 5.7. Each parallel

STNO will have a DC current, Idc,i, which determines the initial frequency of its operation.
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This in turn will generate an AC current, Iac,i, due to the TMR of the magnetic junction. By

Kirchoff Current Law, the common node will have a combined AC current of Iac = ΣiIac,i.

This AC current will re-distribute the energy throughout the array. To quantify the energy

gain/loss in one of the STNO, we look at the Hamp component of the effective magnetic

field in the LLG equation (Eqn. 5.3). In this case, Hamp = ξIacφac, where ξ is a material

dependent property and φac is the angular unit vector in-plane to the free layer of the STNO.

Therefore, for the i-th STNO, the energy injected/removed by the magnetic field Hamp is

given by:

Ei = −µ0MsV

∫
Hamp · dMi

= −µ0MsV ξ

∫ ∑
j

Iac,jφac,j · dMi

= −
∑
j

ϑjmi cos(φi − φj) (5.28)

where ϑj = πµ0MsV KIac,j, and mi =
√

1
2
[m2

x +m2
y + (m2

x −m2
y) sin(2φac,j)] represents the

projection of Mi onto φac,j. Finally, φi and φj are phase components of the i-th and j-th

oscillator respectively.

Now that we have an expression for the energy landscape of STNOs, we can determine how

the frequency of oscillation changes to respond to the change in energy. First, we recognize

that the phase is related to its frequency as φi = φi,0 + 2πfit. Therefore, the changes in the
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phase can be represented as:

dφi
dt

= 2πfi + δfi

= 2πfi +

(
dfi
dEi

)
Ei

= 2πfi −
∑
j

∆ijcos(φi − φj) (5.29)

where φi and fi are respectively the phase and frequency of the oscillator, and the coupling

constant ∆ij = −
(
dfi
dEi

)
ϑjmi is between the two oscillators which depends on the material

properties of the device and relative frequency distance. Equation (5.29) represents the exact

dynamics outlined by Kuramoto’s model of weakly coupled oscillators [95]. Kuramoto’s

oscillation model is a general principle which applies to many emergent behaviour phenomena

in nature [96, 97, 98, 99]. An important application was first proposed by Hoppensteadt and

Izhikevich [100] to model associative memory in neural networks. In the next chapter, we will

consider the similarities between the Hoppensteadt model and an array of parallel connected

STNOs.

5.6 STNO Geometry & Oscillations

In the previous sections, we have considered the properties of a general parallel connected

STNO array. However, to create a physical array there are several device-level considerations

that must be taken into account. There are many different geometric configurations of the

fixed and free layers of a spin torque oscillator. Each configuration can generate different

modes of oscillation depending on the biasing current and applied external magnetic fields.
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Figure 5.8: (Top) A Perpendicular STNO. This configuration exhibits circular orbits which
produce almost harmonic oscillations. However, the amplitude of the electrical signal is weak
due to the infinitesimal variation in ∆R/R when the angle of precession is constant. Here
we show multiple orbits corresponding to different DC currents and frequencies. (Bottom)
Transient simulation showing changes in frequency and synchronization of almost harmonic
STNOs.

First, we consider two configurations–perpendicular (Figure 5.8) and mixed–both of which use

perpendicular magnetic anisotropy (PMA) free layers. These geometries were chosen because

they can produce oscillations without the need for an external magnetic field [101, 102, 103];

this makes it much easier to operate a large-scale array without the need of a localized

magnetic field. The mode of oscillation for these two configurations are different which creates

a trade-off between synchronization and signal strength.
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Figure 5.9: Top: Mixed Geometry STNO. The mixed geometry STNO exhibits complex
orbital precessions which lead to nonharmonic oscillations. Bottom: Transient analysis shows
the complex periodic orbit of four mixed STNOs with similar frequencies. This configuration
creates a large electrical signal because of the large variations in magnetoresistance. At the
end, all four oscillators are shown to synchronize.

5.6.1 Harmonicity & Signal Strength

When considering these two geometries of STNOs, the oscillation mode plays a significant

role in the synchronization behaviour and the amplitude of the electrical signal generated by

the MTJ. The amplitude of the electrical signal depends on the magnetoresistance of the

MTJ. This effect can be estimated as the angular difference between the free and fixed layer

given by the equation,

∆R

R
= 1− P 2cos(θ) (5.30)
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Figure 5.10: Dual Barrier Magnetic Tunnel Junction. (Top) The oscillations in the DMTJ
are both harmonic and have large electrical signal. (Bottom) The transient frequency
behavior of eight DMTJ STNOs as they synchronize.

where R is the average MTJ resistance, ∆R is the deviation from the average, P is the

effective polarization by the fixed layer and θ is the angular difference between the free and

fixed layer.

In the perpendicular geometry, where both the free and fixed layer are PMA materials,

the trajectory of the magnetization is approximately circular, producing a simple almost

harmonic oscillation. With almost harmonic oscillations, synchronization between multiple

oscillators can be achieved with frequency differences as large as 22% (Figure 5.8(Bottom))

and within ∼100 periodic cycles. However, because of the circular trajectory, there is very

little change in ∆R/R from Equation (5.30), creating very small electrical signals (Figure

5.8(Top)). This, in turn, prevents effective communications between the oscillators in the

array.
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Figure 5.11: (a): Schematic diagram of a perpendicular spin torque nano-oscillator in design.
(b): In-plane and out-of-plane hysteresis loops of the multilayer structure.

In a mixed configuration the fixed layer is in-plane while the free layer is out-of-plane

(Figure 5.9). In this geometry, the orbit of oscillation produces a Lissajous curve and thus

produces a complex periodic signal. This is advantageous from an electric signal point of view

due to the large change in ∆R/R. However, simulation results show that synchronization

becomes difficult as the frequency bandwidth of coherence is reduced to 2-3% with much

larger coherence time than for harmonic oscillations.

5.6.2 Dual Barrier MTJ

In order to take advantage of the positive aspects of both configurations, we propose combining

the two geometries in a trilayer structure. This dual barrier magnetic tunnel junction (DMTJ)

consists of PMA fixed and free layers and an in-plane analyzer layer. During operation, the

PMA fixed layer induces harmonic oscillation in the free layer while the in-plane analyzer

layer creates large changes in ∆R/R yielding a large electrical signal.

It should be noted that DMTJs have been realized experimentally [104] though those

devices used only in-plane ferromagnets for all three layers. The fabrication of PMA DMTJs
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is an area of active research (Figure 5.11).

Simulations results show that the DMTJ structure maintains near harmonic oscillations

and thus can have synchronization frequency bandwidths as large as 18% with coherence

times on the same order as the perpendicular geometry (Figure 5.10). At the same time,

the DMTJ maintains a large electrical signal comparable to the mixed geometry. With this

device geometry, an array of STNOs can be created which is robust enough for computation.



Chapter 6

Applications of Synchronized Spin

Torque Nano-Oscillators

In the previous chapter, we developed an accurate Verilog-A model of the spin torque nano-

oscillator and showed that in a parallel, electrically-connected array, the spin torque oscillators

can mutually synchronize. Furthermore, we showed analytically that such an architecture

follows the dynamics outlined by Kuramoto’s model of weakly couple oscillators [95]. An

important application was first proposed by Hoppensteadt and Izhikevich [100] to model

associative memory in neural networks. In this chapter we will explore the applications of

synchronized spin torque nano-oscillators.

6.1 STNO Array as an Oscillatory Neurocomputer

The Hoppensteadt model uses oscillators to implement a neural network. The Non-Boolean

nature of the oscillators can realize neural networks with only N -connections as opposed

83
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Figure 6.1: STNO array as an oscillatory neurocomputer. (a) Components of an oscillatory
neurocomputer (modified from Hoppensteadt et. al). (b) A general layout of an electrically
coupled parallel-connected DMTJ-STNO array. The dual barrier magnetic tunnel junction
(DMTJ) produces a harmonic signal with a strong voltage signal.

to N2-connections required by traditional cross-weighted architectures [78]. Because both

systems are manifestations of Kuramoto’s oscillation model, the STNO array can act as a

physical implementation of Hoppensteadt’s oscillatory neurocomputer.

Figure 6.1 shows the similarities between the oscillatory neurocomputer and the STNO

array. The STNO array consists of parallel connected devices with the oscillation frequency

set by the current running through each branch. The oscillating signals from each parallel

branch are summed up in an analogous fashion to the ”averager” in the Hoppensteadt scheme

and act as a global periodic signal through which the oscillators communicate. The feedback

layer is emulated in the STNOs through the magnetization dynamics of the free layer. The

overall effect is a change in frequency and phase of the oscillator shown in Eqn. 5.29. When

the oscillator frequencies are close they begin to synchronize. In the next section we discuss

how such an array can be physically implemented.
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Figure 6.2: Hybrid MOSFET/STNO Array for Pattern Recognition. (Bottom Right
Corner) The hybrid circuit consists of DMTJ spin torque oscillators sandwiched by NMOS
and PMOS source followers. The VREF transistors receive the reference vector, while the VIN
handle the input vector. The bandpass filter (BPF) is used to isolate frequencies representing
matches. (Left Column) Transient analysis showing the synchronization of STNOs over
time.

6.2 Pattern Recognition

As a first step to an associative memory circuit, we designed a hybrid MOSFET/STNO array

which can compare a test vector with a reference vector and give an indication of the degree

of match (DOM) between the two data sets. As explained in the previous chapter, we use

DMTJ spin torque nano-oscillators for the array.

The MOSFET transistors are used to control the frequency of oscillation by modulating

the current in each branch depending on the test vectors. Each of the transistors act as

source followers thereby maintaining the same voltage across the DMTJ if both inputs to the

transistors are shifted by an equal amount. This ensures that the frequency of the STNO

remains unchanged if the reference and test bits are the same. In the test case shown in Fig.
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6.2, an STNO is assigned to each bit of a 7-segment array. The Reference column shows

how the reference transistors are assigned–with ’0’ representing a blank and ’1’ representing

a filled segment. These bits represent patterns which have already been ”memorized” by

the array. Similarly, the Input column represents the bits for the test pattern which will be

compared to the memorized patterns.

In the topmost case, we have a test pattern which is an exact match to one of the

memorized patterns. The STNO arrays start at two frequencies representing the bits which

are both ’0’s and both ’1’s. These frequencies are close enough such that they synchronize

together until all oscillators operate at the same frequency. The time for all the STNOs to

cohere together was approximately 10ns for oscillators operating at 12GHz.

The middle and bottom cases illustrate the scenario where the test pattern is not an

exact match to the memorized pattern. As the transient analysis shows, there are additional

frequencies that appear when there are mismatches. These frequencies are different enough

that they do not synchronize completely with the STNOs which represent matches, though

their frequencies are affected. In case of mismatches, the oscillators take longer to reach

synchronization, sometimes taking more than twice longer than for a perfect match scenario.

If we perform a frequency analysis on the parallel node of the STNO array after all the signals

have synchronized, we can get an estimate of the DOM between the test and reference vectors.

As the number of oscillator synchronize to a single frequency, the output signal power is

boosted. Therefore, if we analyze the signal power near frequencies representing matches,

we can determine which memorized pattern represents the best match to the test vector.

A bandpass filter can be used to eliminate all frequencies except for the ones representing

matches (Figure 6.2).
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Figure 6.3: The Fourier analysis of the parallel node can be translated as the degree of match.
Hence ’6’ is a better match than ’2’. The dashed box shows the frequencies of the BPF.

This array represents a simple hybrid MOSFET/STNO circuit which can be used to

analyze patterns and determine a degree of match. While this toy model is a trivial example

of pattern recognition, it displays some of the techniques that can be adapted for more

complicated applications. In the next section, we modify the array architecture for texture

segmentation.

6.3 Texture Segmentation

To humans, an image is not just a random collection of pixels; it is a meaningful arrangement

of regions and objects. We can agree about the different regions in the images and recognize

the different objects. It has been identified that several factors lead to human perceptual

grouping: similarity, proximity, continuity, symmetry, parallelism, closure and familiarity. In

computer vision, these factors have been used as guidelines for many grouping algorithms

[105].
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Figure 6.4: Schematic of texture detection using coupled oscillators. The textured image is
first filtered through a bank of Gabor filters and the result is fed into an array of oscillators
which clusters the spatial data.

The most studied version of grouping in computer vision is image segmentation. Image

segmentation techniques can be classified into two broad families (1) region-based, and (2)

contour-based approaches. Region-based approaches try to find partitions of the image pixels

into sets corresponding to coherent image properties such as brightness, color and texture.

Contour-based approaches usually start with a first stage of edge detection, followed by a

linking process that seeks to exploit curvilinear continuity. In this section, we will exploit the

parallel array architecture of STNOs to implement a region-based segmentation to distinguish

different textures within an image.

One of the most useful methods of extracting textures has been filtering methods [81].

In fact, one well known class of filters that are known to achieve both spatial and spatial-

frequency localization needed for texture detection is the Gabor function. The process of
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Figure 6.5: Gabor filters with orientations of (a): 0◦, (b): 45◦, (c): 90◦

texture segmentation using Gabor filters involves proper design of a filter bank tuned to

different spatial-frequencies and orientations to cover the spatial-frequency space; decomposing

the image into a number of filtered images; extraction of features from the filtered images;

and the clustering of pixels in the feature space to produce the segmented image (Fig. 6.4).

6.3.1 Gabor Filters

Gabor filters have the ability to perform multi-resolution decomposition due to its localization

both in spatial and spatial-frequency domain. Texture segmentation requires simultaneous

measurements in both the spatial and the spatial-frequency domains. Filters with smaller

bandwidths in the spatial-frequency domain are more desirable because they allow us to

make finer distinctions among different textures. On the other hand, accurate localization of

texture boundaries requires filters that are localized in the spatial domain. However, normally

the effective width of a filter in the spatial domain and its bandwidth in the spatial-frequency

domain are inversely related according the uncertainty principle [106]. That is why Gabor

filters are well suited for this kind of problem.

A Gabor function in the spatial domain is a sinusoidal modulated Gaussian. For a 2-D

Gaussian curve with a spread of σx and σy in the x and y directions, respectively, and a
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modulating frequency of u0, the real impulse response of the filter is given by:

G(x, y) =
1

2πσxσy
exp

{
−1

2

[
x2

σ2
x

+
y2

σ2
y

]}
· cos(2πu0x) (6.1)

The above equations show only an orientation of zero degrees with respect to the x-axis. An

arbitrary rotation of the filter can be achieved spatially by rotating the spatial function in

the spatial domain in the x − y plane. The frequency u0 and the rotation angle θ define

the center location of the filter. By tuning u0 and θ to different center locations we can

create multiple filters that cover the spatial-frequency domain. The rotations can be achieved

through the transformations:


x′ = x cos θ + y sin θ

y′ = −x sin θ + y cos θ

Several orientations of the Gabor filter are shown in Fig. 6.5.

6.3.2 Oscillator-based Filtering

The filter process by a Gabor filter is achieved by a convolution operation with the image.

Therefore, the filtered image can be represented as [78]:

(F ·G)(x′, y′) =

∫
F (x′ − x, y′ − y)G(x, y) dxdy (6.2)
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Figure 6.6: Gabor filtering through coupled oscillators using frequency shift keying. The
corresponding Gabor filter circuit using a parallel array of STNOs.

where F is the image and G is the Gabor filter function. For 2D pixeled images, this relation

can be expressed as a matrix multiplication:

(F ·G)kl =
∑
i,j

(Fk−i,l−j)(Gij) (6.3)

It has been shown [77] that the matrix multiplication in Eqn. 6.3 has a direct relationship

with the pixel-wise difference between the image and Gabor filter pixels. This suggests that

we can approximate the convolution integral (Eqn. 6.2) by using a circuit very similar to

the toy model developed in the previous section, since that circuit essentially computed the

pixel-wise difference between two vectors.

Furthermore, Nikonov et. al. [107] introduced a coupled oscillator model for implementing

the Gabor filter. Nikonov introduced a frequency shift keying (FSK) method for assigning the

frequency of oscillation for each of the oscillators. The oscillators have their initial frequencies

shifted from the center frequency ω0 by the DC control voltage inputs proportional to the
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Figure 6.7: Gabor filter response using parallel array of STNOs for four different orientations
of the filter.

difference of the image F and the Gabor filter G patterns on a pixel by pixel basis:

ωj = ω0 + ∆ω(Fj −Gj) (6.4)

As the oscillators evolve (Fig. 6.6), their instantaneous frequencies drift. If they synchronize,

their final frequencies lock. They can also partially synchronize, with some oscillators

remaining at different frequencies.

From Fig. 6.6, we can see the similarities between the FSK scheme and the parallel,

electrically connected array of spin torque nano-oscillators. In the texture detection, the test

and reference inputs are replaced by the image and Gabor vectors respectively. The difference

between the two vectors will shift the frequency of oscillation from the central frequency, ω0.

The oscillators then interact with each other via a common transmission line and synchronize

when the frequencies are similar to each other.
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Figure 6.8: The effect of bandwidth ∆ω on filter response. (a): ∆ω/2π = 10GHz; (b):
∆ω/2π = 3.1GHz (optimum); (c): ∆ω/2π = 200MHz

6.3.3 Texture Detection

Using the frequency shift keying scheme, we implemented the Gabor filter on a 64x64 image

for four different filter orientation. The results are shown in Fig. 6.7. We see that for each

Gabor filter, a different part of the image is emphasized while other parts are attentuated.

These selected parts represent signature for various textures within the image.

One of the significant parameters within these simulations is the coupling bandwidth ∆ω.

This number determines the scaling of the frequency based on the difference between the

image and the Gabor filter. In Fig. 6.8, we show the effect of the bandwidth on the filtering

process. When the bandwidth is too large (Fig. 6.8(a)), only a few oscillators synchronize,

creating a noisy output signal. On the other hand, if the bandwidth is too small, then too

many oscillators synchronize to the same value giving a near single-valued filtered image (Fig.

6.8(c)). However, there exist a range of bandwidths which allows for the right number of

oscillators to synchronize to produce the Gabor filtered-image (Fig. 6.8(b)).

More work needs to be done to implement advanced techniques in pattern recognition

such as rotation, scale transformations and edge detection which are part of a more realistic

associative memory design. The use of oscillators for these purposes remains an active

area of research which suggest that STNOs are a possible device implementation for these
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Figure 6.9: (a): An RF filter using STNO. A current mirror is used to set the DC current,
which in turn, adjusts the resonating frequency. An input signal is applied to the STNO,
which filters the frequencies near resonance. Depending on circuit topology, both bandpass
and bandstop (pictured) can be implemented. (b): An RF filter using stacked current mirror.
By stacking the footer of the current, we can increase the circuit impedance resulting in a
deeper notch filter.

applications. Fabrication of these specialized spin torque oscillators also remains a challenge.

However, with the recent advancements in PMA spin torque devices, DMTJs could be feasible

in the near future. Finally, more simulation and modelling needs to be done on these STNO

arrays to determine the robustness of the design to noise and process variations. These

analyses will help refine and improve future circuit designs and architectures.

6.4 Radio Frequency Circuits

One of the most exciting aspects of the STNO devices is the possible application to system-

on-chip (SoC) [108, 109]. The nanoscale dimensions, coupled with the possibility of CMOS

integration, low power, tunable frequency through magnetic fields and electrical currents,

high quality factor Q (≥ 10,000) and the possible control of coupling opens many possibilities

beyond the current state-of-the-art RF systems. One such RF application is as filters which

take advantage of injection locking which has already been observed in STNOs [84]. Using a

current mirror, we can create a circuit which allows the STNO to be tuned to a resonant
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frequency, and then apply an AC signal to the oscillator. For frequencies close to the center

frequency, the STNO acts as either a bandpass or a band-reject filter depending on the

circuit topology used. This allows us to do signal processing for a wide range of frequencies

(1GHz-100GHz). This simple circuit acts as notch bandpass/bandstop filter with line widths

of 10 MHz.

Although the STNOs can be used to filter narrow bandwidth signals, we are also interested

in developing robust techniques to tune the filter strength and bandwidth. One of the ways

to increase the filter strength is to improve the current mirror design used to set the STNO

resonance oscillation. A stacked cascode structure (Figure 6.9) can be used to increase the

circuit impedance, this strengthening the coupling of the STNO to the desired frequency. In

our simulations, the stacked cascode structure produces a 5dB improvement over the normal

structure (Figure 6.9b).

Yet another technique to increase the filter strength is to use STNO synchronization.

It has been shown that the oscillation power of the STNOs can be increased through the

synchronization of multiple nano-oscillators [76, 88, 110]. In Figure 6.10, we use the same

principle to boost the power of STNOs. The coherence creates a stronger resonance signal

which helps to increase the filter strength. In Figure 6.10b, we show that a coupled STNO

can enhance the filter strength by almost 10dB over a single STNO filter. However, the

increase in strength begins to level out with more STNO since the oscillation power increases

quadratically. The bandwidth of the STNO filter can also be adjusted through engineering

the thermal stability of the free layer of the magnetic tunnel junction. The thermal stability

determines the susceptibility of the free layer to noise. In general, spin torque oscillators are

resilient to noise and thus create high Q-factor oscillations. However, the thermal stability
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Figure 6.10: (a): A coupled STNO bandstop filter. The cascode current mirrors set the
frequency of oscillation in the STNOs. When the frequencies are close together, the oscillators
synchronize to produce a stronger filter. (b): The frequency analysis shows a deeper notch
for more coupled STNOs. The increase in filter strength is superlinear (∼ N2)

(Eqn. 1) can be exploited through device geometry and material properties to make the

device more susceptible to noise.

∆ ≈ HkMsV

2kBT
(6.5)

where Hk and Ms are the free layer magnetic properties and V is the volume of the layer.

This effect allows other frequencies to be included in the STNO filter which broadens the filter

bandwidth. However, there is a trade-off between filter bandwidth and the filter strength as

the noise affects the integrity of the harmonic oscillations.

In addition to filters, there are also other RF applications which are actively being

researched [111]. Because spin-torque devices exhibit an intrinsic instability leading to

oscillation, these devices may also be exploited to realize self-oscillating RF mixers. Mixers

are the central component of heterodyne receivers, which are the most important sensor

architecture used for RF applications. Heterodyne receivers typically make use of a separate

local oscillator with which the signal to be detected is mixed. This allows the power of the

detected signal to be measured while maintaining phase coherence. STNO devices offer a
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Figure 6.11: The effect of noise and thermal stability on STNO filters.

means of realizing self-oscillating mixers because the magnetic procession in these devices is

inherently nonlinear. With the self-mixing characteristic of the device, the oscillation source

and the mixer are combined in one device. In addition, the device is tunable via applied

current or magnetic field. All these advantages make STNO device an intriguing choice for

realizing RF/millimeter-wave tunable mixers. These preliminary results provide only a hint

of some of the RF applications which are possible with nanoscale STNOs. The SoCs of the

future can thus replace large power hungry active and passive CMOS devices with simple

nanodevices with better characteristics.



Chapter 7

Conclusions

The primary goal of this disseration has been to develop a unified framework in which we can

describe the behavior of magnetic spintronic devices. In that respect, this work has created

a Verilog-A model capable of modeling spintronic devices governed by the Landau-Lifshitz-

Gilbert equation. The development of this model has provided an invaluable scientific and

engineering tool to not only explore the behavior spintronic devices, but also use it to design

novel circuits and architecture for spin-based technologies.

We first extended this model to include multiferroic devices by developing a thermodynamic

model for both ferroelectric and magnetostriction behavior in these special class of materials.

Using this model we were able to show close correspondence between experiment and

simulation.

In addition, we used this model to design a novel digital logic device known as the

Reconfigurable Array of Magnetic Automata (RAMA). The Verilog-A multiferroic model not

only exhibited binary switching, but also a third state which can be used for reconfiguration

of logic gates similar to field programmable gate arrays (FPGAs). This work then proposed

98
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a logic architecture based on cellular automata computation. We developed a logic system

based on majority gate like structures and a four-phased clocking mechanism which can

realize any arbitrary logic. Therefore, RAMA can be an attractive future technology targeting

ultra low-power applications. Yet another application of the Verilog-A model has been to

simulate the behavior of spin-torque nano-oscillators (STNOs). After extending the model to

include the effects of spin transfer torque, we were able to show some remarkable properties

of this spin-based oscillator from frequency tunability to synchronization. This work not only

validated the device model with experimental results, but also developed an analytical model

which can be used to explain the precession generation and synchronization dynamics.

Using this Verilog-A model, we designed applications which take advantage of the synchro-

nization behavior of STNOs. The first application was towards an oscillatory neurocomputer

which can be used for pattern recognition. We further developed this recognition circuit

to perform more complicated tasks such texture segmentation. Finally, this dissertation

proposed using synchronized STNOs for tunable radio-frequency filters. A proof-of-concept

demonstrated that STNOs have great flexibility and can be adjusted to provide narrow-band

filtering with adjustable parameters such as frequency and bandwidth.

7.1 Future Work

In this dissertation, we have only scratched the surface of the possible applications using

spintronic devices. There still exist several engineering challenges, such as fabrication and

optimized integration of these devices with traditional MOSFET technologies. However,

given the theoretical background, rapidly progressing experimental studies and similarities
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to systems in nature and other fields of study, spintronic devices are very promising for

future conventional and non-conventional applications. Furthermore, their nanoscale size and

compatibility with MOSFET technology opens the possibility of ”More-than-Moore” type

applications. Some possible future directions for the work presented in this dissertation are:

• Extending the Verilog-A model to include Fourier based LLG solver rather than

macrospin model for capturing the behavior and structure of magnetic domains.

• Development of a near-memory computational device using multiferroic nanopillars for

both nonvolatile memory and reconfigurable logic.

• Study of optimized synthesis and placement of MQCA gates for RAMA-based logic.

• Optimizing interconnect design within MQCA logic for better criss-crossing of ”wires”.

• Extending the transport model of spin transfer torque to modify Slonczewski’s barrier

model to Non-equilibrium Green Formalism (NEGF) for more accurate characterization

of the magnetic tunnel junction.

• Modify the pattern recognition architecture for edge detection through Laplacian filters.

• Implement Hebbian learning using STNO based oscillatory neurocomputer.

• Study better methods of improving the output power of STNO through synchronization

and amplification.



Appendix: Simulation Parameters

All simulations were done using an HSPICE device model of spin torque nano-oscillators.

This device model solves the Landau-Lifshitz-Gilbert-Slonczewski (LLGS) equations for a

macrospin model. The material properties were extracted from experimental values for

Co2FeAl/MgO/Co2FeAl MTJ structures. Some of the simulation properties are listed in

Table 1. We also used 45nm PTM transistor model [112].

Table 1: Simulation Parameters
Material Parameter Value

Saturation Mag. (Ms) 1× 106 A/m
In-plane Anisotropy (Hin) 5× 105 J/m3

Out-of-plane Anisotropy (Hout) 2× 106 J/m3

Damping parameter (α) 0.01
Spin polarization (P ) 0.6
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