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Abstract 

Positron emission tomography (PET) imaging is an excellent tool to evaluate 

molecular, metabolic, physiologic and pathologic conditions of the body for diagnosis, 

therapy planning and research. It is based on annihilation coincidence detection technique, 

wherein a positron annihilates with an electron to generate two 511 keV photons that can 

be detected simultaneously. Several factors such as the detector element size, positron 

range, and noncollinearity of annihilation photons together limit the system spatial 

resolution of a PET system. Quantification of PET data is thus very challenging due to 

the limited spatial resolution. Tracer kinetic modeling is commonly used for quantitative 

evaluation of dynamic PET data. The image derived time-resolved curves are susceptible 

to incomplete radioactivity recovery called partial volume (PV) effect, and cross-

contamination between adjacent regions called spillover (SP) effect, thereby image 

derived data do not reflect the true activity concentration in the region of interest. The 

objective of this dissertation is to develop tracer kinetic models for evaluation of 

metabolism and perfusion in the heart using dynamic PET imaging in vivo, accounting 

for PV and SP corrections. 

Using Siemens microPET Focus F120 small animal scanner, efforts were devoted into 

the development and validation of an in vivo quantification methodology for 2-[18F] 

fluoro-2deoxy-D-glucose (FDG) dynamic PET images of mouse heart, which can 

simultaneously give an accurate estimation of metabolic kinetic parameters, and model 



 

 

 

 

corrected blood input function with PV and SP corrections in a 3-compartment glucose 

transport model [1]. This advanced method not only improves quantitation but is also 

repeatable. Using the developed kinetic model, this dissertation also discussed the non-

invasive measurement of the myocardial glucose uptake rate ki in mouse heart subjected 

to transverse aortic constriction (TAC) surgery induced pressure overload left ventricle 

hypertrophy (LVH), to test the hypothesis that metabolic changes precede and possibly 

trigger cardiac dysfunction in the pressure overloaded heart [2].  

Adapting the quantification methodology developed in small animals to clinical 

practice,  a first-in-human study was carried out on a Siemens Biograph mCT PET/CT 

clinical scanner using dynamic FDG PET imaging, to test the hypothesis that significant 

changes in glucose metabolism precede any structural and functional changes of the heart 

in patients with hypertension [3][4]. 

Also, this dissertation explored quantitative assessment of absolute blood flow in 

mouse heart using dynamic 
13

N-ammonia PET imaging in a 3-compartment tracer kinetic 

model [5]. Larger positron range of isotope 
13

N leads to further degradation of the spatial 

resolution, thereby making quantification more challenging than that in FDG PET 

imaging. Poor image quality, small size of the mouse heart and rapid heart rate results in 

significant PV effect and SP contamination. A quantitative 3-compartment tracer kinetic 

model was developed to measure blood flow in mouse heart in vivo. A correlation 

between blood flow and metabolism was established in the stressed mouse heart, for the 

first time, using dynamic 
13

N-ammonia and FDG PET imaging respectively. 
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1 Introduction 

1.1 Fundamental Concepts of Nuclear Medicine 

Nuclear medicine is a medical specialty. It uses safe, noninvasive and low-cost 

method of radioactive principle, to evaluate molecular, metabolic, physiologic and 

pathologic conditions of the body for diagnosis, therapy and research. 

In nuclear medicine study and preparation, gamma-ray-emitting or positron-emitting 

radionuclides are combined with other elements to form radioactive substances, or 

combined with existing pharmaceutically active molecules to form radiopharmaceuticals, 

which happen to have chemical properties that allow them to be concentrated in places of 

medical interest for disease detection. The radiopharmaceuticals are more commonly 

referred as traces or radiotracers.  

Nuclear medicine uses very low dosage of radiopharmaceuticals to diagnose and treat 

disease. Once the radiopharmaceutical is administered into the body, it can be localized 

in specific organs or cellular receptors, after which the radionuclide tracer atom enables it 

to be detected with a gamma camera or other imaging device, which then can provide 

very precise images of the body area being imaged. This property of radiopharmaceutical 

allows nuclear medicine the ability to image the extent of the metabolic process in the 

body, based on the chemical and biological properties of the radiopharmaceutical itself, 

rather than relying on structural changes in the tissue anatomy.  



 

 

 

 

Nuclear medicine treatment of diseased tissue is using focused high energy ionizing 

radiation interfering cell multiplying based on metabolism. Cells multiply rates differs 

and the quicker multiplying cells are affected much stronger than standard cells, so the 

diseased cells have less time for detecting and fixing DNA errors before they multiply, so 

it is more likely to destroy them when corrupted by nuclear radiation [6]. 

1.2 Advantages of Nuclear Medical Imaging 

Nuclear medical imaging is different from most of the traditional diagnostic imaging 

modalities that provide outstanding anatomic images but are limited in the ability of 

providing functional processes information, such as x-ray computed tomography (CT) 

and magnetic resonance imaging (MRI). They offer the potential to identify abnormalities 

at very early stage in the progression of the disease in vivo long before some medical 

problems are anatomically apparent. This early detection provides an early intervention 

timing window in the disease progression when there may be a better prognosis [7]. 

Nuclear medicine studies have the ability to provide exquisitely sensitive 

measurements of a wide range of functional processes in the body non-invasively. In 

addition, there are also nuclear medicine studies that allow imaging of the whole body 

depends on certain radiopharmaceuticals and functions [8][9]. Information regarding the 

location of abnormally active metabolism obtained from the whole-body scan helps 

physicians effectively pinpoint the source of disease [10].  

To understand of biological processes at the cellular level in living organs is 

expanding [11]. Innovation and development of new tracers technology and “smart 

probes” [12] enable not only visualization and characterization of biological processes at 



 

 

 

 

the molecular level, but also quantification analysis, which allow nuclear medicine to be 

more organ- or tissue-specific and reveal very specific functional process of interest 

underlying a particular disease [13][14]. 

1.3 Diagnostic Nuclear Medical Imaging 

There are two major instruments of nuclear medicine imaging: positron emission 

tomography (PET) and single photon emission computed tomography (SPECT). PET 

scan provides a three-dimensional image of functional processes within the body. 

Positrons are emitted during radiopharmaceuticals decay, followed by annihilation with 

an electron in the surrounding tissue; simultaneously send two photons in opposite 

directions that subsequently are detected by the gamma-ray cameras grouped around the 

body. The distribution of the recorded events is used to assess the distribution of the 

injected radiopharmaceuticals or products of metabolized radiopharmaceuticals, and to 

calculate the tomographic images. 

Single photon imaging technique uses radionuclides that emit single instead of double 

gamma rays, which can be measured by using a gamma-ray camera directly. The image 

obtained by a gamma-ray camera from one particular angle is a planar view of 3-D 

distribution of the radionuclides with the body (also called projection), and SPECT 

imaging is performed by using a gamma-ray camera to acquire multiple 2-D projections 

from multiple angles. This information can be presented as cross-sectional slices along 

any chosen axis through the body. 

The higher efficiency of PET scanner detects and records coincident events in time, 

which provides more radiation event localization information, thus higher resolution than 



 

 

 

 

SPECT. However, SPECT offers a wider observation timing window due to its longer 

half-life radionuclides, thus allowing nuclear medicine researchers to observe longer 

biological process in vivo several hours or days after administration of the 

radiopharmaceutical [15]. 

1.4 Motivation 

Nuclear medicine studies determine the cause of the medical problem based on 

functional process, it has major impacts on diagnosis and treatment of disease, among 

which PET scans allow researcher do accurate quantitative analysis to obtain more 

information [16], thus exploit the way that the body handles substance differently when 

there is a disease progressing. For example, PET can detect most cancer stages, often 

before they are evident through other medical tests. PET can also give important early 

detection about cardiovascular disease and many neurological disorders, like Alzheimer's. 

While the quantification ability of PET data is unique and unsurpassed, it has its own 

limitations. The highest resolution of PET scanner is limited by physical and geometrical 

conditions, which introduces in inaccuracy in quantitative analysis [17]. Hence, there is a 

need to develop in vivo correction techniques of accurate PET data quantification for the 

diagnosis and treatment of disease.  



 

 

 

 

2 Physics of Positron Emission Tomography 

2.1 Basic Nuclear Physics Principles in PET 

Radioactive decay is a physical process that an unstable nucleus loses energy by 

emitting particles of ionizing radiation, and transform to a nucleus in a more stable state, 

or to a nucleus containing different numbers of protons and neutrons. Among many 

different types of radioactive decay, positron emission, or called beta plus decay (β
+
 

decay) is a particular type of radioactive decay. 

2.1.1 Unit of Radioactive Measurements 

Radioactive activity is measured in SI-derived unit becquerel (Bq) or non-SI unit curie 

(Ci) [18]. One Bq is defined as the amount of radioactive material of which one nucleus 

decays per second.  

 
1 1secondper decay  1 1  sBq   2-1 

The non-SI unit Ci was originally defined as the activity of the quantity of radium 

emanation (radon-222) in equilibrium with one gram of radium isotope Ra-226. At 

present the curie is equal, by definition, to 3.7×10
10

 decays per second. 

 BqsCi 10110 107.3 107.3 1  

  2-2 

The unit curie is current discouraged by the SI. Low activities are also measured in 

disintegration per second (dpm). 



 

 

 

 

2.1.2 Positron Emission and Annihilation 

In a β
+
 decay, an unstable radionuclide nucleus loses energy, a proton inside the 

nucleus emits a positron (e
+
) and an electron neutrino (νe) while it is converted into a 

neutron. Schematically, the process is 

 eenp  

  2-3 

The positron is emitted with a neutrino that is not detected. Positron emission typically 

happens in proton-rich radionuclides since the decay decreases proton number relative to 

neutron number. 

The positron is the antiparticle of an ordinary electron (e
-
), it has a very short life after 

ejection from the nucleus in electron-rich matters. The low-energy positron rapidly loses 

its kinetic energy in collisions with atomic electrons in the surrounding matter. The 

collision results in the annihilation of both the positron and electron, and creation of 

gamma ray photons [19][20][21]. The frame of reference in which the positron-electron 

system has zero net linear momentum before the annihilation, and this is also the most 

common case, thus two gamma ray photons are emitted in opposite direction after 

collision, and the rest energy of the positron and electron is evenly shared between them: 

 
keVcmcmE ep  51122 

  2-4 

    ee   2-5 

The energy is released as a pair of high-energy gamma ray photons. Higher order 

annihilation is also possible [21], but the probability becomes lower because these more 



 

 

 

 

complex processes have lower probability amplitudes. It only occurs in about 0.003% 

[22][23] of all annihilations. 

 

Figure 2-1 Positron-electron annihilation as a result of β
+
 decay. 

 

Positron emission and annihilation are very useful in nuclear medicine studies. First, 

the annihilation gamma ray photons are very energetic (511 keV) that they have a good 

chance of escaping from the body to be detected externally. Second, the two opposite 

annihilation photons are emitted following a precise geometric relationship, which 

enables PET to localize the annihilation event position [19][20]. It can be used as a good 



 

 

 

 

indicator of where the radioactive atoms are in the body because the annihilation event 

site is very close to the positron emission point. 

2.2 Events Detection in PET 

A PET scanner is designed to detect the simultaneous emitted back-to-back 

annihilation photons and localize the site of corresponding positron emission events. This 

unique mechanism is called annihilation coincidence detection (ACD) [24][25].  

2.2.1 Coincidence Detection 

A simple coincidence detection system consists of a pair of 511 keV gamma radiation 

detectors with associated electronics and a coincidence circuit.  

The simultaneous detection of two annihilation photons allows PET to determine the 

annihilation site from which line the annihilation photons were emitted along, or more 

accurately which part of volume, connecting the two detectors. This line between the 

coincidence detector pairs is referred as a line of response (LOR). To obtain the complete 

3D information of an object, a large number of LORs data are collected at different 

angles and different radial offsets that cover the entire field of view of the PET system. In 

a typical PET scan, millions of pairs of annihilation photons will be detected and 

recorded after a positron-emitting nucleus labeled chemical compound being 

administrated into the body [26][27]. 



 

 

 

 

 

Figure 2-2 Diagram of a basic annihilation coincidence detection system.  

 

Identically the two annihilation photons are emitted and detected simultaneously. 

Opposing detectors will generate timing signals for the pulses stimulated by the incident 

photons, which can then by analyzed by coincidence logic circuits. However, due to 

different distance travelled by two photons from the annihilation event point to the 

detectors, as well as different time delays in signal transit through electronics and cables, 

a small finite timing window is needed to avoid missing coincidence events. A 

coincidence event is determined by when a pair of photons are recorded within this 



 

 

 

 

coincidence timing window. In the same time, the timing window should be as narrow as 

possible to prevent from detection of other types of unrelated events that accidentally 

happen within the timing window. Usually the width of timing window is chosen to be as 

wide as the time resolution of a pair of coincidence detectors, which is 6-12 ns. Timing 

signal is generated from each pulse, and then it is passed to coincidence circuitry for 

processing [28].  

Figure 2-3 shows the mechanism of a coincidence circuit. Except for the time-of-flight 

effect, two timing pulses arising from the same coincidence event usually can have some 

time differences due to the finite time resolution of the detector and coincidence circuit. 

To address this issue, a gate generator is adopted to process the timing pulses and then 

creates an electronic pulse lasts for time Δt, which is known as the coincidence resolving 

time of the system [26][27]. These fixed-width pulses then pass through a logic unit, 

which generates a pulse if there are two signals processing at the same time [29]. For 

example, a coincidence event will be recorded if a timing pulse is detected on one 

channel at time t, while there is another timing pulse detected on the other channel 

between t - Δt and t +Δt. There are set criteria for choosing the value of Δt. If Δt is too 

small compared to the time resolution of the detection system, many true coincidences 

will be missed. If Δt is too large, more coincidences other than true events will be 

counted.  



 

 

 

 

 
 

Figure 2-3 Schematic diagram showing timing signal processing in a PET camera. 

 

If choosing sufficiently small Δt, then time-of-flight effects may arise problems. These 

effects occur when one photon from an annihilation event takes significantly different 

time to reach the detectors than the other. With proper alterations made to the PET 

imaging systems, time-of-flight information can be used for improving spatial resolution 

and signal-to-noise ratio [30]. These require extremely fast scintillators such as barium 

fluoride (BaF2), which has a fast-component decay constant of 0.8 ns. 

2.2.2 Types of Events 

In the majority of total events detected by the PET system, only one of the two 

annihilation photons is registered. The other photon may be not on a trajectory that would 

intersect a detector, or may not deposit enough energy in the detectors to be registered. 

Normally these single events are rejected by the system. 



 

 

 

 

ACD generates a signal whenever a pair of events is recorded by opposing detectors 

with the timing window, and all the events detected by the coincidence circuit in a PET 

system are referred as prompt coincidences [26][29]. In ideal discussion, only true 

coincidence events result from a pair of photons produced by the same annihilation event 

would be recorded. However, due to other possible interactions of the 511 keV photons 

within the object body, other types prompt coincidence could also occur within the timing 

window. 

First shown in Figure 2-4 B is random coincidence. Random coincidence occurs when 

two photons from two seperate events are detected by opposing detectors within the 

width of timing window and recorded as coincidence event. This type of events is not 

rare and can occur anywhere even including the activity outside the field of view (FOV) 

of the scanner. The rate of random coincidence can be estimated by [26][29]: 

 212 NNRij 
  2-6 

where Rij is the rate of random coincidence, τ is coincidence timing window, and N1, 

N2 are the counting rates of the detector pair of interest. The random coincidence rate is 

proportional to the square of activity in the FOV and the width of coincidence window, 

while the rate of true coincidence events is directly proportional to the activity in the 

FOV. Random coincidences do not provide useful spatial information about the activity 

distribution, but create an approximately uniform background across the FOV of scanner, 

lower the image contrast and bring inaccuracy to quantification of activity within the 

object. 



 

 

 

 

 

 

 

Figure 2-4 Different types of coincidence events. (A)True coincidence, (B) Random coincidence, (C) 

Scattered Coincidence, (D) Multiple Coincidence. 

Another type of the invalid prompt coincidence is scattered coincidence [26][29] 

(Figure 2-4 C). These events occur originally from true coincidences, but one or both two 



 

 

 

 

annihilation photons have undergone scatter interactions and changed direction before 

they reach the detectors. In a scattered coincidence, the scattered photon is detected by 

detector other than the one that would correctly present for the original true event. The 

spatial information carried by a scatter coincidence is not true because the change of 

photon emitting direction changes the corresponding LOR. So the rate of scattered 

coincidence depends more on the distribution of activity, the attenuation property of 

object and geometry of PET cameras; also it is proportional to the activity in the FOV as 

the rate of true coincidence. Scattered coincidence leads to mispositioning events that are 

not directly correlated with position and could decrease contrast and cause an over 

estimation of isotope concentrations.  

Multiple coincidences [26][29] (Figure 2-4 D) occur when three or more photons are 

detected in multiple detector pairs within the width of timing window. In multiple 

coincidences, it is hard to determine which LOR should be assigned to the event, so 

usually the event is rejected or assigned a position in between the events.  

The prompt coincidence consists of true, random and scattered coincidence where 

only true coincidences carry the spatial information regarding the distribution of activity. 

It is important to estimate the percentage of the total prompt coincidences that result from 

random and scatter coincidences, which can then be removed to yield the actual 

distribution of the radiotracer. 



 

 

 

 

2.3 Detector Principles and Configurations in PET System 

To record millions of annihilation events in one PET scan from all directions, a large 

number of small detector pairs are need to be arranged in an array around the object, or a 

large area detector need to be placed near the object with the ability of determining 

positions hit by 511 keV photons enabled. Also, it is crucial for the detectors to be able to 

precisely identify when a photon strike the detectors, thus all the collected times can be 

compared to determine when the annihilation pairs were emitted. 

2.3.1 Scintillation Detectors 

Scintillators are transparent materials that exhibit the property of emitting visible light 

when excited by ionizing radiation (scintillation). These materials can be in solid, liquid 

or gas form and can be organic or inorganic compounds. The scintillation process 

converts high-energy photons into visible light via interaction with a scintillating material. 

In scintillators, when an incoming high energy photon strike and gets absorbed, it creates 

an energetic electron by either photoelectric absorption or Compton process. A 

photoelectric energy distribution is determined by photoelectric absorption and Compton 

scatter generate electrons of different. In photoelectric absorption, all the photon energy 

is transferred to the electron, so the energy distribution of the photoelectrons is sharply 

peaked close to the energy of the incident 511 keV photon [31][32]. In Compton 

scattering (Figure 2-5), the energy of scattered electron depends on the scattering angle 

[18]:  
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where φ is the photon scattering angle,  E is the energy of the incident photon and E' is 

the energy of the scattered photon. E' reaches a maximum when φ = 0. A typical 

theoretical energy distribution spectrum for the electrons interacted with 511 keV 

photons is shown in Figure 2-6. 

 

 

Figure 2-5 Compton scattering. A photon of energy E collides with a target electron at rest, then a new 

photon of energy E’ emerges at scattering angle φ. 

 



 

 

 

 

 

Figure 2-6 A typical energy distribution for photoelectrons involved in interactions with the incident 

511 keV photons. 

 

As an electron goes through the scintillator, it loses energy and excites other electrons, 

and then the excited electrons decay back to the ground state and emit light. The light is 

emitted isotropically, and the intensity is proportional to the energy of the electron that 

strikes the scintillator [31]. A scintillation detector consists of a scintillator optically 

coupled to a photomultiplier tube (PMT), which then generates an electrical signal in 

response to light incident upon its surface [31][32]. PMT absorbs the light emitted by the 

scintillator and re-emit electrons via the photoelectric effect. These detectors can produce 

an amplified current as much as 100 million times of the intensity of  incident light, and 

produce a pulse of electrical current which can then be analyzed for information about the 

original light current that originally strike the scintillator. 



 

 

 

 

The energy distribution is blurred by the limited energy resolution of the detector. In 

sufficiently large detectors, most photons can deposit all of their energy in the crystal and 

be registered in full energy peak, while in small size detectors only a portion of photons 

can undergo several Compton scattering processes prior to detection. The photons may 

escape before depositing all energy and give a continuous distribution lower within the 

full energy peak. There can also be some events with energy greater than the full energy 

peak because two or more photon interactions occur too close together to be resolved as 

separate events. So the actual energy distribution is smoother and wider [33].   

Each 511 keV photon detected by a scintillation detector will ultimately generate a 

single electrical pulse by the PMT. A timing signal is done by passing the electrical pulse 

through a constant fraction discriminator (CFD), which generates a digital pulse if the 

pulse signal reaches a certain fraction of the peak pulse height. The digital pulse can then 

be used in the coincidence circuitry. Usually there is an upper energy-level discriminator 

(ULD), and a lower energy-level discriminator (LLD) which are used to reject electrical 

pulses out of a particular range [34]. The ULD is used to reject some events where more 

than one photon strikes on the detector within system time resolution. The LLD can be 

used for removing scattered annihilation photons since they have lower energy than those 

which are unscattered. However not all scatter photons can be removed by LLD because 

many of them have energy very close to 511 keV and the system energy resolution is not 

sufficient enough to distinguish them from unscattered photons. On the other hand, the 

majority of unscattered photons undergoes Compton process with the scintillation 

crystals and loses their energy within the crystal; thus choosing high LLD value will 



 

 

 

 

cause losing a significant part of true events. So there is a trade-off between scatter 

photons rejection and sensitivity to true events [34]. 

There are many criteria for choosing scintillation materials, such as high density and 

fast responding time. As discussed above, the proportion of events registered in the full 

energy peak increases with increasing detector size, which makes it possible to remove 

most events arising from photons scattered within the object by using a higher LLD in a 

detector system with sufficiently fine energy resolution. However, the spatial resolution 

of the system decreases with increasing detector size. The number of events registered in 

the full energy peak can also be increased by increasing the proportion of photons 

involved interactions of photoelectric absorption, and  this can be achieved by choosing 

scintillator materials with a large value of effective atomic number Z (effective Z) [29]. 

Usually higher density materials have heavier ions that significantly increase the stopping 

power. High density materials with high stopping power reduces the size needed for 

stopping high energy γ-photons, therefore enables the ability of building more compact 

detector; for lower energy γ-rays, the range of Compton scattered photons will 

significantly decrease in high density materials. This results in better segmentation of 

higher proportion of photons in full peak energy and leads to better spatial resolution. 

PET detectors have to work at high count rates for millions of events, so high responding 

speed is needed for sufficient time resolution. Accordingly the scintillator decay time 

should be short since precision of time measurement with a scintillation detector is 

proportional to   [35].  



 

 

 

 

Several other properties are also demanded for a good detector scintillator: high 

efficiency of converting the incident gamma photons into scintillation photons, 

transparency to its own scintillation light spectrum, an index of refraction close to that of 

glass that allow optimum optical coupling between the scintillator and PMT window, 

good linear attenuation over a wide range of energy [29][31][32]. And obviously the 

scintillator should be sturdy and easy to manufacture. 

 

Table 2-1 Properties of scintillators material useful at 511 keV  

Properties ρ (g/ cm
3
) 

Decay time 

(ns) 

Photons yield 

(per keV) 

Index of 

refraction 

Ration between 

photoelectric 

and Compton 

NaI(Tl) 3.67 230 37.9 1.85 0.22 

BGO 7.13 300 8.22 2.15 0.78 

LSO: Ce 7.40 47 25.4 1.82 0.52 

GSO: Ce 6.71 56 9.00 1.85 0.35 

BaF2 4.89 0.8
†
, 630

‡
 1.37

†
, 9.59

‡
  1.56 0.24 

†, ‡: slow and fast components. 

 

The properties of some important scintillation crystals are shown in Table 2-1 

[32][36][37][38]. NaI has been widely used in SPECT and also used to a lesser extent in 

PET. The scintillation crystal widely used in clinical PET are bismuth germanate oxide 



 

 

 

 

(BGO), gadolinium oxyorthosilicate (GSO) or cerium-doped lutetium oxyorthosilicate 

(LSO) [39].  

2.3.2 Detector Design 

There are several variations to decode the detector signals. For example, a 2D pixel 

related array of scintillation crystals are coupled to four single channel PMTs via a light 

guide to form the block detector [26] (Figure 2-7) is one major method of PET scanners 

[40]. 

When a photon incident is on one of the crystal elements, it will create a unique 

scintillation light signal that is shared by all four PMTs. Location of the event crystal 

element can be obtained from the individual PMT outputs [41]:  
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where A-D are fraction of light detected by each PMT.  



 

 

 

 

 

Figure 2-7 Schematic figure of block detector. 

The positioning algorithm is subject to statistical fluctuations in the signals detected 

by the PMTs, which brings spatial distortion. The block detector provides a very cost 

effective method to ultimate intrinsic spatial resolution by reducing the number of 

photodetectors and associated electronics. 

The other major approach to constructing a PET detector system is the continuous 

gamma camera [42]: a 2D array of PMTs be coupled to a single large area planar 

scintillation crystal. Since the spatial resolution decreases as the depth of scintillator goes 

up, high scintillation light output is required to achieve acceptable spatial resolution with 

large area planar detectors, so NaI is usually the choice in such systems.  



 

 

 

 

 

Figure 2-8 Schematic figure of continuous gamma camera. 

 

Unlike the block detector, the location of the event is determined by analyzing the 

distribution of scintillation light among the PMT matrix in this continuous gamma 

camera detector [42]. The location information provided by this design is continuous, and 

then sampling can be done on the continuous location information based on different 

criteria. This positioning algorithm needs to take special efforts to allow detection of 

multiple events happening in different places on the same planar scintillator, otherwise 

the detector dead time (time interval required for properly processing one event after 

another) becomes a major problem. Also, due to the shape of large area scintillation 

crystal, significant dead space occurs on the edges of detectors and gaps between 

detectors [29]. 

There are also other scintillation detector configurations such as position-sensitive and 

multi-channel PMT, depth-encoding detectors, avalanche photodiodes, other gamma ray 

detectors like multi-wire proportional chambers (MWPCs), or direct detection using 



 

 

 

 

semiconductor materials [26]. However, due to different limitations, they are not as 

widely used in practice like the two major designs talked above. 

2.3.3 PET Scanner Camera Configuration 

Several pairs of block detectors or only one pair of large area planar detector would 

not make a PET system. The most common configuration of PET scanners is placing 

adjacent rings of block detectors around the object bed [26][29]. The plane of the detector 

ring is often referred in terms transverse or transaxial, while the directions perpendicular 

to this plane (along the object bed) is referred in term axial. It is also common to put less 

number of planar detectors in a polygonal geometry [26][29]. Both geometries will allow 

full coverage of the entire cross-section of the object and detection of many LORs with 

moving detectors, so they are very useful for rapid imaging of tracer dynamic distribution 

or short half-life radionuclide labeled tracers.  



 

 

 

 

 

Figure 2-9 PET scanner configurations. (A) discrete design in a ring geometry; (B) discrete design 

rotation; (C) continuous design in a polygonal geometry; (D) continuous design in a ring geometry [26][29]. 

 

In PET system for static imaging with a long half-life radiolabeled tracers, a pair of 

opposing partial ring of detectors or large area planar detectors may be used to lower cost. 

This configuration requires rotating detectors around object to acquire sufficient data to 

reconstruct a tomographic image [26][29]. 



 

 

 

 

2.4 Data Acquisition for PET 

In most of the first generation multiring PET systems, axial collimators or septa were 

placed in between adjacent rings of detectors. The septa absorb photons with large 

incident angle, so only those photons that are emitted within a small azimuthal angle can 

be detected and registered. Thus, the coincidences were only detected and recorded in the 

direct or cross planes, where direct plane is defined as the coincidences detected by the 

detectors on the same ring and cross plane is define as the coincidences detected by 

detectors on two adjacent rings (Figure 2-10) [29]. This design is commonly referred as 

two-dimensional data acquisition. 

 

Figure 2-10 2D data acquisition for PET. 



 

 

 

 

The septa reduces the single-channel counting rate by rejecting large angle photons 

that have a large possibility of being scattered within object body, therefore not only the 

scattered coincidences but also the random coincidences can be efficiently removed, and 

dead time can be minimized. In the cross planes, data are obtained from two different 

LORs, so they roughly have twice the sensitivity (twice the counting rates) than the 

positions in direct planes. However, the efficiency is low because the septa absorbs the 

annihilation photons on oblique LORs from many potentially valid coincidence events 

[29][43]. 

Newer PET systems remove septa in between adjacent rings, and the data is collected 

from all possible LORs. Because the coincidence planes are not only transaxial planes, 

this acquisition mode is referred as three-dimensional acquisition. The sensitivity of PET 

system can get dramatic improvement by defining addition coincidence planes. Typically 

3-D acquisition leads to a fourfold to eightfold higher sensitivity compared to 2-D 

acquisition. In 3-D acquisition, the sensitivity profile along the axial direction is a 

triangular shape function with a peak in the middle of the FOV, so it is important to place 

object near center of FOV. The sensitivity on the edge on FOV is equivalent to 2-D 

acquisition. 



 

 

 

 

 

Figure 2-11 3D data acquisition for PET. The highest sensitivity is in the middle of the FOV. 

The 3-D acquisition can be used to reduce imaging time for its higher sensitivity, and 

also reduce the injection dose of radioactivity. While 3-D acquisition provides overall 

higher sensitivity, the number of scattered coincidences and random coincidences is 

increased. Noise due to subtraction of random and scattered coincidence raises new 

problems when large amount activity is presented in the FOV. Also, there is a loss of 

spatial resolution along the axial direction due to the superposition of data from different 

positions [29][43]. Despite this, for the greatly improved sensitivity, 3-D acquisition 

mode is generally used on current commercially available PET scanners. 

The basic data acquisition protocol is the collection of a single static frame over a 

period. The radioactive concentration represents the average distribution during the scan 

time. In some studies, it is necessary to follow the dynamic changes in radioactive 

concentration distribution to yield more information of interest about the dynamics of 

tracer delivery, accumulation and clearance in tissue. PET scanners with full cross-

section coverage designs can simultaneously acquire data from all angles without 



 

 

 

 

detector motion, and have the ability to do dynamic studies. The scan usually starts as the 

radioactive tracer is being injected into object body and lasts for a number of time frames. 

2.5 Data Correction 

To produce a tomographic image which can reflect the true activity concentration, a 

number of corrections need to be applied to make sure the intensity of reconstructed 

image is proportional to the true activity in the corresponding area in the object. 

2.5.1 Normalization 

Fourier-based reconstruction method assumes all LORs have the same efficiency. 

However, the sensitivity of each LOR is affected by geometrical variations, non-

uniformities in individual detector elements and difference in detector electronics. The 

normalization corrects each LOR with a multiplication factor referred as normalization 

coefficients (NCs), to compensate for the non-uniformities. 

The most straightforward method of determining the NCs is to perform a scan of an 

uniform activity plane source, positioned at a number of equally spaced projection angles. 

This process will directly give a complete set of relative variation in coincidence 

detection efficiencies between all the LORs in the system. To reduce dead time and pile-

up effects, the uniform source activity should be low [44], and this results in it taking 

quite large amount of time to acquire sufficient counts per LOR for good statistical 

estimation (tens of hours).  

The time consuming problem can be solved by using a component-based variance 

reduction method [45][46], in which the coincidence detection efficiency between a pair 



 

 

 

 

of detectors of interest is assumed to be the product of the detector efficiencies and 

geometric factor, which can be written as: 
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 Where εi and εj are the individual detector efficiencies of the detector pair and gij is 

the geometric factor between them. The individual detector efficiencies can be obtained 

by performing a scan of uniform activity circularly symmetric source placing in the 

center of FOV. For each detector, the sum of coincidences between the detector of 

interest and all its opposing detectors is directly proportional to the detector efficiency. 

The geometric factors for a particular PET system can be determined by solid angle 

projected by the activity source at the detector and distance between the source and the 

detector, and can be assumed to remain constant. This process provides an estimation of 

NCs with low statistical noise because the measurement is based on averaging over a 

large number of detectors. However, the component-based method depends on empirical 

geometrical factor that could introduce systematic errors. There is a trade-off when 

choosing from these two correction methods [47]. 

2.5.2 Attenuation Correction 

As discussed in section 2.2.2, one or both annihilation photons could have undergone 

Compton scatter interaction before escaping from the object material, and this results in 

the removal or attenuation of primary photons of the LOR and the potential detection of 

scattered photons in different LORs. 



 

 

 

 

Consider a point source located at depth x inside an object material of thickness L 

along the LOR with linear attenuation coefficient μ, the probability of both annihilation 

photons will escape from the object is [29]: 
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Note that the probability is independent of the location of point source and only 

depends on the object thickness along the LOR.  

In phantom studies, the attenuation correction can be made by calculating based on the 

dimension. The phantoms object being imaged can be approximated with a geometrical 

shape such as a cylinder or ellipse, and the attenuation coefficient within the phantom is 

also assumed to be constant. Object thickness L along each LOR is determined for the 

calculation of equation 2-11.  

The most accurate method is direct measurements [29]. According to equation 2-11, if 

the point source is placed along the LOR outside the object, the activity measured by the 

detectors should be the same as the source inside the object. Thus, the attenuation factors 

can be obtained by performing two scans with or without an object in the FOV, and a rod 

source along the axial direction will rotate around the FOV [48]. First, the reference 

blank scan is measured with no object in the scanner, in which the blank data will be 

collected. Just before the injection of radioactive tracer, a transmission scan is acquired 

for the measured activity with the object inside the scanner. The attenuation factors along 

each LOR [49] are given by taking the ratio between the transmission scan and blank 

scan. 



 

 

 

 

2.5.3 Scatter Correction 

As discussed in section 2.2.2, scatter coincidence leads to many mispositioned events 

which change slowly with position and could reduce contrast and cause the isotope 

concentrations to be overestimated. The correction for scatter coincidence is difficult 

because it is impossible to distinguish the scatter events inside the object from the scatter 

events in the detector crystals on the bias of energy pulse height. Also, the scintillation 

crystal used in PET systems, mostly BGO detectors, have an energy resolution of 20% to 

25% [50], which makes it hard to separate high energy scatter coincidence from true 

coincidence. Note that scatter and attenuation are the same physics phenomenon, when 

one annihilation photon undergoes the Compton scattering interaction with the object 

material, it gets attenuated; if the photon is barely absorbed by the object and reaches the 

detector on another LOR, it becomes a scatter event. For this reason, scatter correction 

should be performed before attenuation correction. 

There are two main scatter correction methods currently being used in PET systems. 

First method uses the attenuation map obtained from the transmission scan and the 

uncorrected emission data [51][52]. Since both attenuation and scatter coincidence come 

from Compton scatter, it is possible derive the distribution of scatter photons falling in 

each projection profile from these two images and a model of the scanner, by using the 

Klein-Nishina formula [53]: 
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where α is the fine-structure constant, θ is the scattering angle, rc is the 

reduced Compton wavelength of the electron, and P(Eγ, θ) is the ratio of photon energy 

after and before Compton scattering [52]. 

Then this estimated distribution can be subtracted from the profiles and reconstruction. 

This method gives very accurate result when all the volume contains radioactivity is 

within the FOV of the PET system. Problems will arise if there is a volume containing 

high radioactivity lying outside the FOV [29]. Also repeatedly creating projection 

profiles increases the calculation intensity. 

The other method is fitting a Gaussian projection profile to the scatter distribution on 

the edge of each projection that requires the examination of the projection profiles 

immediately outside the FOV [54][55]. Since the scatter coincidence creates a low-

frequency background, data on the edge of projection profiles can be extrapolated using 

smooth function over the entire area. The fitted scatter distribution is subtracted from the 

projection profiles which can then use for reconstruction. This method works fast and 

effective when the scatter situation is simple, and the object has a volume containing 

activity both inside and outside the FOV. If there is nothing outside, this method may 

cause significant error. 

2.5.4 Random Correction 

Random coincidence creates an approximately uniform background across the FOV of 

system, reduces the image contrast and can cause significant artifacts; thus it is necessary 

to remove random coincidence from the prompt coincidence to obtain quantitative PET 

image data. As discussed in section 2.2.2, the rate of random coincidence Rij can be 



 

 

 

 

calculated for each LOR [56], which can be then subtracted. To accomplish this method, 

the single counting rate of each detector element and the coincidence window must be 

accurately known.  

Another common method for estimating the random rate is delayed coincidence 

window method [29]. In this method, the timing signal from one of the two detectors is 

delayed by a time significantly greater than coincidence timing window. Therefore, no 

true coincidence will be recorded in the delayed window, so the coincidences found in 

this delayed window can only come from random coincidence. This estimated number 

from the delayed window can be subtracted from the prompts coincidences on-line. This 

method is free of systematic error because the delayed window is measured in the same 

electronic circuit used for the prompt coincidences. However the subtraction of two 

independent measurements leads to increased statistical uncertainty.  

2.5.5 Dead Time Correction 

Ideally the rate of the prompt coincidence should be directly proportional to the 

activity in the FOV. However in radiation detectors, there will be losses due to dead time 

at high counting rates, and the radioactive activity concentration could be significant 

underestimated if not corrected for dead time. The common method to do dead time 

correction is fitting the detector response function to paralyzable or nonparalyzable 

[57][58] dead time model. 

Paralyzable model: 
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Nonparalyzable model: 
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where Rmeasurement and Rtrue are the rate of measured coincidence and true coincidence, 

and τ is the dead time constant, which is usually the integration time of detectors and 

response time of coincidence circuit. Therefore, the dead time could be reduced by using 

faster scintillator and faster circuit. 

  



 

 

 

 

3 Tracer Kinetic Modeling 

3.1 Limited System Resolution 

Ideally, after all corrections discussed above being performed to the PET data prior to 

the reconstruction of the image, the activity concentration should be proportional to the 

absolute activity in the volume of interest (VOI), which can then be calibrated to yield the 

true activity information. Due to limited system resolution, quantification of PET data is 

subject to partial volume (PV) and spillover effects (SP) which may cause overestimation 

or underestimation of activity concentration, depending on the distribution of activity in 

the VOI. 

The design of scanner geometry, the properties of detectors and coincidence circuit 

will together contribute to the final resolution. The factors that determine system spatial 

resolution can be divided into two main components: geometric and physical. The final 

system resolution is the convolution of all the factors affecting resolution response 

function including both geometric and physical components. 

3.1.1 Geometric Component 

The geometric component is the best possible resolution that can be achieved for a 

particular scanner design using ideal detection elements [26].  

For a detector pair of interests, the geometric resolution between the detector pairs can 

be described by coincidence response function. In discrete detector design system with 



 

 

 

 

detector size w, the coincidence response function is the possibility of the event is 

detected by detector pair of interest when the event is moving along the detector width.  

 

 

Figure 3-1 The change of response function when the event approaches the surface of the detector. (A) 

discrete design system; (B) continuous design system [26]. 

 

In the middle of the two detectors, the geometric resolution can be described by a 

triangular shaped coincidence response function with full width at half maximum 



 

 

 

 

(FWHM) = 2w , and as the source is approaching either detector surface, the response 

function becomes trapezoidal and eventually becomes a square function on the surface of 

detector with FWHM equals w. In continuous design systems, the coincidence response 

function can be described by a Gaussian with FWHM equals 2w . As approaching the 

detector surface, the coincidence response functions become broader and eventually 

become to have FWHM equals w [26]. Therefore, the detector size w is a limit factor for 

the intrinsic spatial resolution in both discrete and continuous design systems. 

 

 

Figure 3-2 Depth of interaction effect. 



 

 

 

 

Another geometric effect that degrades spatial resolution is called depth of interaction 

[26], caused by the thick scintillation crystals used for detectors. In the center of a ring 

design system, the annihilation photons will penetrate detectors perpendicular to the 

detector surface. When the source has a radial offset, the detector pair of interest is placed 

with an oblique angle to the line of response, and the annihilation photons may penetrate 

through the first detector interacted and then be detected by the adjacent detector.  

The depth of interaction effect leads to mispositioning of events because the event is 

assigned to position on an LOR other than the true LOR. The other consequence is the 

coincidence response function becomes broader, because the detector is presenting a 

larger area to the LOR than the ideal perpendicular direction when the annihilation 

photons incident from an angle respect to the detector surface, which degrades the system 

spatial resolution. So the amount of decrease of resolution when the source is moving 

away from ring center depends on the scintillator size, absorption properties and 

geometry of the scintillation crystals. Also, PET systems using other scanner geometries 

like polygonal geometry suffer from the same problem. The center of FOV has the best 

system spatial resolution. 

3.1.2 Physical Component 

Based on the schematic of radiation detection, there are two physical effects lead to 

errors in determining the spatial information of coincidence event, which can degrade the 

system spatial resolution of PET systems. 

The first effect is called positron range [59], and it is the distance from the site of 

positron emission to the site of annihilation. In 511 keV photons detection, scanner 



 

 

 

 

records the annihilation photons which define the line along the site of annihilation, not 

the decaying atom. Note here used the assumption that annihilation and photon emission 

happen in the same place. As the positrons travel through the object material, they give 

up their kinetic energy principally by Coulomb interactions with surrounding electrons. 

Since positrons have the same rest mass as electrons, the positrons may have undergone 

multiple direction-changing interactions and follow a tortuous path before eventually 

annihilating with electrons. Thus, there is an offset between where the photons are 

emitted and where the annihilation takes place blurring the final image.  

 

Figure 3-3 Positron range. It is radionuclide dependent: higher positron energy leads to larger positron 

range. 

 



 

 

 

 

Table 3-1 Maximum positron energy and mean and maximum positron ranges of 

commonly used isotopes [38][60]  

Isotope 
Maximum positron 

energy (MeV) 

Maximum positron 

range in water (mm) 

Mean positron range 

in water (mm) 

11
C 0.96 3.9 1.1 

13
N 1.19 5.1 1.4 

15
O 1.72 8.0 2.5 

18
F 0.65 2.4 0.6 

62
Cu 2.93 16.1 6.1 

68
Ga 1.90 8.9 2.9 

82
Rb 3.35 18.6 7.5 

 

This effect is also radionuclide dependent. Different radionuclides emit positrons of 

different energy, and the positron range becomes larger as the maximum energy of the 

emitted positron goes higher, which makes the final image blurrier. 

The second effect of photon noncollinearity [61] arises when the positron and electron 

are not completely at rest at the time they annihilate into two photons. From the 

conservation of system momentum, the annihilation photons are not emitted at exactly 

back to back, but with a distribution of angles around 180⁰. Unlike positron range, photon 

noncollinearity is not radionuclide dependent. The distribution of emitted angles is 

roughly Gaussian in shape with a FWHM of 0.5⁰ [29], so the degradation of the spatial 

resolution due to the noncollinearity is expressed as: 
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where D is the diameter of the PET scanner. The effect is relatively small compared to 

the detector resolution limit w discussed in section 3.1.1, thus is not a significant problem. 

 

Figure 3-4 Photon noncollinearity: two gamma photons are not emitted back to back when the positron 

and electron are not completely at rest. 

 

3.2 Partial Volume and Spillover Effect 

Due to the limited system resolution, quantitative PET imaging suffers partial volume 

and spillover effects [38][62][63], which make it difficult to accurately determine the 

activity concentration in the VOIs or regions of interest (ROIs).  



 

 

 

 

In the measurement of radioactive sources in the scanner, the intensity of the images 

reflects not only about the concentration but also the distribution in the measured volume 

and immediate adjacent volume. The annihilation events will be determined within a 

small region around their actual sites due to the schematic of radioactive detection. For 

objects that are small compared to the resolution volume of the PET scanner, the 

radionuclide's information is spread over a volume greater than the object. Although the 

total amount of measured activity stays the same, the measured radioactivity 

concentration should be lower than the true concentration. For the objects that are large 

compared to the resolution volume, the center radioactivity concentration could be 

accurately measured, while the edge of the objects appears to have lower than the actual 

concentration due to the spread over of radionuclides location information. 

In a simulation work, a smoothing 10 mm filter has been applied to simulate a 10 mm 

resolution system [26]. The concentration of larger objects is accurately measured, 

although there is smearing on the edge. However, as the source becomes smaller, the 

measured concentration diminishes and only partial concentration can be recovered in the 

images. 

The partial volume (PV) effect is characterized by recovery coefficient (RC): 

 ionconcentratactivtyTrue

ionconcentratactivitypeakMeasured
RC
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The RC is a function of object size and the resolution of PET system, which can be 

characterized by phantom study for a particular PET system. It is crucial to correct for 



 

 

 

 

partial volume effect to prevent from underestimation of activity concentration when the 

object size is comparable to the system resolution. 

When the ROI or VOI is surrounded by tissue with radioactivity, the problem gets 

more complicated. It is necessary to do corrections for not only the partial volume effect, 

but also the cross contamination or activity spillover from the surrounding regions with 

radiotracer uptake into the region of interest. This is called spillover (SP) effect [62]. 

3.3 Tracer Kinetic Modeling 

The spatial distribution of radioactive tracer in the object depends on the uptake, 

utilization and washout dynamics of the tracer inside body. The time-dependent 

radioactive concentration functions of tissue and blood yield information about the 

biological process of interest, especially the rate of change of tracer concentration usually 

directly reveals the rate of a specific metabolic process of interest. Therefore the 

radiopharmaceutical should be chosen wisely and the PET data should be analyzed 

carefully. 

3.3.1 3-Compartment Model 

Tracer kinetic modeling is commonly used for quantitative evaluation of dynamic PET 

data [64][65][66]. Most models in use are compartment models with first order of kinetic 

parameter indicating the exchange rate of radiotracer between compartments.  

Following a general approach of a 3-compartment glucose transport model [67] for 

evaluating FDG metabolism in the heart (Figure 3-5), the differential equations for FDG 

transport can be written as: 



 

 

 

 

 

Figure 3-5 The schematic block diagram of 3-compartment FDG model. It indicates the rate 

constants, K1-k4, between the 3 compartments of the FDG kinetic model. 
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The three compartments shown in Figure 3-5 can be described as equation 3-3 and 3-4: 

Ca(t) is the FDG concentration in the vascular space, Ce(t) is the concentration of FDG in 

the interstitial and cellular spaces and Cm(t) is the FDG concentration within the cell of 

the phosphorylated FDG-6-Phosphate. k1 and k2 are the forward and reverse rate 

constants respectively between the first two compartments. k3 and k4 are the rates of 

phosphorylation and de-phosphorylation between compartments 2 and 3. Ce(t) and Cm(t) 

can be solved in terms of Ca(t) and the rate constants, k1-k4: 

Rewriting equation 3-4:  
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Taking derivative of equation 3-6 and reorganizing gives: 
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Consider the characteristic equation of 3-7: 
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has two solutions –α1, -α2, where  
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and the solutions for characteristic equation are 
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ki is the net myocardium tissue concentration. Assuming the rate of de-

phosphorylation k4 =0 in equilibrium status, which is commonly true in this case, the net 

myocardial FDG influx constant ki  [68], can be written as: 
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3.3.2 Correction for Partial Volume and Spillover Effects  

In a situation where there is no PV or SP, when a region of interest is drawn within the 

cavity of the left ventricle, the image derived input function (IDIF) would equal the 

whole-blood time activity curve Ca(t). However, due to SP and PV effects, the model 

equation for an image-derived time activity curve from the blood pool can be written in 

terms of fraction of the tissue concentration in the blood compartment and partial 

recovery of radioactivity concentration from the blood as: 
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and similarly for the myocardium tissue, one can write the model equation as: 
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rm, rb, are the recovery coefficients (accounting for PV effect) for the myocardium and 

blood pool respectively. Sbm, Smb are the SP coefficients from the blood pool to the 

myocardium and vice versa respectively. tbi and tei are the beginning and end times 



 

 

 

 

respectively for frame i in a dynamic PET scan. Equation 3-13 and 3-14 represent the 

average radioactivity during the time of frame i, which matches the way with image 

derived raw data. The model equation for the blood input function can be written for 3-

compartment model as [69]: 
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where each of the terms determines the amplitude, shape and wash-out of the tracer 

over time. The model equations can be fitted to the blood (PETIDIF) and myocardium 

(PETmyo) time activity curves (TACs) obtained from OSEM-MAP cardiac and respiratory 

gated PET images with attenuation correction, as indicated below: 
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Minimization of equation 3-16 results in simultaneous estimation of the blood input 

function, and compartment model parameters k1-k4 and hence ki along with the SP and 

PV coefficients (Smb, rb, Sbm, rm).  



 

 

 

 

4 Optimization of a Model Corrected Blood Input 

Function from Dynamic FDG-PET Images of Small 

Animal Heart in vivo 

4.1 Introduction 

Tracer kinetic modeling is commonly used for quantitative evaluation of dynamic PET 

data. The estimation of kinetic rate constants requires an accurate knowledge of the blood 

input function. However, quantitation of dynamic PET data of the mouse heart in vivo is 

challenging due to the small size of the heart and the limited system resolution of the PET 

scanner [70][71].As a result, the image-derived blood input function (IDIF), which is the 

same as blood pool (BP) time activity curve (TAC), is susceptible to partial volume (PV) 

effect and spill-over (SP) radioactivity [72] from the surrounding myocardium tissue and 

vice versa. Also, cardiac and respiratory motion can cause further cross contamination 

between BP and myocardium by blurring the images. Although invasive arterial blood 

sampling is the gold standard for measuring the blood input function [73], it requires 

extensive animal handling. Hybrid imaging method is another technique which is a 

combination of the image-derived approach at the early time points and blood sampling 

at the late time points in a dynamic PET scan [74]. Factor Analysis is an image-derived 

approach which lacks the ability to account for the significant SP into the blood from the 

surrounding left ventricle (LV) and the right ventricle (RV) at the early time points [75]. 

Earlier work by El Fakhri et al [76] also accounted for blood volume contribution from 



 

 

 

 

both the RV and LV into the tissue, but did not account for SP contamination from the 

tissue to the blood in a factor analysis approach to measure myocardial perfusion using 

82
Rb PET in a 2-compartment kinetic model.  

The effect of iterative OSEM-MAP reconstruction algorithm on IDIF has been 

reported by Stout et al [77] and more recently by Shogi et al [78]. The authors reported 

significant SP contamination from the tissue to the blood especially at the late time points, 

in spite of using iterative algorithm. In an earlier work from our laboratory, we 

established the significance of cardiac gating and OSEM-MAP reconstruction algorithm 

in reducing SP contamination in IDIF [79]. Recent work by Fang et al concluded that a 

compartment model corrected blood input function when applied to IDIFs obtained from 

high-resolution images with less severe PV recovery and SP contamination, may result in 

an improved estimate of the downstream FDG influx constant [80]. The combined effect 

of resolution and model correction with correct bounds for PV recovery and SP 

contamination on the estimation of input function and FDG influx constant, has not been 

shown to-date. In this study, we optimized a compartment model which can 

simultaneously account for SP and PV effects for both BP and the myocardial tissue, 

compute kinetic rate parameters and generate model corrected blood input function 

(MCBIF) from OSEM-MAP cardiac and respiratory gated 
18

F-FDG PET images of the 

mouse heart with attenuation correction in vivo, without the need for any invasive blood 

sampling. We validate our methodology by blood sampling and also measure the 

downstream rate of myocardial FDG uptake. We compare our results with the usual 

method of performing FBP reconstruction without gating [80]. 



 

 

 

 

4.2 Materials and Methods  

All experiments were performed in compliance with the Guide for the Care and Use of 

Laboratory Animals, published by the National Institutes of Health and was conducted 

under protocols approved by the Institutional Animal Care and Use Committee at the 

University of Virginia. 

4.2.1 Arterial and Venous Blood Sampling 

Tracer kinetic modeling used in conjunction with positron emission tomography (PET) 

imaging is an excellent tool for the noninvasive quantification of physiological and 

molecular processes and their alterations due to disease.  These kinetic models require 

two key measurements of tracer activity over time: tracer activity in the arterial blood 

(input function) and tracer activity in the organ or tissue of interest [72]. Direct blood 

sampling is considered the reference standard for obtaining the input function, however 

for small animal 18F-FDG studies, this procedure is challenging because of the small size 

of the blood vessels and the limited blood volume. Invasive surgery is required to insert 

the catheter into the femoral or carotid artery which is time-consuming, technically 

difficult, and is also challenging for the animal. In addition, the loss of blood through 

sampling may perturb the physiology and compromise the experimental outcome.   

Blood input functions can be measured from PET images using methods that are not 

as well established as direct blood sampling. Using the left ventricular blood pool as the 

largest available vascular space, we can draw regions of interest on dynamic PET images 

to extract the blood input function.   This technique offers a non-invasive way to estimate 



 

 

 

 

the blood input function and drastically simplifies the overall protocol.  Because the LV 

is small compared to the scanner spatial resolution, we must take additional steps to 

correct for possible errors in the image-derived blood input function.  We have taken a 

phantom based approach to correct for partial volume effects, or incomplete recovery of 

the total radioactivity in the LV blood pool and the myocardial wall due to their small 

size (~1 mm) comparable to the system resolution of the MicroPET scanner (1.32 mm 

FWHM in the center of the FOV) [71].  In order to replace invasive blood sampling with 

the non-invasive, imaging-based technique of determining the blood input function, we 

must directly compare the two techniques in living mice.    

The surgical procedure for arterial blood sampling to validate the image-derived blood 

input function obtained from dynamic PET images was performed as follows: Prior to 

surgery, anesthesia was induced with 3% Isoflurane in Oxygen (0.5-0.8 L/ min) and 

maintained at 1.5% - 2.5% Isoflurane. Animals were carefully checked for pain response 

by toe and tail pinch prior to surgery and monitored for respiration and color throughout.  

Surgery was performed on a thermostatically controlled operating table maintained at 37-

39 oC. Hair from the surgery area was removed and cleaned with alcohol (this was a non-

survival surgery). An incision was made in the neck or the groin and the carotid or 

femoral artery exposed by blunt dissection. A catheter was formed from PE-50 tubing 

with the end stretched and placed in the carotid or femoral artery. The artery was tied off 

above the insertion site with 7-0 prolene and temporarily occluded distal to the insertion 

site using clamps or pressure from an untied ligature. The catheter was ligated in place 

with prolene in three places and all clamps removed. The incision was closed with 

prolene suture. Following the surgery the animal was placed in prone position in the 



 

 

 

 

MicroPET scanner and a dynamic acquisition over 60 minutes initiated. Seventeen blood 

samples (< 30 μL each) were taken over the course of the scan by the following schedule: 

3 blood samples were taken at 20, 40 and 60 seconds during tail-vein injection of FDG, 

then every minute up to 10 minutes and then 1 sample was taken every 10 minutes until 

the 60 minute mark. Blood draws are followed by flushing the catheter with a small 

volume of heparinized saline. Blood loss volume was replaced with an equal volume of 

sterile saline at the end of the first 10 min period. Each whole-blood sample is weighed 

and its FDG activity measured in a gamma counter (2480 Wizard, Perkin Elmer Inc.). 

Since arterial blood sampling was very challenging we resorted to venous blood samples 

from the tail-vein, at 43 and 56 minutes post FDG administration in n=6 mice, when the 

SP from the tissue to the blood is expected to be maximum [77]. Also, Fang et al [80] 

showed earlier that arterial blood is well approximated by venous blood at late time 

points. 

4.2.2 Imaging Protocols 

Following the protocol in [80], the animals were fasted overnight with only access to 

water. PET scans were performed between 9 a.m. and 5 p.m. on anesthetized animals. We 

used a similar imaging protocol as described in [79] except for using a different 

anesthesia and respiratory gating in addition to cardiac gating. Briefly, n=6 adult 

C57BL/6 male mice (9 to 10 weeks of age) obtained from Charles River, with ECG 

surface electrodes (Blue Sensor, Ambu Inc., Glen Burnie, MD) and a respiratory pillow 

attached to their limbs and chests respectively, were imaged using a MicroPET Focus-

F120 scanner (Siemens, Inc.) under sevoflurane anesthesia [82]. Transmission scan using 



 

 

 

 

57
Co point source was done for attenuation correction prior to FDG administration. 60 

minute dynamic PET scan was performed under 2 to 2.5% sevoflurane anesthesia in 

oxygen, which was initiated few seconds before the administration of 29.6 MBq 
18

F-FDG 

for 30 seconds via a tail-vein catheter to capture the initial time points. A small-animal 

gating and monitoring system (Small Animal Instruments, Inc., model 1025L for PET) 

was used for continuously monitoring heart rate, respiration, and core body temperature.  

Cardiac gate signals generated at the end-expiration phase of the respiratory cycle, using 

the small animal gating system, were used to trigger the PET scanner. The time stamped 

list mode PET data was then retrospectively arranged into 23 time bins and 3 cardiac 

phases per time bin [83]. The list mode data sorted into 23 time bins: frames x time in 

seconds (11 × 8 s, 1 × 12 s, 2 × 60 s, 1 × 180 s, and 8 × 400 s) [79][84][85]. And 3 

cardiac gates was reconstructed using OSEM-MAP algorithm, and also into 23 time bins 

without gates using FBP algorithm [86]. An OSEM-MAP (FastMAP) version 2.4 was 

used for reconstruction and the parameters were 12 OSEM-3D subsets with 2 OSEM-3D 

iterations, 18 MAP iterations, span 3, ring difference 47 and image resolution 1.438 mm. 

The reconstructed image consisted of 95 slices with 128×128 pixels and an in-plane 

voxel resolution of 0.4 mm × 0.4 mm, corresponding to a zoom factor of 2.164 and slice 

thickness of 0.8 mm. 

4.2.3 Recovery Coefficient (RC) Measurements 

 



 

 

 

 

 

Figure 4-1 Plot of RC with different rod sizes using OSEM-MAP (dash line with diamonds) and FBP 

reconstruction algorithm (dotted line with open squares). 

 

To characterize recovery coefficients for this particular small animal scanner 

MicroPET F120, a Jaszczak Micro Deluxe hot rod phantom scan (Data Spectrum Inc.) 

filled uniformly with about 14.9 MBq FDG was imaged in list mode format for 20 

minutes. Co-57 scan was performed for attenuation correction. The list mode data 

corrected for attenuation was reconstructed with OSEM-MAP and FBP algorithms 

(Figure 4-1). The ratio of the measured average concentration to the known concentration 

determined the recovery coefficient (RC) for each of the rod sizes ranging from 1.2 mm 

to 4.8 mm. The initial guesses and bounds for the PV averaging coefficients (rm, rb) used 

in the kinetic model were derived from the RC plot. The dimensions of the myocardial 

wall (0.9±0.1 mm) and LV (3.3±0.2 mm) in mice were based on previous MRI 



 

 

 

 

measurements [87]. These dimensions are consistent with published work using 

ultrasound in mice of similar age and strain [88]. 

4.3 Data Analysis 

Regions of interest (ROI) in the region corresponding to the left ventricle BP and the 

myocardium were drawn on short-axis slices in the last frame and the last gate of the 

dynamic image data and time activity curves (TAC) generated for the whole scan 

duration of 60 minutes. The blood pool ROIs were round shape of diameter 

approximately 1.6 mm located in the middle of the LV cavity, and the myocardium ROIs 

were donut shape of inner diameter ~ 3.2 mm and outer diameter ~ 5.6 mm drawn along 

the LV wall. 

The initial guesses and bounds for all the parameters used in the optimization routine 

are shown in Table 4-1. Minimization of equation 3-12 results in simultaneous estimation 

of the blood input function, and compartment model parameters k1-k4 and hence ki along 

with the SP and PV coefficients (Smb, rb, Sbm, rm). 

The general formalism described above is following [80] and [88], however the main 

difference lies in choosing correct PV bounds for the myocardium and the blood pool, 

based on the reconstruction algorithm Figure 4-1, in equation 3-16, as opposed to 

arbitrary bounds used in [80][89]. The difference also lies in using IDIF from high 

resolution gated images as opposed to the normal method of relying on IDIFs from FBP 

un-gated images. 



 

 

 

 

Table 4-1 Initial guess values and bounds for parameters used in the optimization 

routine applied to OSEM-MAP gated images  

Parameter 
k1 

(1/min) 

k2 

(1/min) 

k3 

(1/min) 

k4 

(1/min) 
Smb rb rm Sbm 

Initial 

value 
0.01 0.01 0.001 0.001 0.5 0.75 0.3 0.5 

Upper 

bound 
1 1 1 0.001 1 0.9 0.4 1 

Lower 

bound 
0 0 0 0 0 0.6 0.15 0 

 

Parameter 
A1 

(MBq/min/mL) 

A2 

(MBq/mL) 

A3 

(MBq/mL) 

L1 

(1/min) 

L2 

(1/min) 

L3 

(1/min) 

τ 

(min) 

Initial 

value 
111 0.296 0.259 -27 -0.55 0.04 0.15 

Upper 

bound 
500 500 100 0 0 0 0.5 

Lower 

bound 
0 0 0 -200 -10 -10 0 

 

The optimization was performed by minimizing the objective function 3-16 in the 

MATLAB programming environment using the function “fmincon”, which is based on an 

interior-reflective Newton method. The initial guesses and bounds for the PV averaging 

coefficients (rm, rb) are determined beforehand by performing phantom experiments [79]. 

We have kept the bounds for all the kinetic parameters (k1-k4) and SP factors (Sbm, Smb) 

open between 0 and 1. As for the input function, one side of the bounds is determined by 



 

 

 

 

the distribution of the input function (A1, A2, A3 > 0 and L1, L2, L3  <  0) while the other 

side is wide open. Minimization of equation 3-16 results in simultaneous estimation of 

the blood input function equation 3-15, and compartment model parameters k1-k4 and 

hence ki along with the SP and PV coefficients, without the need for any blood sampling. 

4.4 Results 

Figure 4-1 shows a plot of the RC obtained using OSEM-MAP and FBP 

reconstruction algorithms as a function of the rod size. The plot indicates that OSEM-

MAP results in improved PV recovery as compared to FBP over the entire range. The 

initial guess values and the bounds used in the optimization routine for the two different 

algorithms were determined from this plot. 

Representative results of comparison between TACs derived from dynamic gated PET 

images (Figure 4-2 E) (PETIDIF and PETmyo TAC) and model corrected output time 

activity curves obtained (Modelblood and Modelmyo) of mouse left ventricle BP and 

myocardium respectively, are shown in Figure 4-2 E.  Arterial blood samples collected 

over the whole scan duration for one mouse compared with the MCBIFs applied to the 

IDIFs obtained from OSEM-MAP gated image and from FBP un-gated image are shown 

in Figure 4-2 F. The figure indicates that, in this animal, MCBIF from OSEM-MAP gated 

image matches late time points better than FBP un-gated image. 



 

 

 

 

 

Figure 4-2 Select coronal dynamic end-diastolic PET images at 0, 0.5, 2 and 56 minutes fused with transmission images, and representative estimated results 

of mouse model correction. (A-D) respectively stands for pre, early time points and a late time point. (E) Representative image-derived time activity curves of BP 

(squares) and myocardium (open circles) obtained from OSEM-MAP cardiac and respiratory gated images shown above and model estimated BP (line) and 

myocardium (dash line) time activity curves are shown here. (F) MCBIF applied to the IDIF obtained from OSEM-MAP gated image (solid line) and FBP 

ungated image (dashed line), compared to the arterial blood samples (open triangles) obtained during the scan time of 60 minutes. 



 

 

 

 

 

Figure 4-3 Residual plot shows the difference between MCBIF applied to OSEM-MAP cardiac and 

respiratory gated images (diamonds) and FBP un-gated images (open squares), when compared to the 2 late 

venous blood samples obtained at 43 and 56 minutes post FDG administration. 

 

A residual plot of MCBIF applied to OSEM-MAP gated images, when compared to 

the two late venous blood samples obtained from n = 6 mice, is shown in Figure 4-3. The 

analysis reveals an average difference of 0.017 MBq/ cm
3
. The precision (standard 

deviation of differences) was calculated to be 0.13 MBq/ cm
3
.  The figure also shows the 

analysis obtained from FBP un-gated images. An average difference of 0.28 MBq/ cm
3
 

and precision of 0.33 MBq/ cm
3
 were obtained from FBP un-gated data sets. The residual 

plot exhibits the quantitative accuracy and repeatable behavior of MCBIF when applied 

to OSEM-MAP gated images.  

 



 

 

 

 

Table 4-2 SP, PV factors, and FDG influx constant generated by model 

correction on OSEM-MAP gated images in n = 6 mice.  

rm rb Sbm Smb       ki 

0.30 ± 0.01 0.73 ± 0.04 0.21 ± 0.03 0.12 ± 0.01 0.15 ± 0.03 

 

The PV and SP factors, along with the net myocardial FDG influx constant ki 

generated by minimization, are shown in Table II.  ki = 0.15±0.03, shown in Table II, 

agrees with that obtained from arterial blood sampling, ki = 0.14±0.06 [80]. A student t-

test revealed a P value of less than 0.05, indicating statistical significance. Also, the 

downstream ki has a lower variance (~20%) as compared to a variance of ~52% reported 

in [80] obtained from un-gated FBP images. 

4.5 Discussion 

Compartment model has long been regarded as a reliable way of analyzing dynamic 

PET images, and the accurate knowledge of blood input function is crucial to tracer 

kinetic modeling [90][91]. However, including the procedure of acquiring arterial blood 

samples in routine PET procedure is not practical due to the invasive blood sampling 

surgery preparation, limited blood volume and extensive radioactivity measurement 

efforts. Although there are automated procedures for sampling blood using beta-

microprobes in small animals [69][92][93] an alternative methodology without invasive 

blood sampling is highly desired. Obtaining image-derived blood input function from 

dynamic PET images is the simplest way, but SP and PV effect makes it unreliable [77]. 



 

 

 

 

In this study we proposed a reliable and practical method, which can simultaneously 

correct for the SP and PV effects and generate kinetic rate constants without any invasive 

blood sampling. 

A recent study by Shogi et al indicated that IDIFs obtained from high-resolution 

images still have about 15-20% SP contamination in them [78]. We showed, for the first 

time, that model correction on high resolution FDG PET gated images with correct PV 

bounds, models the wash-in and wash-out dynamics of the tracer from mouse blood, 

without the need for any blood sampling (equation 3-16) as opposed to [80]. Our study 

compares the gold standard blood input function obtained by arterial blood sampling 

from a single mouse and model corrected estimate of blood input function, for validation 

purposes only. Since the arterial blood samples are well approximated by venous blood at 

the late time points [80], we established statistical significance by sampling blood from 

the tail-vein at 43 min and 56 min, with same time points on MCBIF in n=6 mice. The 

residual plot indicates that MCBIF applied to OSEM-MAP gated images are repeatable 

compared to that obtained from FBP un-gated images. The downstream rate of 

myocardial FDG influx, Ki is not only quantitative but also repeatable as indicated in the 

results section. 

The kinetic model proposed in this study may also be adapted to different PET tracers 

such as 
13

N-ammonia for measuring myocardial perfusion or 
11

C-acetate for measuring 

flow and oxygen consumption in vivo [93]. The kinetic rate constants and compartments 

can be adjusted to adapt to different metabolic processes for different tracers, while the 

form of the equations of the model corrected image-derived heart ventricle and image-



 

 

 

 

derived tissue time activity would have a similar form. Also, the initial values and 

optimization bounds should be modified when switching to other tracers or animal 

models. In addition, blood samples from a number of experimental subjects may be 

necessary to validate model output estimates. Nevertheless, application of this technique 

to other scanners and isotopes would require careful validation since positron range and 

depth of interaction will be different for other isotopes and scanners. 

4.6 Conclusions 

MCBIF applied to OSEM-MAP gated images correctly accounts for the shape, wash-

in and wash-out dynamics of FDG from mouse blood without the need of any invasive 

blood sampling. Lower SP of radioactivity from the myocardium to the BP and higher 

PV recovery from OSEM-MAP gated images lead to improved MCBIF estimate as 

compared to that obtained from un-gated FBP images in a dynamic PET scan of the 

mouse heart. 

  



 

 

 

 

5 Early Detection of Metabolic Remodeling in a Mouse 

Model of Pressure Overload Left Ventricular 

Hypertrophy in vivo 

5.1 Introduction 

Myocardial hypertrophy is considered initially an adaptive response to stress. When 

stress is sustained, however, hypertrophy becomes maladaptive. Both functional and 

structural changes are accompanied by changes in energy substrate metabolism. A 

hallmark finding in myocardial hypertrophy is a shift away from fatty-acid to glucose 

oxidation [94]. Based on earlier work ex vivo, we have proposed that this metabolic 

remodeling precedes and triggers left ventricle (LV) structural and functional remodeling 

in pressure overload left ventricular hypertrophy (LVH) and induces the fetal gene 

program [95][96][97]. However, this hypothesis has never been evaluated in vivo.  For 

this purpose we used the mouse model of left ventricular pressure overload after 

transverse aortic constriction (TAC) as a clinically relevant model to assess metabolism 

and function of the heart subjected to pressure overload [98] using 2-[18F] fluoro-

2deoxy-D-glucose (FDG) Positron Emission Tomography (PET) imaging. 

A compartmental modeling technique was used to analyze images obtained 

dynamically to compute rate of myocardial FDG uptake and utilization. The 

quantification of these rates has been limited by two important factors: a) the limited 



 

 

 

 

spatial resolution of the small animal PET scanners [70][71]leading to partial volume (PV) 

effects, and b) the spill-over (SP) of radioactivity from the blood pool (BP) to the 

myocardium and vice-versa.  A major shortcoming of the image-derived blood input 

function (IDIF) method is that it is susceptible to SP and PV effects [70].   

In this study, a compartment model corrected blood input function (MCBIF) was 

optimized, wherein the blood input function with SP and PV corrections and the 

metabolic rate constants in a 3-compartment model were simultaneously estimated from 

OSEM-MAP cardiac and respiratory gated PET images  with attenuation correction 

[1][2]. Left ventricular ejection fraction (LVEF) was also measured using high resolution 

gated PET images, which enabled us to perform a side-by-side comparison of cardiac 

metabolism, and LV function. 

5.2 Animal Model 

Sixteen adult C57BL/6 male mice (9-10 weeks of age) obtained from Charles River 

were imaged at baseline using a MicroPET Focus-F120 scanner (Siemens, Inc.) under 

sevofluorane anesthesia [82]. A subset of these mice (n = 11) were subjected to a 

transverse aortic constriction (TAC) surgical procedure to induce pressure-overload 

hypertrophy [79]. Briefly, mice were anesthetized with isoflurane and intubated for 

ventilation. A thoracotomy was performed and a 7-0 silk suture was tied around the 

transverse aorta between the proximal and distal carotid arteries against a 27-gauge 

needle, after which, the needle was removed. Osmotic mini-pumps containing either 

propranolol (5 mg/kg/day) obtained from Sigma Aldrich Inc. (n = 6) or vehicle alone (n = 



 

 

 

 

5) were implanted subcutaneously at the end of surgery. In addition, five sham-operated 

animals were subjected to the same surgical protocol, without tying off the suture. Before 

and after surgery all mice were kept in a 12 hrs light/12 hrs dark cycle environment.  

Prior to imaging, animals were fasted overnight with only access to water [81].   

PET scans were performed between 9 a.m. and 5 p.m. on anesthetized animals. All 

experiments were performed in compliance with the Guide for the Care and Use of 

Laboratory Animals, published by the National Institutes of Health and was conducted 

under protocols approved by the Institutional Animal Care and Use Committee at the 

University of Virginia. 

5.3 MicroPET Imaging Protocol 

PET imaging for measuring myocardial FDG uptake and glucose utilization was 

carried out using 18F-FDG in the sham, TAC and TAC treated with propranolol mice as 

follows:  Following the insertion of a tail-vein catheter, ECG surface electrodes (Blue 

Sensor, Ambu Inc., Glen Burnie, MD) were placed on both forepaws and the left 

hindpaw and a pneumatic respiratory pillow was placed on the animal's chest. 60 minute 

dynamic PET scan was performed under 2.5% sevoflurane anesthesia in oxygen [82], 

where data acquisition was initiated a few seconds before the slow administration of 

about 800 µCi FDG over 30-60 seconds via the catheter. Small Animal Instruments, Inc., 

model 1025L for PET was used for continuously monitoring heart rate, respiration, and 

core body temperature (rectal probe). Cardiac gate signals were generated at the end-

expiration phase of the respiratory cycle to time-stamp the PET scanner data for 



 

 

 

 

subsequent retrospective reordering into heart and respiratory-cycle based time-bins [83]. 

Transmission scan using Co57 point source was done for attenuation correction prior to 

FDG administration. The list mode data sorted into 23 time bins (11 × 8 s, 1 × 12 s, 2 × 

60s, 1 × 180 s, and 8 × 400 s) and 3 gates (hence referred to as gated) were reconstructed 

using OSEM-MAP algorithm [1][79][86] with attenuation correction. For comparison the 

data were also reconstructed using Filtered Back Projection (FBP) algorithm (ramp filter 

cutoff at the Nyquist frequency) with the same spatial resolution without gating. The 

images were corrected for radioactive decay, random coincidences and dead-time losses 

using the MicroPET Manager (Siemens Inc.). Regions of interest (ROI) in the region 

corresponding to the LV blood pool (LVBP) and the myocardium were drawn in the last 

frame and the last gate of the dynamic image data and time activity curves for the LVBP 

and the myocardium were generated for the whole scan duration of 60 minutes. Blood 

samples were also collected at around 43 and 56 minutes post FDG administration from 

the tail vein to validate the MCBIF. Three blood samples before and 3 blood samples 

after the PET scan were drawn by a tail-vein nick to measure blood glucose levels using a 

glucometer (Accu-Chek, Roche). The average of these blood glucose readings were used 

to compute the rate of myocardial glucose utilization (rMGU). 

5.4 Data Analysis 

A compartment model corrected blood input function (MCBIF) [1][80] was optimized 

in this manuscript (see below), which is based on simultaneous estimation of the blood 

input function with SP and PV corrections and the metabolic rate constants.  The 

formalism for MCBIF was utilized to measure the net myocardial FDG influx, ki and 



 

 

 

 

hence glucose utilization, rMGU, in the sham, TAC, and TAC treated with propranolol 

mice in vivo. 

End-systolic volumes (ESV) and end-diastolic volumes (EDV) were also measured by 

drawing ROIs at the end-systolic and end-diastolic phases of the heart cycle over multiple 

slices covering the whole heart from the apex to the base. The volumes obtained in each 

phase over multiple slices were summed to obtain net ESV and EDV in micro liters (µl). 

The LVEF was measured by:  

 %100



EDV

ESVEDV
LVEF   5-1 

5.4.1 Dynamic Data Analysis 

The rate of myocardial glucose utilization can then be computed as:  

 LCGlukrMGU i /][   5-2 

in µmoles/g/min, where [Glu]  is the average non-radioactive blood glucose levels 

measured using a glucometer and LC is the lumped constant. The lumped constant 

corrects the difference of affinity between glucose and FDG to glucose transporters and 

the phosphorylating system. In recent years the value of the lumped constant has been 

questioned, and it is uncertain which value should be used [99][100][101][102]. In the 3-

compartment model of glucose transfer into cells, the lumped constant is a function of the 

correlation between the net and the unidirectional rates of uptake of glucose and glucose 

tracers such as FDG. For sake of simplicity, like many investigators we have used LC =1 

[103][104]. 



 

 

 

 

5.4.2 Statistical Analysis 

Statistical analysis was performed using SigmaStat 3.0 (SPSS, Inc, Chicago, IL). 

Mean values of ki, [Glu], rMGU and LVEF were calculated with standard error. Two way 

repeated measures analysis of variance (ANOVA) and Holm-Sidak post hoc test were 

used to compare mean values in the sham, TAC and TAC treated with propranolol groups 

at different time points. A p value of less than 0.05 was considered as statistically 

significant. 

5.4.3 Quantitative Accuracy of MCBIF Applied to IDIF from OSEM-MAP Gated 

Images 

Representative IDIF’s obtained from OSEM-MAP gated images (line with open 

squares) and from FBP un-gated images (line with open circles) with attenuation 

correction are shown in Figure 5-1A. MCBIF applied to IDIF obtained from OSEM-

MAP gated (line with solid squares) and FBP un-gated images (line with solid circles) are 

also shown in the figure. The venous blood samples at 43 and 56 minutes are shown for 

comparison (open triangles). MCBIF applied to the IDIF obtained from high resolution 

gated images correctly accounted for the wash-out dynamics of FDG from the blood, 

when compared to the late venous blood samples. Fig. 2B shows MCBIF estimation 

during the first 5 minutes of the scan, indicating improved PV recovery when applied to 

IDIF obtained from OSEM-MAP gated images as compared to that obtained from un-

gated FBP images. 



 

 

 

 

 

 

Figure 5-1 MCBIF estimation for the whole scan duration and first 5 minutes of the scan. (A) MCBIF 

estimation for the whole scan duration. Representative IDIF’s obtained from OSEM-MAP cardiac and 

respiratory gated images (line with open squares) and from FBP un-gated images (line with open circles) 

with attenuation correction. MCBIF applied to IDIF from the former (line with solid squares) and the latter 

(line with solid circles) are also shown in the figure. The venous blood samples at around 43 and 56 

minutes are shown for comparison (open triangles). MCBIF applied to the IDIF obtained from high 

resolution gated images, correctly accounts for the wash-out dynamics of FDG from the blood, when 

compared to the late venous blood samples. (B) MCBIF estimation during the first 5 minutes of the scan. 



 

 

 

 

The scan indicates improved PV recovery when applied to IDIF obtained from OSEM-MAP gated images 

as compared to that obtained from un-gated FBP images. 

5.5 Metabolic Remodeling in LVH in Mice In vivo 

The measured rate of myocardial FDG uptake, ki (ml/g/min), for the mice in the 3 

categories are shown in Figure 5-3(A) over a period of 7 days. The plot shows increased 

myocardial FDG uptake at day 1 post TAC surgery by 580% indicating an adaptive 

response with preserved LVEF (Figure 5-3(B)). ki increased further at day 7 with a drop 

in function by 24%.  

 



 

 

 

 

 

Figure 5-2 Gated transverse PET images in vivo. End-diastolic transverse PET images at last time bin for sham mice, TAC mice, and TAC mice treated with 

propranolol at baseline, day 1, and day 7 after surgery are shown. All scans are from same animals. Images indicate enlargement in LV cavity in TAC mice over 

7 d. Images also show increase in 18F-FDG uptake in TAC mice starting at day 1, indicative of metabolic adaptation in pressure-overload LVH. 

 



 

 

 

 

 

 

Figure 5-3 Measured rates of myocardial 18F-FDG uptake ki and LVEF of the three groups over the 7 

days period. (A) Measured rates of myocardial 18F-FDG uptake in vivo. ki (mL/g/min) for sham mice (n = 

5), TAC mice, vehicle (n = 5) mice, and TAC mice treated with propranolol (n = 6) are shown. Myocardial 

18F-FDG uptake at day 1 after TAC surgery is increased by 580%, indicating adaptive response to stress. ki 

increased further on day 7 in TAC mice, whereas TAC mice treated with propranolol exhibited attenuated 

rate of myocardial 18F-FDG uptake over 7-d period. Metabolic changes in TAC mice treated with 

propranolol were comparable to sham group. All values are mean ± SEM. (B) Measured LVEF from 



 

 

 

 

dynamic gated PET images in vivo. Plot indicates insignificant drop in function in TAC mice on day 1. On 

day 7, function dropped by 24% in TAC mice whereas there is insignificant drop in function in TAC mice 

treated with propranolol. Sham group indicates no significant change in function over 7-day period. All 

values are mean 6 SEM. *#P , 0.05 vs. baseline, TAC treated with propranolol, and sham groups. 

 

 

Figure 5-4 Blood glucose levels and rMGU of three groups over the 7 days period. (A) Blood glucose 

levels. Plot shows average blood glucose levels measured at each time point for sham mice, TAC mice, and 

TAC mice treated with propranolol. All values are mean ± SEM. *P , 0.05 vs. BSL and day 1. #P , 0.05 vs. 



 

 

 

 

TAC at day 7. (B) rMGU was measured at each time point for sham mice, TAC mice, and TAC mice 

treated with propranolol. All values are mean ± SEM. *P , 0.05 vs BSL, day 1, TAC treated with 

propranolol, and sham groups. #P , 0.05 vs baseline, TAC treated with propranolol, and sham groups. 

 

The blood glucose levels and rate of myocardial glucose utilization (rMGU) are also 

shown in Figure 5-4 (A-B) for the 3 categories over a period of 7 days. We observe a 

drop in the blood glucose levels at day 1 for the sham, TAC and TAC mice treated with 

propranolol. Mice treated with propranolol show an elevation in blood glucose levels at 

day 7 significantly different from day 1 and comparable to shams or mice at baseline. The 

TAC mice exhibit an insignificant increase in the blood glucose levels between day 1 and 

day 7 (Figure 5-4(A)). The rMGU (Figure 5-4(B)) did not increase linearly with ki. 

Rather, rMGU increased at a much slower rate than ki, thereby resulting in a mismatch of 

29% between ki and rMGU in the TAC mice (Figure 5-5).  

On the other hand, early treatment with propranolol [105] targeting metabolic 

alterations attenuated rate of myocardial FDG uptake (Figure 5-3 (A)), reduced mismatch 

between ki and rMGU to 9% and rescued cardiac function (Figure 5-3 (B)). The 

metabolic changes and cardiac function in the TAC mice treated with propranolol were 

comparable to the shams. The in vivo imaging results suggest that early metabolic 

remodeling may precede and trigger the onset of severe contractile dysfunction in LVH 

in mice. 



 

 

 

 

 

Figure 5-5 Comparison between ki and rMGU measured in vivo at day 7.  

Figure 5-5 shows that rMGU did not increase linearly with ki. rMGU increased at 

much slower rate than ki, resulting in mismatch of 29% between ki and rMGU in TAC 

mice. Treatment with propranolol reduced mismatch to 9% and rescued cardiac function. 

5.6 Conclusions 

In the normal heart fatty acid oxidation is the predominant source (60-90%) of ATP, 

with glucose oxidation and lactate contributing the rest [106]. Stress on the myocardium, 

such as biomechanical stress from pressure overload, changes normal myocardial 

substrate metabolism. In the case of pressure-overload induced hypertrophy the 

prevailing notion is that alterations in energy substrate metabolism adversely affect the 

response to myocardial ischemic stresses and contribute to contractile dysfunction. 

Specifically, in the hypertrophic heart there is a shift away from fatty acid oxidation 

towards glucose metabolism [94].  At least initially, this metabolic remodeling may be 



 

 

 

 

considered as adaptive, most likely because glucose oxidation yields more ATP per atom 

of oxygen [95]. With time, however, the adaptive response becomes maladaptive as this 

shift in metabolism does not increase ATP production commensurate with the increased 

demand for energy by the heart.  

Recently we have proposed a requirement for hexose 6-phosphate in mTOR signaling, 

and cardiac growth [107]. However, in the setting of insulin resistance, an oversupply of 

substrate (glucose) may “starve the heart in the midst of plenty” [108].  The hypothesis, 

however, has never been tested serially in vivo due to the limited availability of 

technologies for studying complex metabolic parameters and LV function. It is tempting 

to speculate that strategies to improve myocardial substrate utilization and to improve 

metabolic flexibility [96][109] in the hypertrophic heart may improve contractile 

performance and prevent the onset of heart failure.  

During acute pressure overload and inotropic stimulation [110], glucose oxidation is 

increased, but it is not yet completely clear how glucose uptake is related to LV function 

during pressure overload LVH. Studies using Single Photon Emission Computed 

Tomography (SPECT) imaging have demonstrated that the metabolic switch can be 

measured in both small animals and human beings [111][112].  However, a serial study 

on the temporal relationship between glucose uptake and cardiac function in vivo in mice 

using PET has not been done. We demonstrated that MCBIF applied to an IDIF obtained 

from high resolution gated images with less severe SP and PV effects is quantitative and 

also repeatable as compared to that obtained from low resolution un-gated images [80]. 

The results of our present study support the hypothesis that increase in glucose 



 

 

 

 

metabolism in the form of increased FDG uptake precedes and triggers the onset of 

severe dysfunction of the heart in LVH. This is an important point, since early detection 

of metabolic remodeling may lead to early intervention targeting metabolic changes to 

prevent the onset of severe contractile dysfunction and improve patient outcomes 

clinically. We also observe that early treatment with propranolol attenuated myocardial 

glucose uptake and rescued cardiac function in vivo. Thus, metabolic imaging with FDG-

PET may provide an early indication of a beneficial effect of a therapy, which may 

provide a platform for aggressive treatment strategies to improve outcomes clinically.  

Dietary conditions affect FDG PET imaging studies [113]. Some clinical studies use 

glucose load conditions without fasting to obtain higher quality images. On the other 

hand, fasting can produce similar quality images. Because we are interested in FDG 

dynamics, a reasonable contrast between the blood pool and the myocardial tissue 

enables us to draw ROI’s and determine rate of myocardial FDG influx with SP and PV 

corrections. Moreover, performing glucose clamps in mice is challenging in addition to 

the TAC surgery, so we resort to overnight fasting for our FDG PET scans in order to 

achieve uniform metabolic conditions to obtain ki, and rMGU.  

The lumped constant, LC, is an important parameter in the determination of the rMGU 

in a dynamic PET scan. This value may vary, depending upon plasma substrate and 

hormonal conditions. Many authors have used a constant value of LC to compute MGU 

in humans with T2D [114]. Botker et al. [115] proposed that LC is a function of rates of 

FDG transport and phosphorylation and applied the method to assess MGU in humans 

with ischemic cardiomyopathy [116]. In a study by Herrero et al [117], a constant value 



 

 

 

 

of LC was used for assessing myocardial glucose uptake for FDG PET studies in dogs.  

However, they also observe that the correlation between Fick derived and PET derived 

rMGU has lower correlation with variable LC. The correlation coefficient does not differ 

after correcting for LC=0.67 for FDG PET studies. They also observe that using variable 

LC leads to significant underestimation of rMGU in large animals. In the current work, 

we used LC=1 as we did not measure this constant and there is no consensus on how to 

deal with this issue. The concerns expressed earlier by Botker et al [115] do not apply 

because here the metabolic conditions were the same for all animals and in steady state. 

Nevertheless, further studies need to be done to characterize LC in small animal PET 

imaging of the heart. 

Our study is not without limitations. First, FDG can only be considered as a surrogate 

marker for glucose metabolism. While FDG indirectly assesses glucose transport and 

phosphorylation the tracer analog is subjected to changes in the lumped constant [100]. 

Secondly, although clinically relevant, the acute nature of the model may be a limitation 

in evaluating the hypothesis of metabolic remodeling precede and trigger cardiac 

dysfunction in LVH. The slowly progressive Dahl salt sensitive hypertensive rat model 

may be more relevant to evaluate metabolic and functional changes in the heart, in vivo, 

but the costs for a study like the present one would be prohibitive [118]. Using the one-

kidney, one-clip rabbit model of hypertension we have already shown by invasive 

measurements that metabolic remodeling of the heart precedes hypertrophy [95].  Third, 

we have not considered any possible differences in plasma substrate or hormone levels, 



 

 

 

 

although all scans were obtained under the same conditions and errors would be 

systematic errors.  

Non-invasive serial imaging of the heart subjected to pressure overload hypertrophy 

using PET supports the hypothesis that changes in glucose analogue FDG metabolism 

precedes and triggers the onset of severe cardiac dysfunction in LVH. We found that 

enhanced uptake of FDG by the myocardium in mice subjected to pressure overload 

hypertrophy precedes and possibly triggers the onset of contractile dysfunction. Early 

intervention with a standard of care treatment prevented maladaptive response and 

rescued cardiac function. We speculate that early detection of metabolic remodeling may 

offer a metabolic target for modulation of hypertrophy. 

  



 

 

 

 

6 Non-Invasive Detection of Early Metabolic 

Remodeling from Dynamic FDG PET Images of the 

Heart: First in Human Study 

6.1 Introduction 

Hypertension, characterized by an increase in systemic arterial blood pressure affects 

about 30% of the US population ≥ 20 years of age [119] and is a common cause of left 

ventricular hypertrophy (LVH) [120]. LVH is a powerful and independent predictor of 

increased cardiovascular morbidity and mortality in patients with hypertension. There is a 

lack of effective therapies to treat LVH due to hypertension; therefore early detection and 

prevention are important. Acute pressure overload prompts the heart muscle to switch 

from fatty acids to glucose as its main source for oxidative energy production 

[94][110][121]-[123]. This adaptive response is beneficial to cardiac function in the acute 

situation. However, sustained pressure overload reactivates the fetal gene program [124] 

and makes the metabolic change permanent. This in turn leads to metabolic inflexibility 

and dysregulation that characterizes the failing heart [96][97]. Therefore, strategies to 

improve energy generation and use have received renewed interest as a therapeutic target 

to improve patient outcomes [125]-[131]. The key issue is to identify the temporal and 

causal relationship between metabolic remodeling and impaired cardiac function and the 

development of LVH, and to define a window for aggressive therapy to prevent disease 

progression. PET imaging is an excellent tool to address this issue [2][132][133]. 



 

 

 

 

Accurate non-invasive imaging of myocardial substrate metabolism that can be 

performed in animals and humans will be important in identifying changes in myocardial 

metabolism before and during the development of LVH and in identifying and 

establishing therapies to prevent LVH [132][134]. We hypothesize that alterations in 

glucose metabolism in the pressure-overloaded heart precede the development of 

impaired cardiac function and thus, targeting the changes in glucose metabolism may 

prevent the development of functional and consequently structural changes in the 

pressure-overloaded heart that lead to LVH and heart failure. 

In chapter 4 and 5 we developed an improved methodology for non-invasive 

quantification of rate of myocardial glucose uptake in vivo in the mouse heart using 

dynamic FDG PET imaging [1][2]. Using this method we tested the hypothesis in mice 

heart in vivo, that early metabolic remodeling in the form of increased myocardial FDG 

uptake precedes structural LV remodeling in conjunction with a decrease in cardiac 

function, in an acute mouse model of transverse aortic constriction (TAC) induced 

pressure overload LVH [2][87]. The TAC mouse model [79][136] lacks some of the key 

features of the human disease, most importantly the slow progressive development of 

pressure overload. This makes it difficult to distinguish the maladaptive from the 

adaptive metabolic response and to identify the window for aggressive therapeutic 

strategies that improve outcome and could be readily translated to clinical practice. In this 

first-in-human clinical study, adapting the dynamic FDG PET imaging and quantitative 

techniques developed in mouse heart, we tested the hypothesis that metabolic remodeling 

precedes structural and functional remodeling in hypertension-induced LVH.  



 

 

 

 

6.2 Materials and Methods 

6.2.1 Patients 

Thirty-one patients (11 men, 20 women) participated in the study. The presence of 

hypertension was determined through chart review. All patients without known coronary 

disease or symptoms of ischemia underwent resting 2-dimensional echocardiography at 

the University of Virginia Echocardiography Laboratory.  

6.2.2 Echocardiography 

All patients underwent resting 2-dimensional transthoracic echocardiography. LVH 

was considered present in the setting of an end-diastolic left ventricular interventricular 

septal or posterior wall dimension ≥ 1.2mm measured after closure of the mitral valve at 

end-diastole (ASE Chamber Quant).  Left ventricular mass was calculated using the 

Devereaux formula, and dividing by the body surface area gives the left ventricular mass 

index [135]. Left ventricular diastolic function assessment included assessment of tissue 

Doppler and mitral inflow velocity Doppler. LV ejection fraction was also determined by 

echocardiography. Heart weight to body weight ratios (HW/BW) were calculated using 

LV mass. The echocardiogram was ordered clinically, and the imaging study was 

performed following the clinical protocol. 

6.2.3 FDG PET Imaging Protocol 

All the patients in the 3 different groups were fasted for > 6 hours prior to the PET 

procedure. During the initial phase of each protocol, the patients were positioned in a 

Siemens Biograph mCT PET-CT scanner. A 10 minutes 40-slice CT scan was acquired 

before the FDG PET scan for attenuation correction.   



 

 

 

 

For evaluation of myocardial glucose metabolism, 20 minutes dynamic 2-[
18

F] fluoro-

2deoxy-D-glucose (FDG) PET scan was performed with cardiac gating on a Siemens 

Biograph mCT PET-CT scanner. FDG in the amount of 10-15 mCi was slowly 

administrated over 30 seconds via an intravenous catheter, 20 minutes of dynamic PET 

data acquisition followed within a few seconds. The list mode PET data were 

reconstructed using an iterative reconstruction algorithm into 30 dynamic frames as 

follows: frames x time (seconds) (12 × 10 s; 8 × 30 s; 8 × 60 s; 2 × 180 s).  

6.2.4 Data Analysis 

The data were analyzing blinded of clinical data. For each patient, midventricular 

transaxial slice from the last time frame of dynamic PET image was used for drawing 

regions of interest (ROIs) in the areas corresponding to the LV blood pool and the 

myocardium, and time activity curves generated from the dynamic PET images using 

Siemens Syngo. The methodology [1] in which the blood input function with spillover 

and partial volume corrections and the metabolic rate constants were simultaneously 

estimated in a 3-compartment tracer kinetic model, was used to determine the rate of 

myocardial FDG uptake, ki (ml/ min/ g). Mean values of Ki, HW/BW ratios and wall 

thickness in the 3 groups of patients were compared using ANOVA and Tukey’s 

Studentized Range testing.  

6.3 Results 

Among the thirty-one patients enrolled, 9 were with hypertension (HTN) with left 

ventricular hypertrophy (LVH), 11 were with HTN without LVH, and 11 controls were 

with neither LVH nor hypertension. All patients had normal left ventricle ejection 



 

 

 

 

fraction (55-65 %). The mean age differed significantly between the groups (p = 0.017); 

it was lower in the control group (43 ± 13 y) than in HTN with LVH (59 ± 13 y, p = 

0.029). There was no significant age difference between HTN with LVH and HTN 

without LVH (57 ± 12 y, p = 0.971) patients. Female gender comprised of 65% of the 

patient population in the control group with 67% and 50% respectively for the HTN with 

LVH and HTN without LVH groups.  

The mean metabolic measurements (ki) for the three groups were significantly 

different (Figure 6-1 A). It was higher in HTN without LVH patients (0.104 ± 0.012 

mL/min/g) compared to HTN with LVH (0.029 ± 0.004 mL/min/g) (p < 0.001) and 

control (0.069 ± 0.003 mL/min/g) (p = 0.003) patients. The mean Ki for the controls 

differed significantly from the HTN with LVH group (p<0.001). 

 



 

 

 

 

 

 

Figure 6-1 Myocardial metabolism and left ventricle structure in hypertension induced LVH 

patients. (A) Measured rate of myocardial FDG uptake, Ki. *p < 0.05 vs control and HTN &LVH; #p < 

0.05 vs HTN & LVH. (B) Measured septal wall thickness, *p < 0.05 vs control and HTN &LVH; (C) Heart 

weight measured from LV mass, *p < 0.05 vs control and HTN &LVH.  

 



 

 

 

 

The mean septal wall thickness (Figure 6-1 B) differed significantly between the 

groups (p = 0.009); it was higher in HTN with LVH (11.5 ± 2.9 mm) than in control (7.9 

± 2.3 mm, p = 0.006) patients. The mean wall thickness for the HTN without LVH 

patients did not differ significantly from the control patients (p = 0.523). The mean 

HW/BW (Figure 6-1 C) differed significantly between the groups (p = 0.013); it was 

higher in HTN with LVH (0.96 ± 0.2 g/lb) than in HTN without LVH (0.6 ± 0.3 g/lb, p = 

0.021) and control (0.67 ± 0.3 g/lb, p = 0.034) patient populations. There was no 

significant difference in HW/BW ratios between HTN without LVH and control (p = 

0.809) patients.  

6.4 Discussion 

First, our results indicated that metabolic changes (Figure 6-1 A) precede structural 

remodeling (Figure 6-1 B) in patients with hypertension. Figure 6-1 (B) (C) indicates 

heart weight to body weight ratios and septal wall thickness measurements in control 

patients and patients with hypertension, and the data show no significant changes in heart 

structure with hypertension alone. Thus significant metabolic changes in the form of 

increased rate of myocardial FDG uptake Ki, precedes any changes in heart weight to 

body weight ratios and wall thickening in hypertensive patients as compared to controls. 

Successful observation of this trend in a larger patient population may provide a window 

for early intervention using aggressive therapeutic strategies to prevent structural 

remodeling, progression to LVH, and heart failure. 

Secondly, in patients with hypertension and LVH, we observe a reduction in the rate 

of myocardial FDG uptake with preserved function. The lower myocardial FDG uptake 



 

 

 

 

in the HTN with LVH patient group may be due to impaired glucose tolerance. We 

hypothesize that insulin resistance (IR) may be a protective mechanism for the pressure 

overloaded hearts. The hypertrophied and failing heart exhibits defective insulin 

stimulated glucose transport, or IR. Since IR is one of the earliest detectable changes in 

the development of cardiovascular disease (CVD) [137], it is often branded as a 

perpetrator of cellular and physiologic damage and most therapeutic interventions are 

aimed at overcoming this condition. However, more recent evidence indicates a 

seemingly paradoxical finding that insulin sensitizers such as Rosiglitazone, which 

improve glucose transport into the insulin resistant heart [138], are linked to 

cardiovascular events in type II diabetic patients [139][140]. These data have led to the 

speculation that IR in the pressure overload heart may be a protective mechanism. IR 

reduces glucose transport into cardiac tissue. On the one hand, this could be viewed as a 

maladaptation which limits the heart’s ability to function normally, while on the other 

hand IR might be a mechanism for cellular preservation by reducing glucose toxicity. 

This hypothesis can be tested by imaging a larger patient population, along with the 

measurement of other metabolic parameters such as blood glucose levels and glycated 

hemoglobin (HbA1c).  

The significance of this study lies in the early detection strategy of metabolic changes 

in the pressure overload heart, using improved PET acquisition and analysis techniques, 

before any structural remodeling happens. The unique advantage of this multi-parameter 

approach is that no prior knowledge of the cardiac dimensions is needed. From a clinical 

perspective, measurement of absolute metabolic activity is very important when using 



 

 

 

 

one single measurement to identify which hypertensive patients are going to develop 

LVH or heart failure.  

6.5 Conclusions 

Metabolic remodeling preceded the development of LVH [2]. The LVH population 

exhibited higher septal wall thickness and heart weight to body weight ratios compared to 

HTN without LVH and control patients with preserved function. Noninvasive detection 

of early metabolic changes may allow early aggressive therapy to prevent disease 

progression in hypertension induced LVH [3][4].   



 

 

 

 

7 Myocardial Blood Flow Measured by 
13

N-Ammonia 

Dynamic PET Imaging  

7.1 Introduction 

Myocardial metabolism, blood flow and contractile function of the heart are closely 

coupled. The heart under pressure overload exhibits impaired myocardial blood flow 

(MBF), with an increase in the rate of myocardial glucose uptake due to reactivation of 

the fetal gene program [96][97] and down regulation of contractile function and oxygen 

consumption [109] as an adaptive response. The myocardium can regain normal 

contractility once the pressure is relieved. This reversible response of myocardial tissue 

has been described as hibernating myocardium. However, it is not clear whether 

metabolic derangements in myocardial glucose metabolism is a cause or an effect of the 

impairment in MBF observed in the pressure overload heart [141]. The flow-metabolism 

mismatch during the adaptive phase is used as a diagnostic tool in clinical practice, 

wherein patients with a mismatch are sent for revascularization, as opposed to patients 

with a flow-metabolism match indicating scar tissue formation. Accurate assessment of 

dysfunctional but viable myocardium is important in patients with left ventricle 

dysfunction, especially myocardial infarction.  Identification of hibernating myocardium 

is most valuable in those patients with the greatest impairment of left ventricle function 

and areas of myocardial asynergy, where revascularization improves contractility to the 

greatest degree and improves survival. Therefore, simultaneous assessment of 



 

 

 

 

impairments in myocardial metabolism and blood flow is important for earlier diagnosis 

and subsequent therapy to prevent cardiac dysfunction. 

PET imaging provides an effective tool for assessing both absolute MBF and 

metabolic processes in myocardial cells from small animal models to clinical practice. 

Radioactive tracers such as 
11

C-acetate [142], 82-Rubidium [143][144], 
13

N-ammonia 

[145] and more recently 
18

F-Flurpiridaz [146] are widely used for measuring myocardial 

perfusion in small and large animals, and also in humans. Previous measurements of 

MBF in rat hearts [147][148] has accounted for SP contamination from the blood to the 

tissue with PV correction. Some measurements in mouse hearts have performed standard 

uptake rate (SUV) calculations [149], which are only semi-quantitative [150]. In chapters 

4 and 5 we evaluated myocardial glucose metabolism in mouse heart using FDG PET 

[2][84] in a 3-compartment tracer kinetic model. Quantitative measurement of MBF in 

mouse heart using 13N-ammonia is more challenging than measuring glucose 

metabolism using FDG due to the larger range of positrons emitted by 
13

N (see table 3-1). 

Degradation in the system spatial resolution and the small size of mouse heart thereby 

results in poor quality images. Rapid heart rate results in further image blur confounding 

the effects of SP in the quantitative estimation of the image derived blood input function 

(IDBIF) [69][72][73] in a dynamic PET scan. In this chapter we measure absolute MBF 

in mouse heart for the first time in vivo using 
13

N-ammonia dynamic PET imaging at rest 

and under vasodilator stress. Myocardial flow reserve (MFR) defined as the ratio of the 

flow under stress to that at rest was also computed. Dynamic PET data was analyzed in 

the modified tracer kinetic model correcting for SP and PV effects of both the blood and 



 

 

 

 

the tissue in a dynamic 13N-ammonia PET scan. The in vivo measurements were 

validated with the magnetic resonance imaging (MRI) measurements [151] in literature. 

7.2 Measuring Absolute Myocardial Blood Flow (MBF) using a 3-

Compartment Tracer Kinetic Model in Mouse Heart 

7.2.1 MicroPET Imaging Protocol 

Rest Imaging: PET imaging for measuring MBF was carried out using 
13

N-ammonia 

in adult C57BL/6 male mice as follows: following the insertion of a tail-vein catheter, 

ECG surface electrodes (Blue Sensor, Ambu Inc., Glen Burnie, MD) were placed on both 

forepaws and the left hindpaw and a pneumatic respiratory pillow was placed on the 

animal's chest. 10 minute dynamic PET scan was performed under 1-1.5 % isofluorane 

anesthesia in oxygen [82], where data acquisition was initiated a few seconds before the 

slow administration of about 800 µCi
 13

N-amonia over 30 seconds via the catheter. Small 

Animal Instruments, Inc., model 1025L for PET was used for continuously monitoring 

heart rate, respiration, and core body temperature.  Transmission scan using 
57

Co point 

source was done for attenuation correction prior to 
13

N-amonia dynamic PET scan.  

During Vasodilator Stress: Ten minutes after the rest scan, allowing for tracer decay 

time, an intravenous (i.v) bolus of Lexiscan (regadenoson, an adenosine A2a receptor 

agonist) was administered into the tail-vein catheter (2.5 ug/ kg in 50 uL), without 

disturbing the position of the mouse in the scanner. Two minutes after adenosine 

administration, allowing for the heart rate to increase to at least 600 bpm, a second 10 

minute PET scan was initiated before the administration of 800 µCi 
13

N-ammonia via the 

intravenous catheter.  



 

 

 

 

The list mode data sorted into 22 time bins (12 × 5 s, 8 × 30 s, 2 × 150s) were 

reconstructed using OSEM-MAP algorithm [79][86] with attenuation correction. An 

OSEM-MAP (FastMAP) version 2.4 was used for reconstruction and the parameters were 

12 OSEM-3D subsets with 2 OSEM-3D iterations, 18 MAP iterations, span 3, ring 

difference 47 and image resolution 1.438 mm. The reconstructed image consisted of 95 

slices with 128×128 pixels and an in-plane voxel resolution of 0.4 mm × 0.4 mm, 

corresponding to a zoom factor of 2.164 and slice thickness of 0.8 mm. The images were 

corrected for radioactive decay, random coincidences and dead-time losses using the 

MicroPET Manager (Siemens Inc.). 

7.2.2 Tracer Kinetic Model Development for Absolute MBF Measurement 

Regions of interest (ROI) in the region corresponding to the LV blood pool (LVBP) 

and the myocardium were drawn in the last frame of the dynamic image data and time 

activity curves for the LVBP and the myocardium were generated for the entire scan 

duration of 10 minutes. 

Based on the 3-compartment model, the differential equations for 
13

N-ammonia 

kinetics in terms of the rate constants shown in Figure 7-1 can be written as follows: 

 

Figure 7-1 The schematic block diagram of 3-compartment myocardial blood flow model. 
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where, k1 (ml/ min/ g) is absolute MBF, ρ=1.04 g/ ml is the myocardial tissue density. 

The model equation for the blood input function can be written as [89]: 
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However, due to SP and PV effects, the model equations for an image-derived time 

activity curve from the blood pool and the myocardium can be written in terms of 

fraction of the tissue concentration in the blood compartment and partial recovery of 

radioactivity concentration from the blood and vice-versa as:  
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where, rm, rb, are the recovery coefficients (accounting for PV effect) for the 

myocardium and blood pool respectively. Sbm, Smb are the SP coefficients from the blood 

pool to the myocardium and vice versa respectively. tb
i
 and te

i
 are the beginning and end 



 

 

 

 

times for a single frame in a dynamic PET scan. Optimization of the model equations to 

the time activity curves obtained from the dynamic PET image was performed by 

minimizing the objective function in MATLAB using “fmincon”, which is based on an 

interior-reflective Newton method [1][80]:  
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where, PETIDBIF is image derived blood input function (blood pool time-activity 

concentration), PETmyo is myocardium time-activity concentration obtained from PET 

image and p is the parameter vector including the SP and PV coefficients. MFR was 

computed as the ratio of the flow under vasodilator stress to the flow at rest as follows:  

 
rest

stress

MBF

MBF
MFR    7-6 

Myocardial blood flow with 
13

N-ammonia PET imaging in vivo in mouse heart at rest 

was obtained using the methodology described in the methods section. Figure 7-2(A-D) 

exhibits the dynamic PET images at various time points in a dynamic PET scan of mouse 

heart in vivo. Figure 7-2 E shows the model fits obtained using the formalism discussed 

in the methods section.  

Absolute MBF at rest was measured to be 4.8 mL/ min/g. This compares well with the 

existing literature for measuring MBF in mouse heart at rest with quantitative first-pass 

[152] and arterial spin-labeling MRI [151]. Absolute MBF under vasodilator stress 

obtained from the second PET was 8.9 mL/ min/ g. The MFR in mouse heart was hence 

computed to be 1.9 (Flow at stress/Flow at rest). 



 

 

 

 

 

 

Figure 7-2 Dynamic 
13

N-ammonia PET imaging in vivo in mouse heart and model fits at rest. (A-D) 

Example fused dynamic PET images at pre, at early and late time points post 
13

N-NH3 injection over a scan 

time of 10 minutes. (E) Model fits of the tissue and blood time activity curves obtained from PET images. 

 



 

 

 

 

 

 

Figure 7-3 
13

N-ammonia PET images of mouse heart at rest and during vasodilator stress (regadenoson, 

2.5 ug/kg in 50 uL) in vivo. 

 

7.3 Measuring Absolute MBF and glucose metabolism mismatch in a 

TAC Mouse Model 

The preliminary study in the control mouse heart showed the feasibility of using 
13

N-

ammonia quantitative dynamic PET imaging for absolute MBF measurement. In this 



 

 

 

 

section, we established a correlation between absolute MBF and glucose metabolism in a 

stressed mouse heart for the first time in vivo. Stress in the mouse heart was created 

following the same surgical protocol described in section 5.2. Dynamic 13N-ammonia 

PET imaging followed by FDG PET imaging was performed 1 day after the surgery.  

7.3.1 MicroPET Imaging Protocol 

A 10 minutes transmission scan using 
57

Co point source was done for attenuation 

correction prior to 
13

N-amonia dynamic PET scan. PET imaging for measuring MBF was 

carried out using 
13

N-ammonia on adult C57BL/6 male mice as follows: following the 

insertion of a tail-vein catheter, ECG surface electrodes (Blue Sensor, Ambu Inc., Glen 

Burnie, MD) were placed on both forepaws and the left hindpaw and a pneumatic 

respiratory pillow was placed on the animal's chest. 10 minutes dynamic PET scan was 

performed under 1-1.5 % isofluorane anesthesia in oxygen [82], where data acquisition 

was initiated a few seconds before the slow administration of about 800 µCi
 13

N-amonia 

over 30 seconds via the catheter. 10 minutes after the rest scan, allowing for 
13

N-

ammonia tracer decay time, 60 minutes dynamic PET imaging for glucose metabolism 

was carried out using 
18

F-FDG on the same mouse without disturbing mouse position in 

the MircroPET scanner. Data acquisition was initiated few seconds before the slow 

administration of 800 µCi 
18

F-FDG via the same tail-vein catheter. Small Animal 

Instruments, Inc., model 1025L for PET was used for continuously monitoring heart rate, 

respiration, and core body temperature. Cardiac gate signals generated at the end-

expiration phase of the respiratory cycle, using the small animal gating system, were used 

to trigger the PET scanner only in dynamic FDG PET imaging. The time stamped list 



 

 

 

 

mode PET data was then retrospectively arranged into 23 time bins and 3 cardiac phases 

per time bin [83]. The list mode data of 
13

N-ammonia scan sorted into 22 time bins (12 × 

5 s, 8 × 30 s, 2 × 150s), and the list mode data of 
18

F-FDG PET scan sorted into 23 time 

bins (11 × 8 s, 1 × 12 s, 2 × 60 s, 1 × 180 s, and 8 × 400 s) [1][79][84]. An OSEM-MAP 

(FastMAP) version 2.4 was used for reconstruction and the parameters were 12 OSEM-

3D subsets with 2 OSEM-3D iterations, 18 MAP iterations, span 3, ring difference 47 

and image resolution 1.438 mm. The reconstructed image consisted of 95 slices with 

128×128 pixels and an in-plane voxel resolution of 0.4 mm × 0.4 mm, corresponding to a 

zoom factor of 2.164 and slice thickness of 0.8 mm. 

7.3.2 Left Ventricle Segmentation Analysis 

 

 

Figure 7-4 Left ventricle segmentation analysis for metabolism and perfusion 



 

 

 

 

For the identification of blood flow and metabolism mismatch, regions of interest were 

determined by following the standardized left ventricle segmentation described by 

Manuel D. Cerqueira et al [153]. Tracer kinetic models developed for MBF (section 7.2.2) 

and glucose metabolism (section 3.3) were used for processing total 17 left ventricle 

segmentations from basal to apex. Absolute MBF K1 and myocardial glucose uptake rate 

ki were calculated for each segment, then normalized by average number over the entire 

left ventricle myocardium. Figure 7-4 indicates blood flow and glucose metabolism 

mismatch in segments 5, 6, 9, 10, 12 and 15, and match in the remaining segments. 

This is the first time that using dynamic PET imaging we have established a 

correlation between absolute MBF and myocardial glucose metabolism in mouse heart in 

vivo. The preliminary results showed an increase in glucose uptake rate (global average ki 

=0.18 mL/ g/ min) and impaired blood flow (global average k1 = 3.2 mL/ min/ g) in the 

heart, as an adaptive response to acute pressure overload surgery on day 1. 

7.4 Discussion 

The correction for 
13

N-ammonia metabolites in blood would further improve the 

quantitative accuracy of MBF estimate in mouse heart at rest and under stress [5]. It is 

expected that with improved tracer kinetic modeling techniques, we can characterize the 

alteration of flow and metabolism with function in the mouse heart subject to pressure 

overload LVH serially over a time course in vivo. 

The one mouse heart, subjected to TAC induced LVH, 17 segmentation analysis 

showed the feasibility to monitor MBF and myocardial glucose metabolism by applying 



 

 

 

 

advanced tracer kinetic models following serial dynamic 
13

N-ammonia and 
18

F-FDG PET 

imaging in vivo. Further studies of interventions at early and late time points will test the 

hypothesis in vivo that derangements in myocardial glucose metabolism possibly triggers 

impairment in MBF and contractile dysfunction in the pressure overload mouse heart. 

In summary, the results from these preliminary studies are of interest because they will 

advance the field of dynamic cardiac PET imaging of MBF in the mouse heart. A 

translation of the PET imaging and quantification methods, developed and optimized in 

mice, to the clinical scenario may lead to the development of fundamental knowledge in 

myocardial perfusion and better understanding in its correlation with metabolic 

alterations on subsequent cardiac function in human heart, which may help reduce 

cardiovascular morbidity and mortality in patients with hypertension. 

7.5 Conclusions 

In this chapter we developed a 3-compartment tracer kinetic model to quantitatively 

assess blood flow and flow reserve in mouse heart using 
13

N-ammonia dynamic PET 

imaging in vivo.  Preliminary data indicated a correlation between blood flow and glucose 

metabolism in the stressed mouse heart in vivo.  



 

 

 

 

8 Conclusion and Future Work 

8.1 Research Summary 

The objective of this dissertation is to develop and validate tracer kinetic models for 

evaluation of metabolism and perfusion in the heart in vivo, with correction for 

incomplete radioactivity recovery and spillover contamination. Using this advanced 

quantitative model in conjunction with optimized PET imaging technique, efforts were 

also made to explore the model as a tool for early detection and therapy planning. 

Quantification of dynamic FDG PET imaging of the heart was extensively studied 

from mouse to man. MCBIF applied to OSEM-MAP gated images correctly accounts for 

the shape, wash-in and wash-out dynamics of FDG from mouse blood without the need 

of any invasive blood sampling. Lower SP of radioactivity from the myocardium to the 

BP and higher PV recovery from OSEM-MAP gated images lead to improved MCBIF 

estimate as compared to that obtained from un-gated FBP images in a dynamic PET scan 

of the mouse heart. We demonstrated that MCBIF applied to an IDIF obtained from high 

resolution gated images with less severe SP and PV effects is quantitative and also 

repeatable as compared to that obtained from low resolution un-gated images [80]. 

In the mouse heart of left ventricle hypertrophy, quantification of metabolism was 

studied in an acute mouse model. Non-invasive serial dynamic FDG imaging of the 

mouse heart subjected to TAC surgery induced hypertrophy supports the hypothesis that 

changes in glucose analogue FDG metabolism in the form of enhanced uptake of FDG by 



 

 

 

 

the myocardium in mice precedes and triggers the onset of severe cardiac dysfunction in 

LVH. Early intervention with a standard of care treatment prevented maladaptive 

response and rescued cardiac function. We speculate that early detection of metabolic 

remodeling may offer a metabolic target for modulation of hypertrophy.  

Although clinically relevant, the acute nature of the model may be a limitation in 

evaluating the hypothesis of metabolic remodeling preceding and triggering cardiac 

dysfunction in LVH, which makes it difficult to distinguish the maladaptive from the 

adaptive metabolic response and thereby to identify the window for aggressive 

therapeutic strategies that improve outcome which then could be readily translated to 

clinical practice. In the first-in-human clinical study, adapting the dynamic FDG PET 

imaging and quantitative techniques developed in mouse heart, it was observed that 

metabolic remodeling precedes any structural and functional remodeling in hypertension 

induced LVH patients.  The LVH population exhibited higher septal wall thickness and 

heart weight to body weight ratios compared to HTN without LVH and control patients 

with preserved function. Noninvasive detection of early metabolic changes may allow 

early aggressive therapy to prevent disease progression in hypertension induced LVH. 

Simultaneous assessment of impairments in myocardial metabolism and blood flow is 

important for earlier diagnosis and subsequent therapy to prevent cardiac dysfunction. 

Preliminary efforts were made into exploring quantitative assessment of absolute blood 

flow in mouse heart using dynamic 
13

N-ammonia imaging in a 3-compartment tracer 

kinetic model. The modified 3-compartment tracer kinetic model for myocardial blood 



 

 

 

 

flow can quantitatively measure absolute MBF and MFR in mouse heart using 13N-

ammonia dynamic PET imaging in vivo. 

8.2 Future Work 

The simultaneous assessments of metabolism and perfusion play an important role in 

diagnosis and treatment planning. The preliminary study showed feasibility of using 

optimized tracer kinetic model in dynamic 
13

N-ammonia imaging for absolute myocardial 

blood flow measurement. To validate the parametric model, future work including 

collecting at least n = 5 control mice 
13

N-ammonia imaging data, and comparing with 

gold standard microsphere measurements ex vivo are necessary. However, the surgery for 

microsphere measurement preparation in mouse may be very difficult. As an alternative 

method, cross-validation between dynamic PET imaging and a different modality such as 

arterial spin labeling (ASL) MRI also can help address this issue.  

Following validation of measuring absolute blood flow in mouse heart, non-invasive 

serial imaging can be performed on n = 5 stressed mice (using a similar surgical protocol 

described in chapter 5) over a period of 7 days using dynamic 
13

N-ammonia and FDG 

PET in a 3-compartment kinetic model for identification of hibernating myocardium and 

to establish a correlation between flow and metabolism in vivo. These imaging data can 

then be compared to control data by imaging n=5 sham mice. 

In summary, the 3-compartment tracer kinetic model showed good adaptability when 

translating from mouse to humans, and also when switching from measuring glucose 

metabolism to absolute blood flow in the heart. The kinetic models developed in this 



 

 

 

 

dissertation can also be adapted to different PET tracers such as acetate for measuring 

oxygen consumption in vivo [154]. The kinetic rate constants and compartments can be 

adjusted to adapt to different metabolic processes for different tracers, while the form of 

the equations of model corrected image-derived heart ventricle and image-derived tissue 

time activity would have a similar form. Also, the initial values and optimization bounds 

should be modified when switching to other tracers or animal models. In addition, blood 

samples from a number of experimental subjects may be necessary to validate model 

output estimates. Nevertheless, application of this technique to other scanners and 

isotopes would require careful validation since positron range and depth of interaction 

will be different for other isotopes and scanners.  
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