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Doctor of Philosophy

Understanding Processes Occurring in the Upper Atmosphere of Mars Using NGIMS
Data Analysis

by Hayley N. WILLIAMSON

Two main processes in the present Martian atmosphere are examined using the data
from the Neutral Gas and Ion Mass Spectrometer (NGIMS) on the Mars Atmosphere and
Volatile Evolution (MAVEN) spacecraft, orbiting Mars since late 2014. Because of the pre-
diction that Mars atmosphere might have been lost due to its interaction with the solar
wind, maps of average atmospheric densities at altitudes of 180-220 km are created us-
ing the NGIMS data for three species: O, Ar, and CO2. The density data are averaged and
then organized according to the direction of the solar wind convective electric field, which
determines the average direction of flow of the solar wind ions. By mapping the average
densities, I look for evidence that solar wind ions that penetrate and collide with the neu-
tral atmosphere affect the neutral densities. However, while the data examined suggest
there might be a small effect at present, the evidence is not statistically significant. Since
the Martian atmosphere is very thin it is also highly perturbed and the effect of these
perturbations are debated. Therefore, on 252 trajectories through the Martian atmosphere
large amplitude, high altitude perturbations seen in the NGIMS database are examined.
When the perturbations are organized by column density rather than altitude, the per-
turbations both peak and dissipate at column densities roughly independent of the time
of day. Additionally, these perturbations increase the O/CO2 ratio above that measured
for orbits without a significant perturbation. To understand this effect, the perturbations
are subsequently categorized by location and found to be roughly consistent with wave
activity seen lower in the atmosphere. Because the NGIMS data for each perturbation
cannot measure the temperature or long term behavior, model simulations of wave prop-
agation are described based on the Direct Simulation Monte Carlo (DSMC) model. The
results from such simulations suggest that these perturbations are most likely large am-
plitude acoustic gravity waves, whose high frequency and fast phase speed allow them
to propagate into the Martian exosphere, affecting the diffusive separation of species and
depositing heat.
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Chapter 1

Introduction

The atmospheres of terrestrial planets are well-studied phenomena. However, for the at-
mospheres of unmagnetized planets such as Venus and Mars, special consideration must
be given to the effect of solar weather on the upper atmosphere. Such effects include
erosion of the atmosphere through atmospheric escape, the addition of energy via solar
extreme ultraviolet radiation or ions carried in the solar wind which heat the atmosphere,
and stripping of the ionosphere by the interplanetary magnetic field, which is created
via photoionization of the upper atmosphere. In addition to solar weather, a significant
source of vertical energy transfer is wave activity, specifically propagating gravity waves,
which refer to perturbations that propagate through the atmosphere with gravity as the
restoring force. These waves are ubiquitous in all atmospheres, but are best understood
on Earth due to the relative ease of observation. However, with the Mars Atmosphere and
Volatile EvolutioN (MAVEN) mission, in situ analysis of the Martian atmosphere is now
possible, and both gravity waves and the effects of solar weather have been detected (e.g.
Thiemann et al. (2015), Curry et al. (2015), England et al. (2017), and Terada et al. (2017),
etc.). While there have been many previous Mars missions, including both orbiters and
landers, the MAVEN mission provides the first true opportunity for ongoing, long term
in situ study of the Martian atmosphere, as previous orbiters such as Mars Global Sur-
veyor and Mars Reconnaissance Orbiter have only obtained relevant upper atmospheric
density data during their aerobraking phases (Bougher et al., 1999; Fritts, Wang, and Tol-
son, 2006). As a result, the scientific community continues to develop an increasing un-
derstanding of atmospheres on the terrestrial planets and how atmospheric escape and
wavelike processes can cause them to change over time. In this thesis I focus on processes
in the Martian atmosphere, with an examination of the atmosphere of Venus found in
Appendix B.
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1.1 Motivations and Background

1.1.1 Atmospheric escape and evolution

It is evident when studying large-scale geology that at one time Mars must have had
significantly more water. Surface features provide evidence of past glaciation in Hellas
Planitia, tributary fluvial networks in the cratered southern highlands, and outflow chan-
nels are indicative of immense flows of liquid water (Baker, 2001). At present, briny water
is only stable for short periods of time on the surface due to the low atmospheric pressure.
This suggests that much of the atmosphere must therefore have been lost to space over the
past 4.5 billion years (Johnson and Liu, 1996). Studies of argon isotopes seem to confirm
that the majority of the missing atmosphere has been lost to space, or escaped, rather than
become chemically locked into rocks (Jakosky et al., 1994; Jakosky et al., 2017). Therefore,
to understand the atmospheric evolution of an unmagnetized terrestrial planet, which
has implications for habitability, one must understand both the past and current rates of
atmospheric escape.

Atmospheric escape occurs when a particular molecule is given enough energy to
escape the gravitational well of a planet. This generally occurs in the exosphere, the up-
permost layer of an atmosphere where particles follow ballistic trajectories, rather than
collide with each other. The very rough boundary of the exosphere, called the exobase,
is defined as the region where the scale height of the atmosphere (i.e. the vertical dis-
tance by which atmospheric pressure and density decrease by a factor of 1/e) is equal
to the mean free path of a particle (Johnson, Schnellenberger, and Wong, 2000; Jakosky
et al., 2017). There are many ways a particle in the exosphere can attain enough energy to
escape a planet’s gravity well, including by interacting with the particles in the incident
solar wind. The cause of atmospheric escape also differs depending on if the particle is
neutral or ionized. Methods of atmospheric escape for the neutral portion of an atmo-
sphere are shown in Figure 1.1 from Jakosky et al. (2015) and include:

• Jeans escape, when the thermal energy of an atom exceeds the gravitational escape
energy. It is most effective for light atoms, such as hydrogen, on lower mass planets,
such as Mars (Chassefière and Leblanc, 2004; Walterscheid, Hickey, and Schubert,
2013; Brain et al., 2016);

• Dissociative recombination, in which photochemical dissociation and recombina-
tion of an atmospheric molecular ion (such as O+

2 ) give an end result of fast-moving
neutral particles, which can then exceed the gravitational escape energy (Fox, 2004;
Fox and Hać, 2009; Lillis et al., 2015); and

• Sputtering, when ions traveling along the interplanetary magnetic field (IMF) con-
tained within the solar wind either directly precipitate or charge exchange produc-
ing precipitating pick-up O+ that collide with neutral species. Such collisions can
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add enough energy to the neutral particle for it to escape (Luhmann, Johnson, and
Zhang, 1992; Johnson, 1994; Leblanc and Johnson, 2002).

FIGURE 1.1: Different methods of escape possible at Mars, from Jakosky
et al. (2015).

While much of the work contained in this dissertation does not directly affect the
atmospheric escape rate, the atmospheric features studied here can do so indirectly by
modifying the composition and the heating rate of the region of the atmosphere from
which escape occurs. Since escape is a crucial and ubiquitous process in the Martian
upper atmosphere, it continues to be an important area of research. The possibility of
seeing the effects of ion precipitation on the neutral species is examined in Chapter 3,
as well as the density changes induced in the upper atmosphere, which Walterscheid,
Hickey, and Schubert (2013) show can induce Jeans escape of neutral species. I focus
on two areas affecting the exobase region: the effect of an incoming plasma, an exogenic
effect, and then the effect of perturbations that propagate into this regime, an endogenic
effect.

Another important aspect of an atmosphere is its wave activity. While there are mul-
tiple types of waves possible in a planetary atmosphere, including tidal phenomena and
Kelvin-Helmholtz waves, this work focuses on gravity waves, which occur when an in-
stability propagates both vertically and horizontally with gravity (or, more technically,
buoyancy) as the restoring force. While gravity waves are a non-linear process, they can
often be reasonably well described using linear plane wave theory. In Appendix A, the
wave equation for gravity waves is derived, as well as describing how gravity waves
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propagate and change the atmosphere. The appendix also contains information on atmo-
spheric parameters such as the Brunt-Väisälä frequency, which is the frequency for which
a parcel of air will oscillate in an atmosphere due to gravity and the buoyant force under
adiabatic conditions.

Gravity waves are present in all planetary atmospheres, as they arise from instabili-
ties, which can be caused by, for example, air flow over topography. Their most important
role in a planetary atmosphere is the transfer of energy from the lower atmosphere to the
upper atmosphere (Nappo, 2013; Walterscheid, Hickey, and Schubert, 2013; Hickey, Wal-
terscheid, and Schubert, 2011; Midgley and Liemohn, 1966; Fritts, 1984; Fritts and Alexan-
der, 2003; Tolstoy, 1963; Charney and Drazin, 1961; Hines, 1960). A wave oscillating under
the influence of gravity can be more specifically categorized as either a propagating grav-
ity wave or an acoustic wave (Hines, 1960; Midgley and Liemohn, 1966). The difference
between the two lies in their phase speeds and oscillatory frequencies. For an acoustic
wave, the phase speed is greater than the speed of sound (c) in the atmosphere, while the
frequency is greater than the adiabatic frequency, i.e. the Brunt-Väisälä (BV) frequency.
For a propagating (previously called internal) gravity wave, the frequency must be less
than the atmospheric Brunt-Väisälä frequency and the phase speed less than the speed
of sound. If the properties of a wave fall in between these two categories, e.g. the phase
speed is greater than c but the frequency is less than the BV frequency, the wave does not
propagate but decays and is known as an evanescent wave. Evanescent waves do not carry
energy and so do not affect the temperature or composition of the atmosphere, thus it is
important to ascertain the type of wave seen in observations. This has not previously been
clarified in such works as England et al. (2017), Terada et al. (2017), and Yiğit et al. (2015)
and so it is unknown what type of wave is most common in the Martian atmosphere.
Tidal waves, with periods being an integer fraction value of the planetary rotation pe-
riod, have also been detected in the Martian atmosphere (England et al., 2016), but as will
be shown in Chapter 7, the waves of interest for this work do not have periods consistent
with tidal phenomena. Additionally, the waves studied here are unlikely to be generated
by topography, as waves propagating in the lower atmosphere generally dissipate in an
unstable region of the atmosphere known as the turbopause (Slipski et al., 2018). While I
do not discuss potential generation mechanisms in detail in the work, it is most likely at
these altitudes that the generation mechanisms are temperature gradients which induce
a disturbance.

Gravity waves (here referring to both propagating gravity waves and acoustic waves),
however, can carry significant amounts of energy into the thermosphere and ionosphere.
This energy transfer mainly occurs when the wave begins to dissipate due to turbulence,
also known as saturation (Vincent, 2009). Acoustic waves generally propagate energy
along the direction of phase speed, while the direction of energy propagation for a prop-
agating gravity wave can vary more widely, including opposite to the phase depending
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on the mode of the wave (Hines, 1960). Walterscheid, Hickey, and Schubert (2013) and
Hickey, Walterscheid, and Schubert (2011) show that both types of gravity waves can con-
tribute significantly to the heat budget of the upper thermosphere, up to several hundred
K/day, which can then in turn affect the Jeans escape rate. The amount of heat added to
the thermosphere is dependent on the phase speed and intrinsic wave frequency, as some
waves will actually create a net cooling effect as they dissipate (Hickey, Walterscheid, and
Schubert, 2011). Wave saturation is also an important source of turbulence in the middle
and upper atmospheres (Hodges, 1967). These facts indicate that gravity waves can be
significant contributors to atmospheric escape and evolution that must be considered in
order to gain a fuller understanding of the Martian atmosphere.

1.1.2 MAVEN Mission

The Mars Atmosphere and Volatile EvolutioN (MAVEN) mission was launched on Novem-
ber 18, 2013, with Mars orbital insertation occurring on September 22, 2014 (Jakosky et al.,
2015). It was developed for the purpose of studying the Martian atmosphere and interac-
tion with the solar wind. The mission’s science objectives are to "measure the composition
and structure of the upper atmosphere and ionosphere today, and determine the pro-
cesses responsible for controlling them; measure the rate of loss of gas from the top of the
atmosphere to space, and determine the processes responsible for controlling them; and
determine properties and characteristics that will allow us to extrapolate backwards in
time to determine the integrated loss to space over the four-billion-year history recorded
in the geological record" (Jakosky et al., 2015). It began science operations in November
2014 and continues in extended missions. The spacecraft contains eight science instru-
ments, several of which were instrumental to the work here. The following instruments’
data were used for this dissertation:

• NGIMS, the Neutral Gas and Ion Mass Spectrometer, is the primary instrument of
interest. NGIMS is a quadrupole mass spectrometer and will be discussed in more
detail below (Mahaffy et al., 2015b).

• MAG, the dual vector fluxgate magnetometer, which measures magnetic field di-
rection and magnitude in the vicinity of the spacecraft, is used when examining the
effects of the solar wind on the neutral atmosphere. This instrument is part of the
Particles and Fields Package (Connerney et al., 2015; Jakosky et al., 2015).

• EUV, the extreme ultraviolet monitor, is also used as a measure of solar activity. The
EUV instrument is part of the Langmuir probe and is used at apoapsis to determine
solar EUV output (Eparvier et al., 2015; Jakosky et al., 2015).

• SWIA, the Solar Wind Ion Analyzer, is used to find the velocity of the solar wind,
used in calculations of the solar wind convective electric field (see Chapter 3). This
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instrument, also part of the Particles and Fields package, measures the energy and
angular distribution of solar wind ions, including protons (Halekas et al., 2015;
Jakosky et al., 2015).

The Key Parameters, or KP, dataset (MAVEN Insitu Key Parameters Data Bundle 2019) was
used to obtain the data from instruments other than NGIMS, while the NGIMS Level 2
data products were used for neutral densities (Elrod, 2015).

The spacecraft has a nominal periapsis of 150 km and apoapsis of 6220 km, with a
period of 4.5 hours. This highly elliptical orbit allows for study of both the Martian at-
mosphere and the solar wind environment, including the magnetosheath and bow shock,
regions of interaction between the planet and the IMF. The orbit precesses to allow ob-
servations at periapsis during all local solar times (LST) and latitudes. Instruments such
as EUV and SWIA predominately observe during the apoapse portion of the orbit, while
NGIMS only operates on the periapse segment (Jakosky et al., 2015; Eparvier et al., 2015;
Mahaffy et al., 2015b).

The NGIMS instrument was of particular interest for this investigation, as the long
term goal is identifying the dominant sources of neutral escape in the Martian upper at-
mosphere. NGIMS is the descendant of many other spacecraft mass spectrometers, such
as the Ion and Neutral Mass Spectrometer onboard the Cassini spacecraft at Saturn (Waite
et al., 2005). The instrument has two modes for detecting neutral species, closed source
(CSM) and open source neutral beaming (OSNB). In closed source mode, a hot ionizing
filament is coupled to an antechamber with a small aperture, thus allowing neutrals to
be ionized and flow into the quadrupole analyzer and detector portion of the instrument.
In open source neutral beaming mode, the incoming particles are collimated into a beam
rather than be allowed to collide in an antechamber; this prevents more reactive species
such as O and N from undergoing collisions and, hence, possibly reacting. After being
ionized by the filament, the particles pass into the quadrupole mass filter, which measures
a mass-to-charge ratio ranging from 1.5 to 150 Da with a 0.1 Da resolution. Finally, the
mass-filtered particles are beamed into the detector assembly, measuring particle counts
per second, which are then converted to mass-specific densities (Mahaffy et al., 2015b).
As some molecular species such as CO2 will dissociate in the instrument, as well as some
species having the same mass-to-charge ratio, the mass densities are calculated using iso-
topic mass fractionations found from laboratory calibrations (Benna and Elrod, 2017).

NGIMS primarily operates in science mode below 500 km in altitude, due to the ex-
tremely low atmospheric densities at high altitudes. In open source mode when the fila-
ment is on, the instrument cannot detect ions; therefore, the filament must be off in open
source ion (OSION) mode so ions can flow into the quadrupole mass spectrometer portion
of the instrument. This allows simultaneous detections of ions and neutrals by switching
between CSN and OSION modes. In order to conduct observation of the reactive neutral
species such as O and CO2, NGIMS operated in two nominal orbits: switching between
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CSN and OSION, known as ion observation, and CSN and OSNB, or neutral observation.
These reactive species are able to stick to the sides of the antechamber and form more CO2,
thus increasing the background for O, CO2, CO, and C. The effect increases throughout
pass through the atmosphere and is quickly dissipated once out of the atmosphere. As
a result, the outbound segments of the NGIMS density profiles have an artificially ele-
vated background. Therefore for each orbit, the outbound densities can be higher than
the inbound densities, so for all of the analysis in this work, only the inbound portion
of each orbit is used. Background is subtracted from the densities for the higher-level
(i.e. instrument counts have been converted to density) NGIMS data products below ap-
proximately 350 km. Above these altitudes, the densities are low enough for instrument
background to outweigh the atmospheric signal. Including only the inbound densities at
altitudes where the signal-to-noise ratio is high ensures that any features seen are due to
actual atmospheric phenomena, rather than instrument background.

The MAVEN mission is invaluable for the study of the Martian atmosphere because
it provides the first continuous set of in situ atmospheric data, in addition to providing
context for changes in the atmosphere by collecting data on the solar wind environment.
While this work does not directly study the main escape processes, the atmospheric den-
sity profiles found in the NGIMS dataset provide a crucial look at short-term atmospheric
phenomena, such as the high-altitude gravity waves that are the focus of this dissertation.
Previous missions such as the Mars Reconnaissance Orbiter and Mars Global Surveyor
made observations of the atmosphere during their aerobraking phases, including obser-
vations of wave activity (Bougher et al., 1999; Fritts, Wang, and Tolson, 2006), but these
observations were brief. MAVEN, however, orbits through the atmospheric region of in-
terest continuously and so allows for long term observation of both the response to solar
activity and wave-like processes.

1.2 Research Objectives

The aim of this dissertation was twofold: first, to ascertain if continuous ion precipitation
has a visible, long term effect on the global neutral densities as seen by NGIMS (Chapter
3) and, second, to study the effect of multiple large amplitude density perturbations in
the exosphere. The first goal was obtained by examining the average densities of O, Ar,
and CO2 in the altitude range of 180-220 km in a coordinate system dependent on the
direction of the solar wind electric field, thus potentially indicating an effect due to ion
precipitation. The second goal was accomplished using several objectives:

1. Determining criteria for identifying an exospheric perturbation in the NGIMS data
based on altitude and amplitude;
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2. Characterizing these perturbations in terms of location and solar wind conditions
from both NGIMS and KP data (Chapter 6);

3. Calculating the column density of the altitude vs. density profiles using the New-
ton method of integration as a way to better categorize exospheric perturbations in
relation to the exobase (Chapter 4);

4. Creating a profile of the O/CO2 ratio for exospheric perturbation orbits and com-
paring it to that for orbits without a significant exospheric perturbation to see how
exospheric perturbations change atmospheric composition on average over multi-
ple orbits (Chapter 4);

5. Retrieving the frequency and wavelength of the exospheric perturbations and com-
paring to the BV frequency in order to understand the type of wave (Chapter 7);

6. Modeling a wave with similar parameters to those seen in the NGIMS data in a
two-component (O and CO2) Direct Simulation Monte Carlo (DSMC) simulation
to understand how these exospheric perturbations affect the energy balance of the
atmosphere (Chapters 5 and 7).

The modeling for this work was performed by Ludivine Leclercq, a postdoctoral fel-
low who created a one-dimensional multi-species DSMC model capable of simulating the
vertical propagation of a disturbance, as well as Lucia Tian, an undergraduate engineer-
ing student. The model was used to create a density perturbation with an amplitude in
the simulated atmosphere similar to that observed by MAVEN and then to vary the wave
frequency of the perturbation to study its effect on propagation and energy transfer. Ad-
ditionally, the Leclercq et al. (2019) paper included in this dissertation in Chapter 5 shows
that the typical method of deriving temperature from a NGIMS density versus altitude
profile, which calculates a pressure profile assuming hydrostatic equilibrium and then
uses the ideal gas law to obtain temperature, can drastically differ from the actual kinetic
temperature of a gas being perturbed as calculated in the model.

1.3 Research Value

While atmospheric escape and gravity waves are well-studied fields, the research in this
dissertation contains several aspects for both that have not yet been examined. Firstly,
while many attempts have been made to find evidence of sputtering, the escape of neu-
trals due to collisions with precipitating ions, in Martian atmospheric data (e.g. Leblanc
et al. (2015)), these generally look for evidence of sputtering within selected density pro-
files. Here, rather than see how density changes in altitude may indicate sputtering, a
single altitude range is selected to examine the global trends in density. There are many
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reasons the average density in the upper atmosphere of Mars can change; the most ob-
vious reason being solar insolation, making the night side of the planet colder than the
day side. However, to help indicate how solar wind factors may influence the density,
the average density data are mapped in coordinates dependent on the direction of the so-
lar wind electric field, which determines the motion of ions and hence ion precipitation.
This creates a map looking for the potential average effects of ion precipitation on the
neutral atmosphere rather than seeking individual orbits where precipitation may have
occurred. Creating an average density map helps account for the stochastic nature of ion
precipitation, which varies in location and frequency (Hara et al., 2017). I believe that
this is a valuable approach, as sputtering was suggested to be, on average, a large con-
tributor to Martian atmospheric escape in previous solar epochs (Luhmann, Johnson, and
Zhang, 1992) and would have occurred globally. Taking this approach allowed for the
examination potential sputtering in a similarly global context.

The population of orbits that contain the exospheric perturbations described in this
dissertation have yet to be studied, as they differ from the more common lower ampli-
tude thermospheric waves seen in, for example, England et al. (2017), Terada et al. (2017),
and Yiğit et al. (2015). The perturbations examined here are outliers from those in other
studies of gravity waves due to both their large amplitudes, which is required to be larger
than 40% of the background density profile (see Chapter 4), and their appearance in the
exosphere, where the atmosphere is no longer collisional. Indeed, even studies of gravity
waves on Earth, where wave activity has been studied for decades (e.g. Hines (1960),
Bretherton (1969), Midgley and Liemohn (1966), and Tolstoy (1963)), do not discuss exo-
spheric waves, as the typical fluid physics used for theoretical examination is no longer
valid. Thus the physics used at lower altitudes must be adapted to understand both how
these waves propagate into the ballistic regime of the atmosphere and how they could
potentially deposit energy. Similar data analysis methods have been used for other popu-
lations of gravity waves seen in NGIMS data (e.g. Terada et al. (2017), etc.), which I apply
here to this unique subset of the data. Additionally, these waves can then be modeled
with molecular kinetic simulations which, unlike the fluid models more typically used
for gravity wave analysis (e.g. England et al. (2017) and Garcia et al. (2017)), is valid at
the altitudes where the gas is rarefied and is the region from which escape is most likely
to occur.

Previous studies of gravity waves found in the MAVEN NGIMS data also lack a dis-
cussion of potential compositional changes induced by vertical propagation, which could
potentially arise as a result of heating or cooling by the wave. The NGIMS data profiles are
first reconstructed in terms of column density rather than altitude, which helps remove
the dependence of density on solar insolation and background temperature. The density
at a given altitude may vary significantly with local time due to changes in scale height in-
duced by the background temperature. Column density, however, is integrated vertically
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and so helps to account for scale height variations. Organizing by column density allows
for the creation of an average density versus column density profile and calculate the ra-
tio between O and CO2, the main constituents of the upper atmosphere. The O/CO2 ratio
always increases with altitude due to the changing scale heights of the various species,
but this ratio increases significantly more quickly for orbits with a significant exospheric
perturbation, indicating that such perturbations are capable of changing the atmospheric
composition, a likely indicator of energy deposition.

I also calculate the intrinsic wave frequency and the average BV frequency for each
perturbation orbit so they can be categorized as propagating or acoustic gravity waves,
which has previously only been done with Earth data or model results (Midgley and
Liemohn, 1966; Hickey, Walterscheid, and Schubert, 2011; Walterscheid, Hickey, and
Schubert, 2013). This presents another opportunity to further understand the energy de-
position of these exospheric perturbations with implications for atmospheric escape. The
temperature change is expected to be small, but previous work has shown that a small
effect can integrate over time to be a significant contribution to the energy budget of the
upper atmosphere (Walterscheid, Hickey, and Schubert, 2013). Determining the intrinsic
wave and BV frequencies also allows us to more accurately simulate a wave in the DSMC
simulation created by Ludivine Leclercq and run by Lucia Tian. Using model simulations
gives further opportunities for understanding the physics occurring rather than using the
data alone, which is limited by being a single track in time and, therefore, cannot show
the evolution and eventual dissipation of a single wave, although it can be inferred. The
model simulations, however, can track the progression of the wave in both density and
temperature, therefore expanding the amount of information available for analysis of the
effect of large amplitude perturbations in the exosphere of Mars.

1.4 Overview

In the following work, I first give in Chapter 2 a theoretical background for my research,
including an overview of atmospheric structure, the full definition of the exobase, and a
description of the DSMC model.

Williamson et al. (2019)a, Chapter 3, examines the average densities of three species,
O, Ar, and CO2, chosen for their prominence in Mars’ upper atmosphere and, in the case
of Ar, for its chemical stability, so that changes in Ar density can be inferred to be due
to non-chemical processes, in an altitude corridor of 180-220 km. This altitude range is
consistent with the most common definitions of the exobase. These average densities are
mapped in a local time based physical coordinate system and then on a solar wind electric
field based coordinate system, as well as separating the data by season. It is seen that
mapping the data in solar wind electric field coordinates suggests that ion precipitation
raises the average density of the neutral species, but it is not a strong conclusion.
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Leclercq et al. (2019), Chapter 5, uses a 1D DSMC model to show that current meth-
ods of temperature extraction from atmospheric density data are not valid for a non-
steady state atmosphere. In order to simulate an exospheric perturbation, the density
at the lower boundary is varied by a chosen amplitude, with a period corresponding to
the steady-steady atmospheric BV frequency. The results show the evolution in time of
both density and temperature for a single-species O atmosphere and a two species mixed
atmosphere. These data is then compared to NGIMS data for one of the exospheric per-
turbation profiles. It is seen that the derived temperature is out of phase from the actual
temperature of the particles in the model no matter the amplitude of the induced pertur-
bation. The model results also show the amplitude of the perturbation growing with am-
plitude, which would be expected from the linear perturbation theory of gravity waves;
however, the amount of growth with altitude does differ from that described in, for ex-
ample, Hines (1960), suggesting that horizontal transport is likely an important aspect of
wave dissipation at some point above the exobase. My contribution to this paper was
in the form of theory, giving the first author the theoretical framework for modeling the
gravity wave and calculating the BV frequency. I additionally provided information on
the choice of perturbation amplitude and frequency so that the model results were com-
parable to those seen on Mars, as well as contributing data analysis and comparison to
the model data.

Chapter 4 contains objectives 1, 3, and 4 from the second research aim, categorizing
large amplitude exospheric perturbations. I define an exospheric perturbation by creating
a smooth background fit for each density profile, then subtracting it from the data to get
the amplitude and show an example from a MAVEN orbit. This amplitude profile is
then converted to in terms of total atomic column density, i.e. the column density of O
plus three times the column density of CO2. Doing so allows averaging all of the large
amplitude profiles together, which shows that these exospheric perturbations both peak
and dissipate at consistent column densities. Using this averaged profile, I also calculate
O/CO2 for both perturbation and non-perturbation orbits, which show that this ratio is
substantially increased when an orbit contains an exospheric perturbation, suggesting
these perturbations do deposit energy in the exosphere.

Next, Chapter 6 gives more information about the exospheric perturbations, fulfill-
ing objective 2. I compare the distribution of the perturbations in local time/solar zenith
angle, latitude, and solar wind conditions, including the solar wind magnetic field and
proton velocity vector. These variables are also used as a comparison for the species-
specific amplitude of the perturbations, with O generally having an amplitude roughly
half that of Ar and CO2 due to scale height differences. This chapter shows that over-
all, the exospheric perturbations are unsurprisingly similar in distribution to the thermo-
spheric gravity waves seen in Terada et al. (2017), leading to the conclusion that these are
most likely particularly large specimens of gravity waves that have been able to escape
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dissipating before reaching the exobase.
Finally, Chapter 7 examines the frequencies of the exospheric perturbations described

in previous chapters as compared to the background atmospheric BV frequency. This is
used to categorize the perturbations as either propagating or acoustic gravity waves. The
retrieved frequencies of the data are used to motivate the simulations of waves with sim-
ilar frequencies in the DSMC model from Chapter 5. The simulations show that changing
the intrinsic frequency of a wave-like perturbation does not significantly change the ac-
curacy of the temperature typically extracted from the perturbed density data. However,
it has a large effect on both the amount of energy transferred vertically by the wave and
the amount of time it takes for a given wave to dissipate at high altitudes. The simulation
results are then used to infer how much energy these exospheric perturbations add to the
exosphere.

The dissertation also includes two appendices. The first contains a full derivation of
the physics of gravity waves, primarily focused on the vertical dimension. The derivation
includes an explanation of the BV frequency and wave amplitude growth with increasing
altitude. The second appendix summarizes work done before the current data analysis
and examines a peculiar atmospheric phenomenon in the ionosphere of Venus as seen by
the Pioneer Venus Orbiter spacecraft, which orbited the planet from 1978-1992. The data
show that ionospheric "holes", where the plasma pressure of the ionosphere drops and the
magnetic field carried in the ionosphere increases, occasionally appeared in the nightside
ionosphere. In the appendix, I examine the location of these "holes", more formally known
as low β regions, where β is defined as the ratio of plasma pressure to magnetic pressure,
in coordinates rotated according to the solar wind magnetic field, as well as finding the
convective electric field across these regions. This work was largely done with Dr. J.
Grebowsky at NASA Goddard Spaceflight Center from 2011-2014.
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Chapter 2

Understanding the Martian
Atmosphere

2.1 Atmospheric composition and structure

The first in situ measurements of the Martian atmosphere were performed by the Viking 1
and 2 landers as they descended to the surface via onboard mass spectrometers. The mass
spectrometers measured six neutral species, CO2, N2, CO, O2, NO and Ar, measuring the
densities as a function of altitude (Nier and McElroy, 1977; Izakov, 1978). The Viking
landers showed that CO2 is the dominant species in the atmosphere, as well as a "sinuous
shape" in the density profile that Nier and McElroy (1977) believed to be indicative of
atmospheric tidal waves. Due to uncertainties about the adsorption of O in the Viking
neutral mass spectrometers, an O profile was never calculated from the Viking data but its
presence was inferred, as O is a typical byproduct of CO2 and O2 dissociation (Withers et
al., 2015). Other missions such as Mars Global Surveyor and Mars Reconnaissance Orbiter
also took atmospheric density measurements during their aerobraking phases in 1997-
1998 and 2006, respectively, which showed similar composition to that seen by Viking.
Additionally, both spacecraft saw wave-like features in the density data, inferred to be
gravity waves (Bougher et al., 1999; Fritts, Wang, and Tolson, 2006). However, prior to the
MAVEN mission, no spacecraft was able to continuously measure atmospheric properties
for long periods of time, hence limiting understanding of both the atmospheric response
to the solar wind and the effect of wave activity.

The NGIMS observations from the MAVEN mission also show that the bulk of the
Martian atmosphere is composed of CO2. The atmosphere additionally contains other
species such as O, Ar, N2, CO, O2, NO, N, H2O and He with their various isotopes, all
able to be measured by NGIMS (Mahaffy et al., 2015a). While work is ongoing to under-
stand the original CO2 budget of the atmosphere using isotope ratios, it is clear that the
atmosphere was once much more robust and able to support the presence of liquid water,
as discussed in the introduction (Jakosky et al., 1994). It is likely that atmospheric loss to
space began after the interior of the planet cooled sufficiently to stop the internal dynamo
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and hence protective planetary magnetic field, allowing the solar wind to interact directly
with the atmosphere (Chassefière and Leblanc, 2004).

Much like Earth’s, Mars’ atmosphere can be roughly divided into layers based on the
temperature profile as a function of altitude. On Earth, the lower and upper atmosphere
are separate by the layer called the stratosphere, where the temperature increases with
altitude due to the absorption of UV light by the atmospheric ozone layer. Because of
the temperature profile the stratosphere is a stable regime with very little vertical trans-
port (Holton, 2015). Mars, however, lacks a stratosphere, allowing for a strong coupling
between the lower atmosphere, the troposphere, and the middle-to-upper atmosphere,
consisting of the mesosphere, thermosphere, and exosphere, in ascending order (Chasse-
fière and Leblanc, 2004).

The density and pressure of a single component, isothermal atmosphere follows the
law of atmospheres or barometric law, assuming the atmosphere is in hydrostatic equilib-
rium. The derivation of this law is found in Appendix A, with the result being that density
and pressure fall exponentially with altitude when T is a constant, i.e.

p(z) = p0e−
mg
kbT z (2.1)

where p is pressure, p0 is the pressure at a chosen lower boundary altitude, kb is the
Boltzmann constant, T the atmospheric temperature, m the atomic mass, and g the grav-
itational acceleration. Using the ideal gas law a similar dependence applies for mass and
number density as a function of altitude. The scale height of the atmosphere, then, is the
distance for which density falls by a factor of 1/e and is given by the inverse of the z
coefficient in the exponent of the above equation:

H =
kbT
mg

(2.2)

The steady-state temperature of the troposphere generally decreases with altitude due to
vertical transport, while in the thermosphere temperature can rapidly increase due to ab-
sorption of UV light. However, in the upper thermosphere and exosphere, the atmosphere
becomes roughly isothermal. Temperatures may vary slightly by species due to changes
in scale height, but does not generally vary with altitude in the absence of perturbations.

In the troposphere and mesosphere, below the region of the atmosphere known as
the homopause, the scale heights of each species are the same because the atmosphere is
well-mixed and so a single scale height can be found using the average atmospheric mass.
When densities are high, the atmosphere can be well-mixed because eddy diffusion due to
turbulence dominates over molecular diffusion due to the thermal motions of individual
particles, which is a function of temperature and particle mass (Green, 1999; Brown, 1991).
The homopause is defined as the region where the molecular diffusion coefficient is equal
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to the eddy diffusion coefficient, and so thermal motion, dependent on species mass, be-
gins to dominate over mixing due to turbulence (Green, 1999). As a result, the species
no longer have the same scale heights. This can occur anywhere from 60-120km altitude
in the Martian atmosphere, with recent estimates found by extrapolating the N2/Ar ratio
measured by the NGIMS instrument (Slipski et al., 2018).

While CO2 dominates all other species even above the homopause, as the species con-
tinue to separate, O with its smaller mass has a larger scale height than CO2 and so does
not fall off as quickly with altitude. Additionally, CO2 photodissociates at high altitudes,
ensuring a large population of O, unlike species such as H or He, which are rarer in the
atmosphere. At extreme altitudes of several Mars radii, the H in the atmosphere forms an
extended corona because of its small mass (Halekas et al., 2017). As a result of the growing
dominance of O over CO2 with altitude, there is a point in the upper atmosphere where O
becomes the dominant species, usually between approximately 230-270km depending on
the background temperature of the atmosphere. The temperature is dependent on solar
input and so is much colder on the nightside of the planet than near the subsolar region.
This in turn affects the estimates of the scale height, the homopause and the altitude at
which O becomes dominant (Mahaffy et al., 2015a; Slipski et al., 2018). At very high
altitudes, the O density is sustained by the dissociative recombination of O+

2 at various
energies (Tully and Johnson, 2001):

O+
2 + e− → O(3P) + O(3P) (6.98eV) (2.3)

→ O(3P) + O(1D) (5.02eV) (2.4)

→ O(3P) + O(1S) (2.79eV) (2.5)

→ O(1D) + O(1D) (3.05eV) (2.6)

→ O(1D) + O(1S) (0.83eV) (2.7)

S, D, and P here refer to the electron configuration of the resulting oxygen atoms, with
O(3P) being the most energetic configuration and O(1S) being the least energetic config-
uration. Any collision that results in energies greater than 2eV will have sufficient energy
to escape from the atmosphere; thus dissociative recombination is a significant source
of atmospheric loss at Mars (Deighan, J et al., 2015; Lillis et al., 2017; Chassefière and
Leblanc, 2004; Lee et al., 2015; Brain et al., 2016). Oxygen atoms that lack the energy to es-
cape populate the oxygen corona, which extends out to several planetary radii and, while
not detectable in NGIMS data, can be seen using the Imaging Ultraviolet Spectrograph
(IUVS) instrument on MAVEN (Deighan, J et al., 2015). It is believed, although so far
difficult to prove, that sputtering, the addition of energy to a neutral atom through col-
lision with a precipitating ion, also contributes to the corona (Johnson, Schnellenberger,
and Wong, 2000; Leblanc and Johnson, 2001).

While the corona is extensive, it is also low density, with the O number density being
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approximately 102 cm−3 above 300 km altitude (Lee et al., 2015). Thus the corona is well
below the densities at which the atmosphere transitions from collisional to dominated by
ballistic transport, or the exosphere. The exosphere is the primary atmospheric region
of importance for this work, as it is the portion of the atmosphere from which escape is
most likely to occur. The exosphere and upper thermosphere are capable of more directly
interacting with the solar wind and EUV at Mars; solar wind protons typically collide
with ions in the exosphere (Rahmati et al., 2015), while precipitating ions will typically
collide with neutrals to add heat and expand the atmosphere, in addition to potentially
causing sputtering, when a neutral collision with a precipitating ion provides enough
energy for the neutral to escape (Johnson, 1994).

The different methods of escape are only some of the ongoing processes in the Mar-
tian atmosphere. At low altitudes, there may be sublimation of surface and sub-surface
ice (Dundas et al., 2018), as well as clouds and fogs, both seen by the Mars Science Lab-
oratory Curiosity rover (Kloos et al., 2018). There is also large scale general circulation,
which transfers energy into the middle and upper atmosphere. In the upper atmosphere,
neutrals are photoionized by solar EUV, creating an ionosphere, which also presents a
boundary to the solar wind, resulting in an induced magnetosphere from the draping
of interplanetary magnetic field lines (Lillis et al., 2015). The ionosphere and neutral
atmosphere also undergo charge exchange and other chemical reactions such as disso-
ciative recombination described above (Chassefière and Leblanc, 2004). Gravity waves,
discussed extensively in this work, are ubiquitous in all layers of the atmosphere, being
generated whenever there is an instability. All of these processes serve as methods to
transport energy throughout the atmosphere, creating a complex and dynamic system.

2.1.1 Collisions in the atmosphere

A key aspect of any gas is the collisions between constituent atoms. Collisions allow
the atmosphere to remain well-mixed below the homopause and transfer energy both
horizontally and vertically. For two atoms to collide, they must be within the collision
cross section, the effective area surround a particle where scattering (i.e. a changing of
the velocity of one or more of the particles) will occur (Griffiths, 1995). In its simplest
form, a collision between two particles can be assumed to be between two spheres, known
as the hard sphere approximation. For many situations, this cross section suffices, as
specificity is not required. The hard sphere cross section is defined as σ = π(2r)2, where
r is the radius of the atomic hard sphere. The hard sphere approach assumes that an
incident particle will interact with a target particle of the same radius in a circle with
radius twice that of the target particle (Griffiths, 1995). For O+O, this number is generally
taken to be 2× 10−15cm2. However, the hard sphere approximation does not take into
account the energies of either the incident or target species, which can drastically change
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the interaction size, nor does it consider the angle of incidence between the two particles,
which can change the result of the scattering.

The cross section and the density of the gas determine, on average, the distance a
particle can travel in the gas before undergoing a collision, called the mean free path. We
can determine the mean free path by considering the hard sphere cross section and the
distance a particle will travel during a length of time t with velocity v. We assume that,
if the particle is traveling in a straight line, the target particle will sweep out a cylindrical
interaction region with volume V = v · t · σ. The number of collisions can then be written
as the number of particles in the interaction region, i.e. v · t · σ · n where n is the number
density of the gas. The mean free path, then, will be the length the particle travels divided
by the number of collisions:

m f p =
v t

v t · σ · n =
1

σn
(2.8)

Therefore, if we know the cross section and number density of an atmosphere, we can
easily calculate the average distance a particle will travel before it interacts with another.
However, in a multispecies atmosphere such as Mars, choosing a cross section can become
complicated, as each type of collision will have a differently sized interaction region.

One way to simplify the cross section calculations is to use an "atomic" cross section;
that is, treat a molecule as multiple atoms, which therefore ignores internal modes of
energy in the molecule due to rotation and vibration. This is possible for O and CO2

at thermal energies of a few eV seen in the upper atmosphere (Luhmann, Johnson, and
Zhang, 1992; Johnson, 1990b; Fox and Hać, 2009). Additionally, because the range of
energies for O in the altitudes of interest is so low, the cross section for O in the Martian
atmosphere varies very little with energy (Luhmann, Johnson, and Zhang, 1992; Fox and
Hać, 2009; Lewkow and Kharchenko, 2014). In the Martian atmosphere, we can roughly
treat CO2 as three oxygen atoms for the purposes of collisions, since C has a similar mass
and radius to O. Treating CO2 as three O atoms allows us to use the O + O cross section
as an approximate total collision cross section for the purposes of calculating a rough
exobase. Using the O cross section to approximate the cross section for CO2 is useful for
the upper atmosphere of Mars, as it greatly simplifies calculation of column density and
location of the exobase. We use this method when calculating the total atomic column
density in Chapter 4 for simplification purposes, with σO = 2× 10−15 cm2.

While using a hard sphere approximation is sufficient for our data analysis, we choose
to use more detailed cross sections in our model, to be discussed. Scattering theory ex-
amines collisions with three possible outcomes: elastic collisions, inelastic collisions, and
absorption. Here, however, we will only focus on elastic collisions, as inelastic collisions
and absorption are rare for collisions of the energies typical in the Martian atmosphere
(Lewkow and Kharchenko, 2014; Leblanc et al., 2017).

For an elastic collision, we consider the number of particles n per unit time scattered
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into an element of solid angle dΩ in the spherical coordinates (θ, φ) given by N dΩ. The
number of particles will be dependent on the flux of particles into the solid angle element,
which we can define as J, i.e. the number of particles per unit time crossing a unit area
perpendicular to the direction of particle motion. We can then define the differential cross
section as the ratio of the number of particles scattered in the (θ, φ) direction per unit time
per unit solid angle to the incident flux:

dσ

dΩ
=

n
J

(2.9)

From the differential cross section, we can obtain the total cross section by integrating
across all solid angles Ω:

σ =
∫ dσ

dΩ
dΩ =

∫ 2π

0

∫ π

0

dσ

dΩ
dθ dφ (2.10)

where θ is the polar angle and φ is the azimuthal angle. In scattering theory, the calcu-
lation of n dΩ and subsequently dσ is dependent on the impact parameter b, which de-
termines the angle of scattering. If b is defined using classical theory, the resulting cross
section will be the hard sphere cross section defined above. However, using quantum
mechanics to provide a better atomic potential will change the impact parameter and
provide a cross section as a function of collision energies (Griffiths, 1995). These energy-
dependent cross sections may be calculated theoretically or using laboratory experiments.
As mentioned in Chapter 1, this work was partially supported by creating a database of
published cross section collisions as a function of energy for a variety of species and en-
ergies for the NASA Planetary Data System Atmospheres Node.

2.1.2 Exobase calculations

To study the effect of large amplitude perturbations in the exosphere as seen in NGIMS
data, we first define the location where the exosphere begins in the data, the exobase. As
the exosphere is defined as the region of the atmosphere where atomic motion is ballistic
rather than collisional, the exobase is defined as the location where the mean free path
of a particle equals the species scale height; that is, the density is low enough for that a
particles on a ballistic trajectory has a 1/e chance of a collision. This indicates that the
exobase location will vary by species; throughout this work, the exobase for O will be
used. Using the definitions of mean free path and scale height, we can write this as:

m f p =
1

σn
= H =

kbT
mg

(2.11)

=⇒ n =
mg
kTσ

(2.12)
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where n is then the number density at the exobase, mfp is the mean free path, σ is the
collision cross section, H is the species scale height, kb the Boltzmann constant, T the
temperature, m the species mass, and g the gravitational acceleration. However, this
method relies on knowing the background temperature or scale height of the atmosphere,
which can be difficult when the atmosphere is not in hydrostatic equilibrium. One method
of finding the mean atmospheric scale height is by fitting the altitude-density profile at
two points z1 and z2, with z1 being the lower altitude, i.e.

n(z2) = n(z1) e−(z2−z1)/H (2.13)

=⇒ ln
(

n(z2)

n(z1)

)
= −(z2 − z1)/H (2.14)

=⇒ H =
z1 − z2

ln (n(z2)/n(z1))
(2.15)

However, this is an average scale height and may not be representative of the perturbed
state of the atmosphere.

In an atmosphere with multiple species, like the Mars atmosphere, the atomic column
density can be used using the "atomic" cross section for O + O as described above. The
column density N, or the number of atoms per unit area is defined by integrating the
number density downwards:

N =
∫ ∞

z0

n(z) dz ∼
∞

∑
z0

ni zi (2.16)

where z is the altitude. Thus, writing column density as atoms/area, we can define the
exobase as the location where

N ∼ 1
σ

(2.17)

for our chosen σ. If σ is the O cross section and we treat Ar and CO2 as having the same
cross section as one and three O, respectively, we can calculate a total atomic column
density Ntot profile and the corresponding exobase using

Ntot = NO + NAr + 3 · NCO2 =
1
σ

(2.18)

Using our O cross section of 2× 10−15 cm2, our resulting total atomic column density
of the exobase is 5× 1014 cm−2 = 5× 1018 m−2 (Johnson, 1990a; Luhmann, Johnson, and
Zhang, 1992). This definition of the exobase is used throughout this work, specifically in
Chapter 4, as a rough indicator that the atmosphere is transitioning to a ballistic regime.

Jakosky et al. (2017) defined the exobase similarly, but they instead chose to use the
Ar + CO2 cross section of 3× 10−15 cm2 for comparison to the mean free path. However,
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given that O is nearly an order of magnitude higher in density than Ar at the altitudes
of interest, as well as being the species most likely to escape, we believe using the O + O
cross section is better as a guideline for where the exosphere begins for our purposes (Fox
and Hać, 2009). It is important to note here than any definition of the exobase is only a
rough estimate. Additionally, a given column density integrated from the NGIMS data
will only be an average at one particular time, whereas the upper atmosphere of Mars is
highly variable. So we use this definition of the exobase as a guide only to determine if a
perturbation is in the region of the atmosphere where escape is most likely to originate.

In order to use the NGIMS data to estimate the exobase, we must first compute the
total atomic column density of each profile using the midpoint method of numerical in-
tegration. First we fit each density profile with a 5th order polynomial to create a smooth
background profile. This method is similar to that used in, for example, Yiğit et al. (2015),
and is also used to compute the amplitude of density perturbations in the profile. We then
use this background density profile to compute the total atomic column density, integrat-
ing from high altitudes to low altitudes:

N(zi) =

[
nb

(
zi + zi−1

2

)]
· (zi−1 − zi) (2.19)

Ntot(z) = NO(z) + NAr(z) + 3 · NCO2(z) (2.20)

N(zi) is the total atomic column density at the ith point, nb

(
zi+zi−1

2

)
is the density at the

midpoint of points i and i-1, and (zi−1 − zi) is the change in altitude between the two
points. By finding where this column density is equal to 5× 1018 m−2, we can estimate a
guideline exobase, as seen in Figure 4.1 in Chapter 4.

2.2 Gravity waves

Propagating waves in the upper atmosphere were first inferred on Earth from observa-
tions of perturbations in meteor trails at high altitudes (Hines, 1960). These waves were
understood to be upper atmospheric gravity waves, a type of linear wave in a stratified,
compressible fluid under the influence of gravity (Tolstoy, 1963). The derivation of the
linear fluid dynamics of gravity waves is outlined in Appendix A. However, here we de-
tail key concepts for our understanding of the perturbations seen in NGIMS data studied
here: the Brunt-Väisälä (BV) frequency and the dispersion relations for gravity waves in
the upper atmosphere, as well as the vertical transport of energy via wave dissipation or
saturation.

Firstly, the BV frequency is that at which parcel of air will oscillate adiabatically in a
background atmosphere, i.e. without the loss or addition of heat. The BV frequency ωbv
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in an isothermal atmosphere is given by the equation

ωbv =
√
− g

n
dn
dz (2.21)

where g is gravitational acceleration, z altitude, and n the number density (Nappo, 2013).
From the barometric law of atmospheres, we know that

dn
n

= −dz
H

=⇒ −dn
dz

1
n
=

1
H

(2.22)

and so the BV frequency can be calculated from the atmospheric scale height (Nappo,
2013).

2.2.1 Dispersion relation

In order to properly describe gravity waves, we must find a dispersion relation, the equa-
tion for a wave that relates the wavelength or wavenumber to the wave frequency. For
gravity waves, a dispersion relation is particularly useful because it indicates the type
of gravity wave, due to the dispersion equation having more than one branch of solu-
tion. Because of the complex non-linearity of an atmosphere, several assumptions are
made to derive this equation: that the atmosphere is isothermal, which is roughly true
for our region of interest; that the atmosphere is roughly quiescent; and that the thermal
conductivity is nearly constant, which is also roughly true for the upper thermosphere
and exosphere. These assumptions allow for a linear approximation of the gravity wave,
although they are not valid for a dissipating wave, which, due to turbulence, is an in-
herently non-linear process and will be discussed further later. The following derivation
primarily follows that found in Midgley and Liemohn (1966).

In Appendix A, we give the one dimensional governing fluid equations for a parcel of
air. Here, we begin by using those equations for a two dimensional (vertical and horizon-
tal) first order perturbation. First, we have the fluid equations of continuity, momentum,
energy, and state. Bold with an arrow indicates a vector quantity and D

Dt indicates the
total derivative, i.e. ∂

∂t +
~V · ∇ where ~V is the perturbation flow velocity.

Dρ

Dt
+ ρ∇ · ~V = 0 (2.23)

ρ
D~V
Dt

= ρ~g −∇p +∇ ·~S− 2 ρ~Ω× ~V (2.24)

ρkb

(γ− 1)m
DT
Dt

= Q +∇ · (λ∇T)− p∇ · ~V +~S · ∇~V (2.25)
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and then our state equation is the usual ideal gas law, p = ρkbT
m . Here ρ is density, p

pressure, ~V the perturbation velocity, ~g gravitational acceleration, ~S the viscous stress
tensor, ~Ω the planetary rotation rate, kb the Boltzmann constant, γ ratio of specific heats,
Q is scalar heat, λ thermal conductivity, T temperature, and m mass.

We will make several assumptions to make solving the equations possible, as shown
in Midgley and Liemohn (1966).

1. We can ignore planetary rotation, so Ω = 0. This is possible because the frequency
of the perturbation will be much larger than the Coriolis frequency.

2. The oscillations are small enough to make linearization possible.

3. The unperturbed quantities (e.g. density, temperature, pressure, etc.) will only vary
in the vertical direction.

4. The unperturbed variables are at rest, so there is no background wind.

5. Composition and viscosity of the atmosphere do not vary, so dm
dt = 0 and the viscous

stress tensor can be ignored.

6. Finally, we assume all perturbed variables vary harmonically in the x and z direc-
tions, i.e. horizontally and vertically.

Using the assumptions, we can create our first order perturbation variables assuming a
wavelike perturbation, using a zeroth order term only varying in altitude and the first
order term as the wave propagating in space and time:

ρ = ρ0(z)
[
1 + A R(z) ei(ωt−kxx)

]
(2.26)

p = p0(z)
[
1 + A P(z) ei(ωt−kxx)

]
(2.27)

T = T0(z)
[
1 + A T̂(z) ei(ωt−kxx)

]
(2.28)

~V = A U(z) ei(ωt−kxx) x̂ + A W(z) ei(ωt−kxx) ẑ (2.29)

A is an arbitrary amplitude, small enough for only linear terms to be considered, and R, P,
T, U, and W are vertically varying coefficients of the harmonic perturbation, then ω and kx

are the perturbation frequency and horizontal wavenumber, respectively. The first terms
are the zeroth order, i.e. ρ0(z), p0(z), T0(z), that only vary with altitude and the second
with exponential terms are the first order perturbation terms. We can easily plug in the
zeroth order terms to find the zeroth order equations, since the unperturbed system is at
rest. The continuity equation in 2.23 will be equal to zero on both sides of the equation



2.2. Gravity waves 23

since Dρ0(z)
Dt = 0 and there is no zeroth order ~V term, so is not shown. Plugging the zeroth

order terms for our perturbed variables into equations 2.24 and 2.25 gives

0 = −ρ0(z)g(z)− dp
dz

(2.30)

0 = Q + λ
d2T
dz2 +

dλ

dz
dT
dz

(2.31)

p0(z) =
ρ0(z)kbT0(z)

m
(2.32)

Now, we find the perturbation equations by plugging the first order, perturbed terms into
our fluid equations. We will only show the full derivation for the continuity equation
2.23, as they all follow similarly. First, we find the total derivative of ρ. A prime indicates
the partial z derivative, where z is altitude.

Dρ

Dt
=

∂ρ

∂t
+ ~V · ∇ρ (2.33)

∂ρ

∂t
=

∂

∂t

(
ρ0(z) + ρ0(z) A R(z)ei(ωt−kxx)

)
(2.34)

∂ρ

∂t
= iωρ0 A Rei(ωt−kxx) (2.35)

∇ρ =
∂

∂x

(
ρ0(z) + ρ0(z) A R(z)ei(ωt−kxx)

)
x̂

+
∂

∂z

(
ρ0(z) + ρ0(z) A R(z)ei(ωt−kxx)

)
ẑ

(2.36)

∇ρ = −ikxρ0A R(z) ei(ωt−kxx) x̂ + ρ′0(z)ẑ + ρ′0(z) A R(z)ei(ωt−kxx)ẑ

+ ρ0(z) A R′(z)ei(ωt−kxx)ẑ
(2.37)

~V · ∇ρ =
[

A U(z) ei(ωt−kxx) x̂
]
∗
[
−ikxρ0A R(z) ei(ωt−kxx) x̂

]
+
[

A W(z) ei(ωt−kxx)ẑ
]
∗
[
ρ′0(z) + ρ′0(z) A R(z)ei(ωt−kxx)ẑ

] (2.38)

~V · ∇ρ = A2e2i(ωt−kxx) [−ikxρ0(z) R(z)U(z) + ρ′0(z) R(z)W(z) + ρ0(z) R′(z)W(z)
]

+ ρ′0(z) A W(z)ei(ωt−kxx)

(2.39)

We can cancel the non-linear A terms to get from 2.35 and 2.39

Dρ

Dt
= iωρ0(z) A R(z)ei(ωt−kxx) + ρ′0 A Wei(ωt−kxx) (2.40)
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We then calculate the second term in the equation, ρ∇ · ~V .

∇ · ~V =
∂

∂x

(
A U(z)ei(ωt−kxx)

)
+

∂

∂z

(
A W(z)ei(ωt−kxx)

)
(2.41)

∇ · ~V = −ikx A U(z)ei(ωt−kxx) + A W ′(z)ei(ωt−kxx) (2.42)

ρ∇ · ~V =
(

ρ0(z) + ρ0(z) A R(z)ei(ωt−kxx)
)
∗(

−ikx A U(z)ei(ωt−kxx) + A W ′(z)ei(ωt−kxx)
) (2.43)

ρ∇ · ~V = ei(ωt−kxx) (−ikxρ0(z)A U(z) + ρ0(z)A W ′(z)
)

+ e2i(ωt−kxx) (−ikxρ0(z)A2 R(z)U(z) + ρ0(z)A2 R(z)W ′(z)
) (2.44)

Canceling the nonlinear terms with A2 in 2.44 and adding it to 2.40, we have our first
order perturbation continuity equation, which, unlike the zeroth order equation, is not
equal to zero on the left hand side:

Dρ

Dt
+∇ · V = A ei(ωt−kxx) [iωρ0(z) R(z) + ρ′0(z)W(z)

]
+A ei(ωt−kxx) [−ikxρ0(z)U(z) + ρ0(z)W ′(z)

]
= 0

(2.45)

∴ iωρ0(z) R(z) + ρ′0(z)W(z) + ρ0(z)
(
W ′(z)− ikx

)
= 0 (2.46)

where ω is the perturbation frequency, ρ0 is the unperturbed density, R is the coefficient of
the perturbed density term, W is the coefficient of the vertical perturbation velocity, and
kx is a horizontal wavenumber, while a prime indicates a partial derivative with respect
to z.

Similarly, we can find a first order perturbation equation for the momentum, energy,
and state equations. These derivations are not shown in full due to length. The equations
below can be found in Midgley and Liemohn (1966).

ρ0(z) iω U(z) = ikx po(z) P(z) (2.47)

ρ0(z) iω W(z) = −ρ0(z)g R(z)− p′0(z) P(z)− p0(z) P′(z) (2.48)

ρ0(z) kb

(γ− 1)m
(
iωT̂(z) + T′0(z)W(z)

)
= λ

(
T̂′′(z)− k2

xT̂(z)
)
+ λ′T̂′(z)

− p0(z)
(
W ′(z)− ikx U(z)

) (2.49)

where ρ0(z), p0(z), T0(z) are the unperturbed background density, pressure, and tem-
perature respectively, ω is the perturbation frequency, kx the perturbation horizontal
wavenumber, kb is the Boltzmann constant, γ the ratio of specific heats for the gas, λ
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the thermal conductivity of the gas, W(z) and U(z) are the vertical and horizontal per-
turbation velocity coefficients, P(z) is the coefficient of the perturbation pressure, R(z) the
coefficient of perturbation density, and T̂(z) the coefficient of the perturbation tempera-
ture. A prime indicates a partial derivative with respect to z and two primes indicates a
second partial derivative with respect to z.

In order to find the useful dispersion equation derived in Hines (1960), further as-
sumptions are made. As discussed previously, the region of interest in the atmosphere
is nearly isothermal and we assume the wave is not dissipating. The coefficients of the
perturbed variables (e.g. R, P, T̂, U, W) in the above equations then become constants and
we can find solutions of the form e−iκz where κ is a complex vertical wavenumber if and
only if the determinant of the coefficients vanishes:

ω4 −ω2 (C2
s k2

x + C2
s κ2 − iγgκ

)
+ (γ− 1)g2 k2

x = 0 (2.50)

which is the dispersion relation in Hines (1960), with Cs being the speed of sound√
γp0

ρ0
=
√

γgH

where γ is the ratio of specific heats Cp/Cv for the constituent gas. We can see that
there are two branches of the solution by solving explicitly for κ, the complex vertical
wavenumber.

κ =
iωa

Cs
±
[

ω2 −ω2
a

C2
s

+ k2
x

ω2
bv −ω2

ω2

]1/2

(2.51)

ωa = γg/2Cs (2.52)

ωbv =
(γ− 1)1/2 g

Cs
(2.53)

ωa here is known as the acoustic cutoff frequency, by definition the lowest possible fre-
quency of a sound wave that will produce a real wavenumber, while ωbv is the natural
adiabatic frequency, or the previously found BV frequency for an isothermal atmosphere
in terms of sound speed and specific heats rather than density (Hines, 1960). To find a real
wavenumber, we can set κ = iωa

Cs
+ kz, where kz is the real part of the vertical wavenum-

ber. The first imaginary term can also be written as i/2H from the definition of ωa and Cs

and thus describes the amplitude growth of the perturbation as a function of scale height
(Midgley and Liemohn, 1966). If kz is imaginary, i.e. kz = ib where b is some constant, the
wave solution will have the form

∼ e−i(ωt+κz−kxx) = e−i(iz/2H+ωt−kxx+ibz) = ez/2Hebze−i(ωt−kxx) (2.54)
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and so be evanescent with only horizontal propagation. A real kz will produce a horizon-
tally and vertically propagating wave of the form

A e−i(iz/2H+ωt−kxx+kzz) = A ez/2He−i(ωt−kxx+kzz) (2.55)

There are thus two possible cases for real kz in equation 2.51, either ω > ωa or ω <

ωbv. If the wave frequency is greater than the acoustic cutoff frequency, then the wave is
referred to as an acoustic wave, which a wave frequency lower than the BV frequency can
be referred to as a gravity wave (often called internal gravity waves in older terminology,
although it is largely outdated) (Hines, 1960; Midgley and Liemohn, 1966; Tolstoy, 1963).
It is important to note here that in the technical sense of having gravity as a restoring
force, an acoustic wave is also a gravity wave, but at acoustic frequencies and is therefore
distinguished from the lower frequency propagating/internal gravity waves, which we
will refer to as gravity waves for simplicity.

The ability of a gravity wave to propagate is also determined by its horizontal phase
speed, c = ω/kx. For kz to be real, c > Cs in the high frequency limit, while c < Cs in
the low frequency limit. As a result, acoustic waves propagate much more quickly than
gravity waves, above the local speed of sound. Therefore there are five possible categories
of atmospheric wave governed by gravity:

1. ω > ωa and c > Cs =⇒ kz real. Acoustic wave

2. ω > ωa and c < Cs =⇒ kz imaginary. Evanescent wave

3. ωbv < ω < ωa =⇒ kz imaginary. Evanescent wave

4. ω < ωbv and c > Cs =⇒ kz imaginary. Evanescent wave

5. ω < ωbv and c < Cs =⇒ kz real. (Propagating/internal) Gravity wave

This dispersion relation is used in nearly all gravity wave analysis papers, including
Hickey, Walterscheid, and Schubert (2011), Terada et al. (2017), and Walterscheid, Hickey,
and Schubert (2013), among others. England et al. (2017) uses a dispersion relation that
includes the Coriolis frequency f = 2Ω sin φ, φ latitude, but ΩMars ≈ 1.13× 10−5 Hz, a
full order of magnitude smaller than a typical BV frequency such as those found in Slipski
et al. (2018), so ignoring Mars rotation is a reasonable assumption.

2.2.2 Wave dissipation

It is important to have at least a cursory understanding of wave dissipation, as the in-
duction of turbulence due to wave dissipation or saturation is the primary method of
energy transfer due to gravity waves (Fritts and Dunkerton, 1984; Fritts, 1984; Charney
and Drazin, 1961; Fritts and Alexander, 2003; Geller, Tanaka, and Fritts, 1975; Hodges,
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1967). However, because turbulence is an inherently non-linear process, it is difficult to
describe analytically and must often be solved numerically unless the equations are lin-
earized, as we have done above. There are a few ways that an atmospheric gravity wave
can be dissipated; firstly, it can dissipate via viscous force, whether through molecular
viscosity, eddy diffusion, or thermal conduction. Secondly, it can undergo "breaking", de-
fined as the point where amplitude growth becomes unsustainable and the wave breaks
down into turbulence, with energy then dissipating through convective instabilities. This
is also called wave "saturation" (Fritts, 1984). Because this work focuses on perturbations
in the exosphere, densities are sufficiently low for viscous forces to be nearly non-existent,
as few particles undergo collisions. So the waves shown in this work most likely dissipate
due to convective instabilities, i.e. saturation.

At altitudes below the exobase, the wave amplitude growth with altitude as shown
above is tempered by the eddy diffusion coefficient (Hodges, 1969). Because waves with
longer vertical wavelengths have corresponding higher group velocities, longer vertical
wavelengths (on the order of 20km) require correspondingly higher eddy diffusion coef-
ficients to prevent exponential amplitude growth (Fritts, 1984). In the exosphere, where
eddy diffusion is non-existent, there is then no balancing force and the amplitude will
grow unchecked. This creates a greater risk of saturation due to convective instabilities,
which Terada et al. (2017) concluded was responsible for the thermospheric gravity wave
amplitude dependence on background temperature below the exobase. This saturation
then induces a drag on the atmosphere, which in term serves to transfer energy from the
wave to the surrounding atmosphere. Further explanation of wave breaking and instabil-
ities can be found in Appendix A. While eddy diffusion can be ignored in the exosphere,
convective instabilities are dependent on temperature rather than viscosity and so can
still occur where there are few collisions.

2.3 The DSMC model

To better understand the behavior of the exospheric perturbations, we simulate the upper
atmosphere using a Direct Simulation Monte Carlo (DSMC) model developed by Ludi-
vine Leclercq (Leclercq et al., submitted, see Chapter 5). The DSMC method allows for
the study of a rarefied gas outside of the continuum regime assumed by equations 2.23,
2.24, and 2.25. For a low density gas, we must have a molecular-kinetic model to simulate
the behavior of the particles. The DSMC method, developed by G.A. Bird, is one such
method (Bird, 2013; Bird, 1994).

To determine if the DSMC method is appropriate for the desired simulated atmo-
sphere, we can examine the dimensionless Knudsen number of the flow, defined as Kn ≡
m f p/L, where L is the characteristic length scale of the system. The Knudsen number
determines if a flow is almost collisionless or totally collisionless. If Kn & 0.1, indicating
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the flow is nearly collisionless, a continuum description is no longer valid and molecular
motion is instead governed by the Boltzmann equation and kinetic theory. If Kn & 10, on
the other hand, the molecules in the gas essentially travel in ballistic trajectories. For Kn
between 0.1 and 10, however, the flow is considered to be transitional, where a continuum
model is no longer accurate but since the number of particles is too large to track every
molecule individually, representative particles are tracked. Therefore the DSMC method
was developed to allow for statistical molecular kinetics, reducing the amount of comput-
ing time while still accurately representing the physics of the rarefied gas. This method
is then the most useful for our purposes, as we study the transitional region surrounding
the exobase, where the flow goes from a continuum region to almost collisionless. There-
fore a fluid model would be inaccurate, whereas a full molecular dynamics model would
be too costly to run.

Instead of using a simulated particle with an exact potential for each real molecule,
the DSMC uses simulated particles that statistically represent ws real molecules, reducing
the number of particles the model must track at any given time. The model then only
considers binary, elastic collisions due to the relative rarity of collisions. The collision
is treated as an instantaneous change in the particle velocity, as if the particles are hard
spheres. The model tracks the position and velocity of each particle, possible due to the
lower number of simulated particles. The velocities and coordinates of each particle are
random and modified with time as they undergo motion due to gravity and collisions.

To simulate the rarefied gas using the statistically weighted particles and collisions,
the DSMC model goes through several steps. First, the simulation domain must be set
up and populated. This is done by choosing a top and bottom boundary location, then
dividing the domain into cells. The height of the cells is usually determined to be slightly
smaller than the mean free path of the particles, so that particles are able to cross cell
boundaries. As our model is one dimensional, the horizontal dimensions of each cell are
one unit length, with the vertical dimension chosen to be close to the molecular mean
free path. In our model, this height is approximately 6-7km, depending on the cell. Each
cell is then given a number of weighted particles with random coordinates and velocities
chosen from a Maxwell-Boltzmann distribution for a given temperature.

After the initial conditions are set, the model undergoes a series of processes for each
time step. The time step is usually chosen to be less than the mean collision time for
the particles, so that particles do not travel non-physical distances before undergoing
collisions. Thus, for each time step, the model:

1. Moves particles according to gravity and records the new position. Any boundary
effects are also considered.

2. Re-indexes the particles into cells based on their new position
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3. Selects collision pairs within each cell and assigns new velocities to the particles that
undergo a collision

4. Samples properties such as density and temperature

5. Outputs the sampling results

This continues until the desired number of time steps has been reached.
For the first step, the particles undergo motion due to gravity, with first a new velocity

vnew calculated, then a new position xnew using the kinematic equations of ballistic motion:

vnew = vold + gold dt (2.56)

xnew = xold + vold dt + 1
2 gold dt2 (2.57)

The gravitational acceleration gold is also calculated at each time step depending on the
altitude of the particle. After the new positions and velocities for each particle are found,
the particles are re-indexed according to cell. This is necessary for the next step, as colli-
sion pairs are only chosen within a cell, so that particles are not crossing cell boundaries
when colliding. At this stage any boundary conditions are also applied to the particles
depending on their new positions. At the top of the simulation domain, a particle that
crosses the upper boundary with energy greater than the escape energy is counted as an
escaped particle, while a particle with energy less than the escape energy is treated as
a ballistic particle, with its trajectory tracked until it reenters the simulation domain and
can subsequently undergo collisions. At the lower boundary, the flux of particles entering
the simulation is chosen to maintain the density of the lowest cell at roughly consistent
levels. In our model, this upward flux is chosen to be Φ0 = n0〈vs〉/4, where n0 is the

number density and 〈vs〉 =
√

8kBTs
msπ is the average thermal velocity with Ts is the species

temperature and ms is the species mass. The time step for our model is approximately
0.5s.

To calculate collisions, we must first find the number of collision pairs in a cell, ncoll .
This number is proportional to the number of particles in the cell, the collision cross sec-
tion, and the volume of the cell:

ncoll =
1
2 np(np − 1) FN (σ|vi − vj|)max ∆t/Vcell (2.58)

Here np indicates the number of particles in the cell, FN is a distribution function, (σ|vi −
vj|)max is the maximum possible product of the collision cross section and the relative
velocities of the ith and jth particles, ∆t is the time step, and Vcell is the volume of the cell,
which in our 1D case is equivalent to the difference between the top altitude and bottom
altitude of the cell (Bird, 2013; Bird, 1994). Then random pairs of particles in the cell are
chosen and undergo an acceptance-rejection procedure based on the probability of their
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collision relative to the maximum collision probability:

P
Pmax

=
σ|vi − vj|

(σ|vi − vj|)max
(2.59)

where P is the collision probability, Pmax the maximum possible collision probability, and
σ|vi − vj| is the product of the collision cross section and the relative velocity of the ith
and jth particles. (σ|vi − vj|)max indicates the maximum such product.

When two particles collide, their velocities are chosen to conserve momentum, energy,
and angular momentum, with the new velocity vector chosen such that

v′1 = v1 + [(v2 − v1) · n̂] n̂ (2.60)

v′2 = v2 − [(v2 − v1) · n̂] n̂ (2.61)

where v′1 and v′2 are the new velocities of the first and second particle, v1 and v2 are the
original velocities, and n̂ is a random isotropic vector:

nx = cos θ ny = sin θ cos(2πr1) nz = sin θ sin(2πr1)

cos θ = 1− 2r2 sin θ =
√

1− cos2 θ
(2.62)

and r1, r2 are random numbers from 0 to 1. This creates the probabilistic collisions of the
DSMC that statistically represent the outcomes of particle collisions without requiring a
full atomic potential.

For our model, however, we use the Lewkow and Kharchenko (2014) cross section and
collision method. This method is anisotropic, accounting for the angular part of a cross
section, which is important for calculations of atmospheric escape. Using these cross sec-
tions also accounts for the energy-dependence of the differential cross section, as well as
collisions between multiple species. Lewkow and Kharchenko (2014) calculates a variety
of atom-atom differential and total cross sections for elastic collisions as a function of en-
ergy, since inelastic collisions are rare for the energy range of interest. These cross sections
are then scaled such that differential cross sections for various species lie on a single curve,
which is linear for small collision energies and scattering angles and quadratic for large
energies and scattering angles. In our model, we use this curve to define the cross sec-
tion for a given collision pair depending on their energies and species. For analysis of the
NGIMS data, the constant cross section is sufficient as we do not have particle energies,
unlike in the DSMC model.
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After particles have undergone collisions, the density and temperature are sampled in
each cell. For each cell, the density and temperature are calculated using

ni =
niws

Vi
(2.63)

Ti =
m

3kB

(
∑ni

p=1 v2
pws

niVi
− 〈vp(i)〉2

)
(2.64)

where ni is the number of particles in a given cell, ws is the aforementioned statistical
weight, Vi is the volume of the cell, m is the molecular mass, vp is the velocity of par-
ticle p, and 〈vp(i)〉 is the average particle velocity in the cell, separate from the average
thermal velocity used above when choosing the upward flux at the bottom of the simula-
tion domain. The model then outputs these results, which are subsequently used for data
analysis such as that seen in Chapter 5. If the model contains more than one species, such
as CO2 and O, each species is given a statistical weight in proportion to their density ratio.
This accounts for their different masses and densities and is the method used in Chapter
5.
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Chapter 3

Examining NGIMS Neutral Data
Response to Solar Wind Drivers

Paper submitted to the Journal of Geophysical Research: Planets in January 2019 as Ex-
amining MAVEN NGIMS Neutral Data Response to Solar Wind Drivers, authors Hayley N.
Williamson (UVA), Meredith K. Elrod (NASA GSFC, University of Maryland College
Park), Shannon M. Curry (UC Berkeley Space Sciences Laboratory), and Robert E. John-
son (UVA).

3.1 Abstract

The Martian upper atmosphere is known to vary diurnally and seasonally due to chang-
ing amounts of solar radiation. However, in the upper thermosphere and exosphere, the
neutrals are also subject to ion precipitation. This can increase the temperature in the re-
gion of precipitation, resulting in density changes that might be seen in in situ data. There-
fore, we examine neutral density data from the Mars Atmosphere and Volatile EvolutioN
(MAVEN) Neutral Gas and Ion Mass Spectrometer (NGIMS) in Mars-Solar-Electric (MSE)
coordinates, where location is determined by the direction of the solar wind convective
electric field, resulting in a hemispherical asymmetry in the ion precipitation. By examin-
ing densities in MSE coordinates we are able to look for a detectable effect in the region
where ion precipitation is more likely. Using the NGIMS neutral data and Key Parame-
ters in situ solar wind data from February 2015 to August 2017 we look for asymmetries
by constructing average density maps in Mars-Solar-Orbital (MSO) and MSE coordinates
near the exobase. The NGIMS densities for O, Ar, and CO2 from 180-220 km altitude for
each orbit are averaged and then binned by location in MSO coordinates and transformed
to MSE coordinates. The resulting MSE map exhibits a small density increase in the south-
ern hemisphere, where one would expect to see enhanced precipitation. Although sug-
gestive, the change is not statistically significant, so that the effect of ion precipitation,
thought to be an important driver in the evolution of Mars’ atmosphere remains elusive.
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3.2 Introduction

The Mars Atmosphere and Volatile EvolutioN (MAVEN) mission seeks to both under-
stand the structure of Mars’ current atmosphere and ascertain how much of this atmo-
sphere has been lost to space over time, known as atmospheric escape (Jakosky et al.,
2015). Solar photons and the solar wind, a stream of charged particles that flows from
the Sun, can affect the atmosphere and drive escape in several ways. For example, the
interplanetary magnetic field (IMF) carried by the solar wind can penetrate Mars’ upper
atmosphere and thereby set ions in the ionosphere in motion. These are often referred
to as pick-up ions. Such ions can then be lost by flowing down the planet’s magneto-
spheric tail (Curry et al., 2015). However, while many of the ions picked up by the IMF
are accelerated away from the planet, some reenter the atmosphere in a process known as
pick-up ion precipitation (Johnson and Luhmann, 1998). The precipitating ions can then
collide with and transfer energy to the neutral atmosphere. Non-thermal collisions can
result in sputtering, a splashing out effect on the neutrals which has been suggested to
be responsible for much of early neutral atmospheric escape (Leblanc and Johnson, 2002).
Although it is still debated whether it was an important or dominant process early on,
MAVEN data clearly indicate that it is a very small part of the present escape rate and as
such is difficult to directly detect even in the extensive MAVEN data base (Leblanc et al.,
2015). The energy transfer from precipitating ion and neutral collisions can raise the tem-
perature of the atmosphere, and, hence, the scale height, leading to an increase in density
of species in the region of the exobase. Therefore, here we examine the changes in the av-
erage density in the exobase region as a proxy for the pick-up ion heating. Precipitation
is an ongoing process even during quiet solar conditions (Leblanc et al., 2015; Hara et al.,
2017), so in this paper we look at average densities at a given altitude range to see if there
is at present an effect from precipitation.

The neutral densities in this paper were obtained by the Neutral Gas and Ion Mass
Spectrometer (NGIMS) on MAVEN, a quadrupole mass spectrometer that measures in
situ densities every orbit (Mahaffy et al., 2015b). NGIMS provides a unique opportunity
to study upper atmospheric composition, as it has now measured densities between the
nominal altitudes of approximately 150-350 km for over a full Martian year. This pro-
vides a large dataset for analysis of the neutral densities in the altitude regime where
the atmosphere transitions from collisional to ballistic and neutral escape becomes more
likely. Since ion precipitation is correlated with the direction of the solar wind convective
electric field, it is more likely when the field is directed towards the planet (Brain et al.,
2015; Fang et al., 2013; Hara et al., 2017). Thus examining neutral densities in a frame
of reference dependent on the direction of said electric field, the Mars-Solar-Electric Field
coordinates (MSE), can help in trying to understand how and if ions driven by the solar
wind can contribute to neutral escape. We also use Mars-Solar-Orbital (MSO) coordinates,
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which are useful for both atmospheric data and data taken farther from the planet, such
as in the upstream solar wind, unlike geodetic coordinates, as a control comparison.

In MSE coordinates, the ’southern’ latitudes indicate the electric field is pointed to-
wards the planet, while ’northern’ latitudes indicate the electric field is pointed away
from the planet. Therefore precipitation predominately occurs in the southern MSE, or
-E hemisphere, whereas ions flow out in the northern MSE latitudes or +E hemisphere.
Transforming the neutral data to this coordinate system allows us to examine the effect
on the neutrals of the potential presence of ion precipitation. We do this by comparing
measured densities where precipitation is occurring with densities where precipitating
ions are probably not providing additional energy to the neutral atmosphere.

We calculate average densities for oxygen, argon, and carbon dioxide between 180
and 220 km, then map these averages in MSO coordinates. We then use the upstream
solar wind proton flow velocity and IMF vectors to calculate the solar wind convective
electric field direction and use this to find MSE coordinates. As such, we will presume that
changes in density in this altitude range between the northern and southern hemispheres
are most likely due to the transfer of energy from precipitating ions in the southern -
E hemisphere. The absence of a clear effect would suggest that ion precipitation is not
affecting the neutrals. We also look at the data for different solar longitudes, to compare
with global circulation models of the neutral atmosphere in order to ascertain if there is a
seasonal effect. While we do not see any clear difference between seasonal densities in the
data and previous model results (e.g. Bougher et al., 2015), we do see a suggestion that
average neutral densities are slightly higher in areas where precipitation likely occurs.
Although the evidence is not statistically significant, it is suggestive and could become
clearer with additional data.

3.3 Methods

This study uses the publicly available NGIMS level 2, version 7, revision 3 data from
February 2015 to August 2017, slightly more than a full Martian year, for a total of 3828
orbits. NGIMS is a quadrupole mass spectrometer that measures in situ ion and neutral
counts for a range of 2-150 amu with 1 amu resolution every orbit. Both ion and neutrals
counts are measured by NGIMS in channels for mass-to-charge ratio in a 2.6 s cadence
(Benna and Elrod, 2017; Mahaffy et al., 2015b). The counts from each mass channel are
converted to abundances in particles per cubic centimeter vs. altitude, time, latitude, and
longitude of the measurement in the instruments level 2 data files.

MSO coordinates refer to a Mars-fixed solar-pointing coordinate system, with the X
vector pointing towards the Sun, the Y vector anti-parallel to the direction of the orbit, and
the Z vector completing the orthogonal system (Vignes et al., 2000). In the MSE coordinate
system, the X unit vector maintains the same direction, but the XZ plane is defined by the
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FIGURE 3.1: A cartoon depiction of MSO coordinates on the left and MSE
coordinates on the right. In the right panel, the gray lines indicate the di-

rection of the convective electric field.

direction of the positive solar electric field, with the Z unit vector chosen to be along
the electric field direction and orthogonal to the X and Y vectors. A cartoon depiction
of the two coordinate systems is shown in Figure 3.1. To define MSE coordinates, we
use the Key Parameters (KP) version 12, revision 1 dataset, which includes data from
the Particles and Fields instrument package onboard MAVEN (Dunn, 2015). The Solar
Wind Ion Analyzer (SWIA) provides the proton flow velocity vector (Halekas et al., 2015),
while the magnetometer provides the IMF vector (Connerney et al., 2015), giving us the
background convection electric field from ~E = −~v × ~B. To find these values, I average
the velocities and magnetic field values above 4000 km in altitude for |v| > 200 km/s,
a method used in Halekas et al. (2017) to determine if a measurement is taken in the
solar wind. Due to the period of a MAVEN orbit, these measurements are thus taken
approximately 2 hours prior to the NGIMS density measurements. However, the solar
wind typically varies on the timescale of solar rotation, i.e. multiple days (Halekas et
al., 2017) and so there should not be significant change in the solar wind electric field
between the time of apoapsis and periapsis. Due to its precessing orbit, MAVEN does
not always sample the solar wind directly when its apoapsis is on the night side of the
planet, so we remove those orbits from our study by examining the proton flow velocities
and magnetic field signatures in the KP data, as has been done previously (Halekas et al.,
2017). Both proton flow velocities and magnetic field vectors are chosen to be the average
values above 4000 km, to ensure that we are using solar wind values rather than those in
the ionosphere.

To look at changes in average neutral density near the exobase for a variety of so-
lar wind conditions, we compare densities for species O, Ar, and CO2 in the 180-220 km
altitude range. This is generally at or just above the region where the atmosphere transi-
tions from being dominated by collisions to becoming ballistic. By looking at this altitude
range, we can examine neutrals that might be heated by incident particle flux to sufficient



3.4. Results 37

temperatures to affect the escape rate from the planet’s gravity well. Ar was chosen be-
cause it is chemically inert, meaning it does not undergo photochemical processes, while
O and CO2 were chosen due to their dominance at the altitudes of interest. For each orbit
we average the measured densities for each species over altitudes 180-220 km. These av-
erages are then separated into location bins of 5 degrees latitude and longitude in MSO
and MSE coordinates, then the mean is found for each bin to produce the average density
maps. This effectively normalizes the data by data density, reducing any bias due to mul-
tiple observations in the same location. Data is also split by solar longitude to examine
seasonal neutral density variations outside of those expected from GCM models such as
M-GITM, the Mars Global Ionosphere-Thermosphere Model (Bougher et al., 2014). While
we do not directly compute temperature, neutral heating can be inferred from higher av-
erage densities, as an increase in temperature will increase the scale height and hence we
will see higher densities at a given altitude.

3.4 Results

Figure 3.2 shows the binned densities as described in 3.3 in MSO coordinates. We observe,
as expected, a distinct difference in density between dayside, the center of the figure, and
nightside. For all three species, the density from subsolar point to antisolar point (or the
data closest to those points) decreases by a significant amount. However, the highest
density for O is not exactly in the noon region, as would be expected from atmospheric
models in this altitude region (Bougher et al., 2014). For Ar and CO2, the difference be-
tween nightside and dayside at these altitudes is quite clear and is close to two orders of
magnitude. This, not surprisingly, is consistent with a significant difference in average
temperature due primarily to the effect of UV heating. The density gradient across the
terminators (±90◦) is relatively steep, dropping approximately an order of magnitude for
argon and carbon dioxide across 50◦ longitude. The density on the dayside and nightside
is similar for the lighter species O due to ballistic transport and atmospheric winds. There
are several places where the MSO paths cross, but do not have the same densities (for ex-
ample, 0◦ longitude,−50◦ latitude). This is due to changes in solar longitude between the
passes.

Figure 3.3 shows the same data as figure 3.2 but plotted in MSE coordinates. The MSE
coordinates offer much higher spatial coverage than MSO, due to MAVEN retracing sim-
ilar paths in MSO coordinates. While there are more filled bins, the number of orbits per
bin on average is lower in figure 3.3. The MSE coordinates for a particular region in MSO
coordinates change frequently due to the transient nature of the solar wind and the flap-
ping of the IMF. The highly variable Z coordinate in MSE gives much more latitudinal
coverage resulting in the near azimuthal symmetry. Because of the higher coverage, the
general trends observed in MSO coordinates for Ar and CO2 are easily seen: the dayside



38 Chapter 3. Examining NGIMS Neutral Data Response to Solar Wind Drivers

-200 -150 -100 -50 0 50 100 150 200
MSO Longitude

-100

-50

0

50

100

M
S

O
 L

at
itu

de

MSO O Density 180-220 km

5.5

6

6.5

7

7.5

8

Lo
g

10
 D

en
si

ty
 (

n/
cc

)

-200 -150 -100 -50 0 50 100 150 200
MSO Longitude

-100

-50

0

50

100

M
S

O
 L

at
itu

de

MSO Ar Density 180-220 km

4

5

6

7

Lo
g

10
 D

en
si

ty
 (

n/
cc

)

-200 -150 -100 -50 0 50 100 150 200
MSO Longitude

-100

-50

0

50

100

M
S

O
 L

at
itu

de

MSO CO2 Density 180-220 km

5

6

7

8

Lo
g

10
 D

en
si

ty
 (

n/
cc

)

FIGURE 3.2: All available data averaged and binned in MSO coordinates
with bin sizes of 5◦x5◦ as described in the text: X pointing out from the
plane towards the sun. Color indicates the log of the species density, with
panels indicating density for O, Ar, and CO2, respectively. Dayside, with
noon at 0◦, is uniformly higher density than the nightside (midnight at

180◦), although the magnitude of the difference varies with species.

is higher density at this altitude than the nightside. However, any finer structure with re-
spect to terminator or high latitude changes in density is lost because MSE coordinates are
largely independent of geographic coordinates. The gap in the subsolar region is due to
MAVEN not sampling the solar wind when its periapsis is at low solar zenith angles. At
those times, its apoapsis is in the magnetotail or magnetosheath and so those data points
are excluded, as the coordinate transformation will not be valid. The MSE coordinates
give the densities an artificial oval or circular shape due to the rotation of the MSO coor-
dinates with the solar wind electric field vector. So the circular spread represents rotation
of similar locations in MSO for a variety of solar wind and IMF directions.

Previous papers have shown the presence of an ion polar plume at the north MSE pole
(Dong et al., 2017) as a significant source of ion escape. Because ions escaping from below
the exobase can also heat this region of the atmosphere, such a feature would appear as
a density enhancement in the northern MSE hemisphere. Additionally, ion precipitation
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FIGURE 3.3: All available data binned and averaged with same resolution
and color scale as in figure 3.2 but in MSE coordinates: X pointing out from
the plane of each figure towards the sun and Z along projection of the solar
wind electric field into the latitudinal plane, with Y perpendicular to the
XZ plane and given as longitude. The solar wind electric field points away
from the planet in the positive Z plane and towards the planet in the nega-
tive Z plane (positive and negative latitudes, respectively). Here, unlike in
figure 3.2, dayside is on the left side of the plot and nightside is on the right

sides.

into the atmosphere has been shown to be more common on the dayside hemisphere,
specifically in the -E hemisphere (Brain et al., 2015; Hara et al., 2017), where the solar elec-
tric field points towards the planet. If this had a significant effect on the neutrals it would
appear as an enhancement in the southern MSE hemisphere. Although the data density is
not high, no such enhancements are obvious in figure 3.3. Although it is possible that this
would be more evident with additional data, these data suggest the effect of the incident
plasma either does not, on average, significantly heat the neutrals in this altitude region
or that the effect is uniformly distributed. The effect of the ions might be clearer if it was
possible to have useful solar wind data when MAVEN’s periapsis is on the dayside, thus
providing data in the subsolar MSE coordinates region. Currently, the near noon dayside
coverage is poorer than that on the nightside.
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FIGURE 3.4: NGIMS data in MSE coordinates with a solar longitude less
than 90◦, i.e. northern spring, binned and averaged as described in the

text. See figure 3.3 for a description of the figure.

To pursue this further, in figure 3.4 we bin the MSE density data for the Martian north-
ern hemisphere spring and southern hemisphere fall, i.e. solar longitude less than 90◦.
Even though the data is even more sparse, for spring the coverage is best near the ter-
minators and in the anti-solar region. We see the same general trends as in the entire
dataset: dayside hemispheric densities are higher than the nightside densities for Ar and
CO2. However, there is a suggestion that O seems to be higher density near 100◦ lon-
gitude, which would be interesting as it matches M-GITM predictions quite well (e.g.
Bougher et al., 2014). This suggests that longitudinal trends in the density at this altitude
are visible for the different species in MSE coordinates and that the enhancement is not
an artifact of the data processing. The same local enhancement is roughly visible in Ar
and CO2, which again would match global circulation models. However, any seasonal
changes beyond those present in models for the neutral atmosphere near the exobase are
not evident with the present data set.

Figure 3.5 shows the MSE binned data for northern summer and southern winter,
which is also sparse. During this solar longitude, Mars is near its apoapsis. Again, overall
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FIGURE 3.5: NGIMS data with a solar longitude between 90◦ ≤ Ls ≤ 180◦,
i.e. northern summer, binned and averaged as described in the text. See

figure 3.3 for a description of the figure.

longitudinal trends correspond roughly with those predicted by models. However, diur-
nal differences for O and CO2 are higher than predicted in the M-GITM model (Bougher
et al., 2014). Specifically, the dayside for O is about an order of magnitude higher in den-
sity than the nightside in this altitude regime, contrary to what is seen in Mars global
circulation models at similar altitudes. It is unclear why this might be the case; since this
seems to be in both the +E and -E hemispheres, it is unlikely the precipitation is warming
the dayside enough to increase the density by an order of magnitude. Therefore, it may
be due to the coordinate transformation changing what the normal seasonal trends would
look like. Unsurprisingly, the diurnal change in density is highest for this season.

While data coverage is slightly different in figure 3.6 for the fall equinox, the overall
density trends are similar to figure 3.4 at the spring equinox. The same high density region
near 100◦ and 250◦ longitude for O is somewhat visible, although it is not as concentrated
in a particular latitude region, indicating the variable solar wind conditions changing the
MSE coordinates. CO2 and Ar densities are again as expected by GCM models such as
the previously mentioned M-GITM.



42 Chapter 3. Examining NGIMS Neutral Data Response to Solar Wind Drivers

-100 -50 0 50 100 150 200 250 300
MSE Longitude

-100

-50

0

50

100

M
S

E
 L

at
itu

de

Fall O Density 180-220 km

5.5

6

6.5

7

7.5

8

Lo
g

10
 D

en
si

ty
 (

n/
cc

)

-100 -50 0 50 100 150 200 250 300
MSE Longitude

-100

-50

0

50

100

M
S

E
 L

at
itu

de

Fall Ar Density 180-220 km

4

5

6

7

Lo
g

10
 D

en
si

ty
 (

n/
cc

)

-100 -50 0 50 100 150 200 250 300
MSE Longitude

-100

-50

0

50

100

M
S

E
 L

at
itu

de

Fall CO2 Density 180-220 km

5

6

7

8

Lo
g

10
 D

en
si

ty
 (

n/
cc

)

FIGURE 3.6: NGIMS data with a solar longitude between 180◦ ≤ Ls ≤ 270◦,
i.e. northern fall, binned and averaged as described in the text. See figure

3.3 for a description of the figure.

Because the start of the MAVEN mission was in Martian winter and the dataset used
in this paper is slightly over a full Martian year, figure 3.7 is the only one of the four that
contains data from more than one Martian year. Figure 3.7 shows data from northern
winter, which is also the season closest to solar periapse and is typically dusty, which
can warm or "puff up" the atmosphere. This season differs most from that predicted by
GCM models, which predict that for O the nightside should be an order of magnitude
higher density than the dayside at these altitudes, which we do not see here. Instead,
both hemispheres are nearly equal in density. Likewise, Ar and CO2 are lower density
on the nightside than would be expected. As mentioned above, the atmosphere close to
periapsis can be quite dusty, which can change atmospheric temperatures and densities.
GCM models typically use a dust average, usually for a weakly dusty season (Bougher et
al., 2014). Thus is it likely that the difference between the data and model can be accounted
for by dust, for while there has not been a global dust storm in some years, there are
generally multiple large dust storms during this season every Martian year.

In table 3.1, we have split the MSE density data into dayside positive and negative E
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FIGURE 3.7: NGIMS data with a solar longitude greater than 270◦, i.e.
northern winter, binned and averaged as described in the text. See figure

3.3 for a description of the figure.

field direction (i.e. latitude) and nightside positive and negative E field direction, then
taken the mean for each group. This shows that for all three species, regardless of so-
lar zenith angle, the -E hemisphere is slightly higher in density than the +E hemisphere.
Therefore it is possible that ion precipitation is adding energy to the neutral atmosphere in
the -E hemisphere, hence raising the temperature and expanding the atmosphere. How-
ever, the standard deviation for these averages is large, up to 50 percent of the average
density value, due to the data being from an entire hemisphere and thus varying widely
in density. As a result, the differences between the ±E hemispheres are not individually
statistically significant, but are consistent for all three species, as is the magnitude of the
change, suggesting that precipitation might be affecting the neutrals on a global scale.

3.5 Discussion

Both diurnal and seasonal local time variations in density near the exobase are easily
visible in the MSE coordinates and show the expected changes. Seasonal variations are
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TABLE 3.1: Average densities for ±E day and night hemispheres

Hemisphere O Density Ar Density CO2 Density
+E Day 1.2 0.14 4.5
-E Day 1.4 0.15 4.6

+E Night 0.94 0.07 1.9
-E Night 1.1 0.08 2.4

a*1.0e7/cm3

more complex, since they also depend on geographic latitude, not just solar longitude.
However, the data shown in MSE coordinates is consistent with those studies in which
the data is examined in geodetic coordinates. The orbital distance of Mars from the Sun,
of course, also plays a role as it is highly eccentric affecting the solar insolation and, hence,
the atmospheric structure. Comparing figure 3.5 and figure 3.7 shows densities at solar
apoapse are lower than those near periapse as expected (Bougher et al., 2014; Bougher
et al., 2015).

By definition, MSE coordinates provide information about the effect of ion flow in
various regions. Because models have demonstrated that ion precipitation can transfer
energy and increase neutral temperatures (Fang et al., 2013; Michael and Johnson, 2005),
which in turn causes an increased scale height, comparing densities at the same altitude
could be a proxy for the upper atmosphere heating rate. This is reflected in the seasonal
effect and higher average dayside densities at fixed altitude seen in figures 3.2 and 3.3 for
Ar and CO2 (Valeille et al., 2009; Mahaffy et al., 2015a; Lillis et al., 2015). Therefore, the
slightly higher densities seen in the -E hemisphere in table 3.1 suggests it is on average,
slightly warmer than the +E hemisphere for both day and night.

Consistent with other studies using MAVEN data, atmospheric heating by incident
plasma ions is found to be a small effect during the period examined. Our analysis sug-
gests that heating of the neutrals on entering (-E hemisphere) slightly dominates heating
on exiting (+E hemisphere). Since the change in density from MSE north to south in the
altitude region studied is within one standard deviation of the mean, it is not statistically
significant. However, the observed few percent difference is consistent with recent mod-
els of ion precipitation and sputtering (Fang et al., 2013; Leblanc et al., 2017). Due to the
expected size of the density change and the lack of coverage on the dayside, it is not ob-
vious in the global density maps (e.g. figure 3.3). To further evaluate its importance will
require data at times of high solar activity, as well as data at lower solar zenith angles,
which is not possible without independent solar wind measurements made simultane-
ously with the density measurements. There is currently work being done to estimate so-
lar wind properties based on proxies while MAVEN has its apoapsis on the night side, but
these results were not available at the time of this work. Although there is a suggestion
of ion precipitation affecting the neutral densities, the role of pick-up ion precipitation,
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thought to be critical in the evolution of the Martian atmosphere, remains elusive.
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Chapter 4

Large Amplitude Perturbations in the
Martian Exosphere

Paper submitted to Icarus in January 2019 as Large amplitude perturbations in the Martian
exosphere seen in MAVEN NGIMS data, authors Hayley N. Williamson (UVA), Robert E.
Johnson (UVA), Ludivine Leclercq (UVA), and Meredith K. Elrod (NASA GSFC, Univer-
sity of Maryland College Park)

4.1 Abstract

We examine 252 Mars Atmosphere and Volatile EvolutioN (MAVEN) passes through the
Martian atmosphere for which the Neutral Gas and Ion Mass Spectrometer (NGIMS)
altitude-density profiles show perturbations with amplitudes larger than 40 percent of
the background density that persist above the nominal exobase as defined here. The den-
sity profiles exhibiting such perturbations are plotted as a function of atmospheric column
density rather than altitude. This roughly removes the dependence of the altitude-density
profiles on composition, scale height, and local solar time. Such density structures are of
interest as they can affect the local heating rate and, possibly, the escape rate. We find that
the observed structures dissipate at roughly the same atomic column density and they
affect the composition of the exosphere, raising the O/CO2 ratio as compared with orbits
that do not exhibit significant perturbations.

4.2 Introduction

Atmospheric waves with gravity as the restoring force, known generically as gravity
waves, are pervasive and prevalent in Mars’ atmosphere. In situ detections were made
during the aerobraking phases of Mars Global Surveyor (MGS), Mars Odyssey, and Mars
Reconnaissance Orbiter (MRO), as well during the Mars Atmosphere and Volatile Evo-
lutioN (MAVEN) mission using the Neutral Gas and Ion Mass Spectrometer (NGIMS)
(Mahaffy et al., 2015b). The NGIMS instrument measures the density and composition of
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neutrals as the spacecraft passes through the Martian atmosphere (Mahaffy et al., 2015a).
Earth atmospheric studies show such perturbations are an important mechanism for the
vertical transport of energy from the middle atmosphere to the upper atmosphere (Vin-
cent, 2009). Linear fluid dynamics theory predicts that the amplitude can grow nearly
exponentially with altitude and that once growth reaches a certain point, the amplitude
begins to saturate, defined as the process by which the wave activity is dissipated by tur-
bulence (Fritts, 1984; Fritts and Alexander, 2003). Multiple studies of wave activity at
Mars based on the MAVEN in situ data have shown that the majority of these features
saturate in the upper thermosphere, at densities where the atmosphere transitions from
being collisional to ballistic. However, large wave-like features, or density perturbations,
are seen here above the transition region and into the exosphere. This could be due to
gravity waves with large amplitudes or long wavelengths penetrating beyond the nomi-
nal exobase into the exosphere (England et al., 2017; Terada et al., 2017; Yiğit et al., 2015)
or, possibly, perturbations due to solar or plasma heating events directly produced in this
region (Thiemann et al., 2015; Terada et al., 2017).

Because these features occur at such high altitudes, they can enhance neutral escape
via energy transfer (Walterscheid, Hickey, and Schubert, 2013). However, it remains to
be seen how much energy high altitude waves contribute to the ballistic regime, as wave
theory is predominately focused on modeling the behavior in the collisional region of
an atmosphere. Here we examine wave-like features that penetrate into the exosphere
as seen in the NGIMS data to ascertain how these features behave and dissipate in this
nearly collisionless regime. To do so, we first give our criteria for the exospheric features
to be studied as seen in the NGIMS data from February 2015 to February 2018. We then
examine these features in terms of atomic column density by integrating the CO2, Ar and
O densities along the altitude of the MAVEN spacecraft. The atomic column density was
chosen rather than altitude as it directly correlates with the nominal exobase as defined
below. Unlike density as a function of altitude, it is not as sensitive to the local temper-
ature, so the effect of scale height changes with solar zenith angle are mitigated. Using
plots of CO2, O, and Ar densities versus atomic column density, we discuss the mecha-
nisms for dissipation in the exosphere and how this might affect the local heating.

4.3 Data

4.3.1 Exospheric perturbations

To identify large exospheric perturbations, we searched the NGIMS neutral density data
from February 2015 to November 2017. We examined O, Ar, and CO2 profiles because O
and CO2 are the dominant species in the upper thermosphere and exosphere, while Ar
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is chemically inert and so unaffected by photochemical processes. For each orbit, we se-
lected only the inbound data due to potential issues with the O density on the outbound
leg of the orbit (Benna and Elrod, 2017). As discussed in Chapter 1, reactive species such
as O and CO2 build up on the wall of the instrument throughout the orbit, creating an arti-
ficial increase in the density on the outbound leg. Thus using only the inbound leg allows
for more accurate density measurements. For each set of inbound orbit density data, we
fit a 5th degree polynomial to the density-altitude curve to obtain a smooth background
density profile, as we found that a 5th order polynomial captured long-wavelength waves
with sufficient accuracy. Using a polynomial fit to obtain a background density for the
purposes of calculating amplitude has been used previously in papers such as Cui et al.
(2014) and England et al. (2017); and Yiğit et al. (2015), although the degree of the poly-
nomial varies. This method is preferred to an exponential fit as it better accounts for a
non-constant scale height; with an exponential profile, the scale height must be reevalu-
ated throughout the profile to maintain the quality of the fit. Thus the polynomial fit is
both simpler and smoother.

The amplitudes of the perturbations were calculated from the relative difference be-
tween the actual density and the background profile: i.e., ndata−n0

n0
, where n0 is the density

of the 5th degree polynomial fit to the NGIMS data and ndata is the NGIMS number density.
This number, multiplied by 100, gives the percent amplitude relative to the background.
We searched the NGIMS data to find passes such that the measured density profile ex-
hibits perturbations that fit the following criteria:

1. There must be a perturbation with an Ar or CO2 peak amplitude greater than 40%
of the background density, where amplitude percentage is defined by ndata−n0

n0
· 100.

The O amplitude is significantly smaller than that of Ar or CO2 so is not used for
this criterion.

2. The profile exhibits only one peak with amplitude larger than 40% of the back-
ground density. Most profiles also have small amplitude perturbations with am-
plitudes below this limit, assumed to be of the same wave train.

3. The peak amplitude must occur above 5× 1018 atoms/m2, a rough estimate of the
onset of the transition into the exosphere as discussed below. This ensures the fea-
tures examined dissipate in the nearly ballistic regime.

Using these criteria, we find 252 examples out of the 4259 orbits from February 2015 to
November 2017. These profiles are subsequently compared to an average of the profiles
without perturbations. The perturbations found span all local solar times, with slightly
larger amplitudes on the nightside, and have a median apparent Ar wavelength, defined
as the altitude difference between the two largest amplitude peaks, of 29.6± 9.5 km. Ad-
ditionally, they are spread relatively evenly throughout all solar longitudes, indicating
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they are a global, if rare, phenomenon not affected by season. Both the spatial distri-
bution and mean wavelength are consistent with the thermospheric waves analyzed in
Terada et al. (2017), which shows waves appearing throughout the atmosphere and av-
erage vertical wavelengths of 20-40 km. The orbits of interest are slightly more common
in the terminator regions and the nightside, although it is not a strong preference. This
spatial distribution indicates that these large exospheric perturbations are, while uncom-
mon, not unique to any particular region in the Martian atmosphere, much like gravity
waves at lower altitudes, indicating that this could be a subset of the larger population of
atmospheric gravity waves.

Figure 4.1 shows one of 252 examples that fit the above criteria, the inbound portion
of orbit 2521, from January 16, 2016. Panels (a) and (b) show the density and amplitude
profiles as a function of altitude, including in panel (a) the 5th degree polynomial fit used
as a smooth background for the purposes of calculating amplitude. However, because
the exobase region is dependent on the column density rather than altitude, we also show
the density and amplitude as a function of total atomic column density with a nominal
exobase as defined in the text. The total column density is calculated using Newton’s
method of integration from high altitudes to low altitudes for each species: N =

∫
n dz =

ni+ni−1
2 ∗ (zi−1− zi). The column densities for each species are then summed in proportion

to the number of atoms for each species, i.e., Ntot = NO + NAr + 3 NCO2 giving a net atomic
column for each MAVEN trajectory. At periapsis, the trajectory of the spacecraft becomes
nearly horizontal, rendering the integration inaccurate, so the column density values are
truncated at approximately 5 km above periapsis, consistent with England et al. (2017).
Thus there are slightly fewer data points in the density versus column density profiles
at high column and number densities, evident when comparing panel (a) to panel (c)
in figure 4.1. Because the perturbations of interest penetrate into the exosphere, this does
not affect the quality of the data examined. Plotting density and amplitude versus column
density allows us to use a common reference level which in this paper we define below
as a nominal atomic exobase. Because the principal escaping heavy neutral is atomic O
(Lillis et al., 2017), in the following we use as a reference level an estimate of the exobase,
the location where the mean free path of an escaping O is of the order of the atomic
scale height, H: i.e., 1/(nσ) ∼ H. Here σ is an average collision cross section between
atoms in the atmosphere. Since the column density N ∼ nH, we use the equation Nex ∼
1/σ to define the reference level using an estimate of the O + O cross section at these
temperatures (i.e. a few hundred K), ∼ 2 × 10−15 cm2 (Johnson, Schnellenberger, and
Wong, 2000; Kharchenko et al., 2000; Tully and Johnson, 2001). This differs somewhat
from other estimates, such as in Jakosky et al. (2017), where the cross section for Ar +
CO2 = 3× 10−15 cm2 is used to estimate a nominal exobase. Here we use the oxygen
cross section as an "atomic" cross section, as we are interested in a rough guide as to
where collisions of atoms with any of the gas atoms or molecules become much less likely.
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FIGURE 4.1: Example of a high altitude, large amplitude gravity wave from
MAVEN orbit 2521 for species O, Ar, and CO2. Panels (a) and (b) show the
density plus background fit and amplitude plotted versus altitude, while
panels (c) and (d) show the same plotted versus total atomic column den-
sity. The horizontal line is shown as a reference level of the order of our

nominal atomic exobase, as defined in the text.

We use the O cross section here as the baseline rather than Ar because O is the primary
escaping species of interest at these altitudes (Fox and Hać, 2009). Despite the slight
difference in cross sections, the altitude range of the exobase is roughly the same as seen
in Jakosky et al. (2017) and Slipski et al. (2018). As the transition region and exosphere are
dominated by O and CO2, treating CO2 as 3 atoms, we use Nex ∼ 5× 1018 atoms/m2 as
a nominal exobase (e.g. Jakosky et al. (2015), Jakosky et al. (2017), Lillis et al. (2017), and
Slipski et al. (2018)). This line is marked on all plots and is particularly useful as we plot
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versus atomic column density.
In panels (a) and (b), the nominal exobase is located at approximately 150 km in alti-

tude, which is on the lower end of the typical estimates of the exobase altitude, generally
considered to be around 140-200 km (e.g., Jakosky et al. (2017) and Slipski et al. (2018)).
However, orbit 2521 is located at 3 hours local solar time, on the nightside, where scale
heights are depressed due to colder temperatures. As a result, the exobase is subsequently
lower in altitude. However, the column density for the exobase remains the same as for
all other orbits, independent of local time. Thus plotting density versus column density
better organizes the data and clearly indicates when the perturbation is above the nominal
exobase, which is not obvious in panel (a).

4.3.2 Average perturbation profiles

We show in Figure 4.2 an average profile of the absolute value of the amplitudes in terms
of the total atomic column density as described above. Because the range of column den-
sities in each orbit is slightly different, we standardize each amplitude profile by fitting
it with a 15th degree polynomial between 1019 and 1016 m−2, with the degree of the fit
chosen to minimize residuals between the data and polynomial. We include for compari-
son a CO2 mean amplitude profile constructed from all the orbits from February 2015 and
February 2018 except the 252 case studies in order to show that the case studies examined
here deviate significantly from the normal conditions.

The solid lines in Figure 4.2a show the result for each species when the mean is taken
of all 252 absolute value amplitude fits, indicating that the maximum appears at a simi-
lar column density. In Figure 4.2b the solid line gives the averaged O/CO2 ratio versus
atomic column density for the orbits selected. As in Figure 4.1, the nominal exobase level
is indicated by the horizontal line. These profiles are compared with the average of those
orbits for which a perturbation fitting our criteria was not detected. The averaged profiles
in Figure 4.2a show a growing amplitude until 2× 1018 m−2, after which it begins to decay.
As can be seen in the sample orbit in Figure 4.1, the O amplitude is approximately half that
of the Ar and CO2 amplitudes due to differences in scale height. Gravity wave physics
predicts that the amplitude is inversely proportional to scale height for long-wavelength
waves even as the species amplitudes grow with altitude; therefore, lighter species should
have smaller amplitudes, while species of similar masses such as Ar and CO2 should have
very similar amplitudes (England et al., 2017), which fits the data shown here. Addition-
ally, we also see an increasing O/CO2 ratio near 2× 1018 m−2, unlike the mean ratio for
orbits without an exospheric perturbation. In Figure 4.2b, it is seen that the O/CO2 ratio
increases at similar column densities up to the point at which the mean amplitude begins
to decrease. This suggests that the amplitude dissipation and the changing composition
are related, as discussed in section 4.4.
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FIGURE 4.2: (a) Mean amplitude profile for exospheric waves of species O,
Ar, and CO2, chosen as described in the text. The black dashed line indi-
cates the mean CO2 amplitude for all orbits without a perturbation from
Feb 2015-Nov 2017. (b) The mean ratio of O to CO2 for all background den-
sity profiles plotted versus total atomic column density for the cases stud-
ied in blue and the mean ratio for all other orbits in black. Both panels are
plotted versus total atomic column density in number/m2. The reference
level of nominal exobase as chosen in the text is marked with a horizontal

dashed line.

4.4 Discussion

We examine the density structure in terms of atomic column density rather than altitude
for several reasons. First and foremost is that it is much less sensitive than the density
at a given altitude to conditions below the region being studied, as well as to the scale
height and temperature. Since on the colder nightside of Mars, scale heights are smaller, a
similar altitude to that on the dayside can have vastly different densities for each species.
Therefore, averaging density profiles at a given altitude is not very useful in this region
of the atmosphere. Additionally, the boundary between the predominantly collisional
and the predominantly ballistic regions of an atmosphere can be characterized by column
density for any chosen definition of the collisional exobase, as discussed in section 4.3.
Therefore, a reference level, such as the nominal atomic exobase, is roughly common to
all passes on a density versus column density profile. In this way, the density structure
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versus atomic column density is a significant help in interpreting the behavior of large
perturbations in the exobase region of Mars’ atmosphere.

Amplitude growth with decreasing column density is expected in continuum models
of gravity waves (Fritts, 1984; Delisi and Orlanski, 1975). This, however, is likely lim-
ited by saturation for smaller amplitude gravity waves (England et al., 2017; Terada et
al., 2017). England et al. (2017) examined average gravity wave amplitudes as a func-
tion of altitude for 116 orbits with results for CO2 almost identical to the dashed line in
Figure 4.2a, indicating that the roughly constant 10% amplitude for orbits without our
defined exospheric perturbations is due to many smaller amplitude waves that saturate
before their amplitudes grow significantly. However, we see in Figures 4.1 and 4.2 that
amplitude growth persists even above our reference exobase, where the amplitude of the
density perturbations grows with increasing altitude or decreasing column density. This
is consistent with what would be expected for long wavelength gravity waves at high
altitudes, even though the atmosphere is nearly collisionless. In our 1D simulations of
the exobase region of a Mars-like atmosphere such growth can continue, resulting in rel-
atively large amplitudes in the nearly collisionless regime (Leclercq et al., 2018). Here it
is seen that in Mars’ exosphere, as in the continuum regime, the wave amplitude growth
does not continue indefinitely. The growth of the perturbations examined in Figure 4.2
begins to dissipate at an atomic column density of 2× 1018 m−2. Limits on wave ampli-
tude growth in the continuum region, known as wave saturation, are due to instabilities
and turbulence introduced into the atmosphere by the wave itself, dampening amplitude
growth and often leading to total dissipation (Fritts, 1984). However, in the region of in-
terest the continuum models do not apply, as the atmosphere is nearly ballistic. Below we
consider the cause of the observed amplitude decay, as linear gravity wave theory is not
applicable and, as usual, the temperature profile is not directly measured.

In Figure 4.2a, it is clear that the significant exospheric perturbations examined in this
study appear at roughly consistent column densities as opposed to below our reference
exobase, where there is significant variability, which appears like noise. This suggests that
amplitude growth of these perturbations does vary somewhat depending on the condi-
tions of the atmosphere at the time of being perturbed, including, for example, temper-
ature. However, at lower atomic column densities (equivalent to higher altitudes), the
noise in the mean amplitude profiles decreases and all three species experience a consis-
tent decay in amplitude. The comparative lack of variability between passes in the region
where the amplitude is decaying suggests that these exospheric perturbations begin to
dissipate at a similar atomic column density, so the dissipation process is likely related to
the atomic column density. Since these features are only present in a few percent of the
total orbits, they are not a common feature. Indeed, they are not present in consecutive
orbits, indicating they dissipate within the roughly 4 hours of MAVEN’s orbital period
and are not located in any particular geographic region. However, when the features are
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present, they are consistent in terms of peak amplitude and dissipation locations, unlike
the other orbits with comparatively small average perturbations as seen in Figure 4.2a.

Wave activity has been shown to be an important mechanism for transferring energy
from the middle atmosphere below the homopause, which varies from ∼ 60− 130 km in
altitude (Slipski et al., 2018), to the upper atmosphere (the thermosphere and exosphere),
increasing the velocity of molecules as induced turbulence (Charney and Drazin, 1961;
Fritts and Alexander, 2003; Geller, Tanaka, and Fritts, 1975; Hodges, 1967; Midgley and
Liemohn, 1966; Vincent, 2009; Walterscheid, Hickey, and Schubert, 2013). As the waves
break in the collisional regime, their dissipation can lead to both heating and subsequent
cooling (Hickey, Walterscheid, and Schubert, 2011). In the Martian middle atmosphere
and lower thermosphere there can be cooling above the amplitude peak and heating be-
low (Medvedev et al., 2015). It is possible here that the dissipation of the perturbations
is also contributing energy to the atmosphere, increasing the diffusive separation of the
different species and leading to the observed increase in the O/CO2 ratio. The dissipation
observed is likely due to the increased horizontal transport of O at these column densities
as seen in various global climate models (Bougher et al., 2014).

In the transition region of the atmosphere up to the nominal exobase, it has typically
been assumed that the dissipation of the wave energy produces local heating by increas-
ing the atomic kinetic energy which in turn can affect the escape rate (Snowden et al.,
2013; Walterscheid, Hickey, and Schubert, 2013). This appears to be roughly consistent
with what is seen in Figure 4.2b. Since temperature is not measured, we note that the
increase in kinetic energy and hence thermal velocity associated with these perturbations
is the likely source for the increase in the O/CO2 ratio at much lower column densities
than is the case for the average atmospheric profile shown. This is seen to be the case
well below the observed perturbation peak, where there is indication that perturbations
are still reaching large amplitudes, seen as noise in the average profile. Even before O be-
gins to dominate over CO2, the ratio for the orbits of interest is closer to 0.5 (solid curve)
at the reference level as compared to the ∼ 0.25 (dot-dash curve) average of the non-
perturbed passes. In the absence of a direct measure of temperature data, we interpret
this as evidence of enhanced energy transport into this region by the perturbations, re-
sulting in an enhancement of diffusive separation and hence the O/CO2 ratio for orbits
with a significant exospheric perturbation. Such an effect is also seen in our molecular
kinetic simulations for upwardly propagating perturbations in the exobase region of an
O + CO2 Mars-like atmosphere, where the kinetic temperature can be directly measured
in the simulated atmosphere (Leclercq et al., 2018).

As mentioned previously, the averaged amplitudes in Figure 4.2a begin to decrease
at a column density of ∼ 2 × 1018 m−2. This occurs at an altitude above the column
density for the peak in the average production of escaping O due to photodissociation
of O+

2 (10−8g/cm2 ∼ 4× 1018atoms/m2) (Lillis et al., 2017), which is of the order of our
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reference exobase. Escape can act to cool the atmosphere, limiting the growth and inhibit-
ing the upward propagation of the perturbation energy. However, we also note that the
O/CO2 ratio in Figure 4.2b eventually begins to decrease with decreasing column density
(increasing altitude) for both the perturbed and unperturbed profiles, although it is both
more prominent and at higher column densities for the perturbed orbits. This is primar-
ily due to ballistic transport of O (Deighan, J et al., 2015; Bougher et al., 2014), which,
of course, includes any escaping O. In order to cause the observed local damping of the
ratio, this transport must occur over length scales larger than the estimated horizontal
wavelengths. The ∼ 2 × 1018 m−2 column density suggests a mean free path between
collisions ∼ 2.5 times that at the exobase, roughly consistent with the ratio of suggested
wavelengths to the exobase scale height. As these large wave-like perturbations dissipate,
the heat flux is directed downwards and horizontally to the unperturbed regions of the
exosphere, resulting in cooling above peak amplitudes (Hickey, Walterscheid, and Schu-
bert, 2011). This process is likely enhanced by the photochemical production of hot O at
the atomic column densities of interest. Therefore, the composition and structure of this
rarefied region of Mars’ atmosphere is significantly modified by perturbation-induced
heating from below and cooling by transport above the peak amplitude.

4.5 Conclusions

In conclusion, large density perturbations in the exobase region of Mars atmosphere are
shown to be much better organized by atomic column density than altitude of occurrence.
This roughly removes the dependence on scale height so that the amplitudes of these per-
turbations peak at roughly the same column density above a common reference level
such as the nominal atomic exobase. In this way it is readily seen that the local heating
by perturbations cause the O/CO2 ratio to be enhanced in this region of the atmosphere.
While atmospheric perturbations with large amplitudes can penetrate the exosphere, the
amplitude growth with increasing altitude (decreasing atomic column density) is even-
tually limited by ballistic transport. This transport is enhanced due to heating produced
by the upwardly propagating perturbation and acts to cool the atmosphere locally. The
perturbations examined here are seen to die out above ∼ 1018atoms/m2, although they
affect composition up to much higher altitudes (smaller atomic column densities). These
exospheric perturbations have scale height dependent amplitudes and amplitude growth
with altitude consistent with upwardly propagating gravity waves. Although they can
affect the escape rate, in the absence of direct measurement of temperature, molecular ki-
netic simulations are required. What is clear from the results presented is that the nature
of the pulse and the composition indicate that the collision rate slowly decreases above the
nominal exobase until energy flow is dominated by horizontal molecular transport and,
possibly, escape. More details on the wave properties such as frequency and phase speed
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and their effect on Mars atmosphere will require further simulations and data analysis,
currently in progress.
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Chapter 5

Molecular Kinetic Simulations of
Atmospheric Perturbations

Paper submitted to Icarus in March 2019 as Molecular Kinetic Simulations of Transient Per-
turbations in a Planet’s Upper Atmosphere, authors Ludivine Leclercq (UVA), Hayley N.
Williamson (UVA), Robert E Johnson (UVA), Orenthal J. Tucker (NASA GSFC), Lucia
Tian (UVA), and Darci Snowden (Central University Washington). My contribution to
this paper was in the form of providing both the theoretical basis and suggestion of how
best to modify the model so that it represent a realistic wave, including modeling the
perturbation as a multi-period pulse with a frequency approximating the atmospheric BV
frequency. Additionally, I contributed the NGIMS data used as a comparison to the model
result and provided information about the amplitudes of perturbations seen both above
and below the exobase.

5.1 Introduction

The physics and chemistry of the exobase region of the upper atmospheres of exoplanets,
solar system planets, planetary satellites, and Kuiper Belt Objects (KBOs) can determine
their long-term evolution. The behavior of this region has been shown to be sensitive
to the molecular composition and the transition from a collision dominated fluid-like
regime to a nearly collisionless corona from which escape occurs. Based on MAVEN
(Mars Atmosphere and Volatile Evolution) data at Mars and Cassini data at Titan, sig-
nificant variations in the density structure with altitude have been observed in their up-
per atmospheres. Such perturbations are generally interpreted as gravity waves, which
are certainly generated in these atmospheres (e.g., Snowden et al., 2013; Yiğit et al., 2015;
England et al., 2017; Terada et al., 2017). The density data is typically analyzed using con-
tinuum fluid descriptions of the atmosphere which have been shown to fail well below a
planet’s exobase (e.g., Volkov et al., 2011; Volkov and Johnson, 2013; Tucker and Johnson,
2009; Tucker et al., 2012; Tucker et al., 2016; Johnson, Volkov, and Erwin, 2013a; John-
son, Volkov, and Erwin, 2013b). On the other hand, molecular kinetic simulations, which
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are numerical solutions to the Boltzmann equation, can be used to describe the transi-
tion from the collision dominated to the nearly collisionless regime giving the thermal
structure of the upper atmosphere and the escape rate. Such simulations are especially
important as the atmospheric temperature is typically not measured but is extracted from
density vs. altitude data assuming local thermodynamic equilibrium. Since continuum
models can fail even when the mean free between collisions is a very small fraction of the
scale height (e.g., (Tucker et al., 2013; Tucker et al., 2016), the processes used for tempera-
ture extraction in the transition region need to be examined.

Molecular kinetic simulations have been used extensively to determine the steady state
behavior of an atmosphere in which the relaxation time scales are short compared to
day/night and seasonal time scales. In this paper, the Direct Simulation Monte Carlo
(DSMC) method (Bird, 2013) is used to study transient events that propagate through the
transition region and into the exosphere with emphasis on mass separation and on ex-
traction of the local temperature which is directly calculated in such simulations. The
region of interest is a few scale heights below the nominal exobase to a few scale heights
above where collisions can be ignored. Perturbations can be produced by transient solar
events affecting the absorption of short wavelength radiation, by a heat pulse due to a
transient flux of the ambient plasma and pick-up ions, or by a gravity wave formed at
depth propagating into this region. We do not try to describe how the observed density
perturbations are produced, rather, our goal is to better understand the implications of
the density perturbations observed in the transition region which can affect our interpre-
tation of the heating and atmospheric evolution. We first describe the simulations. Then,
in section 5.3, we simulate perturbations in two atmospheres, O only and O+CO2. We use
Mars-like properties, although the results are meant to be general. Finally, in section 5.4,
we show that the simulated temperature profile can differ significantly from temperature
profile extracted from density variations with altitude. This indicates to us that molecular
kinetic simulations might be required to understand spacecraft observations that exhibit
significant density perturbations in the transition region of an atmosphere.

5.2 Model

5.2.1 Description of the DSMC

In the DSMC method, the motion of atmospheric molecules is followed, subject to grav-
ity and mutual collisions using a large number of numerical particles. Each numerical
particle represents a very large number of physical particles, called the statistical weight
ws (Bird, 2013). Our simulation domain is composed of 55 cells whose sizes range from
6 to 7 km depending on the altitude, with the bottom and top boundaries at 100 and 450
km. These values are subsequently varied to be sure that their choice does not affect the
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outcome with the cell-sizes of order or smaller than local mean free path. The density ns

and the temperature Ts for species s in cell i are computed as:

ns(i) =
Ns(i)ws

Vi
(5.1)

Ts(i) =
ms

3kB

∑Ns(i)
p=1 v2

pws

ns(i)Vi
− 〈vps(i)〉2

 (5.2)

where Ns(i) is the number of test particles of type s with mass ms in cell i, kB is the Boltz-
mann constant, vp is the velocity of the particle p and Vi is the volume of cell i. 〈vps(i)〉
is the average velocity in the cell i for the species s. Particles of species s are assigned a
weight ws = Ns/Np, where Ns is the total column density and Np is the total number of
test-particles created at the initialization. These particles are initially distributed to ob-
tain a barometric density profile with velocities chosen from a Maxwell-Boltzmann (MB)
distribution. At each time step, dt ∼0.5 s, particles are ejected from the lower boundary

using an upward flux, Φ0s = n0s〈vs〉/4, with n0s the density and 〈vs〉 =
√

8kBTs
msπ the aver-

age velocity. Reducing the time step to dt ∼0.1 s did not affect our results. The velocity
of the particles entering from the lower boundary is chosen from a Maxwell-Boltzmann
Flux distribution (Smith et al., 1978). Particles with energy smaller than the escape energy
that cross the upper boundary are assumed to be ballistic. Their trajectories are still com-
puted at each time step until they return to the simulation domain, where they collide
with other particles. That is, we track the trajectories of all the particles, even beyond the
simulation domain in which we compute the density and temperature. Such particles are
often simply reflected. This procedure is adequate when simulating a steady state atmo-
sphere but fails when simulating transients. Consistent with the 1D methods of extract-
ing temperature from density profiles, we present results of 1D simulations, applicable
when the horizontal scale of the perturbations is much larger than the local scale height.
This of course eventually breaks down in the exosphere, as discussed below, and multi-
dimensional simulations are in progress. We used a number of cross section estimates
but only show results using cross sections from Lewkow and Kharchenko, 2014 recently
applied at Mars Leblanc et al., 2017. Since the results are broadly applicable, they can be
applied to other atmospheres by scaling (e.g., Johnson et al., 2015).

5.2.2 Simulations parameters

The effect of perturbations are calculated in either an O or an O+CO2 atmosphere using
gravity and densities like those in Mars upper atmosphere. After the atmosphere reaches
steady state, a perturbation is generated by creating a density or a temperature pulse at
150 km of altitude where the atmosphere is collisional. For the simple O atmosphere
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the density at the lower boundary (100 km) is 1010 cm−3, with a temperature of 270 K
giving a scale height of∼40 km, an exobase at∼230 km and a mean free path at the lower
boundary of∼ 1.5 km using an average O+O cross section of 4.5× 10−16 cm2. In the multi-
component atmosphere, the density at the lower boundary for O and CO2 respectively are
1.6× 108 cm−3 and 2.9× 1010 cm−3 with a temperature 270 K. Such parameters give a CO2

scale height of ∼ 15 km, a CO2 exobase at ∼ 200 km, and a mean free path for CO2 at the
lower boundary of ∼ 0.03 km using an average CO2 + CO2 cross section ∼ 10−14 cm2.

For a Mars-like atmosphere of the type being simulated, MAVEN data indicate that
density amplitudes, (n− n0)/n0, of the order of or greater than∼ 50% are often observed
propagating into the transition region (Terada et al., 2017), where n0 is the background
density. Figure 5.1 shows an example of NGIMS (Neutral Gas and Ion Mass Spectrome-
ter, Mahaffy et al., 2015b) density profile, n, vs. altitude for O (in blue) and CO2 (in red).
From the density data in the left panel, we computed a background density, n0, shown
in black using a polynomial fit. Density amplitudes were then calculated from the mea-
sured and background densities and shown in the second panel from the left of Figure
5.1, . These amplitudes are seen to reach 20% and 50% for O and CO2 respectively. Such
relatively large perturbations, often seen at these altitudes, have motivated the simula-
tions described here. Snowden et al. Snowden et al., 2013 developed a method to extract
temperature profiles from density measurements below Titan’s exobase. This method,
described in section 5.4, has also been applied to MAVEN data (Yiğit et al., 2015; England
et al., 2017) often over a broad range of altitudes even into the exosphere. Both T0 and
T extracted from n0 and n by this method are displayed on the third panel of Figure 5.1.
The temperature excursions calculated from this data are seen in the right hand panel to
have amplitudes of 30-40%. Such large density amplitudes, observed on many MAVEN
passes through Mars upper atmosphere (e.g., Chapters 4 and 6), and the corresponding
extracted temperature amplitudes in Figure 5.1 are used here as a guide for the simula-
tions that show the effect of such perturbations in the transition region of an atmosphere
as discussed below.

To understand the propagation of perturbations in the transition region of an atmo-
sphere, we first generate a very large initial density perturbation by adding particles in the
cell at 150 km in each time step maintaining a density 2 times the initial local density for
a relatively short time, ∼25 s, while maintaining the initial local temperature. Although
such a pulse is clearly artificial, it is seen in Figure 2 to rapidly relax resulting in density
perturbations of the order of those observed in Figure 5.1. Reducing this to amplitude of
the size observed did not the change the implications as discussed below. We then initi-
ated a heat pulse, produced by increasing the velocity of particles in the cell at 150 km in
each time step maintaining a MB distribution with a temperature T = 300 K also for ∼ 25
s. A difference of 30 K from the background corresponding to a temperature perturbation
of ∼ 10%, which is smaller than the excursions for the extracted temperature in Figure
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FIGURE 5.1: NGIMS data for O (blue) and CO2 for orbit number 5854, from
October 5, 2017. The local time of the orbit ranged from 14.2-15.0 hours
covering latitudes −11◦ to 29◦. From the left to the right: 1) density n in
cm−3, with black dotted lines the fitted densities; 2) the density amplitude,
(n− n0)/n0; 3) the temperature extracted from the measured (colored) and
fitted background (black) densitise using the method described in Snowden

et al., 2013; 4) extracted temperature amplitudes (T − T0)/T0.

5.1.
Both extreme and modest perturbations, as well as changes in the pulse length, all

of which correspond pressure variations, were found to exhibit similar behavior as they
propagate through the transition region. To further test this, we also simulated a wave-
like perturbation occurring at the lower boundary of the simulation regime for a pure
O atmosphere. This was done by varying the incoming flux with time, t, at the lower
boundary as Φs(t) = Φ0s [1 + A sin (B(t− t0))] where t0 is the start time. The amplitude,
A, was varied from 0.05 to 0.25. Since the simulations all result in the same conclusions,
we only present the results obtained for an amplitude A = 0.25 for which the density
variations are of the order of amplitudes observed in Mars upper atmosphere (e.g., Yiğit
et al., 2015; Terada et al., 2017) and are consistent with the data in Figure 5.1. In addition
we varied the frequency B over a large range from about 1/4 of the the Brunt-Väisälä

(BV) frequency to a few times that frequency, with ωbv =
√
− g

n
dn
dz . g the gravitational

acceleration and (dn/dz)/n the inverse of the scale height of the background atmosphere
giving a period, 2π/B ' 670 s. Simulations were run varying the surface flux for a single
period and for a number of periods which is equivalent to varying the local pressure.
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FIGURE 5.2: Evolution of O in an O atmosphere (top panels) and an O+CO2
atmosphere (bottom panels) vs. time and altitude following a density pulse
2n0 for 50 time steps, ∼ 25 s. From top to bottom: density in cm−3 ; (n−
n0)/n0 ; temperature in K ; (T − T0)/T0. Black dotted lines indicate the

nominal exobase altitudes described in text.

5.3 Perturbation propagation

The temporal evolution and subsequent relaxation of a relatively large initial density
pulse is shown in Figure 5.2 for an O (top panels) and an O+CO2 (bottom panels) at-
mosphere. The panels (top to bottom) show the density and its amplitude (n− n0)/n0,
and the temperature and its amplitude (T − T0)/T0, with n0 and T0 the average, steady
state values at time 0. The dotted lines indicate the nominal exobase altitudes described
above. As the perturbations are produced in the collisional regime, in which the mean
time between collision is short compared to the perturbation time, we find that the speed
distribution stays close to a MB distribution during the perturbation so the gas in this re-
gion is roughly in local equilibrium. Therefore, the upward and downward particle flux
from the perturbed region is approximately the MB flux Φ(i) ∼ ns(i) < vi > /4. Since
the faster particles dominate the flow across any boundary, the corresponding energy flux
for an MB distribution is ∼ (2kbTs)Φ(i) and not ∼ (3kbTs/2)Φ(i). Therefore, heat is tran-
siently removed faster than particles following a perturbation, a kinetic effect seen in the
simulations when the mean free path between collisions is not negligible. If the mean
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free path is indeed very small compared to any atmospheric length scale, this difference
is equilibrated locally by collisions so that a thermal conductivity can be used. That is not
the case in the transition region (e.g., Tucker et al., 2016) and it is seen that, even though
the very large perturbation rapidly relaxes, the temperature enhancement precedes the
density pulse.

The pulses (enhancements) propagate upward and downward, locally heating the at-
mosphere while cooling the perturbed region. At a time t ∼ 250 s, it is seen that the
downward propagating pulse appears to be ’reflected’. This feature is only marginally
modified by either increasing the height of the perturbation or lowering the boundary.
Therefore, the effect is due to the increase in the collision rate in the high density regime
below the perturbation and disappears when collisions are suppressed. In a fluid dy-
namic sense, the perturbation is constrained by the buoyant force in this stable region of
the atmosphere. It is also seen that the oxygen density remains larger than the steady
state density even after ∼ 2000 s in the multi-component atmosphere as seen at Mars in
the perturbed upper atmosphere (Williamson et al., submitted). In these simulation we
chose an O density so that the atoms experience roughly the same number of collisions in
the lower atmosphere in both cases. However, collisions of O with the much heavier CO2

result in a longer residence time in the lower atmosphere, a slower approach to steady
state, and a smaller O temperature amplitude. The pulse amplitude, (n− n0)/n0, contin-
ues to grow above the exobase, a feature seen at Mars but becomes suppressed at high
altitudes on Mars (e.g., Yiğit et al., 2015; Terada et al., 2017, Chapter 4).

Figure 5.3 compares the temporal evolution of CO2 in an O+CO2 atmosphere per-
turbed by a relatively large density pulse (top panels) and a modest heat pulse (bottom
panels) for comparison. The temperature peak is again seen to precede the density peak
for both perturbations. Following the pulse in the mixed atmosphere, the CO2 component
approaches steady state faster than the O component in Figure 5.2. The CO2 stabilizes
faster as they are heavier, have a much larger cross section, and are confined gravitation-
ally to the higher density region in which the collision frequency is highest.

Finally, Figure 5.4a) shows the propagation in the transition region of a wave-like per-
turbation produced at the lower boundary for 5 BV periods. As the density at the lower
boundary increases and decreases, the collision rate varies affecting the local temperature.
It is seen that the wave pattern becomes roughly stable and dies out in ∼ 2 BV periods,
which is ∼ 20 minutes in this model atmosphere. Figure 5.4a) shows the temporal evolu-
tion of the density and temperature amplitudes with altitude. The wave amplitudes are
seen to increase with altitude in the transition region as expected, and, as shown in Fig-
ure 5.4b), the temperature pulse again precedes the density pulse at all altitudes due to the
more rapid transport of the fastest molecules in the transition region of an atmosphere.
We also find, not surprisingly, that the time separation between peaks grows slowly with
altitude as the mean free path between collisions increases. Since these results are 1D they
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FIGURE 5.3: Evolution of the CO2 component in an O+CO2 atmosphere vs.
time and altitude following a (∼ 25 s) pulse at 150 km: top panels, density
pulse (2n0); bottom panels, heat pulse (∆T ∼ 30 K). Individual panels as in

Figure 5.2.

eventually break down at a few scale heights above the exobase.

5.4 Temperature extraction

In the extensive analysis of the upper atmosphere of Mars (Yiğit et al., 2015; England et al.,
2017; Liu et al., 2017; Walterscheid, Hickey, and Schubert, 2013) the observed variations
in the vertical structure of the density vs. altitude, interpreted as gravity waves, were
used to extract the temperature structure using the 1D method in Snowden et al., 2013.
The hydrostatic law was used to calculate a pressure vs. altitude profile from smoothed
and extrapolated NGIMS density data. Based on the ideal gas law, that profile was sub-
sequently used to extract the local temperature vs.altitude (England et al., 2017; Liu et al.,
2017). As the perturbations propagated into the region above the nominal exobase (∼200
km) Yiğit et al., 2015 and others cautioned the method could be problematic. Using the
results in Figures 5.2 to 5.4 we show that these cautionary remarks are correct.

The integration of pressure vs. altitude from the measured density data requires a
value for the pressure, Pu, at the upper limit of the data, nu. Assuming Pu = nukBTu, the
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FIGURE 5.4: Response of an O atmosphere in altitude and time: a) injection
flux at the lower boundary varies for 5BV periods (period∼ 660s) with pan-
els as in Figure 5.2. b)(n− n0)/n0 in blue and (T − T0)/T0 in red, in func-
tion of time, at 230km (exobase): time difference between peaks increases

slowly with altitude.

temperature at the upper boundary, Tu, is estimated using:

d log n(r)
dr

=
mg(r)
kBTu

(
α

Cp
− 1
)

(5.3)

where Cp is the specific heat, g(r) is the gravitational acceleration, n the density and r the
distance to the center of the body (Snowden et al., 2013). Although α was varied from 0 to
±0.5 to take into account uncertainties in the extrapolation, we only show profiles using
α = 0. Changing alpha changes the temperature values at the highest altitudes but does
not improve the agreement with the simulations.

Figure 5.5 shows the steady state density and temperature (solid lines) from our O
and O+CO2 simulations. Figure 5.5b) and e) confirm that the density and temperature
amplitudes at steady state are nearly zero and the extracted and simulated temperatures
are in agreement to within the uncertainties. In the following, the DSMC simulated kinetic
temperature is compared to the temperature extracted from the calculated density profile
in Eq. 5.1 which are in rough agreement in steady state (solid and dotted lines in 5.5c) and
f)). In the following discussions, only density values below the nominal exobase altitudes
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FIGURE 5.5: Steady state: top 3 panels O atmosphere; bottom 3 panels
O + CO2, O (blue), CO2 (red): a),d) Simulated density; b),e) (n − n0)/n0
(solid), (T − T0)/T − 0 (dotted). c),f) Simulated temperature (solid), ex-
tracted temperature (dotted). Weight differences between O and CO2 ac-

count for differences in statistics above 180 km.

are compared due to the 1D nature of the simulations and the extraction method.
Figure 5.6 shows our key results. The vertical density and temperature profiles from

Figures 5.2 and 5.3 at 55s after the perturbation are displayed. The top panels are for a
density pulse in the O atmosphere (density in blue, temperature in red). The middle pan-
els are from a temperature pulse in a two component atmosphere (O in blue, CO2 in red).
The bottom panels are extracted from the wave perturbation results in Figure 5.4a) using
a profile of the first vertically propagating pulse, ∼ 720 s after the perturbation. From the
left to the right, the panels give the density, the amplitude, and the extracted and simu-
lated temperature profiles. In all cases the thermal wave is seen to precede the density
wave causing a transient thermal depression in the perturbed region, with thermal peaks
propagating away from the region as discussed. In contrast to this, the extracted tem-
perature simply follows the form of the pressure wave gradient. For the density pulse
a difference of ∆T ∼ −90 K with respect to the steady state atmosphere is seen in Fig-
ure 5.6c), overestimating the local cooling of the atmosphere (∆T ∼ −60 K). When the
perturbation is due to even a modest heat pulse (red curves), the kinetic and extracted
temperature profiles are almost out of phase. In particular, between 180 km and 220 km
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the model shows the atmosphere is heated by the perturbation with a temperature in-
crease of ∆T ∼ 50 K while the extracted temperature shows it cooled (∆T ∼ −70 K).
These temperatures are also in serious disagreement in the O+CO2 atmosphere (middle
panels: O in blue, CO2 in red). Below 160 km the simulations predict a small thermal
perturbation whereas the extracted T reaches about 340 K for each species, which would
require heating by ∆T ∼ 70 K. Above 160 km, the simulated temperatures peak at ∼ 10
K for each species. The extracted temperature on the other hand requires local cooling
of ∆T ∼ −50 K for the O and ∼ −100 K for the CO2 component. Finally, for a wave
like perturbation propagating into this region from the lower atmosphere (bottom pan-
els), the extracted and simulated temperatures, in the bottom right hand panel, not only
disagree but are also out of phase. Therefore, the published thermal profiles in the up-
per atmospheres of Mars and Titan that are extracted from the density profiles should be
re-examined using a molecular kinetic model.

The results presented above show suggest there can be a significant disagreement
between the simulated and extracted temperatures at a given time for each simulation.
However, we find the differences persist and are determined by the local density. Fig-
ure 5.7 shows results obtained from the GW like perturbation of a pure O atmosphere
for 5 BV periods. From the top to the bottom, the three panels give the temporal evolu-
tion of the simulated temperature, the temporal evolution of the temperature extracted
from the simulated densities following the method in Snowden et al., 2013 and the dif-
ference between the simulated and extracted temperatures. To compute the evolution of
the extracted temperature in time, we used the simulated density to compute a tempera-
ture. These results clearly show that there can be a significant disagreement between the
simulated and extracted temperatures during the perturbations propagation. These tem-
peratures gradually come into agreement as the atmosphere again returns to steady state
after the perturbations terminate. As this is a 1D simulation, the results are most relevant
a scale height or so below the nominal exobase (here 190km) above which the dissipa-
tion/ dispersion of O increases. But it is seen that the extracted temperatures are "out of
phase" and, mostly too large, even at low altitudes while the atmosphere is perturbed.

5.5 Summary

Molecular kinetic simulations were carried out to describe the propagation of pertur-
bations through the transition region of a single component and a two component at-
mosphere. The amplitude of the perturbations simulated were primarily guided by the
MAVEN NGIMS data, but not meant to reproduce those observations. Our primary goal
was to examine the implications for determining the local temperature as a disturbance
propagates through the transition region of a planet’s atmosphere. In the absence of a
significant perturbations or wave activity, we showed that such simulations reproduce



70 Chapter 5. Molecular Kinetic Simulations of Atmospheric Perturbations

the temperature profile extracted from the density vs. altitude data below the nominal
exobase as verified in Figure 5. However, this was found not to be the case when den-
sity or temperature perturbations propagate through a planet’s transition region. Because
the mean free path between collisions is not negligible, the temperature pulse is out of
phase with the density pulse, unlike what is found using 1D continuum models to extract
temperature from measured density profiles in this region. Therefore, published temper-
ature profiles extracted from density data below the exobase, but in the transition region,
could be incorrect, possibly affecting our understanding of the physics and chemistry in
this region. We show this is the case for small and relatively large perturbations, and even
when the density variations are driven by wave-like perturbations from below at a variety
of amplitudes. However, we have also shown that as the perturbation frequency becomes
much smaller than the BV frequency (i.e, the periods much longer) then the actual temper-
ature fluctuations become much smaller. However, the difference between the simulated
temperatures and the temperatures extracted from the density become even larger and are
still out of phase in this region of an atmosphere. Not surprisingly, in the two component
atmosphere, the heavy species quenches faster than the light species, and, although the
density amplitude grows as the perturbations propagate upward through the transition
region, the growth with altitude differs from what is expected from linear theories (e.g.,
Hines 1960). Well above the nominal exobase, the observed amplitudes at Mars eventu-
ally decrease (Chapter 4), requiring multi-dimensional MK simulations to better under-
stand the propagation across the exobase. However, the results presented here, which are
generally applicable, are a cautionary note, suggesting that molecular kinetic simulations
might be needed in some instances to better interpret measured density perturbations in
the transition region of a planet’s atmosphere, which is work in progress.
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FIGURE 5.6: a)b)c) O atmosphere. Results obtained ∼ 55s after a density
pulse (blue) and heat pulse (red). d)e)f) results obtained ∼ 55s after a heat
pulse in a two component atmosphere (O blue, CO2 red). g)h)i) wave per-
turbation in an O atmosphere ∼ 720 s after initiation (first pulse in Figure
3). a)d)g) Density (cm−3); b)e)h) simulated n (solid) and T (dotted) ampli-
tudes; c)f)i) simulated (solid) and extracted (dotted) temperatures in K for

each species.
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FIGURE 5.7: Evolution of temperature in degrees K calculated from the
simulation of a pure O atmosphere in Figure 5.4 in which flux at the lower
boundary varies at the ∼ BV frequency starting at time equal to zero for
5 periods. Top: simulated temperature; middle: the temperature extracted
from the density profile; bottom; difference between the simulated and ex-

tracted temperatures.
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Chapter 6

Amplitude and Location Trends of
Exospheric Perturbations

6.1 Introduction

As discussed in Chapter 4, we have found 252 examples of MAVEN orbits where the
NGIMS data show perturbations in the exosphere that satisfy the follow criteria:

1. There must be a perturbation with an Ar or CO2 peak amplitude greater than 40% of
the background density, where amplitude percentage is defined by ndata−n0

n0
· 100. O

amplitude is not considered here, as it is generally half that of Ar due to its smaller
mass.

2. The profile exhibits only one peak with Ar or CO2 amplitude larger than 40% of the
background density. Most profiles also have small amplitude perturbations with
amplitudes below this limit, assumed to be of the same wave train.

3. The peak amplitude must occur above 5× 1018 atoms/m2, a rough estimate of the
onset of the transition into the exosphere as discussed below. This ensures the fea-
tures examined dissipate in the nearly ballistic regime.

These perturbations, most likely gravity waves, may have a variety of potential causes.
These include topographic origin, although waves generated in the lower atmosphere are
unlikely to propagate to exospheric altitudes; winds, which have been detected in recent
NGIMS wind campaigns at these altitudes; and other sources of temperature changes, as
any disturbance in an atmosphere can generate an internal wave, which then propagates
under the force of gravity. Here, I show that these perturbations, while large in ampli-
tude and high in altitude, have much in common with gravity waves observed at lower
altitudes (e.g. England et al. (2017), Terada et al. (2017), and Yiğit et al. (2015)).

In this chapter, I examine the distribution of orbits containing an exospheric pertur-
bation as defined above in a variety of coordinates, including local time, latitude and
longitude in MSO and MSE coordinates (defined in Chapter 3 and included to see if ion
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precipitation is a possible generation mechanism), and the solar wind magnetic field and
proton velocity vectors. Solar wind variables are included to discuss the possibility that
solar wind interactions with the neutral atmosphere are a generation mechanism for these
exospheric perturbations, as their large amplitudes and high altitudes are suggestive of
their generation high in the thermosphere. Waves generated lower in the atmosphere are
subject to viscous dissipation (Hines, 1960). Thus, while amplitude of the wave increases
with altitude, quasi-linear studies show that waves with these large amplitudes that prop-
agate from the lower to the middle atmosphere saturate in the middle atmosphere, well
below the area of interest for this study (Fritts and Dunkerton, 1984). This indicates that
the perturbations may begin to propagate much higher in the atmosphere than, for exam-
ple, an orographic wave, making the addition of energy to the atmosphere by the solar
wind a possible source of the initial instability.

In addition to the distribution of perturbation orbits, the amplitudes of the pertur-
bations in the three species of interest, O, Ar, and CO2are compared to the variables
described above. With the exception of the comparison to solar wind variables, this is
similar to the work done in Terada et al. (2017), which provides a valuable comparison
to a known set of thermospheric gravity waves. While criteria 1 sets a lower limit for the
amplitude of the exospheric perturbations, there is still a wide range of amplitudes, with
the maximum amplitudes reaching approximately 150% of the background profile. All
three species are examined because, as previously stated, the differing masses result in a
smaller amplitude for O.

It has been well-established that the amplitude of thermospheric gravity waves is in-
versely proportional to background atmospheric temperature (Terada et al., 2017), even
as it also grows with altitude. As shown in Appendix A, using first order perturbation
theory for the Taylor-Goldstein plane wave equations produces a wave equation where
the amplitude goes as ∼ ez/2H, where H is the scale height defined as kT/mg. At the
altitudes examined in this study, the O scale height is significantly larger than that of Ar
or CO2, giving a correspondingly smaller amplitude. By analyzing the amplitudes of the
exospheric perturbations, trends in local time (a proxy for background temperature) can
be compared to those seen for thermospheric gravity waves to determine if the perturba-
tions are a subset of the larger population of gravity waves. As with the distribution, the
change in amplitude with respect to location and solar wind variables can also serve as a
potential clue to the perturbation generation mechanism.

6.2 Data

For this work, the NGIMS level 2, version 08, revision 01 neutral density data was used.
In the NGIMS level 2 data product, instrument particle counts have been converted to
mass densities. Spacecraft ephemeris data such as latitude, longitude, altitude, local solar
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time, and solar zenith angle are also included. Thus species-specific density profiles are
produced; here, as before, the focus is on CO2, Ar, and O. Additionally, I use the MAVEN
Key Parameters (KP) in situ data set, version 12, revision 1 to retrieve solar wind variables,
as the KP data files collate data from multiple instruments, including MAG and SWIA.
Of particular interest for this work were the solar wind magnetic field and the solar wind
velocity vector, as both as indicative of solar activity and could potentially have an effect
on the wave-like structures seen in the data.

I first sought to ascertain if the assumed exospheric gravity waves are more likely to
occur under certain conditions, i.e. if they are more common at particular local times or
under certain solar wind conditions. This could, in theory, offer insight into the cause of
these large amplitude, high altitude waves that are able to propagate into the exosphere
without dissipating. Rather than simply see how many perturbations were observed in
a particular region, the data is normalized by binning the number of observations, then
dividing the number of perturbation observations in a particular bin by the total number
of NGIMS observations in the same bin. This gives the ratio npert

ntot
. The ratio is taken rather

than the relative difference npert−ntot
ntot

so that the range of values increases from 0 to 1 instead
of -1 to 0 for ease of plotting.

However, while looking at when perturbations are likely to occur can give information
about the generation mechanism, it is most likely that these perturbations are generated
by a number of mechanisms, as gravity waves can occur when there is any type of insta-
bility in the atmosphere, whether due to orographic flow or temperature gradients higher
in the atmosphere. Therefore the peak amplitudes of the perturbations in all three species
is examined as a function of various conditions, as it is possible that a particular variable
may not contribute to perturbation generaly, but may affect the resulting amplitude.

The amplitudes were obtained by fitting a 5th degree polynomial for the full density
vs amplitude profile for all three species. This is similar to the fitting method used in Eng-
land et al. (2017) and Yiğit et al. (2015), although we chose to use a 5th degree polynomial
rather than a 7th degree polynomial as it better captured long-wavelength perturbations
such as many of those found in the case study orbits. This fit is used as a smooth back-
ground profile and find the amplitude relative to the background, with the amplitude
being ndata−n0

n0
· 100, where n0 is the density of the background fit. This gives an amplitude

that is a percent difference between the idealized smooth background and the data. These
amplitudes are then compared to a variety of variables.

Both frequency of occurrence and amplitude variation are examined versus the fol-
lowing variables:

• Local solar time (LST) and solar zenith angle (SZA)

• Mars-Solar-Orbital (MSO) coordinates

• Mars-Solar-Electric (MSE) coordinates
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• Interplanetary magnetic field (IMF) vector in MSO coordinates

• Solar wind velocity vector in MSO coordinates

MSO coordinates, obtained from the KP data and the NASA Navigation and Ancil-
lary Information Facility (NAIF) SPICE solar geometry software, refer to the Mars-fixed
coordinate system wherein the X unit vector points towards the Sun, the Y unit vector is
anti-parallel to the direction of the orbit, and the Z unit vector completes the right-handed
system. In the MSE coordinate system, the X unit vector remains the same as in MSO co-
ordinates, but the direction of the XZ plane is found by calculating the positive direction
of the solar wind convective electric field vector. This vector is found using Ampere’s
Law and the IMF and velocity vectors given in the KP data: ~E = ~v× ~B. The Z unit vector
is taken to be that orthogonal to X in the plane of the electric field, and the Y unit vector
completes the right-handed system. Chapter 3 discusses in detail how this configuration
means ions preferentially precipitate in the MSE southern latitudes, meaning that a higher
occurence of perturbations or larger amplitudes in souther MSE latitudes could indicate
that the exospheric perturbations are at least partially effected by ion precipitation. For
both MSE and MSO coordinates, longitude is roughly equivalent to local time, while in
MSO coordinates latitude is roughly equivalent to geographic latitude.

6.3 Results

6.3.1 Frequency of occurrence

First, I examine where the perturbations are more likely to occur compared to the number
of MAVEN orbits as described in the text above.

Figure 6.1 shows the ratio of perturbation orbits to total orbits for LST (top panel) and
SZA (bottom panel). A cubic fit to the result is also included for both panels to serve as
a general trend guide. The perturbations are generally more likely on the nightside, indi-
cated by low/high LST and high SZA. However, the ratio also spikes near the terminators,
around 6 and 18 LST and 90◦ SZA, likely due to the instability induced by the tempera-
ture gradient across the terminator. The higher occurrence on the nightside is consistent
with lower amplitude thermospheric gravity waves as seen in Terada et al. (2017).

I then examine the likelihood of perturbations in MSO and MSE coordinates in Figure
6.2. In both panels, the ratio of perturbation orbits to total orbits are binned by longi-
tude on the X axis and latitude on the Y axis. Color then indicates the value of the ratio,
so brighter colors indicate bins where perturbations are more likely relative to the total
number of orbits in that bin. Noon in both panels is located at 0◦ longitude. The distribu-
tion is fairly evenly spread in MSE coordinates, while in MSO coordinates, the northern
dayside hemisphere is relatively empty of exospheric perturbations, consistent with the
lack of perturbations at low SZA seen in Figure 6.1.
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FIGURE 6.1: The ratio of number of perturbation orbits to total orbits, found
by separating both into 30 bins then taking the ratio of each bin. The top is
binned by LST and the bottom is binned by SZA. The red line indicates a

cubic fit to roughly show the trend.

Similarly to Figure 6.1, Figure 6.3 shows the ratio of perturbation orbits to total orbits
as a function of the IMF vector as measure by the MAG instrument and retrieved from
the KP data files. There is no trendline included. The X, Y, and Z directions are in MSO
coordinates as described in Section 6.2. The X axis indicates the full range of the data,
as the ratio indicated in the graph is often zero. The figure shows that perturbations are
more likely at relatively low IMF magnitudes. They are also more likely for negative
BZ, i.e. when the Z component of the IMF points to the ecliptic south. However, the
most obvious trend is that perturbations are unlikely when the IMF magnitude is high.
It is possible that this is due to the general lack of observations at solar extremes, as the
Sun has been largely quiescent for the duration of the MAVEN mission. Thus while I have
attempted to normalize the data, with few total observations for these magnitudes, seeing
a perturbation will be unlikely, as they only comprise a small percentage of all the density
observations.

Figure 6.4 shows the ratio as a function of the solar wind proton velocity given by
the SWIA instrument retrieved from the KP data set. The panels are the same as in Fig-
ure 6.3. The top panel shows that perturbations are more likely when the Mars-directed
component of the solar wind is low, although this is not a strong trend and perturbations
appear even at much higher velocities. For comparison, the average vx velocity is ≈ 400
km/s. This would seem to indicate that the X component of the solar wind velocity is not
a strong factor in the occurrence of exospheric perturbations. Likewise, there are also no
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FIGURE 6.2: The ratio of number of perturbation orbits to total orbits, in
MSO and MSE latitude and longitude. The data for perturbation orbits and
all orbits was binned into 9◦× 9◦ bins, and then the ratio of the two is taken.
In both the top and bottom, 0 longitude indicates noon local solar time. The

color indicates the ratio value.

strong trends for the Y and Z components, as perturbations are visible for the full range
of magnitudes.

6.3.2 Trends in amplitude

Next, I examine trends in the amplitude of the exospheric perturbations, which produces
slightly different results than in 6.3.1. As before, the species-specific amplitudes are plot-
ted as a function of LST and SZA. As described in Chapter 4, due to differences in species
scale heights in the thermosphere and exosphere, each species will have a different ampli-
tude, here defined as the percent relative difference between the polynomial background
fit and the NGIMS data. The O amplitude is consistently approximately half that of Ar
and CO2 due to its lighter mass. Thus, in this section, the amplitudes are plotted for the
individual species. In the following figures, blue dots represent the O amplitudes, red
open circles the Ar amplitudes, and yellow asterisks the CO2 amplitude. Again as before,
a cubic polynomial fit to the CO2 amplitudes is included as a general guide of trend.

In Figure 6.5 the overall trend is consistent with that seen in Figure 6.1, in that ampli-
tudes are larger on the nightside. However, in the top panel there are also high amplitudes
near noon LST. This will be discussed further later.

To study changes in amplitude relative to location in MSO and MSE coordinates, the
perturbation observations are binned by their latitudes and longitudes in both coordinate
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FIGURE 6.3: The ratio of number of perturbation orbits to total orbits
binned by the IMF vector in MSO coordinates. X, Y, and Z are as described

in the text.

systems. I then find the mean amplitude per species in each bin. This is similar to the pro-
cess described in Chapter 3 for creating mean density maps, with the exception that these
are average amplitude percentage maps, not average density maps. So then in Figures 6.6
and 6.7, the X axis indicates longitude, the Y axis latitude, and color the mean amplitude
for that particular bin. The panels are, from top to bottom, the amplitudes for O, Ar, and
CO2. A dark blue bin with a value of zero indicates no perturbations detected in that bin.
This can be because there were no MAVEN orbits in that location, so the interpretation of
these figures will ignore these bins.

In MSO coordinates, there are slightly larger mean amplitudes in the nightside (high
longitudes), which would be expected given the amplitudes as a function of LST shown
in Figure 6.5, as high longitudes in MSO correspond to night LST values. There are also
higher amplitudes in the MSO polar regions evident in all three species.

For MSE coordinates shown in Figure 6.7, there are again generally higher amplitudes
on the nightside (high longitudes). Amplitudes, particularly for CO2 are also slightly
higher in the northern MSE latitudes, i.e. the region where the solar wind convective
electric field is directed away from the planet. The northern high longitudes in MSE
coordinates roughly correspond to the region were ion escape due to the ion polar plume
is most likely (Dong et al., 2015).

Figure 6.8 shows the species amplitudes as a function of IMF magnitude and direction.
The panels are, from top to bottom, the MSO X direction, Y direction, and Z direction.
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FIGURE 6.4: The ratio of number of perturbation orbits to total orbits
binned by the solar wind velocity vector in MSO coordinates. X, Y, and
Z are as described in the text. The red line is a cubic fit to the data as a

rough indication of trend.

There is no real trend in amplitude dependence on the IMF vector, except possibly that
extreme IMF magnitudes are associated with smaller amplitudes.

Likewise, in Figure 6.9 there is also no evident correlation between species amplitude
and solar wind proton velocity in either magnitude or direction. Thus solar wind velocity
and magnetic field likely have no effect on the amplitudes of these exospheric perturba-
tions, even if they possibly affect the generation mechanism of the perturbations.

6.4 Discussion

Overall, there are not any trends in the perturbation locations and amplitudes that vary
significantly from what would be expected for gravity waves, e.g. as in Terada et al.
(2017). There is evidence that the perturbations occurrence frequency and amplitudes
are inversely proportional to background temperature, so that there are both more and
larger perturbations on the nightside of the planet. This is evident in Figures 6.1, 6.5,
6.2, and 6.6 and is indicative that these perturbations are a subset of the gravity waves
ubiquitous in the Martian atmosphere, as both other gravity wave data and theory predict
that amplitude will be inversely proportional to scale height and, hence, temperature
(Terada et al., 2017; England et al., 2017; Hines, 1960; Midgley and Liemohn, 1966).

However, there are two key features that are slightly different from the gravity waves
observed in the thermosphere. Firstly there is an increase in perturbation occurrence near
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FIGURE 6.5: The species-specific amplitudes as a function of LST (top) and
SZA (bottom). The line in both panels is a cubic fit to the CO2 amplitudes

as a rough indication of trend.

the solar terminators in the top panel of Figure 6.1. This is likely because there is a large
temperature gradient at the terminator, which is one of many generation mechanisms for
a gravity wave, as a temperature gradient introduces an atmospheric instability, which
may then propagate (Hodges, 1967). Therefore the peak in perturbation observations at
the terminators supports the theory that these exospheric perturbations are indeed large-
scale gravity waves that have been able to propagate past the exobase. Additionally,
Figure 6.5 shows an increase in wave amplitude near noon LST, contrary to the expected
inverse dependence on background temperature. Generally, large amplitude waves are
less likely in warmer temperatures because the likelihood of wave saturation is increased
when the background temperature is higher (Hickey, Walterscheid, and Schubert, 2011).
At higher temperatures, thermal conductivity and viscous forces increase, making a wave
more likely to be damped. Therefore on the dayside atmosphere, it is likely that the only
waves able to escape dissipation at lower altitudes are those with sufficiently large am-
plitude to avoid thermal and viscous forces, yet not so large that wave breaking or sat-
uration occurs. Therefore the increase in amplitude seen near noon LST is likely due to
the narrow range of wave parameters that will permit high altitude propagation at higher
background temperature.

Both the distribution and amplitude in MSO coordinates are again consistent with



82 Chapter 6. Amplitude and Location Trends of Exospheric Perturbations

FIGURE 6.6: The species-specific amplitudes as a function of MSO latitude
and longitude. Color here indicates the mean amplitude in each 9◦× 9◦ bin.
0◦ longitude is equivalent to noon LST and ±90◦ are roughly equivalent to

the north and south geographic poles.

prior studies of thermospheric gravity wave populations, that the exospheric perturba-
tions are both more likely and larger amplitudes on the nightside of the planet. Interest-
ingly, the perturbations are also more likely and larger amplitude in the MSO polar re-
gions, with the equator here corresponding roughly to the orbital plane of the planet (see
Chapter 3 for a full explanation of MSO coordinates). It is possible that cross-polar flow
at high altitudes, seen commonly on Earth as a cause of polar stratospheric clouds (Fritts
and Alexander, 2003; Miller et al., 2015), is a generation mechanism for these exospheric
perturbations. Indeed, Hunsucker (1982) shows that large scale traveling ionospheric dis-
turbances induced by long wavelength gravity waves frequently originate in the polar
regions then propagate equatorward. Additionally, three-dimensional global circulation
models of the Martian atmosphere show a strong temperature gradient across the poles,
with high latitudes often having high temperatures in the upper thermosphere around
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FIGURE 6.7: The species-specific amplitudes as a function of MSE latitude
and longitude. Color here indicates the mean amplitude in each 9◦ × 9◦

bin. 0◦ longitude is equivalent to noon LST and latitude is described in the
text.

190 km (Valeille et al., 2009). The large temperature gradients and flow velocities at alti-
tudes near those where for exospheric perturbations are therefore a likely explanation of
the enhanced distribution and amplitudes for polar latitudes seen in Figures 6.2a and 6.6.

The purpose of examining the distribution and amplitudes of the exospheric pertur-
bations in MSE coordinates was to determine if ion precipitation could be a generation
mechanism for these perturbations, as precipitating ions are likely to deposit their energy,
potentially causing neutral sputtering, near the exobase (Johnson and Luhmann, 1998).
Because one way for a wave to occur at these high altitudes without dissipating is for
it to also be generated at high altitudes, I search for potential generation mechanisms
that occur in the upper thermosphere or lower exosphere. In MSE coordinates, the XZ
plane is determined by the direction of the solar wind convective electric field, given by
~E = −~v× ~B. The X vector points towards the Sun, and the Z vector is then chosen to be
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FIGURE 6.8: The species-specific amplitudes as a function of IMF vector in
MSO coordinates. The red line indicates a cubic fit to the CO2 amplitudes

as an indicator of trend.

that orthogonal to X in the plane of the electric field. As a result, latitude in MSE coor-
dinates indicates whether the solar wind convective electric field is pointing away from
the planet (the +E or positive latitudes) or towards the planet (-E or negative latitudes).
Because of this configuration, ion precipitation is more likely to occur in the negative lati-
tudes as the ions travel along the electric field lines. Longitude, as with MSO coordinates,
roughly corresponds to local time. In Chapter 3 MSE coordinates were similarly used as
a way to look for the effects of ion precipitation on neutral species.

If ion precipitation was a common cause of these exospheric perturbations, we would
expect to see either more or larger amplitude perturbations in the negative MSE latitudes.
However, Figure 6.2b shows no trends in the distribution of the perturbations in MSE co-
ordinates. This does not necessarily preclude ion precipitation from being a source of the
perturbations, but it is clearly not the sole or most likely cause. Figure 6.7 shows broadly
that amplitudes grow with increasing longitude, corresponding with similar trends in
Figure 6.5. However, Figure 6.7 shows that, particularly for CO2 (panel c), amplitudes
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FIGURE 6.9: The species-specific amplitudes as a function of solar wind
velocity vector in MSO coordinates. The red line indicates a cubic fit to the

CO2 amplitudes as an indicator of trend.

are on average larger in the MSE positive latitudes, where ion precipitation is less likely
than ion escape. Ion precipitation in the negative latitudes could potentially induce tur-
bulence, thus preventing the propagation of the exospheric perturbations and accounting
for the smaller amplitudes in the latitudes where precipitation would be expected. In gen-
eral, however, ion precipitation does not appear to be a strong contributor to exospheric
perturbations.

For both solar wind magnetic field and proton velocity there are no obvious trends in
either perturbation occurrence or amplitude. Table 6.1 shows for reference the average
values of the solar wind variables shown here, taken from (Halekas et al., 2017) for solar
wind velocity and Curry et al. (2015) for IMF strength. In Figure 6.3, it is apparent that
for all three magnetic field directions, perturbations are more likely to occur when the
field strength is low. However, it is possible this is due to sampling bias, as solar activity
has been generally low during the MAVEN mission (McComas et al., 2013), so there are
few orbits with extreme magnetic field strength, making the likelihood of a perturbation
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TABLE 6.1: Average values of solar wind variables from Curry et al. (2015)
and Halekas et al. (2017)

IMF component Mean magnitude (nT) ~vp component Mean magnitude (km/s)
Bx -2.5 vx -408
By 2.8 vy 23.7
Bz 1.0 vz -0.9

occurring simultaneously low, as they only occur in a few percent of the total MAVEN
orbits. The solar wind magnetic field also does not appear to have a correlation with the
perturbation amplitudes as shown in Figure 6.8.

There is a slight indication as seen in Figure 6.4a that perturbations are more likely
for quiescent solar wind conditions, below the average vx shown in Table 6.1. This may
be due to higher velocity solar wind, and hence increased solar wind dynamic pressure,
compressing the solar wind interaction region and ionosphere, shown to occur even in
the absence of extreme solar weather (Halekas et al., 2017). This compression of the iono-
sphere would potentially change the neutral atmosphere enough that large amplitude
waves are unlikely to propagate. Panel b of Figure 6.4 shows a higher likelihood of per-
turbation occurrence for high positive vy values, but this is likely due to sampling bias, as
not many observations were made with high vy values. In panel c there is no correlation
between the vz magnitude and perturbation occurrence. This trend continues for the per-
turbation amplitudes, as neither Figure 6.8 or Figure 6.9 show any correlation between
the solar wind and perturbation amplitudes.

6.5 Summary

In conclusion, the location and amplitude of the large amplitude exospheric perturba-
tions studied here indicate they are most likely a special subset of the larger population
of upper atmospheric gravity waves. Like those seen in the upper thermosphere, both
the amplitude and likelihood of occurrence are inversely proportional to the background
temperature. A possible generation mechanism is the upper atmospheric temperature
gradient present both across the terminators and polar regions, known to induce large
amplitude, long wavelength gravity waves in the ionosphere of Earth. While the possi-
bility of ion precipitation as a possible perturbation source cannot be ruled out, comparing
the perturbation data in MSE coordinates does not show this as a dominant cause of the
perturbations. Likewise, it is unlikely that the solar wind at present plays a large role
in exospheric perturbation generation, although atmospheric compression at high solar
wind velocities may impede wave propagation.
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Chapter 7

Characterizing Perturbation
Parameters

7.1 Introduction

I have previously discussed characterizing the exospheric perturbations seen in NGIMS
data by amplitude and location in local time, geodetic coordinates, and solar wind pa-
rameters. All of these indicate the perturbations are likely high altitude, large amplitude
gravity waves able to propagate into the almost collisionless regime of the Martian at-
mosphere. Because gravity waves are an important mechanism for the vertical transport
of energy, it is also likely that these exospheric perturbations deposit energy in the exo-
sphere, which, as Walterscheid, Hickey, and Schubert (2013) show could affect the Jeans
escape rate. However, the amount of energy deposited is highly dependent on wave
parameters such as frequency and phase speed, so in order to understand how these per-
turbations are affecting the exosphere the perturbations should be characterized in terms
of wave parameters.

This task is complicated by the elliptical spacecraft trajectory. The spacecraft, with
the exception of very close to periapsis, travels predominately vertically, so it is gener-
ally assumed that the density profile found by NGIMS presents a vertical slice through
the atmosphere. The MAVEN average orbital speed is ∼ 4.2 km/s and so the spacecraft
takes on the order of a couple of minutes to complete the inbound leg of an NGIMS den-
sity profile. Because typical gravity and acoustic wave phase speeds are on the order
of a hundred m/s (Hickey, Walterscheid, and Schubert, 2011; Walterscheid, Hickey, and
Schubert, 2013), the density profile is most accurately described as a snapshot of a given
wave packet in position space. This makes it possible to roughly estimate the dominant
wavenumber spectrum for a perturbation, but difficult to estimate the dominant the wave
frequency spectrum. Here I endeavor to find the wave frequencies and horizontal phase
speeds using spectral analysis of the perturbations to obtain a wave number, then guided
by the previously described DSMC model, which does describe the wave as a function
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of time, to determine the frequency of a wave with a similar wavenumber in an atmo-
sphere with the same background density and temperature. These wave parameters can
then be combined with the calculated acoustic cutoff frequency and BV frequency to es-
timate horizontal phase speed from the dispersion relation, the real part of equation 2.51.
Having a better understanding of the general wave characteristics of the exospheric per-
turbations studied in this work is essential to understanding how they deposit energy in
the exosphere, as models such as Hickey, Walterscheid, and Schubert (2011) among oth-
ers show that phase speed and frequency can vastly alter the wave-induced atmospheric
heat flux. Being able to estimate the wave frequency by approximating the wave with the
DSMC model can also indicate whether the wave is a gravity wave or acoustic wave as
discussed in Chapter 2, which affects energy propagation.

7.2 Data Analysis

7.2.1 Obtaining the wavenumber

The first step in finding the wave parameters is calculating the wavenumber spectrum. As
stated above, due to the relative difference between the spacecraft speed and estimated
wave phase speed, an exospheric perturbation density profile shows changes in density
as a function of altitude rather than a function of time. Generally when doing spectral
analysis of a wavefunction, the amplitude data is transformed to frequency space and
thus a frequency spectrum is obtained. However, for this method to work, the wave must
be sampled in time, unlike our perturbation profiles. As a result, the analysis below will
be used to obtain a wavenumber spectrum.

The Lomb-Scargle periodogram is used to obtain this wavenumber spectrum(Scargle,
1982), given by

PX(k) =
1
2


(

∑j Xj cos k(zj − τ)
)2

∑j cos2 k(zj − τ)
+

(
∑j Xj sin k(zj − τ)

)2

∑j sin2 k(zj − τ)


where X is the density signal, assumed to be a sum of noise and actual observation, z is
the altitude the signal was taken, k the wavenumber, and τ is given by

tan(2kτ) =
∑j sin 2kzj

∑j cos kzj

Using the Lomb-Scargle periodogram has advantages over either a Fourier transform or
normal periodogram because it allows for the signal sampling to be unevenly spaced.
With the amplitude vs altitude profiles discussed in Chapter 4 the data can be processed
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using the Lomb-Scargle periodogram function in the MATLAB Signal Processing Tool-
box, which gives an output of power/(1/km) versus 1/km. The Lomb-Scargle method
of spectral analysis has also been previously used to determine apparent gravity wave
wavelengths from NGIMS data (England et al., 2017) and showed apparent wavelengths
up to 300 km, much larger than those seen here. However, they are examining all NGIMS
orbits, instead of only selecting those 252 orbits with a perturbation that fits our criteria.

Figure 7.1 shows an example of a Lomb-Scargle periodogram of the Ar amplitude
profile from orbit 5962, which occurred on October 25, 2017. The data for orbit 5962 was
taken near LST 12 and geographic latitude −6.7◦. Like the periodograms for all pertur-
bation orbits, the figure shows a prominent low wavenumber peak with power nearly an
order of magnitude larger than higher wavenumber peaks, which is likely noise in the
amplitude profile. In fact, this particular case has a relatively small difference between
the two highest peaks in the spectrum; the mean difference between the power of the
two highest peaks in all 252 spectra is 1.01× 104, indicating that for all the spectra, there
appears to be a predominant peak that is larger than all other peaks by several orders of
magnitude. With such strong dominance of a single wavenumber, this likely indicates
that the perturbations do not consist of multiple superimposed waves but a single wave
train. The mean dominant wavenumber for all perturbation spectra is 0.038 km−1, which
gives a mean perturbation wavelength of 29.6± 9.5 km. These wavelengths are consis-
tent with those found in Terada et al. (2017) for thermospheric gravity waves. While as
mentioned previously the spacecraft speed is roughly an order of magnitude larger than
a typical phase speed, the density profile is not a perfect snapshot and so there is some
uncertainty to the wavenumber; however, this uncertainty is likely to be small because of
the large difference between spacecraft and phase speed.

7.2.2 Inherent atmospheric frequencies

For calculating the dispersion relation and determining the type of wave, the acoustic
cutoff frequency and the Brunt-Väisälä frequency must be found. The equations for these
along with the speed of sound, given in Chapter 2 as equations 2.53 and 2.52, are:

ωa =
γg
2Cs

(7.1)

ωbv =
(γ− 1)1/2 g

Cs
(7.2)

Cs =
√

γgH (7.3)

Here γ is the ratio of specific heats; g is the gravitational acceleration, which for around
200 km altitude is ∼ 3.4m/s2; H is the scale height; ωa is the acoustic cutoff frequency,
ωbv is the Brunt-Väisälä frequency, and Cs is the sound speed. While these values vary
between species due to the differences in scale heights, the sound speed and frequencies



90 Chapter 7. Characterizing Perturbation Parameters

FIGURE 7.1: The Lomb-Scargle periodogram for MAVEN orbit 5962 Ar
density vs altitude data on October 25, 2017. The x axis in km−1 shows ver-
tical wavenumber and the y axis shows the resulting dimensionless power
per wavenumber. The wavenumber with the highest power is highlighted

with a text box, showing at x = 0.032 and y = 8977.

FIGURE 7.2: The density and amplitude vs altitude corresponding to the
above Lomb-Scargle periodogram for orbit 5962. The lefthand panel shows
the densities of O, Ar, and CO2 versus altitude, with lines indicating the
polynomial background profile. The righthand panel shows the species
amplitudes found by taking the relative difference of the data and the back-
ground profile. The Ar amplitude profile is used in the above periodogram.
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TABLE 7.1: Average perturbation orbit values of ωa and ωbv as calculated
from NGIMS data for all 252 perturbations

Mean Median Standard Deviation
ωa (mHz) 10.6 10.4 1.8
ωbv (mHz) 9.22 9.01 1.6
Cs (m/s) 221 220 41

for Ar are calculated, as it is non-reactive and so does not fractionate in the NGIMS in-
strument unlike CO2. Because its mass is similar to CO2 it therefore serves as a more
easily calibrated proxy for CO2 and can be used to calculate an average value for the
atmosphere.

An atmospheric scale height near the exobase must be found in order to find the above
variables. This is accomplished by fitting the Ar altitude-density profile such that

n1 = n0 e−(z1−z0)/H (7.4)

=⇒ H =
z1 − z0

log
(

n0
n1

) (7.5)

where 0 indicates the lower altitude and 1 indicates the higher altitude. For HAr, the Ar
background profile densities and altitudes for a 20 km region around the approximate
exobase are used to obtain an approximate exobase scale height for each perturbation or-
bit. At the relevant altitudes for the exospheric perturbations, the Ar density is negligible
compared to the O and CO2 densities, which are roughly equal. Therefore, to find the ratio
of specific heats, I assume a half O and half CO2 gas mixture, which gives γ = 1.34. With
these values, I can then calculate an approximate sound speed near the exobase for each
perturbation orbit and subsequently an acoustic cutoff and BV frequency. From equations

2.52 and 2.53, the difference between ωa and ωbv will be ∼ 0.14
√

1
H for our γ. Thus for

small scale heights, the difference between the two is larger and vice versa. Because of
the dependence on scale height, ωa and ωbv vary with local time, having generally larger
frequencies on the nightside and lower frequencies on the dayside. The mean, median,
and standard deviation of both frequencies and the sound speed are in table 7.1.

7.3 Modeling the Wave

To get an idea of the effects produced by the perturbations, a perturbation is simulated at
three different frequencies in a mixed O-CO2 atmosphere with similar densities and scale
heights to those seen in the NGIMS data. The simulation software used here is the same as
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the multispecies simulation results shown in Chapter 5. For the particular case study be-
low, we input background densities and scale heights corresponding to orbit 5962, shown
in Figure 7.1. The calculated acoustic cutoff frequency for this orbit is 9.65 × 10−3 Hz
and the BV frequency is 8.40× 10−3 Hz, so a perturbation is simulated at frequencies of
7 mHz to simulate a gravity wave, 9 mHz to simulate an evanescent wave, and 11 mHz
to simulate an acoustic wave. Similarly to Chapter 5, these pulses were simulated using a
sinusoidal function for 5 periods and allowed to propagate vertically. The perturbations
are introduced after the simulated atmosphere reaches a steady state, with both density
and molecular kinetic temperature subsequently sampled throughout the model run.

As in Chapter 5, the evolution of the perturbation in time is seen by plotting the den-
sity, density amplitude, temperature, and temperature amplitude as a function of altitude
and time. The figures below show the O densities and temperatures followed by the
CO2 densities and temperatures for each frequency. The modeling for these figures was
run by Lucia Tian, with atmospheric parameters for the model, such as steady state den-
sity/temperature (an approximation derived from the scale height fit as described above)
and wave frequencies chosen above from the NGIMS Ar data.

First is shown an example of a gravity wave with frequency lower than the atmo-
spheric BV frequency. The wave is introduced for five full periods then subsequently
allowed to subside. The frequency of the wave is 0.007 Hz, equivalent to a period of
T = 2π/ f ∼ 898s ∼ 15 min. Because the wave frequency ω < ωbv, the dispersion equa-
tion 2.51 can be solved for horizontal phase speed, i.e. c = ω/k, where k is the horizontal
wavenumber and m is the vertical wavenumber found from our spectral analysis of the
NGIMS amplitude profile for orbit 5962:

k2
z = k2

x
ω2

bv −ω2

ω2 (7.6)

=⇒ ω2

k2
x
=

ω2
bv −ω2

k2
z

(7.7)

=⇒ c2 =
ω2

bv −ω2

k2
z

(7.8)

Using the values for ω = 0.007Hz, kz = 0.032, and ωbv = 0.0084Hz (i.e. wave frequency,
vertical wavenumber, and BV frequency) for the modeled wave gives a phase speed of
144 m/s. This corresponds to a relatively fast gravity wave such as those seen in the
Mars atmosphere by Hickey, Walterscheid, and Schubert (2011). They show that waves
with similar phase speeds and periods in a Mars-like atmosphere typically induce cool-
ing in the upper atmosphere greater than any heating produced at lower altitudes. This
can be roughly seen in Figure 7.3 and Figure 7.4 bottom panels, where the temperature
amplitude is largely negative above the exobase. Perhaps because the model is one di-
mensional, there does not appear to be a wavelength evident in the vertical direction,
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FIGURE 7.3: The O density and temperature evolution in a mixed atmo-
sphere for a perturbation with frequency 0.007 Hz, corresponding to a grav-
ity wave. From top to bottom: density in cm−3; (n− n0)/n0; temperature in
K; (T − T0)/T0. Black dotted lines indicate the nominal exobase altitudes.

FIGURE 7.4: The CO2 density and temperature evolution in a mixed atmo-
sphere for a perturbation with frequency 0.007 Hz. From top to bottom:
density in cm−3; (n− n0)/n0; temperature in K; (T − T0)/T0. Black dotted

lines indicate the nominal exobase altitudes.
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FIGURE 7.5: The O density and temperature evolution in a mixed atmo-
sphere for a perturbation with frequency 0.009 Hz, corresponding to an
evanescent wave. From top to bottom: density in cm−3; (n− n0)/n0; tem-
perature in K; (T− T0)/T0. Black dotted lines indicate the nominal exobase

altitudes.

FIGURE 7.6: The CO2 density and temperature evolution in a mixed atmo-
sphere for a perturbation with frequency 0.009 Hz. From top to bottom:
density in cm−3; (n− n0)/n0; temperature in K; (T − T0)/T0. Black dotted

lines indicate the nominal exobase altitudes.
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FIGURE 7.7: The O density and temperature evolution in a mixed atmo-
sphere for a perturbation with frequency 0.011 Hz, corresponding to an
acoustic wave. From top to bottom: density in cm−3; (n− n0)/n0; temper-
ature in K; (T − T0)/T0. Black dotted lines indicate the nominal exobase

altitudes.

FIGURE 7.8: The CO2 density and temperature evolution in a mixed atmo-
sphere for a perturbation with frequency 0.011 Hz. From top to bottom:
density in cm−3; (n− n0)/n0; temperature in K; (T − T0)/T0. Black dotted

lines indicate the nominal exobase altitudes.
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making it difficult to compare to the NGIMS data.
Next, we model an evanescent wave, i.e. a frequency between the BV frequency and

acoustic cutoff frequency. For an evanescent wave, wave theory predicts an imaginary
vertical wavenumber m, seen as one possible solution to equation 2.51. As described in
Chapter 2, this leads to a wave that does not propagate vertically but has an exponentially
decaying amplitude in the vertical direction, although it may propagate horizontally. In
the model, we introduce a sinusoidal pulse with a frequency of 0.009 Hz for 5 periods,
corresponding to a period of ∼ 11.6 min. In Figures 7.5 and 7.6 after five periods evident
in the amplitude maxima and minima, there are some lingering negative amplitudes for
temperature and density above the exobase indicative of potential cooling. As with the
case where ω < ωbv in Figures 7.3 and 7.4, there is not a good correspondence between
the model results and the data as seen in Figure 7.2 or a discernible wavelength.

Finally, we model a wave with a frequency of 0.011 Hz, corresponding to a low fre-
quency acoustic wave with a period of ∼ 9.5 min. This period is slightly longer than
the 8 min period acoustic waves in Walterscheid, Hickey, and Schubert (2013), the longest
acoustic period chosen in the paper; however, it is still above the acoustic cutoff frequency.
Because this is an acoustic wave, the phase speed is the speed of sound in the atmosphere,
which was calculated to be ∼ 236 m/s. Comparing these parameters to those seen in
Walterscheid, Hickey, and Schubert (2013) gives the expectation of a peak in heating at
approximately 250 km of roughly 5 K, which integrates to approximately 200 K/day. This
is roughly consistent with Figures 7.7 and 7.8, where there is heating persisting above the
exobase after the five periods has passed, for example at approximately 4000 s and 200-
300 km for O and 150-200 km for CO2 in the third and fourth panels of Figures 7.7 and
7.8, where the temperature amplitude is approximately 5%.

In examining the second panels of Figures 7.7 and 7.8, there is some suggestion of a
vertical wavelength that is smaller than the boundaries of the model. However, this is still
significantly longer than the calculated wavelength for orbit 5962 of approximately 31 km,
found by taking the inverse of the Lomb-Scargle dominant wavenumber. Despite this, the
acoustic wave frequency scenario best approximates the data in terms of wavelength, as
the cases shown in Figure 7.3, 7.4, 7.5, and 7.6 have wavelengths that exceed the model
boundaries. Additionally, while there is cooling at high altitudes for CO2 at later times,
there is no such cooling for O. This could be the source of the increased O/CO2 ratio
seen in Chapter 4, as the wave appears to be preferentially heating the O, increasing the
diffusive separation between the two species. Therefore the increased ratio seen in the
NGIMS data is likely driven by these acoustic waves.

To examine the heating and cooling present in the model, I calculate average temper-
atures at 220 km altitude for CO2 and 300 km for O beginning after the model reached
steady state to immediately before the perturbation is introduced, for one full period
while the atmosphere is being perturbed (to include both an amplitude maximum and
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TABLE 7.2: Temperature of O and CO2 averaged as described in the text be-
fore, during, and after each perturbation type with the standard deviation

for each value

Species ω (Hz) Before (K) Stdev During (K) Stdev After (K) Stdev
O 0.007 255 0.94 249 8.8 255 4.1

CO2 0.007 249 9.6 249 14 230 6.1
O 0.009 255 0.94 246 7.5 253 2.3

CO2 0.009 249 9.6 235 11 243 8.4
O 0.011 255 0.94 252 4.9 262 1.4

CO2 0.011 249 9.6 244 16 250 5.1

minimum), and for 200 s beginning at 1100 s after the perturbation pulse ends, to see if
there is any lingering heating or cooling, shown in Table 7.2. I average the temperatures
of the species at different altitudes due to the increased scale height of O over CO2. At
300 km altitude, where the O temperature is averaged, the CO2 density is low and so
the model does not have good statistics, so the CO2temperature average must be at a
lower altitude closer to the CO2 exobase. For all three frequencies, there is no heating
of CO2 after the perturbation, with cooling evident for the 0.007 Hz case. The acoustic
wave frequency produces the most heating of O, around a few K, with the other frequen-
cies having no ongoing effect on the O temperature. While this ∆TO is small, only a few
degrees, as stated previously this is consistent with other models such as Walterscheid,
Hickey, and Schubert (2013). Additionally, the standard deviation for the mean O tem-
perature after the perturbation is 1.4 K, so the 7 K change is statistically significant. There
is significant cooling, around 20 K for CO2, for the wave with the lowest frequency, which
is consistent with what is shown in Hickey, Walterscheid, and Schubert (2011). Essen-
tially, slower, longer wavelength gravity waves produces a downward-directed heat flux
at high altitudes that dominates the upward heat flux at lower altitudes, leading to net
cooling. The smallest change between both the O and CO2 before and after values are for
the evanescent wave, consistent with wave theory predictions that an evanescent wave
does not transport energy in the same way as a propagating wave.

7.4 Summary

While the simulation results presented above are only for a single case study perturbation,
they are suggestive that the exospheric perturbations in the NGIMS data are high altitude
acoustic gravity waves, as the simulated acoustic wave is the only case that shows prefer-
ential heating of O, required to match the increased O/CO2 ratio seen in the NGIMS data.
Both Hickey, Walterscheid, and Schubert (2011) and Walterscheid, Hickey, and Schubert
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(2013) show that waves with high phase speeds, such as acoustic waves, are able to prop-
agate higher in the atmosphere and escape dissipation at lower altitudes. As such, these
fast waves are more capable of depositing energy in the upper atmosphere, which likely
correlates with the increased O/CO2 ratio seen for orbits with an exospheric perturba-
tion. Additionally, the acoustic wave case is the only one with a suggestion of a vertical
wavelength, while for the other two cases the vertical wavelength clearly exceeds the
boundaries of the model.

However, our model is limited and cannot give a full understanding of these pertur-
bations. Because it is one-dimensional, it is not able to account for the horizontal transport
of O above the exobase, which could be responsible for the dissipation of these perturba-
tions in the exosphere. As a result, the perturbations in the model continue to increase in
amplitude up to the maximum altitude of the model in concordance with gravity wave
physics. As the highest increase in the O/CO2 ratio is in the region where the pertur-
bations dissipate (Chapter 4), it is clear that wave dissipation plays a crucial role in en-
ergy transport, supported by theory and previous models (Charney and Drazin, 1961;
Hodges, 1967; Fritts and Dunkerton, 1984; Hickey, Walterscheid, and Schubert, 2011). So
while Figures 7.7 and 7.8 show that these perturbations can raise the temperature of the
atmosphere by a few percent, the total effect of the how these perturbations change the
exosphere cannot be completely quantified without including dissipation.

Additionally, as mentioned above, these model results are based on a single exo-
spheric perturbation; it is possible that other perturbations are gravity waves, not acoustic
waves. Because the perturbations appear to be characterized by a predominant peak in
the Lomb-Scargle spectral analysis, it seems evident, however, that these perturbations
are in fact propagating and not evanescent waves. Additionally, the standard deviation
of the perturbation wavelengths is low, indicating that despite the differing amplitudes of
the perturbations, these waves have roughly similar wavelengths. This makes it unlikely
that these perturbations differ wildly in frequency due to the dispersion relation between
wavelength and frequency. For these reasons, despite the limited modeling, it would
seem that the exospheric perturbations are consistent with acoustic waves, with frequen-
cies greater than the acoustic cutoff frequency of the background atmosphere. Therefore,
based on both our model and results seen in Walterscheid, Hickey, and Schubert (2013),
these waves likely increase the temperature of the exosphere on the order of 5-10 K lo-
cally. Our two-species model shows no change in the temperature of CO2 as the wave
dissipates in time for an acoustic wave, which could explain why there is an increase in
the O/CO2 ratio in Chapter 4. These exospheric acoustic waves are of interest for further
study, as both the NGIMS data and DSMC model show they can alter the composition
and temperature of the exosphere.
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Chapter 8

Conclusions and Future Work

Our first goal as stated in Chapter 1 is to determine if ion precipitation into the upper
atmosphere had a measurable effect on global average neutral densities. I accomplished
this goal in Chapter 3 by binning NGIMS observations of O, Ar, and CO2 at an altitude of
180-220 km by latitude and longitude, then taking the mean density of each bin. By look-
ing at these average densities in two separate coordinate systems, one of which is based
on the direction of the solar wind convective electric field, I is able to examine the changes
in neutral densities near the exobase as a function of solar insolation (MSO coordinates)
and ion precipitation (MSE coordinates). When the mean densities are plotted in MSO
coordinates, the average densities in MSO coordinates for all three species match what
would be expected from GCMs such as that shown in Bougher et al. (2014) and Valeille
et al. (2009). Generally, for Ar and CO2 there is a significant decrease in density on the
nightside of the planet, while the density gradient across the terminator for O is much
lower due to ballistic transport.

The average densities are then displayed in MSE coordinates, where ion precipitation
is more likely in the negative latitudes or southern hemisphere. Doing so makes it possible
to see if ion precipitation is affecting the neutral atmosphere by comparing the average
densities of the positive and negative latitudes. There is a small increase in density in
the negative latitudes, potentially indicating heating due to the ion precipitation, but this
increase is within the standard deviation of the average density per hemisphere and so
not statistically significant. However, it is suggestive that ion precipitation might have
a lasting continuous effect on the neutral upper atmosphere, even if it is small, which is
what would be expected in the present epoch. However, current methods of estimating
the solar wind velocity and magnetic field while MAVEN has its apoapsis in the Martian
magnetotail are ongoing; having such a solar wind proxy measurement would allow for
the calculation of MSE coordinates of densities measured in the subsolar region. When
MAVEN has its periapsis on the dayside, it does not directly measure the solar wind and
so MSE coordinates for those orbits have not been calculated in this work. Being able to
do so would extend the coverage of the MSE average density map and perhaps better
show the effect of the ion precipitation, making this a possible avenue for future work.
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For the second goal, there are multiple objectives, including setting criteria for defin-
ing an "exospheric perturbation" in the NGIMS dataset and examining all of the data to
find examples of these perturbations. The criteria chosen are outlined in Chapter 4. The
primary criterion, the amplitude, is found by creating a smooth background fit to the data
by using a high order polynomial, then finding the relative difference between the fit and
the data. The O amplitudes are roughly half that of Ar and CO2, consistent with gravity
wave theory, which predicts that wave amplitude is inversely proportional to scale height.
As O has a larger scale height than Ar or CO2, it subsequently has a smaller amplitude.
When categorized by column density rather than altitude these perturbations dissipate
at a consistent column density roughly equivalent to that where O ballistic transport be-
comes a dominant exospheric process, approximately 2× 1018 m−2. The dissipation at
this column density indicates that as these exospheric perturbations propagate upwards
they are likely dissipated by ballistic transport, rather than the processes such as eddy
turbulence responsible for wave dissipation at higher densities.

When organizing the data by column density to remove day/night temperature differ-
ences, orbits with an exospheric perturbation show an increase in the O/CO2 ratio, which
in the absence of temperature data is interpreted as heating due to wave dissipation. This
heating would increase the rate at which the species diffusively separate, leading to the
observed ratio change. However, this alone did not provide a full understanding of these
perturbations, so I also studied the distribution of both perturbation occurrence and am-
plitude through the upper atmosphere. This goal, shown in Chapter 6, is accomplished
by plotting the ratio of perturbation orbits to total orbits and the perturbation species
amplitudes as a function of multiple variables, including local time, latitude and longi-
tude in MSO and MSE coordinates, and solar wind velocity and magnetic field. Again,
there is not any evidence that the solar wind had a significant effect on the occurrence or
the amplitude of the perturbation, but there are distinct distributions in local time and
latitude/longitude. Perturbations are both more likely and had larger amplitudes on the
nightside, much like the inverse relation of amplitude to background temperature seen for
lower altitude gravity waves. Additionally, there are larger amplitudes in positive MSE
latitudes, where ion escape rather than ion precipitation would be expected. This could
potentially indicate that ion precipitation damps exospheric perturbations, perhaps by
adding enough heat that the perturbations dissipate before reaching the exobase.

I finally characterized the perturbation data by using a Lomb-Scargle periodogram to
retrieve the wavenumber of each perturbation. Our spectral analysis indicates that these
perturbations are most likely a single wave train due to the strong dominance of a sin-
gle vertical wavenumber. In addition to our data analysis, I also used the DSMC model
developed by Ludivine Leclercq and implemented by Lucia Tan to simulate perturba-
tions of similar amplitude. This model, unlike the data, can give a direct temperature
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measurement, which Chapter 5 shows differs drastically from a temperature profile cal-
culated using the hydrostatic equation for a non-steady state atmosphere. Because it is not
possible to calculate the temperature profile for our exospheric perturbations, the model
creates a pulse that propagates vertically through the 1D atmosphere and the resulting
temperature profile can be analyzed.

The frequency of this pulse can be varied in the model, so this work shows results for
frequencies typical of a gravity wave, an evanescent wave, and an acoustic wave, chosen
by calculating the BV and acoustic cutoff frequencies for a sample exospheric perturba-
tion. Using the dispersion relation from Chapter 2 and the vertical wavenumber from
the data, a phase speed is calculated for the gravity and acoustic wave cases. When the
three different frequency waves are compared to the data, the exospheric perturbations
are most consistent with acoustic waves, which are able to propagate to high altitudes due
to their fast phase speed and high frequency, which are less likely to become saturated due
to viscous forces. The model also shows deposition of heat high in the atmosphere, with a
preference towards heating O, accounting for the increased O/CO2 ratio in orbits with a
perturbation compared to those without. In the future, we aim to simulate perturbations
with a wider range of frequencies, to see if the model can better approximate the short
wavelengths seen in the NGIMS data.

This work leads us to conclude that the large exospheric perturbations seen in NGIMS
data are consistent in appearance and behavior with large amplitude acoustic gravity
waves. While the typical fluid equations are not valid in the nearly collisionless regime
of the exosphere, there is still amplitude growth with altitude, as well as scale height
dependent amplitude, perturbations occurring in all local times and latitudes, and a single
dominant wavenumber, all of which are consistent with acoustic gravity waves. These
waves then dissipate above the exobase, a process known to be an important source of
energy for the upper atmosphere of Earth. Due to the one dimensional limitations of both
the data and the model, exact calculation of the energy transfer due to wave dissipation
is not possible at present, but based on model results and comparisons to fluid models
such as Walterscheid, Hickey, and Schubert (2013) it is likely that these perturbations
can add on the order of 5-10 K to the atmosphere. While this is likely not enough to
significantly increase the Jeans escape, the data clearly show that it is enough to alter the
atmospheric composition, perhaps indicating that the dissipation of the waves adds an
additional, larger amount of energy to the exosphere that cannot yet be accounted for.
In order to better quantify the effect of dissipation, two dimensional modeling is being
developed and implemented which will lead to a better understanding of all perturbation
frequencies beyond one case study.
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Appendix A

Gravity Waves: A One-Dimensional
Derivation

A.1 Introduction

While atmospheres generally follow predictable trends, they are also inherently non-
linear systems, initiated by multiple types of possible perturbations and disturbances.
One of the most common types of disturbance is a wave feature known as a gravity wave,
which is a wave generated in a fluid with gravity or buoyancy as the restoring force.
Gravity waves transfer momentum throughout the atmosphere, changing the local tem-
perature and density, and are seen in the atmospheres of many planets. A common ex-
ample of a non-atmospheric gravity wave is surface ocean waves, which are generated by
the interface between winds and the ocean surface, with water buoyancy as the restoring
force.

Gravity waves typically fall into one of three categories, determined by their cause
(Green, 1999):

• Buoyancy waves caused by convective instabilities

• Topographic waves caused by air flow over topographic changes, and

• Dynamic instability waves

Their appearance and properties are largely determined by the local boundary conditions
as well as general atmospheric dynamics, which we will examine.

A.2 One dimensional atmospheric dynamics

To understand the atmospheric phenomena of gravity waves, we must first understand
the underlying physics of an atmosphere. In this section, we will derive the various gov-
erning equations for a one dimensional atmosphere. For all of these equations, we begin
by examining a parcel of air.
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A.2.1 State and hydrostatic equations

We assume that our atmosphere is a perfect or ideal gas. As such, the ideal gas law
applies, which states that

p = ρRT = nkbT (A.1)

with p being pressure, ρ mass density, R the ideal gas constant, T the temperature, n the
number density, and kB the Boltzmann constant (Brown, 1991).

We can arrive at the 1D hydrostatic equation by considering the force balance on a
stationary parcel of air (a moving parcel of air will be addressed later). For this parcel to be
stationary, the upward directed force must be balanced by the downward directed force.
The upward directed force will be the upward pressure, while the downward directed
force will be the downward pressure plus the weight of the parcel, the mass times the
gravitational acceleration. Let us define the weight as

mg = (ρV)g = ρA δz g (A.2)

where A is the surface area of the parcel and δz is the change in height of the parcel, ρ the
mass density, V the volume, m the mass of the air, and g the gravitational acceleration.
Then our force balance equation setting the upward force equal to the downward force is

Fup = pup A = Fdown = ρA δz g + pdown (A.3)

where Fup indicates the upward directed force and Fdown indicates the doward directed
force found above. Let ∆p indicate the change in pressure across δz, pdown − pup. Then,

∆pA = −ρAδzg (A.4)

As δz→ 0, we can cancel the A on both sides and divide by δz to get

→ dp
dz

= −ρg (A.5)

is the hydrostatic equation. We can integrate this to get pressure as a function of altitude,
using the ideal gas law as stated above to set

ρ =
pm
kbT

(A.6)
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with m as the molecular mass. Substituting this into our differential equation, we get

dp
dz

= − pmg
kbT

(A.7)

dp
p

= −mgdz
kbT

(A.8)

∫ 1
p

dp =
∫
− mg

kbT
dz (A.9)

which gives the solution

p(z) = p0e−
mg
kbT z (A.10)

where p(z) is the pressure as a function of altitude and p0 is the pressure at a chosen
altitude (often the surface). One typically defines a new variable, the scale height, to be
H = kbT

mg , so that our solution becomes (Brown, 1991):

p(z) = p0e−z/H (A.11)

A.2.2 The mass continuity equation

Imagine, as stated above, a parcel of air. We know that flow into the parcel must equal
flow out of the parcel, as our parcel is not changing in mass. So we define outward flow
as

~u · n̂ (A.12)

where~u is the flow velocity vector and n̂ is the vector normal to the surface of the parcel.
We will begin our derivation with a general number of dimensions, then show how it
applies to one dimension. With this expression for outward flow, our equation of flow in
equals flow out becomes

∫ ∫ ∫
∂ρ

∂t
dV = −

∫ ∫
ρ~u · n̂ dA (A.13)

where ρ~u · n̂ is the flow out of the parcel times the mass density. We can use the divergence
theorem on the right hand side:

∫ ∫ ∫
∂ρ

∂t
dV = −

∫ ∫
5ρ~u dV (A.14)

=⇒
∫ ∫ ∫ (

∂ρ

∂t
+5ρ~u

)
dV = 0 (A.15)

=⇒ ∂ρ

∂t
+5ρ~u = 0 (A.16)
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Now we change to one dimension, the z dimension, to look at how the atmosphere
changes with altitude. This gives us for our differential equation:

∂ρ

∂t
+

∂(ρuz)

∂z
= 0 (A.17)

Expanding the second derivative,

∂ρ

∂t
+ uz

∂ρ

∂z
+ ρ

∂uz

∂z
= 0 (A.18)

Given the definition of total derivative as Da/Dt = ∂a/∂t + (~u · 5)a or in one dimen-
sion Da/Dt = ∂a/∂t + uz∂a/∂z, we have for a one dimensional vertical atmosphere our
mass continuity equation (Brown, 1991),

Dρ

Dt
+ ρ

∂uz

∂z
= 0 (A.19)

A.2.3 Conservation of momentum equation

For our parcel of air, we know momentum must be conserved. From Newton’s Second
Law, we also know that the change in momentum where momentum is equal to mass
times flow velocity is equal to the sum of the forces on the parcel, i.e.

D(m~u)
Dt

= ∑~F (A.20)

For our fluid parcel with uniform density we can write the mass as mass per unit volume,
i.e. density, so the left hand side becomes

D(m~u)
Dt

=
D(ρ~u)

Dt
=

∂(ρ~u)
∂t

+ (~u · 5)(ρ~u) (A.21)

For one dimension,5 = ∂
∂z and~u = uz. So the above becomes

D(ρ~u)
Dt

= uz
∂ρ

∂t
+ ρ

∂uz

∂t
+ ρuz

∂uz

∂z
+ uz

∂(ρuz)

∂z
(A.22)

However, from equation A.17 above, we know that ∂ρ
∂t +

∂(ρuz)
∂z = 0, so we can cancel those

terms, leaving us with

D(ρ~u)
Dt

= ρ
∂uz

∂t
+ ρuz

∂uz

∂z
= ρ

(
∂uz

∂t
+ uz

∂uz

∂z

)
(A.23)

Now we integrate over our control volume, in this case in the z dimension, to get (per
unit volume)

∫
ρ

(
∂uz

∂t
+ uz

∂uz

∂z

)
dz = ∑ Fz (A.24)



A.2. One dimensional atmospheric dynamics 107

So now we need to find the right hand side to complete the equation. For a parcel of air,
there will be both internal body forces and surface forces, i.e.

∑~F = ρ~FB +~FS (A.25)

Because our parcel is uniform, the body forces act uniformly on each element; hence it
can be represented by a force per unit volume acting on the center of the parcel in the
direction of the vector ~Fb. We include the density because in the vertical dimension, the
only body force will be the weight force per unit mass acted upon the parcel by gravity,
so ρ~FB = −ρg. Therefore it remains to find the surface forces (again in three dimensions
first, then generalizing to one). We define a stress tensor σij such that

~Fs =
∫ ∫

σij · n̂ dA (A.26)

By the divergence theorem,

=⇒ ~Fs =
∫ ∫ ∫

(5 · σij) dA (A.27)

or, in one dimension,

~Fs =
∂σij

∂z
(A.28)

where σij is our stress tensor. Now we combine all of our terms to get

∫ (
ρ

(
∂uz

∂t
+ uz

∂uz

∂z

)
+ ρg−

∂σij

∂z

)
dz = 0 (A.29)

Take the limit as δz→ 0 such that

ρ
Duz

Dt
= −ρg +

∂σij

∂z
(A.30)

We assume that the atmosphere is a Newtonian fluid. For a Newtonian fluid, p is pressure,
the stress tensor σij is defined by

σij = −pδij + τij (A.31)

where δij = 1 for i = j and δij = 0 for i 6= j, and τij is the tensor force due to viscous
transfer of momentum. The derivative of τij in the z dimension is defined as

∂τij

∂z
= µ

∂2uz

∂z2 (A.32)

where µ is the dynamic coefficient of viscosity.
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Therefore, for our one-dimensional case, i = j = 3 and so

∂σ

∂z
= −∂p

∂z
+ µ

∂2uz

∂z2 (A.33)

Substituting this into our equation, we get (Brown, 1991):

∂p
∂z

= −ρg− ρ
Duz

Dt
+ µ

∂2uz

∂z2 (A.34)

Note here that if u is 0 or constant we arrive at the familiar 1D hydrostatic equation ∂p
∂z =

−ρg. Additionally, since we are focusing on the z dimension, we may ignore Coriolis
forces.

A.2.4 Conservation of energy equation

From the First Law of Thermodynamics, we know that for our parcel of air, the change in
internal energy is equal to the work done on the parcel plus the total change in heat, i.e.

δE/δt = δW/δt + δQ/δt (A.35)

where W is the work and Q is the total heat. Let us expand each term. The total energy
is equal to the kinetic energy plus the internal potential energy. Let us denote the internal
energy as ρe and the kinetic energy as 1

2 ρu2. Then

δE/δt =
∫ ∫ ∫

∂

∂t
(
ρ(e + 1/2 u2)

)
dV +

∫ ∫
ρ(e + 1/2 u2)~u · n̂ dA (A.36)

where the first term is the internal change in energy and the second is the change in
energy due to flow in or out. Now we progress to the work term. We know the rate of
work δW/δt is force times velocity, so we get

δW/δt = −
∫ ∫ ∫

~Fb ·~u dV −
∫ ∫

~u · (σn̂) dA (A.37)

where again, σ is our stress tensor. Finally, we write out the change in heat, using R as a
source/sink parameter and ~K as the heat conduction.

δQ/δt =
∫ ∫ ∫

ρR dV −
∫ ∫

~K · n̂ dA (A.38)

Now let us write out the full equation in three dimensions, using the divergence theo-
rem, where again e represents internal kinetic energy and 1

2 u2 represents internal potential
energy.
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∫ ∫ ∫
∂

∂t
(
ρ(e + 1/2 u2)

)
+5 ·

(
ρ(e + 1/2 u2)

)
dV

=
∫ ∫ ∫

(~Fb ·~u) + (5 · σ~u) + (ρR)− (5 · ~K) dV
(A.39)

Take the limit as δV → 0.

∂

∂t
(
ρ(e + 1/2 u2)

)
+5 ·

(
ρ(e + 1/2 u2)

)
= (~Fb ·~u) + (5 · σ~u) + (ρR)− (5 · ~K) (A.40)

We will deal with the left hand side first.

ρ
∂

∂t
(
e + 1/2 u2)+ (e + 1/2 u2) ∂ρ

∂t
+ ρ

(
~u · 5

(
e + 1/2 u2))+ (e + 1/2 u2) (5 · ρ~u)

= ρ

(
∂

∂t
(
e + 1/2 u2)+~u · 5

(
e + 1/2 u2))+

(
e + 1/2 u2) (∂ρ

∂t
+5 · ρ~u

)
(A.41)

or, in one dimension,

ρ

(
∂

∂t
(
e + 1/2 u2)+ uz

∂

∂z
(
e + 1/2 u2))+

(
e + 1/2 u2) (∂ρ

∂t
+

∂

∂z
ρuz

)
(A.42)

But from A.17 we know the second term is zero. So we can rewrite the left hand side as

= ρ

(
∂

∂t
+ uz

∂

∂z

) (
e + 1/2 u2) = ρ

D
Dt
(
e + 1/2 u2) (A.43)

So then, changing to the z dimension only and using Fb = ρg, our energy equation is
(Brown, 1991):

ρ
D
Dt
(
e + 1/2 u2) = ρguz +

∂

∂z
(σzuz) + ρR− ∂K

∂z
(A.44)

A.2.5 Adiabatic lapse rate

Now let us look at the case of an adiabatic dry atmosphere, so δQ/δt = 0 and the viscosity
is low enough for us to consider the atmosphere incompressible, therefore all the work is
done by pressure (remembering that σ = −p + τ). For this stationary parcel, we define
the heat capacity to be

cv =
dE
dT
→ dE = cv dT (A.45)
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where E is the energy and T is the temperature. Then our initial equation becomes

0 = cv
dT
dt

+ p
dV
dt

(A.46)

Canceling the dt, we can write for a dry, adiabatic atmosphere,

cv dT = −p dV (A.47)

From the Ideal Gas Law,

p = ρRT (A.48)

=⇒ pV = ρVRT = mRT (A.49)

where p is the pressure, V is volume, ρ is mass density, R is the molar gas constant, T is
temperature, and m is mass, since density times volume equals mass. Taking the deriva-
tive of both sides gives the differential equation

p dV + V dp = mR dT (A.50)

=⇒ −p dV =
V dp

m
− R dT (A.51)

=⇒ −p dV =
dp
ρ
− R dT = cv dT (A.52)

=⇒ dp
ρ

= (cv + R) dT (A.53)

Let us define cv + R = cp. Then we take the z-derivative of both sides.

1
ρ

dp
dz

= cp
dT
dz

(A.54)

From equation A.5 we know dp
dz = −ρg so

dT
dz

= − g
cp

= −Γad (A.55)

which we define to be the dry adiabatic lapse rate. Solving this equation for T we get

T = T0 − Γadz (A.56)

So the temperature in an adiabatic atmosphere falls off linearly with altitude (Green,
1999).
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Let us take the equation dp
ρ = cp dT and divide by T. This gives

cpdT/T = dp/(ρT) = Rdp/p (A.57)

where p is pressure. If we integrate this from the pressure at the surface ps to some p and
a "potential temperature" Θ to T we get an equation for potential temperature:

Θ = T (ps/p)R/cp (A.58)

i.e.
cpdΘ/Θ = cpdT/T − Rdp/p (A.59)

and from equation A.55 we can write

dT
dz

+ Γad = T/Θ
dΘ
dz

(A.60)

This means that we can write δQ from the first law of thermodynamics as

δQ = cp T/Θ dΘ (A.61)

The definition of entropy is ds = δQ/T so we get

ds = cp dΘ/Θ (A.62)

which means that lines of constant potential temperature are equivalent to lines of con-
stant entropy (Brown, 1991). This will be important later when we look at the physics of
gravity waves.

A.3 Gravity Wave Physics

Now that we have examined the physics of a one-dimensional atmosphere, we can apply
this to gravity waves. First, however, we will go over some wave equations and parame-
ters.

A.3.1 Wave Parameters

Let us first begin by defining some characteristics of a wave. Since gravity waves prop-
agate by their nature in more than one direction, the following equations will be in two
dimensions, x and z, where z is altitude.

First, we define wavelength λ as the distance between two subsequent peaks or troughs
of a wave. We can then define the more useful wavenumber as k = 2π/λ. However,
waves can have wavelengths and hence wavenumbers in all three (or for the purpose of
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this paper, two) dimensions, so we will define the vector wavenumber as

~k = kx x̂ + kz ẑ (A.63)

We can also define the wave period τ as the time it takes for a wave to oscillate once, and
hence the frequency as ω = 2π/τ.

Now that we have defined the wavenumber and frequency, we can define a sinusoidal
wave with the equation A cos(kxx − ωt) where A is the amplitude of the wave, i.e. the
height from a trough to a peak. Then we define the angle described by kxx − ωt as the
phase angle φ, or, in more than one dimension, φ = ~k ·~r − ωt = kxx + kzz− ωt. One of
the ways we can measure the speed of wave propagation is to find the phase speed, i.e.
the speed with which a point of constant phase moves.

∂φ

∂t
|φ =~k · d~r

dt
−ω = 0 (A.64)

=⇒ d~r
dt

=
ω

~k
(A.65)

is the phase speed. We can also think of a group of wave fronts, or a wave packet, prop-
agating in a direction. The speed and direction of the wave packet determines the rate of
energy propagation from the packet, so it is important to determine this as well.

For a wave packet, the rate of change of φ with time is the frequency ω, but φ also
changes with x, since this is a packet rather than a single wavefront. So we have

∂φ

∂t
= ω,

∂φ

∂x
= −kx (A.66)

=⇒ ∂φ = ω∂t = −kx∂x (A.67)

=⇒ ∂ω

∂x
+

∂kx

∂t
= 0 (A.68)

Let us treat ω as a function of kx. Then

∂kx

∂t
+

dω

dkx

∂kx

∂x
= 0 (A.69)

So we will define the group velocity as dω
dkx

, giving us

∂kx

∂t
+ ug

∂kx

∂x
= 0 (A.70)

=⇒ Dkx

dt
= 0 (A.71)

So the wavenumber is constant at the group velocity (Nappo, 2013).
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A.3.2 The Brunt-Väisälä Frequency

We already know from equation A.55 that dT
dz = −Γad where T is temperature, z is altitude,

and Γad is the adiabatic lapse rate and that the potential temperature Θ = T (ps/p)R/cp .
From the definition of logarithmic differentiation, we know that f ′/ f = (ln( f ))′, so let us
do this to find the derivative of our potential temperature function.

ln(Θ) = ln(T)− R
cp

ln(P) +
R
cp

lnPs (A.72)

=⇒ d(ln(Θ))/dz =
1
T

∂T
∂z
− R

cp

1
P

∂P
∂z

(A.73)

=⇒ 1
Θ

∂Θ
∂z

=
1
T

∂T
∂z
− R

cp

1
P

∂P
∂z

(A.74)

We can then use the hydrostatic equation and the ideal gas law to replace P = ρRT
and ∂P

∂z = −ρg, giving the result

1
Θ

∂Θ
∂z

=
1
T

(
∂T
∂z

+
g
cp

)
(A.75)

If we let γ indicate the temperature gradient and use the definition of the adiabatic lapse
rate, we get

1
Θ

∂Θ
∂z

=
Γad − γ

T
(A.76)

Now, say that we want to find the acceleration of our air parcel in an adiabatic regime
due to gravity or the buoyant force, which is the true restoring force for a gravity wave.
The buoyant force is equal to gravity times the mass of the air displaced by the parcel
minus the mass of the air parcel, so by Newton’s Second Law, for movement of a distance
δz, we have

mp
d2(δz)

dt2 = −g(mp −ma) (A.77)

where mp is the mass of the parcel and ma is the mass of the displaced air (we have
reversed the sign from the description above). If we assume that the volume of the parcel
is equal to the volume of the displaced air, we can then change our equation to look at
mass per unit volume, or density. We can then use the ideal gas law as above to replace
density with temperature:

d2(δz)
dt2 = −g

ρp − ρa

ρp
= −g

Ta − Tp

Ta
(A.78)

Across the height δz, we can expand the temperatures to first order, giving T(z + δz) =

T0 +
∂T
∂z δz. Canceling the constant T0 that will appear in both since T0 >> f rac∂T∂zδz, we
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get:
d2(δz)

dt2 = − g
Ta

(
∂Ta

∂z
−

∂Tp

∂z

)
(A.79)

However, as stated, the parcel is moving adiabatically, so we know− ∂Tp
∂z = Γad. As above,

we set the ∂Ta
∂z = γ, which gives us

d2(δz)
dt2 =

−g
T

(Γad − γ)δz (A.80)

From our above equation for the derivative of the potential temperature, we can rewrite
this as:

d2(δz)
dt2 =

−g
Θ

∂Θ
∂z

δz (A.81)

As long as our potential temperature gradient is positive, this is an equation for simple
harmonic motion of the form

δz(t) = Aeiωbvt + Be−iωbvt (A.82)

where the frequency ωbv, which is called the Brunt-Väisälä frequency, is

ωbv =

√
g
Θ

∂Θ
∂z

(A.83)

(Nappo, 2013) or, since for an isothermal atmosphere (i.e. in the exosphere) the tempera-
ture gradient is zero,

ωbv =
√

gΓ/T (A.84)

which are all easily known variables.

A.3.3 Dispersion Relation and Energy

In the previous subsection, we derived the Brunt-Väisälä frequency, which is the fre-
quency with with a parcel of air with move up and down adiabatically. Thus, the buoy-
ancy restoring force will be

~F = −ω2
bvδs (A.85)

where δs is along the path of the parcel.
Now imagine we have a wave field in an adiabatic regime. We have already defined

phase in a wave packet; we know there will be lines of constant phase in the field that
form some angle to the vertical. Let that angle be θ. Then the restoring force along these
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lines of constant phase will be

~F = −ω2
bvδz cos θ (A.86)

δz = δs cos θ (A.87)

=⇒ ~F = −ω2
bv cos2 θδs (A.88)

This means our equation for the oscillation of the parcel of air takes the form

∂2δs
∂t2 = −ω2

bv cos2 θδs (A.89)

which has the solution

ω2 = ω2
bv cos2 θ (A.90)

=⇒ cos2 θ =
ω2

ω2
bv

(A.91)

where ω is the frequency of oscillation. We know the angle θ the lines of constant phase
make to vertical must be related to the ratio of the horizontal and vertical wavenumbers
kx and kz, given the definition of phase. So then

tan θ =
kz

kx
(A.92)

=⇒ tan2 θ =
k2

z
k2

x
=

1− cos2 θ

cos2 θ
(A.93)

=⇒ k2
z

k2
x
=

1− ω2

ω2
bv

ω2

ω2
bv

(A.94)

Solving for the frequency ω, we get

ω = ± ωbvkx

(k2
x + k2

z)
1/2 (A.95)

which is our dispersion relation in two dimensions (Linzen, 2008). To get the dispersion
relation in the vertical dimension, let us assume kx << kz, i.e. the horizontal wavelength
is much longer than the vertical wavelength. Then we can cancel kx from the above equa-
tion, leaving us with

ω = ±ωbv

kz
(A.96)

For energy, we can treat the air parcel of the wave as undergoing simple harmonic
motion, thus having the same energy per unit volume. With the amplitude A analogous
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to the length of a pendulum and a pendulum velocity equal to length times its oscillation
frequency ω, we can write the velocity as Aω. Therefore, using density instead of mass to
get kinetic energy per unit volume, we have:

KE =
1
2

ρA2ω2 (A.97)

Alternatively, we can see that this applies by taking the form y(t) = Aei(kxx−ωt) and taking
the second derivative with respect to time, then averaging out the exponential, which will
give us the same result.

A.4 Waves in the Upper Atmosphere

While it is outside the scope of this appendix, it is possible to use perturbation and insta-
bility theory to further examine energy transfer by a gravity wave throughout the atmo-
sphere. This produces, using the assumption that density gradients can be ignored called
the Boussinesq approximation, a version of the fluid dynamics equations known as the
Taylor-Goldstein equations. In this section, we will qualitatively explain this, while leav-
ing the mathematical derivations to more in-depth studies. While many studies over the
last few decades, particularly on Earth, have looked at how exactly gravity waves deposit
energy into the atmosphere, the source remains not completely understood; instead, there
are several ways this is likely. However, it is known that this does happen, as the effects of
gravity waves on the lower, middle, and upper atmosphere are seen in a variety of data,
such as both in situ detections and remote measurements using radio sounding.

The most likely way gravity waves deposit energy is though breaking into turbulence–
hence why instability theory is crucial to understanding energy transport and deposition.
The turbulence from the wave breaking (analogous to an ocean wave) then induces a drag
force on the local atmospheric movement. As the local atmosphere feels the effect of the
drag force, energy is added to the area. This theory is supported by data showing that
gravity waves and turbulence almost always coexist in an otherwise stable atmosphere.
However, it is somewhat difficult to define what exactly constitutes wave instability that
will then lead to energy deposition, as wave instability and turbulence are not exactly the
same thing. Additionally, turbulence does not have a clear mathematical definition either,
due to it being a regime where chaotic motion is dominant. Instead, turbulence is thought
of as something qualitatively identifiable, and indeed remains a large unsolved problem
in fluid mechanics. This adds significantly to the difficulty of discovering how gravity
waves break and potentially change the energy of the surrounding atmosphere.

One way to define wave instability is to examine a system with two vertically arranged
parcels of fluid. These parcels then have their positions exchanged. If the total energy of
the system increases after this exchange takes place, the system is stable, as work has been
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done on it. However, if the total energy of the system decreases, the system has done the
work, and therefore it is unstable. This serves as the basis of stability analysis and can
determine how instabilities develop through time. One important parameter in stability
analysis is known as the Richardson number, given as

Ri =
ω2

bv(
∂u
∂z

)2 (A.98)

representing the ratio between the turbulence kinetic energy produced by buoyancy and
that produced by shear, where ωbv is the BV frequency and u is the flow velocity. The
important thing to note here is that a flow is stable if its Richardson number is greater
than 1/4. If it is negative, a convective instability occurs, whereas if it is between zero and
1/4, a dynamic instability occurs. In a convective instability, convective vertical motion
will occur. A dynamic instability includes all other well-known fluid instabilities, such as
Kelvin-Helmholtz and Rayleigh-Taylor. Using perturbation theory’s definition of ∂u

∂z for a
vertical linear wave perturbation, we can achieve the result that the Richardson number
actually goes as 1/ωbv (Nappo, 2013), where ωbv is the Brunt-Väisälä frequency. So in
regions where ωbv decreases with height, upward propagating gravity waves become
more stable. Because ωbv is dependent on the potential temperature gradient, this occurs
in regions like the stratosphere or in the upper thermosphere and exosphere, indicating
that gravity waves can stably propagate at high altitudes. In fact, this indicates that in
the upper thermosphere (roughly >120 km on Earth), upward propagating gravity waves
will be more stable than in lower atmospheric regions.

However, despite the analysis that upper atmospheric gravity waves should be quite
stable, the perturbation theory solution to the Taylor-Goldstein equations for a plane wave
gives an equation for vertical velocity of the form

w1(x, z, t) = ŵ(z)ez/2Hei(kxx−ωt) (A.99)

where w1 is the perturbed component of the velocity, H is the scale height, and ŵ(z) is
a sinusoidally varying amplitude component. This equation shows that, due to the first
exponential term, the amplitude of a gravity wave increases exponentially with altitude
and lower density (Nappo, 2013; Fritts and Alexander, 2003). Because the Richardson
number increase allows them to continue to propagate, the amplitudes will grow large
enough for the wave to break as it reaches progressively higher altitudes. Because of
this, gravity waves can generate turbulence and modulate Richardson numbers in the
upper atmosphere, hence transporting energy. This means gravity waves play a critical
role in global circulation by depositing energy from the troposphere into the mesosphere
and thermosphere; even, as we have seen in Mars data, continuing to propagate and de-
posit energy above the exobase before dissipating. However, global circulation models
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for Earth and Mars generally have horizontal resolutions too large to capture the scales of
gravity waves and so cannot model them or their energy contributions accurately due to
computational constraints. One way to compensate for this is to parameterize the effects
of gravity waves; however, as we have seen, the behavior especially in the upper atmo-
sphere is highly non-linear and so difficult to parameterize accurately. Hydrodynamic
models where gravity waves are instigated then allowed to propagate can help with de-
termining what parameters a GCM should use to include their effects.

In the upper atmosphere where species are not well-mixed and different species have
varying scale heights, the amplitude of gravity waves can be different for species of dif-
ferent masses, depending on the frequency of the wave. For a linear, plane wave pertur-
bation, we can write the change in density over a background density as a function of the
flow divergence and the flow’s vertical advection:

ρ1

ρ̄
=

i
ω

(w1

H
−5 · v1

)
(A.100)

where ρ1 is the density perturbation, ω the frequency, w1 is the vertical perturbation ve-
locity, H the scale height, and v1 the velocity perturbation. For waves with long wave-
lengths, the first term will dominate and so the amplitude will vary with 1/H, meaning
lighter species will have smaller amplitudes. For small wavelengths, the second term will
dominate, and so all species should have the same amplitude, as the velocity perturbation
is independent of species. This is seen in gravity wave data from Mars, where waves in
the upper thermosphere will have smaller amplitudes in species such as O and N2 than
for heavier species like Ar and CO2(England et al., 2017).

One of the reasons for this non-linearity is that the atmosphere cannot be assumed to
be homogeneous and the decrease of atmospheric density with altitude cannot be ignored,
making the Boussinesq approximation that is used in the Taylor-Goldstein equations in-
valid. This means that, rather than a single gravity wave or wave packet, the upper at-
mosphere has a spectrum of waves with frequencies ranging from planetary scale to the
Brunt-Väisälä frequency. Additionally, as the amplitude grows exponentially as stated
above, the wave can break, which will almost always occur high in the atmosphere. Be-
cause of this, only the high frequency, long vertical wavelength gravity waves will be
able to propagate up to the highest altitudes, as the long vertical wavelength can help
compensate for the exponentially increasing amplitude. A 2009 review of gravity wave
coupling of the lower and upper atmosphere also found that gravity waves propagate to
higher altitudes during times of high solar activity than they do at solar minimum due to
higher thermospheric temperatures (Vincent, 2009). This could also indicate that it is pos-
sible for gravity waves to propagate to higher altitudes on the dayside of planets, since
the thermosphere is both at higher altitudes and warmer there than the nightside.
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So, in conclusion, while the momentum transfer between the lower and upper atmo-
sphere by gravity waves is important, it is on too small of a horizontal scale to be captured
by global circulation models. However, this does not mean it is not happening; on the
contrary, gravity waves will be more easily visibly in the upper atmosphere due to their
amplitude increasing with decreasing density. It is also easy for gravity waves to deposit
their energy at high altitudes because instability theory shows that the waves are likely
to break and induce turbulence in the thermosphere or exosphere. Additionally, we also
know that for a wave to reach high altitudes without breaking beforehand, it must have
a high frequency and long vertical wavelength, >10 km. This is also aided by a warmer
thermosphere, such as one heated by solar activity. Unfortunately, solving the fluid equa-
tions analytically is difficult due to the non-linear behavior of turbulence, especially in the
upper atmosphere, but we can apply these concepts to data, as we will show in the next
section.

A.5 Applications to Data

There are several methods of detecting gravity waves in the atmosphere. One unusual
method was to use the Day/Night band on the NASA/NOAA Suomi satellite, for de-
tecting nightglow, to see gravity waves in the upper atmosphere (Miller et al., 2015).
More typical methods include ground-based pressure and temperature measurements;
weather balloon soundings with pressure sensors; and remote measurements such as
radar, Doppler radar, and lidar, in addition to airglow as previously mentioned (Nappo,
2013). At Mars, gravity waves can be seen in in situ density measurements of the at-
mosphere, such as those made by the Neutral Gas and Ion Mass Spectrometer (NGIMS)
aboard the MAVEN spacecraft (Yiğit et al., 2015), which is similar to pressure measure-
ments on an Earth station or balloon in type. This is the predominant type of data we
will be discussing in this section. However, there are also radio occultation data available
from the Radio Science Experiment on Mars Global Surveyor that show vertical wave
structures (Creasey, Forbes, and Hinson, 2006).

Since models show that gravity waves play a similarly important role in energy trans-
port in Mars’ atmosphere as they do at Earth’s, several papers have examined the pres-
ence of gravity waves in NGIMS data. Because of the speed with which the satellite
traverses the atmosphere, the data has a spatial scale for waves of roughly 20 km. For all
of these studies, the data used is usually between 220-160 km, as data resolution for back-
ground subtraction is not ideal at high altitudes, and the spacecraft travels predominately
horizontally near its periapsis (nominally at 150 km) and so cannot distinguish between
vertical and horizontal density perturbations (Yiğit et al., 2015). Gravity waves are seen
throughout these altitudes (Yiğit et al., 2015; England et al., 2017; Terada et al., 2017).
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The typical process to analyze the gravity waves present is to first fit the background
density. There are several methods for doing this; Yigit et al. uses a seventh-order poly-
nomial fit to the log of the density (Yiğit et al., 2015), while other methods include using a
moving average or least-squares fit (Terada et al., 2017). This background density profile
is removed to retrieve the perturbations, which are then normalized with the background
density to get a percentage amplitude of the form δρ/ρ0 where ρ is the density of the
data and ρ0 is a background density (Yiğit et al., 2015). England et al. (2017) then uses
a second two-step fitting method to retrieve the wavelength and frequency of the waves
that involves using spectral analysis to get the wavelength, then a least-squares fit to
the amplitude and wavelength to retrieve frequency and phase. Additionally, using the
method outlined in Snowden et al. (2013), a background temperature profile and temper-
ature perturbation is also found (England et al., 2017; Terada et al., 2017). England et al.
(2017) found that the majority of the waves in the upper thermosphere had amplitudes of
≤ 10%. Terada et al. (2017) found that gravity waves with these small amplitudes tend to
have vertical wavelengths of λz ' 20− 40km. However, there are also some waves with
amplitudes up to 100% of the background density, which have much larger wavelengths
of λz ' 100− 200km.

Interestingly, the data show larger amplitudes near periapsis and higher densities
(Yiğit et al., 2015), contrary to what theory would predict. The amplitude is also inversely
proportional to perturbations in temperature, which suggests that the reason for the di-
minishing amplitudes with height is due to developing convective instabilities (Terada
et al., 2017). These instabilities limit the amplitude growth and induce wave breaking,
as discussed in the previous section. This also explains why those waves with large am-
plitudes also have large wavelengths, since the theory in the last section shows that long
wavelength waves are more resistant to these types of instabilities. However, none of the
currently published papers on these upper thermospheric waves calculate the Richardson
number, which could confirm the idea that convective instabilities are inhibiting wave
propagation at high altitudes. This is counter to gravity waves at Venus and Earth, where
radiative damping, among other processes such as molecular diffusion, tend to be the
cause of upper atmospheric gravity wave dissipation (Terada et al., 2017).

Finally, we can examine the trends in location of gravity waves at Mars as found in
MAVEN data. Yiğit et al. (2015) found that gravity waves were more common in the
nightside local times, where mean atmospheric scale heights were lower. This is most
likely due to the dayside atmosphere being more stable. Terada et al. (2017) goes into more
detail on the various location trends of gravity wave detections, including geographic,
Mars-Solar-Orbital (MSO), and Mars-Solar-Electric (MSE) latitude and longitude; local
time; solar zenith angle; and various solar variables such as solar wind dynamic pressure,
density, and velocity. MSO coordinates refers to a coordinate system where the x vector
points towards the Sun and the z vector to the ecliptic north, while in the MSE coordinate



A.6. Conclusion 121

system the xz plane is defined by the direction of the solar wind electric field, which
makes it a good indicator for particle precipitation and energy deposition.

Terada et al. (2017) finds that the amplitude of thermospheric gravity waves is highly
dependent on and inversely proportional to the background thermospheric temperature,
as discussed above. They also find that this is correlated with a solar zenith angle and
solar EUV flux dependence, since both of these things affect the thermospheric tempera-
ture, and that amplitudes on the nightside are roughly twice that of those on the dayside.
They do see larger amplitudes in the northern geographic hemisphere, but conclude that
this is in fact due to day/night and seasonal coverage and is not an actual correlation.
Their results indicate that other than the dependence on atmospheric temperature, there
is no real location dependence on the appearance of gravity waves in the thermosphere
of Mars, indicating that gravity waves are likely not predominately topographically gen-
erated (or, at least not those detected in the thermosphere). They suggest both upward
propagation from the lower atmosphere and deposition of energy from precipitating par-
ticles are possible sources, but are unable to distinguish between the two.

A.6 Conclusion

In conclusion, we have examined the physics of both a steady state atmosphere and per-
turbations where gravity or buoyancy is the restoring force. We have then looked at how
these physics apply to specifically the upper atmosphere, where the lower densities and
larger scale heights affect the way waves propagate. Additionally, this region is where
gravity waves largely deposit their energy due to turbulence and wave instabilities, mak-
ing gravity waves an important method of coupling the lower and upper atmosphere.
While much of the theoretical work has been done with Earth in mind, the theory also ap-
plies to Mars, where in situ data shows multiple detections of a wide spectrum of gravity
wave frequencies and amplitudes. Using this data, one can fit the wave parameters and
then apply the theory to understand that convective instabilities drive the damping and
dissipation of gravity waves at high altitudes, although there are also detections of large
amplitude gravity waves propagating even above the exobase. However, as of yet there
has been limited work on proving that convective instabilities are responsible for this, so
this remains an area of interest for further study.

Finally, we can discuss how to incorporate this theory and data analysis into a gravity
wave simulation. One way to do this is to create a hydrodynamic fluid model, where the
simulation creates a fluid governed by the physics outlined above and numerically solves
the equations. This is the most efficient way to model a perturbation in a fluid, and works
well for a variety of situations. However, this method only works well for situations
where the altitude does not vary greatly, or the fluid is not rarefied, as then the fluid does
not behave as cohesively. So for the upper atmosphere, some sort of particle simulation
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is required to accurately model large changes in density with height and low density
regimes. In these models, particles obey gravitational laws, as well as having collisions
and collisional cross sections. While these models are more accurate, they are also much
more computationally expensive, making them unfavorable in the higher density regimes
where hydrodynamic models can be used.

Both types of models can be used to study the creation and propagation of gravity
waves by inducing a perturbation. In the hydrodynamic model, this can be done using
the perturbation equations outlined previously. In the particle model, this perturbation
can take the form of directly adding velocity to the particles in the desired location. While
solving for the energy transport of a gravity wave analytically is difficult, energy can be
directly measured in a model, so it is much easier to find how much energy the wave is
carrying. In doing so, the models can form a comparison to the data, which unlike the
model is only a snapshot in time. A model, on the other hand, can have the gravity wave
evolve over time until it breaks or dissipates, and can also show what initial conditions
produce breaking or dissipation, making it a valuable tool in the study of gravity wave, a
kind of bridge between theory and data.
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Appendix B

Low Beta Regions on the Nightside
Ionosphere of Venus

B.1 Introduction

I examine what I have termed low β regions in the nightside Venusian ionosphere, where
β is plasma pressure over magnetic pressure. Frequently termed ionospheric holes, they
are visible in Pioneer Venus Orbiter (PVO) ion mass spectrometer (OIMS) and magne-
tometer (OMAG) data. Beginning with Brace et al. (1982), many attempts have been made
to study the structure and origin of these regions, as they appear to be unique. The regions
consist of an area where the O+ density, as well as other ion densities, are depleted over an
order of magnitude and also have a well-ordered magnetic field within the region, which
Marubashi et al. (1985) concluded originated in the IMF, and I agree with based on this
examination. Figure B.1 shows a typical density depletion indicative of a low β region,
with OIMS data taken during orbit 56, with the depletion most evident for O+. Figure B.2
shows the corresponding magnetic field for the density depression evident in Figure B.1
in Venus-Solar-Orbital (VSO) coordinates, described below.

Brace et al. (1982) suggested the general theory that the magnetic field in these regions
is a result of IMF draping around the dayside ionosphere of the planet and the localized
plasma depletion is due to the plasma being pulled out along the field lines (Hoegy and
Grebowsky, 2010). Marubashi et al. (1985) presented a model in which the field lines are
convected by the cross-terminator longitudinal plasma flow, which I have also assumed
to be true. These plasma depletions were previously termed ionospheric holes; however,
I have chosen the term low β region, as it more accurately represents the physical phe-
nomenon and includes the magnetic field aspect of the structure.

The dataset came from the PVO orbits where periapsis was both on the nightside and
near 150 km. This includes orbits 19-130, 243-354, and 467-578 for which the data are of
good quality. I began by re-examining the dataset of low β regions used by Hoegy and
Grebowsky (2010) and refined it using additional criteria. While previous studies have
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FIGURE B.1: Ion density depression from Orbit 56 taken from OIMS data,
with O+ density in blue, O+

2 density in red, CO+ density in yellow, H+

density in black, and He+ density in green.

ascertained the presence and location of a region primarily by the ion density, I have cho-
sen to use the magnetic field as the primary criterion. I have done so because plasma
deficiencies might not always be present in the lower regions of the ionosphere, where
the plasma does not get pulled out (below approximately 200 km) or at high altitude,
where the density is too low for any significant change to occur. Additionally, a plasma
deficiency might be present and be considered a region, but lack the well-ordered mag-
netic field necessary to categorize it as such. Therefore, in my treatment of these regions,
I have taken the β parameter to be key in categorizing the regions by examining both the
plasma density and magnetic density.

I have also excluded those regions in Hoegy and Grebowsky (2010) which had a mag-
netic field that was not consistent in direction. Some local plasma depletions have mag-
netic fields, but the direction may change inside the region, which is not consistent with
IMF draping in the ionosphere. Therefore, I have restricted this study to 43 regions, ap-
proximately one-third of which appear in pairs. This is thought to be due to draping of
lines with opposite polarity, as the field direction is generally different for each member
of a pair, as seen in Brace et al. (1982). They also concluded that the regions occur in pairs,
but the spacecraft did not always pass through both due to the orientation of the orbit.

In this paper, I seek to recreate the IMF direction based coordinate system used in
Marubashi et al. (1985), with some corrections. In that paper, the y-coordinate, and hence
the local time, was reversed. While I have also created an IMF dependent coordinate
system in which I examine these regions, it does not reverse the y coordinate and as such
gives a new method to study trends in the locations of these regions. In order to help
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FIGURE B.2: The magnetic field components in VSO coordinates from the
ion density depression in Figure B.1. From top to bottom: Bx component,

By component, and Bz component.

determine the origin of these structures, I also take the curl of the magnetic field vector
component, using Ampere’s Law to examine a component of the currents present in the
ionosphere around the low β regions.

B.2 Data

The data used for this paper comes from the OIMS and OMAG instruments on PVO. Ad-
ditionally, spacecraft ephemeris data are used to obtain the location of the low β regions.
The original ephemeris data are in Venus Solar Orbital (VSO) coordinates, where the x
axis points towards the Sun, the z axis is the ecliptic north, and the y axis is perpendicular
to both. The average region is between one and two minutes across, which translates to
several hundred kilometers. Figure B.3 shows the locations of the regions in VSO coordi-
nates. In the plot, red indicates a paired region and black indicates a single region. Each
line represents the part of PVO’s orbit that passed through a low β region.

There is a slight bias towards the dawn side in the original data, as discussed in
Marubashi et al. (1985), due to a lack of telemetry when the orbiter’s periapsis was on the
dawn side during a conjuction of Venus and the Sun. Therefore this can be discounted
as a lack of sufficient data, not a trend. The regions are fairly evenly split between the
northern and southern hemisphere. It may be noted that the regions appear larger in this
plot than in previous papers; this is due to choosing the magnetic field as the marker
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of the region rather than the plasma density. The magnetic field often extends outside
the plasma depletion region, particularly for regions that the spacecraft passed through
at higher altitudes. Therefore, regions closer to the poles or equator, where the space-
craft passed below the limit of the plasma depletion, appear larger when considering the
magnetic field boundaries. Therefore this plot slightly different from those in previous
papers.

FIGURE B.3: VSO locations of all the low β regions on the nightside of the
planet; dawn is on the lefthand side of the plot.

In Luhmann et al. (1982), which also uses the magnetic field as the basis for the regions’
locations, the appearance of a magnetic field without a corresponding plasma depletion is
discussed as the result of low altitude. That paper concludes that regions on the outbound
side of periapsis have a larger plasma depletion than those on the inbound side due to the
spacecraft being at higher altitudes. Because periapsis of the spacecraft was at 17 degrees
north, inbound regions in the northern hemisphere will be measured at lower altitudes
than outbound regions. For this reason they conclude that the magnetic field is a better
indicator of size of the low β region than the plasma depletion, since the magnetic field
does not disappear at low altitudes. Luhmann and Russell (1992) also notes that while
plasma depletions are only visible above 200 km, magnetic fields can be seen much lower
in the atmosphere. It is thought that, below around 200 km, the plasma is too dense to be
affected as strongly by the magnetic field as at higher altitudes.
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Additionally, Luhmann et al. (1982) analyzes the angle of the magnetic field from ra-
dial direction. I have also done this and concluded that many of the low β regions do
not have a magnetic vector that points predominately in the radial direction. While they
do not give an average angle, I surmise that while it would be close to zero, it would
still deviate significantly from the radial. While Table B.1 shows that the majority of the
regions have either radially directed or sunward pointing magnetic field vectors, there is
also significant overlap between regions with both radial and sunward components.

This supports the conclusion in Luhmann and Russell (1992) that the radial field dis-
cussed in Brace et al. (1982) and Marubashi et al. (1985) is actually a sunward/antisunward
directed field that merely appears radial near the antisolar point. However Luhmann and
Russell (1992) also note that in their magnetic vector plots, multiple regions do have a sig-
nificant horizontal component which is not seen outside of the region in the undisturbed
nightside ionosphere. The origin of this horizontal component, which is not consistent
with the direction of the IMF draping, will be discussed in the portion of this paper that
examines the currents near the edges of the low β regions.

TABLE B.1: Number of regions where Bi contributes > 70% of Btot

B component Bx By Bz Bsun
Number of regions 15 12 21 30

B.3 Results

B.3.1 Coordinate Transformation

In order to examine the effects of IMF angle on the locations of the regions, I created a
coordinate system dependent on the IMF clock angle, which is measured from the positive
z axis in the YZ plane of VSO coordinates. The clock angle at Venus changes frequently,
often within the span of an orbit, and is measured outside the ionopause. For this dataset,
I have used the inbound ionopause crossing clock angle for regions on the inbound side
of periapsis and the outbound clock angle for outbound regions. There are some cases
where either the inbound or outbound clock angle is not available. In this case, the other
clock angle measurement was used. If the region was paired, then both regions are then
rotated by the same clock angle.

In the IMF coordinates, I have taken the original location of each region in VSO coor-
dinates and rotated it by the respective clock angle, using a rotation matrix. This creates a
map of their locations dependent on the direction of the IMF, and is therefore more helpful
in determining origin. By setting the IMF direction to be the constant axes in the coordi-
nate system, I have created a system with both a magnetic equator and magnetic poles.
In this system, the equator is defined by the point where the plane of the IMF touches the
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(A) Rotated coordinates (B) Magnetic latitude and
longitude

FIGURE B.4: Locations of the low β regions in the transformed coordinates.
Panel (a) shows the locations in the rotated YZ coordinates as described
in the text, and panel (b) shows the locations in the magnetic latitude and
longitude. The solid circle in panel (a) indicates the rough boundary of the
planet as a reference and the dashed circle indicates the tailward region of

the ionosphere. Such a reference is not possible in panel (b).

surface of the planet and the poles are defined by a 90 degree surface arc from the equator.
Therefore, I also have a magnetic latitude and longitude. Figure B.4 shows the locations
of the regions in the rotated YZ coordinates and in the magnetic latitude and longitude.
In this plot, Z is the magnetic north-south axis and Y is the magnetic east-west axis. For
the YZ coordinates, dawn is negative Y and dusk is positive Y. For the latitude and lon-
gitude plot, longitudes less than 180 degrees are on the dusk side and those greater than
180 degrees are on the dawn side.

After the coordinate transformation, I can observe that the regions are now located
roughly within a circle near the antisolar point, which covers over half of the nightside
hemisphere. Interestingly, I find that those on the outside of this circular area seem to
have slopes in the YZ plane that correspond with the tangent to a circle, while those in
the center have slopes closer to horizontal. Figure B.5 shows a histogram of the degree
of each regions’ slope, measured from the horizontal. As is evident in the histogram, a
majority of the regions have slopes under 45 degrees. The larger slopes are from those
evident in Figure B.4 near the edge of the circular area. It is also noteworthy that none
have slopes greater than 70 degrees from the YZ horizontal, so there are now no vertically
oriented regions. However, there is clearly not a Gaussian distribution of slope angles,
indicating an element of randomness in the orientation of the regions.

In Brace et al. (1982), it was surmised that there were always two regions, with one
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FIGURE B.5: A histogram of the region’s slopes in the new coordinate sys-
tem as defined in the text.

north and one south of the equator, and orbits where only one appeared were due to
the spacecraft passing outside of the second region. It is unclear if the new coordinate
system sheds any light on this problem. The locations and slopes of the paired regions
do not appear to be fundamentally different from those of the single regions. However,
regions always being paired seems unlikely due to the difference in numbers of the single
regions versus those that are paired. As seen in both Figure B.3 and Figure B.4, there are
significantly more single regions. Therefore, it is possible the regions are more transient
than believed by Brace et al. (1982).

This is also supported by the inconsistent locations of the regions in the IMF coordi-
nates. If the low β regions were permanent features, as suggested in previous papers, it is
unlikely the locations would still be highly variable in the IMF coordinates, as permanent
features’ locations should only depend on the IMF clock angle. The variability in location
could potentially be indicative of other effects contributing to the origin of the low β re-
gions, such as induced currents in the plasma. However, this cannot be proven from the
new coordinate system alone.

B.3.2 Magnetic Field Curl Analysis

Using Ampere’s Law, I took the curl of the magnetic field vector to examine the currents
in the area surrounding the low β regions. To calculate a component of the current using
the curl, I interpolated the spacecraft ephemeris data to be the same resolution as the
magnetometer data, which was taken of very short intervals on the order of milliseconds.
There are several issues with this, as the interpolation is not an accurate representation of
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FIGURE B.6: Three examples of the components of the curl vector from a
low β region overlaid on the total B magnitude in black.

the spacecraft path and thus introduces rounding errors into the resulting current vector.
Potentially due to these errors, the resulting curl data is very noisy. However, some of
this noise is introduced by the inherent instability of the magnetic field outside of the low
β regions. Figure B.6 shows an example plot of the curl components overlaid on the total
magnetic field magnitude to show the boundaries of the low β region.
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The noise is evident in Figure B.6, especially outside the boundaries of the region
where the magnetic field is not well-ordered. This makes sense, as the curl will naturally
be larger where the magnetic field is more variable. It is also worth noting that the curl
is small throughout the magnetic field plateau of the low β region. The lack of currents
inside the region is due to the ordering of the magnetic field and the low density of the
plasma inside the region, which in some orbits is close to a vacuum. When I average the
magnitudes of the curl components over each low β region, I can see (shown in Figure
B.7) that the averages for the Y and Z components are substantially higher than the X
component of the current.

FIGURE B.7: Curl component magnitude averages for 15 low β regions

I only examine the curl components of 15 low β regions, due to the quality of the data.
The 15 regions used generally have strong radial fields, and so a horizontal current near
the boundaries is expected. To determine if this is a general phenomenon, deriving the
curl of regions with, for example, a strong horizontal field is necessary. It is possible that,
in those cases, induced currents play a stronger part in shaping the orientation of the
magnetic field, such that it deviates from the expected IMF direction.

If the boundary currents are contributing to the magnetic field, it could explain the
variability found in both location and slope angle in the IMF coordinates. As mentioned
earlier, if the features were permanent results of IMF draping and convecting into the
nightside hemisphere, more obvious trends would be expected in an IMF centric coor-
dinate system. Therefore, it is possible that as the plasma flows across the terminator to
the chemical sink at the antisolar point (Knudsen et al., 1980), it piles up against the con-
vected field lines and begins to flow around the field lines, likely in a circular manner. As
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the plasma flows around the field lines, currents could be generated by separation of ions
and electrons due to their mass differences. Thus horizontal currents are created around
the edges of the low β regions.

However, it is also possible for the created currents to induce a magnetic field that
does not point sunward or antisunward. In many cases, while the current is almost com-
pletely horizontal, it still can have a radial component. Therefore, this diagonal current
vector will then help to induce a magnetic field in a different direction than expected from
IMF draping alone. This would account for not only the low β regions with a predom-
inately horizontal magnetic field vector, but also the magnetic field vectors in Luhmann
and Russell (1992) with a noticeable horizontal component. The presence of currents also
supports the theory of plasma piling up against IMF draped field lines as the origin of the
low β regions, while accounting for anomalous behavior that cannot be explained by the
draping model alone.

B.4 Conclusion

In summary, I here examine the presence of low β regions in two ways: firstly, by map-
ping their location in coordinate systems defined by the solar magnetic field, the probable
cause of the low β regions, and by calculating the curl of the magnetic field vector in the
ionosphere, producing an electric field vector. I find that, unlike in previous publications,
these features are likely transient and dependent on quickly-changing solar wind con-
ditions. However, there is no real trend in location in magnetic latitude and longitude,
making it unlikely that they are caused by any particular magnetic field configuration,
even if they are slightly more common when the magnetic field vector is predominately
pointed towards the Sun.

The variability in magnetic coordinate location of these regions may be due to the ef-
fects of strong horizontal electric currents at the boundaries of the 15 regions where I had
sufficient data quality for finding the curl of the magnetic field vector. These boundary
currents may then induce an additional magnetic field that is then detected by the space-
craft, adding an element of randomness to the magnetic field vector that would eliminate
any easily found correlation with the IMF. Additionally, the data is limited by the track
of the spacecraft, which gives no indication of the true three-dimensional extent of the
regions both in ion density and magnetic field. Therefore, it is unlikely I would be able to
ascertain the true cause of these low β regions without newer additional data. However,
these remain a feature not seen on any other planet and so of great interest for further
studies in planetary ionospheric reactions to the solar wind.
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