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Introduction 

According to the UN’s latest statistics, “global spending on R&D [research and 

development] has reached a record high of almost US$ 1.7 trillion” (UNESCO Institute for 

Statistics, n.d.). Yet how are these research innovations integrated into commercial and scientific 

environments? This process is often known as translation research, an area of study that focuses 

on methods for moving research discoveries to the external world (National Institute for 

Occupational Safety and Health, 2018). At the same time, not all research discoveries are easily 

translated into practical applications, perhaps due to economic infeasibility, low technology 

maturity, or a lack of demand. 

Yet there are many areas in society in which the application of new research is certainly 

needed. In the area of mental health treatment, The World Health Organization (WHO) notes that 

approximately “20% of the world’s children and adolescents have a mental health condition” and 

that “two of the most common mental health conditions, depression and anxiety, cost the global 

economy US$ 1 trillion each year” (World Health Organization, 2019). In the separate area of 

user privacy protections, Article 12 of the Universal Declaration of Human Rights declares that 

privacy is a protected right (United Nations, 1948); yet the UN High Commissioner for Human 

Rights notes that privacy is now ever more threatened by the automated processing of data, with 

special concern paid towards the “possibility of de-anonymization that is facilitated by fusing 

data from various sources” (United Nations High Commissioner for Human Rights, 2021). These 

concerns highlight the need for effective translation research to support mental health and protect 

individual privacy. 

This capstone project responds to these twin challenges of mental health treatment and 

user privacy protections. In the technical project, new conversational agent strategies will be 
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considered in order to increase engagement and reduce dropout in mobile health (mHealth) 

interventions. In the STS research paper, the social construction of the utility of differential 

privacy, a data protection technique, will be examined within the specific fields of health and 

political science. Together, these research projects will help advance current translation research, 

by either directly assisting with the translation of research into practice in the mHealth field (the 

technical project), or by noting the areas in which privacy-related translation research may 

encounter difficulties (the STS research paper). 

Technical Project (New Strategies to Increase Engagement and Decrease Dropout in 

mHealth Interventions) 

 Electronically mediated mental health interventions suffer from high rates of attrition, 

also known as user abandonment (Gabrielli et. al 2021, Pratap et. al 2020). These high rates of 

attrition lead a proportion of users who desire to improve their mental health through 

technological interventions to fail to do so, ultimately limiting the utility of the intervention. 

Additionally, high attrition from digital mental health interventions poses concerns for the 

generalizability of the intervention to a general population. In response, the technical project of 

the capstone focuses on new strategies to increase engagement and decrease dropout in mobile 

health (mHealth) interventions. Specifically, the technical project will pair these strategies with 

the larger MindTrails digital mental health intervention platform, hosted at the University of 

Virginia. The team members on this technical project will consist of Rob Schwartz, Annabel 

Lynch, Disha Patel, and Aparna Ramanan (students); Laura Barnes and Sonia Baee (MindTrails 

researchers); and potentially other researchers from the MindTrails group. 

 The MindTrails group has previously tested the use of human coaches to help increase 

engagement in the MindTrails mental health intervention system and to lessen attrition from the 
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platform. However, the cost of human coaches cannot be suitably scaled in digital applications 

that are designed to reach a large number of participants. The use of human coaches is also 

impractical at certain times of day and in periods in which there is particularly high demand from 

users for mental health support. As a result, the research conducted within the technical project 

will design conversational agents (CAs) in order to support user engagement and reduce attrition 

in the MindTrails platform. Conversational agents are programs that mimic human text-based 

responses in order to hold a conversation with users. For example, a CA could have a structured 

conversation with a user if the user encounters technical issues with the MindTrails tool. 

 Research on conversational agents (CAs) in digital mental health technologies faces 

several challenges and limitations. Although CAs have been previously deployed in digital 

mental health technologies, user attrition remains high (Prochaska et. al 2021, Gabrielli et. al 

2021). Furthermore, CAs face an inherent tradeoff between predictability and utility: if a CA 

supports open-ended question and answer sessions, then it may give improper or even harmful 

responses; yet if a CA only allows closed-ended question and answer sessions, then it may also 

fail to support as-yet-unidentified user needs. These concerns cause the design and 

implementation of conversational agents to be a delicate area of study that also requires 

significant user testing and feedback. 

 In order to plan for the inclusion of a conversational agent in the MindTrails project, the 

main portion of the technical project will focus on testing the user acceptance of a conversational 

agent that is embedded in the MindTrails system. The CA will use a closed-ended question and 

answer system that is designed to support engagement on a variety of predefined topics related to 

mental health. (A closed-ended system will be used in order to increase predictability of 

responses and create an opportunity for more structured data analysis.) The research will be in 
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the form of a feasibility study, which will assess user reactions to the conversational agent using 

research methods that do not meet the criteria of a randomized controlled trial (RCT). Although 

this research will not be able to prove a causal link between the inclusion of a conversational 

agent and improvement of mental health conditions, this research will prepare the MindTrails 

project for the ultimate use of a CA in the user-facing MindTrails platform. Additionally, 

conclusions from this research will be of relevance to the design of other digital mental health 

intervention tools that use CAs. 

STS Research Paper (How is the utility of differential privacy, a data protection technique, 

constructed within the fields of health and political science?) 

Motivation and Background 

Differential privacy is a relatively new data protection technique where counts of 

populations in publicly released datasets (such as Census data describing race, location, or 

ethnicity) are “fuzzed” so that the data cannot be used to re-identify individuals. For example, it 

may be that 20,000 individuals live in a particular US county: differential privacy would add 

random noise to this statistic, so that it is reported as, e.g., 21,538.6, with a standard deviation of 

2,312.8 (US Census Bureau 2019). The goal of differential privacy is to protect against 

reconstruction attacks and re-identification attacks, which use features of datasets to learn 

protected information (Emam et. al, 2011). For example, certain qualities of the non-privatized 

2010 Census data allowed 46% of the original dataset (that is, individual-level Census block id, 

voting age status, sex, year of birth, race, and ethnicity) to be reconstructed, which is concerning 

because this data can then be successfully connected to commercially available databases to 

identify 45% of the population by name and address (Abowd n.d.). For this reason, among 

others, differential privacy has been implemented in the 2020 Census dataset, as well as in 
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datasets in public health and other fields (US Census Bureau 2019, Google and Apple 2021, 

Ficek et. al 2021). 

In response to the increasing use of differential privacy techniques, a portion of 

researchers have criticized the use of these techniques because they distort data analysis. Some 

of these concerns have to do with the privacy budget of differential privacy implementations, 

which refers to the amount of noise added to each statistic (Swanson and Cossman n.d.). By 

increasing the noise in the dataset, the power of any given statistical test will be reduced, limiting 

analysis of the dataset. However, the privacy budget can at times be adjusted, thereby making 

analysis more accurate in exchange for fewer privacy protections. Some concerns also stem from 

the type of analysis that is made inaccurate because of differential privacy techniques: one 

example can be seen in the 2020 Census data, in which 765 Alaskan Census blocks are suggested 

to contain a total of 3,381 children residing without adults (out of the 45,292 blocks in the state). 

In reality, the actual number of children residing without adults in the state is almost certainly 

magnitudes lower: in the 2010 Census, there were only three blocks that contained a total of 21 

children residing without adults (Swanson et. al. n.d.). Lastly, there is some criticism that is 

inherent to the use of differential privacy in specific contexts: for example, health datasets with 

“limited data or small populations” may be particularly unsuitable for differential privacy 

techniques, according to a recent literature review (Ficek et. al 2021). 

The use of differential privacy presents a conflict between users, data analysts, and 

privacy researchers who each want to optimize how to protect user privacy while at the same 

time collecting actionable data. In the meantime, this conflict is played out in research papers all 

around the world as the implementation of differential privacy is both supported and questioned. 

To analyze this discussion and understand how the utility of the differential privacy technique is 
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determined and shaped, this STS research paper will examine the social construction of the 

utility of differential privacy, a data protection technique, within the specific fields of health and 

political science. This STS research paper will focus on the health and political science fields in 

particular due to the increasing application of differential privacy techniques in datasets used in 

these fields. 

The STS research paper will analyze current research literature using Bijker’s STS theory 

known as SCOT, or the social construction of technology. SCOT rejects technological 

determinism, the concept that “(1) technology develops autonomously and (2) technology 

determines societal development to an important degree.” (Bijker 2015). Instead, SCOT proposes 

that “the development, stabilization, and even working of technology are socially constructed” 

(Bijker 2015). The SCOT approach supposes that social elements can in fact be used to 

understand the construction of technology: in this STS research paper, the primary social 

evidence used to trace the construction of differential privacy and its utility will be research 

papers. 

One criticism of the research-paper based SCOT approach is that the research papers 

themselves may be biased in terms of which content is surfaced or hidden. However, Bijker’s 

response to this criticism is that the researcher still has an “obligation to decide which groups are 

important to include in the account, and which groups only obfuscate the picture by adding 

useless details” (Bijker 2015). Bijker’s criticism is similar to that of Russell, who argues that 

SCOT does not do enough to consider the innate structural location of technologies in society 

and forgets to consider how this structural location may limit who has the chance to criticize or 

shape technologies (Russell 1986). Although these criticisms are compelling (and provide good 

arguments for the use of a broader STS approach, such as actor-network theory), one of the 
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strengths of the research-paper method of SCOT is its accuracy in areas where the relevant 

socio-technical debate is mainly conducted in and through research. Given that differential 

privacy is a highly technical topic that is significantly shaped by academics and data 

practitioners, the approach of using research papers as primary material is suitable in this case 

(Schneider, 2021). 

Lastly, STS research into the social construction of the utility of differential privacy is 

important for understanding the consequences of data protection in publicly-released datasets: 

differential privacy techniques may protect users, limit the effectiveness of research, and/or pose 

equity challenges, among many other potential outcomes (Santos-Lozada et. al, 2021). By 

understanding the ways in which the utility of differential privacy techniques is constructed by 

users, data analysts, and law, designers of publicly released datasets will be better able to justify 

and understand the impact of their decisions when implementing differential privacy techniques. 

Research Question and Methods 

The STS research paper considers the research question “How is the utility of differential 

privacy, a data protection technique, constructed within the fields of health and political 

science?” The approach to answering this question will begin with a traditional literature review, 

which will be completed by using structured searches of online databases as well as gathering of 

known relevant sources from outside these databases (Stratton 2019). To find health-related 

literature on the social construction of differential privacy, the PUBMED database will be 

searched on a full-text basis using the combined terms “differential privacy” and “tradeoff.” 

Additionally, the ACM database will be searched on a full-text basis using the combined terms 

“differential privacy” and “tradeoff,” with health- and political-science-related articles extracted. 

Due to the multifaceted nature of the health and political science fields, a search on Google 
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Scholar will also be conducted using the combined terms “differential privacy” and “tradeoff” 

with health- and political-science-related articles extracted. Any known sources that are not 

indexed in these databases but that are known to the author and relevant to the topic will also be 

included. Next, SCOT will be used as a framework to identify stakeholder groups within this 

literature, to describe their interests, and to identify how differential privacy systems support, 

subvert, or suppress the interests of these groups in the process of constructing the utility of 

differential privacy. 

As mentioned above, the literature review method is suitable for the research question at 

hand given that the construction of the utility of differential privacy has mainly occurred within 

academic fields (Schneider, 2021). The keywords “differential privacy” and “tradeoff” should be 

suitable for this literature review due to the heavy use of these terms within a similar literature 

review in the health field (Ficek et. al, 2021). 

Conclusion 

 This portfolio will include (1) a technical project that determines the user acceptance of 

conversational agents within MindTrails, a digital mental health support platform, and (2) an 

STS research paper that considers how the utility of the data protection technique known as 

differential privacy has been socially constructed. Both of these papers will contribute to a more 

comprehensive understanding of translational research in their respective areas, identifying 

points of concern and success in cases where the technologies of conversational agents and 

differential privacy are moved from the academic sphere into practical, user-facing 

environments. In all, these two papers will help future academics or practitioners approach the 

implementation challenges faced in the mental health and user privacy areas today. 
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