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Abstract

Drinfeld and Jimbo introduced quantum groups as deformations of the universal enveloping

algebras associated to semi-simple and Kac-Moody Lie algebras. The study of the structure

of these algebras lead to the discovery of canonical bases by Lusztig. These bases have

many desirable properties, and recently have played an important role in the development

of categorified quantum groups.

This dissertation studies the structures and canonical bases for quantum supergroups

of anisotropic type; that is, quantum groups associated to Kac-Moody Lie superalgebras

with no isotropic odd roots. We proceed by utilizing the framework of covering quantum

groups, which are algebras with two parameters, namely the quantum parameter q and half

parameter π satisfying π2 = 1, which interpolates between a Drinfeld-Jimbo quantum group

(the π = 1 case) and a quantum supergroup (the π = −1 case). A version of these algebras

was first introduced by Hill-Wang in the context of categorifications of quantum groups.

We develop analogues of several classical quantum group constructions, including a

(braided) Hopf algebra structure and a quasi-R-matrix which intertwines two coproducts.

We also define an analogue of the BGG category O and show that the integrable modules in

O are completely reducible. The covering quantum group admits a bar-involution q = πq−1

and a bar-invariant integral form. We construct canonical bases for integrable modules

of O and for the half-quantum covering group, generalizing Kashiwara’s grand loop and

globalization constructions. This canonical basis is then extended to a modified form of the

quantum covering group à la Lusztig. Specializing our constructions to π = −1 yields the

first examples of canonical bases known for quantum supergroups.
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Chapter 1

Introduction

1.1 The quantum groups associated to a Kac-Moody Lie algebra g have been

studied intensely since they were introduced in the seminal work of Drinfeld [D] and

Jimbo [Ji]. These Hopf algebras have interesting and fruitful connections to a wide

array of topics; indeed, while the notion of a quantum groups originally motivated

by mathematical physics, they also are intimately related to Lie theory, modular

representation theory [Lu2], knot invariants [RT], categorification, and so on.

The connection to categorification germinated from the discovery of a remarkable

basis, called the canonical basis, for the negative half of the quantum group associ-

ated to g. This basis was discovered by Lusztig [Lu1], using geometric methods of

perverse sheaves on quiver representations, and subsequently by Kashiwara [Kas1],

using algebraic constructions called crystal bases. One of its remarkable properties is

that if the associated Lie algebra g has a symmetric generalized Cartan matrix, the

structure coefficients with respect to the canonical basis lie in N[q, q−1], where q is

the quantum parameter. This fact, which is a consequence of the geometry utilized

by Lusztig, directly suggests a categorification and such a categorification has been

produced in the work of Khovanov-Lauda [KL] and Rouquier [R] using quiver Hecke

algebras. Since then, there has been a flurry of developments in categorification; see

for example [We, BK, VV].
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1.2 Given the physical origins of the study of quantum groups, a natural exten-

sion of the study of quantum groups associated to Kac-Moody Lie algebras would be

to study quantum supergroups associated to Lie superalgebras (see [Kac, ChW] for

more on Lie superalgebras). In fact, many papers have been produced defining quan-

tum supergroups and determining many of their properties [BKM, Ge, Y1, Y2, Z].

Unfortunately, the more complicated structure of Lie superalgebras is reflected in the

structure of their associated quantum groups. Despite the construction of crystal

bases [BKK, Kw, MZ], no examples of canonical bases have been known for quantum

supergroups, and indeed the prevailing expectation was that they did not exist.

On the other hand, some recent developments in categorification suggest the ex-

istence of canonical bases. In a paper of Kang-Kashiwara-Tsuchioka [KKT], it was

suggested that quiver Hecke superalgebras, a natural super-analogue of KLR algebra

which have also been studied in [Wa, EKL], could also be used to categorify Kac-

Moody quantum groups (this conjecture was verified by Kang-Kashiwara-Oh [KKO]).

However, any superalgebra comes equipped with a Z/2Z grading, called the parity

grading, and this grading induces functors on the representation categories. The cat-

egorification proposed in [KKT] essentially forgets this additional structure to obtain

a non-super decategorification.

A key insight of Hill-Wang [HW] was that this parity could be used to encode a

new additional “half-parameter” π (satisfying π2 = 1). If we consider quiver Hecke

superalgebras associated to Cartan datums of anisotropic type - that is, a Cartan

datum which is Z/2Z-graded and has with no isotropic odd roots - and we keep track

of the parity functor, we can obtain a categorification of a half-quantum covering

group. This half-quantum covering group is an algebra with two parameters, namely

the (generic) quantum parameter q and half parameter π satisfying π2 = 1, which

specializes to a half-quantum group at π = 1, and a half-quantum supergroup at

π = −1. This perspective implies that there is at least a notion of a categorical

canonical basis for the half-quantum supergroup arising from the indecomposable
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projective modules of the associated quiver Hecke superalgebra.

1.3 Motivated by this result, we examined the quantum group associated to

osp(1|2) [ClW]. As this is the simplest anisotropic type quantum group and had

already been studied in the literature, any hope for a canonical basis would start there.

However, our investigation lead us to two variant definitions of the quantum group

which each captured different sets of finite-dimensional simple modules. Combining

them led to the construction of canonical bases for all the simple modules, as well as

a canonical basis on a modified form of the quantum supergroup.

An important aspect of these results is that all of our constructions could be

defined using the half-parameter π such that structure coefficients, when suitably

interpreted, are positive. It was conjectured [ClW] that, in the rank 1 case, a notion

of a categorified modified quantum covering group could be constructed analogously

to [Lau], and indeed this has been accomplished by Ellis-Lauda [EL]. Moreover, it

is hoped that such categorifications could provide a categorical explanation for the

existence of odd Khovanov homology [ORS], an idea which is corroborated by some

upcoming work of Mikhaylov-Witten [MW].

1.4 It is the combination of the perspectives in [ClW, HW] which leads us to the

definition of the quantum covering group, the main object of study in this dissertation.

All of the main results stated in this dissertation were originally published in the

sequence of papers [CHW1, CHW2, C] (also cf. [CFLW, CHW3]). Here we will

present a coherent narrative of these results.

The quantum covering group U associated to an anisotropic Cartan datum is an

algebra over the ring Q(q)π = Q(q) ⊕ Q(q)π, where q is the quantum parameter (in

the usual sense) and π is again a “half-parameter” satisfying π2 = 1. Just as with

half-quantum covering groups of [HW], the main idea is that the quantum covering

group interpolates between usual quantum group at π = 1 and a quantum supergroup
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at π = −1.

Our definition of a quantum supergroup is new, but is closely related to the defini-

tions which have appeared in the literature. The main difference from these standard

definitions is the addition of new generators to the Cartan part. To wit, a Drinfeld-

Jimbo quantum group associated to g has a subalgebra generated by elements of the

form qh, where h is an element of the Cartan subalgebra h ⊂ g and qh acts on a λ-

weight space by qλ(h). Our quantum covering groups additionally have elements of the

form πh. Some important benefits of our definition is that the quantum supergroups

are defined over Q(q), afford a Z[q, q−1]-integral form, and admit simple integrable

modules for all dominant weights (compare with [Z, Je]).

The interpolation perspective of quantum covering groups allows us to develop the

structure theory the quantum supergroups in tandem to that of quantum groups, and

in particular most of the structural features (e.g. the triangular decomposition, the

quantum Casimir operator and the quasi-R-matrix) can be developed in the covering

algebra setting. Moreover, we define a notion of a category O for U, which is a direct

sum of categories O± of representations of the π = ±1 specializations of U. On the

other hand, a natural subclass of U-modules are the π-free modules; that is, modules

which are free with respect to the coefficient ring Q(q)π. This leads us to our first

main result.

Theorem A. Let U be the quantum covering group associated to an anisotropic

Cartan datum. For each dominant weight λ, there is a unique simple π-free integrable

module V (λ) ∈ O of highest weight λ. Moreover, any integrable π-free module M ∈ O

is a direct sum of such simple modules.

1.5 A strong understanding of the structure of the quantum covering group U be-

gins with first understanding the structure of U−, the half-quantum group associated

to the negative roots. A useful abstraction of this algebra (which is isomorphic the

half-quantum group) is the twisted bi-algebra f , which was introduced for quantum
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groups by Lusztig. These algebras enjoy several useful structures, such as a (twisted)

co-product, a non-degenerate bilinear form which entwines the multiplication and

coproduct, and auxiliary structures such quantum derivations. To find a canonical

basis, we would also need an integral form of f , and an essential fact (which was first

observed in [HW]) is that if we use the unorthodox bar involution q 7→ πq−1, this

algebra has a natural bar-invariant integral form.

One main intent in our study of these algebras is to show that a reasonable intrinsic

definition of a canonical basis exists, and to determine its properties. In particular,

this demonstrates (for the first time) a family of quantum supergroups admitting

canonical bases.

Theorem B. Let U be the quantum covering group associated to an anisotropic Car-

tan datum. Then the half-quantum group U− admits a canonical basis B. Moreover,

for each dominant weight λ and associated simple module V (λ) with highest weight

vector η, the set {bη : b ∈ B} \ 0 is a basis of V (λ).

To prove this result, we have two potential paths to follow. The first would be

to attempt to mimic Lusztig’s geometric approach; however, there does not seem to

be any geometry to use in the super case. Given the previous successes of crystal

basis theory in the super world, we instead use Kashiwara’s grand loop argument to

construct crystal bases. Many essential arguments for this proof almost carry over

exactly from [Kas1] with minor bookkeeping, but there are some significant deviations,

most notably to obtain the globalization part of the argument.

Indeed, in the covering setting it is much harder to show that the crystal lattices

are invariant under a certain antiautomorphism of f , a property which features cru-

cially in constructing the canonical bases. To obtain this result, we use techniques

from [CFLW], which were motivated by the two-parameter construction given by Fan-

Li [FL]. In particular, we construct some remarkable isomorphisms, called twistors,

over a complexification of our algebra which allow us to directly link the super and

non-super versions of our quantum group. These isomorphisms are used in an essen-
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tial way to prove the existence of the canonical basis; moreover, we show that they

preserve the canonical basis in a suitable sense.

1.6 It is crucial to the argument for Theorem B that the Cartan datum is

anisotropic. However, there are many other interesting Lie superalgebras which we

could consider, most notably those of basic type (cf. [ChW]). For instance, two fam-

ilies of basic type Lie superalgebras are the general linear Lie superalgebra gl(m|n)

and the orthosymplectic Lie superalgebra osp(m|2n). (The only basic type Lie su-

peralgebras with an anisotropic Cartan datum are osp(1|2n) for n ≥ 1.)

It is an interesting question to ask if Theorem B can be extended to basic type

quantum supergroups. This question is partially answered in [CHW3], where canon-

ical bases are constructed for quantum groups associated to gl(1|n), osp(2|2n), and

osp(1|2n). However, the methods used are quite different then the ones we shall em-

ploy here, and so we shall not discuss these cases. We note that an interesting open

question is to relate the bases constructed for osp(1|2n) herein and those constructed

in loc. cit., and we expect these bases to match.

1.7 The remainder of this dissertation addresses extending the canonical basis

to the whole quantum covering group in some sense. In the context of Drinfeld-

Jimbo quantum groups, the precise construction was originally devised in type A in

a paper of Beilinson-Lusztig-McPherson [BLM], and generalized by Lusztig [Lu3].

Essentially, we can add orthogonal idempotents to the quantum group associated

to each weight with the proviso that the quantum Cartan subalgebra acts on each

idempotent according to its weight. The resulting algebra, called a modified quantum

group, carries much of the same structure as the quantum group, and has essentially

the same representations. This procedure generalizes to quantum covering groups,

and so in this way we construct the modified quantum covering group U̇.

Theorem C. Let U̇ be the modified quantum covering group associated to a Cartan
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datum of anisotropic type. Then U̇ admits a canonical basis Ḃ of its integral form.

Moreover, U̇ carries a bilinear form {−,−}, extending the bilinear form on f , which

is invariant under several automorphisms of U̇. Moreover, the basis Ḃ is almost

orthonormal (in a suitable sense) with respect to {−,−} on U̇.

Given the prodigious role of such bilinear forms in categorification, we expect our

bilinear form on U̇ to play a significant role in efforts to categorify modified quantum

covering groups.

1.8 The following is an outline for the dissertation.

In Chapter 2, we define the notion of an anisotropic Cartan datum and root

datum. We then define the algebra f and deduce some of its important properties

and structures. In particular, we define the twistor isomorphism on f and use it to

deduce a Serre presentation for f .

In Chapter 3, we define the quantum covering group. We show that several of

the essential properties of quantum groups can be generalized to the covering setting,

including a (braided) Hopf algebra structure and a triangular decomposition. We

then discuss analogues of weight modules and category O; in particular, we define

the Verma modules M(λ) and their simple quotient modules V (λ)|±1. Along the way,

we show that the twistor on f can be extended to an isomorphism on U. Moreover, we

show that the Verma and simple modules have induced twistor isomorphisms, and use

these to deduce a character formula for the simple modules. We then construct the

quasi-R-matrix and a quantum Casimir-type operator, which is then used to prove

Theorem A.

In Chapter 4, we develop the machinery for crystal bases. in particular, we define

an analogue of Kashiwara’s “boson algebra” and use its representation theory to define

crystal structure on f . We then introduce a notion of crystal bases for U-modules,

a tensor product rule for crystals, and a bilinear form (called a polarization) on

each V (λ). We then adapt the grand loop argument to the covering setting, proving
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the existence of crystal bases. After developing a relationship between the twistor

isomorphism on f and the crystal structure on f , we show that the crystal bases can

be upgraded to the bases in Theorem B.

In Chapter 5, we define the modified form of U and relate it to the family of

U-modules N(λ, λ′), which are certain tensor products of modules. We define a

bar-involution on the N(λ, λ′) using the quasi-R-matrix (in an analogue to Lusztig’s

construction) and use it to construct canonical bases for N(λ, λ′). We then show that

these canonical bases can be “glued together” in some sense to a canonical basis of

U̇. We then define a bilinear form on U̇ and develop its properties, which proves

Theorem C.

Finally, we have an appendix on twisted bialgebras, which are certain general-

izations of f . The structure of these algebras are developed with an eye towards

understand the twistor isomorphisms and the related constructions in [FL]. In par-

ticular, some of these results are used to prove the Serre presentation for f .
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Chapter 2

The twisted bialgebra f

2.1 The Cartan datum

Definition 2.1. A Cartan datum is a pair (I, ·) consisting of a finite set I and a

Z-valued symmetric bilinear form ν, ν ′ 7→ ν ·ν ′ on the free abelian group Z[I] satisfying

(a) di = i·i
2
∈ Z>0, ∀i ∈ I;

(b) aij = 2 i·j
i·i ∈ Z≤0, for i 6= j in I.

A Cartan datum is called an anisotropic super Cartan datum (or anisotropic datum,

in brief) if there is a partition I = I0
∐
I1 which satisfies the anisotropic condition

(c) 2 i·j
i·i ∈ 2Z if i ∈ I1.

An anisotropic datum is called bar-consistent if it additionally satisfies

(d) di ≡ p(i) mod 2, ∀i ∈ I.

We will always assume I1 6= ∅ without loss of generality. An anisotropic datum

is always assumed to be bar-consistent in this paper. We note that a bar-consistent

anisotropic datum satisfies

i · j ∈ 2Z for all i, j ∈ I. (2.1)

We set the notation

bij = 1− aij. (2.2)
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The i ∈ I0 are called even, i ∈ I1 are called odd. We define a parity function

p : I → {0, 1} so that i ∈ Ip(i). This function extends to a homomorphism p : Z[I]→

Z/2Z, and so p induces a parity Z/2Z-grading on Z[I].

Remark 2.2. We will freely identify Z/2Z (and later, Z/4Z) with the subset {0, 1}

(resp. {0, 1, 2, 3}) of Z, and use this identification implicitly in equations; for example,

an expression such as (−1)
p(x)2+p(x)

2 implicitly assumes p(x) ∈ {0, 1}.

We define the height function on Z[I] by letting ht(
∑

i∈I cii) =
∑

i∈I ci. For

ν =
∑

i∈I νii, we define the notation

ν̃ =
∑

diνii. (2.3)

A root datum associated to a anisotropic datum (I, ·) consists of

(a) two finitely generated free abelian groups Y , X and a perfect bilinear pairing

〈−,−〉 : Y ×X → Z;

(b) an embedding I ⊂ X (i 7→ i′) and an embedding I ⊂ Y (i 7→ i) satisfying

(c) 〈i, j′〉 = 2i·j
i·i for all i, j ∈ I.

Remark 2.3. We are using the conventions used by Lusztig in his text [Lu4], which

are conveniently minimal for the (sometimes) involved formulae which shall appear. It

is simple to pass between this notation and the more traditional root system notation:

each i ∈ I is the index of a simple root αi, and the generalized Cartan matrix is given

by aij; the embedding I ⊂ Y gives the dual roots, and the embedding I ⊂ X realizes

the simple roots as elements of the weight lattice.

If the image of the imbedding I ⊂ X (respectively, the image of the imbedding

I ⊂ Y ) is linearly independent in X (respectively, in Y ), then we say that the root

datum is X-regular (resp. Y -regular).

For i 6= j ∈ I such that 〈i, j′〉 〈j, i′〉 > 0, we define an integer mij ≥ 2 by

cos2 π
mij

= 1
4
〈i, j′〉 〈j, i′〉 if it exists, and set mij =∞ otherwise. We have
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〈i, j′〉 〈j, i′〉 0 1 2 3 ≥ 4

mij 2 3 4 6 ∞

The braid group (associated to I) is the group generated by si (i ∈ I) subject to

the relations (whenever mij <∞):

sisjsi · · ·︸ ︷︷ ︸
mij

= sjsisj · · ·︸ ︷︷ ︸
mij

, (2.4)

The Weyl group W is defined to be the group generated by si (i ∈ I) subject to

relations (2.4) and additional relations s2i = 1 for all i.

For i ∈ I, we let si act on X (resp. Y ) as follows: for λ ∈ X,λ∨ ∈ Y ,

si(λ) = λ− 〈i, λ〉i′, si(λ
∨) = λ∨ − 〈λ∨, i′〉i.

This defines actions of the Weyl group W on X and Y .

If V is a vector space graded by Z[I] (respectively, X), we will use the weight

notation |x| = µ if x ∈ Vµ for µ ∈ Z[I] (respectively, X). If V is a Z/2Z-graded

vector space, we will use the parity notation p(x) = a if x ∈ Va for a ∈ Z/2Z. In

particular, all formulae containing the notations | · | and p(·) implicitly assume that

the elements within are homogeneous with respect to the corresponding grading.

2.2 Quantum parameters

Let q be a formal parameter and let π be an indeterminate such that

π2 = 1.

For a ring R with 1, we will form a new ring Rπ = R[π]/(π2−1). Given an Rπ-module

(or algebra) M , the specialization of M at π = ±1 means the R-module (or algebra)

M |π=±1 = R± ⊗Rπ M , where R± = R is viewed as a Rπ-module on which π acts as

±1.
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Assume 2 is invertible in R; i.e. 1
2
∈ R. We define

ε+ =
1 + π

2
, ε− =

1− π
2

, (2.5)

and note that Rπ = Rε+ ⊕ Rε−. In particular, since πε± = ±ε± for an Rπ-module

M , we see that

M |π=±1 ∼= ε±1M.

The principle rings of concern in this paper are Q(q)π and A = Z[q, q−1]π. Unless

otherwise stated, by convention the tensor product of Q(q)π-modules is always taken

over Q(q)π.

For k ∈ Z≥0 and n ∈ Z, we use a (q, π)-variant of quantum integers, quantum

factorial and quantum binomial coefficients:

[n]q,π =
(πq)n − q−n

πq − q−1
∈ A,

[n]!q,π =
n∏
l=1

[l]q,π ∈ A,[
n
k

]
q,π

=

∏n
l=n−k+1

(
(πq)l − q−l

)∏k
m=1

(
(πq)m − q−m

) ∈ A.

(2.6)

These binomial coefficients arise naturally in the following way. If x, y are two

elements in a Q(q)π-algebra such that xy = πq2yx, then for any a ≥ 0, we have the

quantum binomial formula:

(x+ y)a =
a∑
t=0

qt(a−t)
[
a
t

]
q,π

ytxa−t. (2.7)

We will use the notation

qi = qdi , πi = πdi , for i ∈ I.

More generally, for ν =
∑
νii, we set

qν =
∏
i∈I

qνii , πν =
∏
i∈I

πνii .
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There are two notable automorphisms of Q(q)π and A for our purposes. The

bar involution on Q(q)π is the Qπ-algebra automorphism defined by f(q) = f(πq−1)

for f(q) ∈ Q(q)π. The dagger involution on Q(q)π is the Qπ-algebra automorphism

defined by f(q)† = f(πq) for f(q) ∈ Q(q)π. We note that both involutions restict to

Zπ-algebra automorphisms of A.

Note that the (q, π)-integers [n]i and the (q, π)-binomial coefficients in general are

not necessarily bar-invariant unless the anisotropic Cartan datum is bar-consistent.

Moreover, the (q, π) integers are not †-invariant in general; to wit,

[k]†q,π = πk−1[k]q,π, ([k]!q,π)† = π(k2)[k]!q,π,

[
n
k

]†
q,π

= πk(n−k)
[
n
k

]
q,π

.

In particular, we note that

[
n
k

]
q,π

is †-invariant if and only if n is odd or k is even.

Remark 2.4. We note that [n]† = qn−(πq)−n
q−πq−1 could well be the definition of (q, π)-

integers, and we regard it as an alternate convention.

These (q, π)-quantum integers satisfy identities analogous to more traditional

quantum integers.[
a
t

]
q,π

= (−1)tπta−(t2)
[
t− a− 1

t

]
q,π

, (2.8)

[
a
t

]
q,π

=


[a]!q,π

[t]!q,π [a−t]!q,π
if 0 ≤ t ≤ a

0 if a > t

if a ≥ 0, (2.9)

a−1∏
j=0

(
1 + (πq2)jz

)
=

a∑
t=0

π(t2)qt(a−1)
[
a
t

]
q,π

zt if a ≥ 0. (2.10)

Here z is another indeterminate. If a′, a′′ are integers and t ∈ N, then[
a′ + a′′

t

]
q,π

=
∑

t′+t′′=t

πt
′t′′+a′t′′

i qa
′t′′−a′′t′
i

[
a′

t′

]
q,π

[
a′′

t′′

]
q,π

. (2.11)

These identities can be proved directly, or by specializing analogous identities in

the Gaussian integers 〈n〉x = 1−xn
1−x at x = πq2. This latter strategy is demonstrated
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in [CHW2, Lemma 7.2] which proves the following identity: if r ≥ 0 and n ≥ 1, then

r∑
t=0

(−1)tπ(t+n)(r+n)+(t+n+1
2 )
[
t+ n− 1

t

]
q,π

[
t+ r + n

r

]
q,π

[
r + n
t+ n

]
q,π

= π(n2). (2.12)

We note the following specializations of some of the above identities. Observe that[
−1
t

]
q,π

= (−1)tπ(t+1
2 ) for any t ≥ 0, i ∈ I. Furthermore if a ≥ 1, then we have

a∑
t=0

(−1)tπ(t2)qt(a−1)
[
a
t

]
q,π

= 0 (2.13)

which follows from (2.10) by setting z = −1.

2.3 The algebras ′f and f

We define ′f to be the associative Q(q)π-algebra with 1 and with generators θi for

i ∈ I. The algebra ′f is a superalgebra, where the parity grading on ′f is given by

p(θi) = p(i). We also have a N[I]-grading | · | on ′f defined by setting |θi| = i.

The tensor product ′f ⊗ ′f can be equipped with an associative Q(q)π-algebra

structure with multiplication defined by

(x1 ⊗ x2)(x′1 ⊗ x′2) = q|x2|·|x
′
1|πp(x2)p(x

′
1)x1x

′
1 ⊗ x2x′2.

This structure can be extended to arbitrary tensor powers of ′f ; for example, the

algebra ′f ⊗ ′f ⊗ ′f , has an associative product defined by:

(x1⊗x2 ⊗ x3)(x′1 ⊗ x′2 ⊗ x′3)

= q|x2|·|x
′
1|+|x3|·|x′2|+|x3|·|x′1|πp(x2)p(x

′
1)+p(x3)p(x

′
2)+p(x3)p(x

′
1)x1x

′
1 ⊗ x2x′2 ⊗ x3x′3.

We define the coproduct r : ′f → ′f⊗′f to be the algebra homomorphism satisfying

r(θi) = θi ⊗ 1 + 1 ⊗ θi for all i ∈ I. One checks the following equality of algebra

homomorphisms holds:

(r ⊗ 1)r = (1⊗ r)r : ′f → ′f ⊗ ′f ⊗ ′f .
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In particular, there are well defined homomorphisms rn : ′f → ′f⊗(n+1) for all n ≥ 1

obtained by inductively applying r to any choice of tensor factor. The coproduct

allows us to construct a bilinear form as follows.

Proposition 2.5. There exists a unique bilinear form (−,−) on ′f with values in Q

such that (1, 1) = 1 and

(a) (θi, θj) = δij(1− πiq−2i )−1 (∀i, j ∈ I);

(b) (x, y′y′′) = (r(x), y′ ⊗ y′′) (∀x, y′, y′′ ∈ ′f);

(c) (xx′, y′′) = (x⊗ x′, r(y′′)) (∀x, x′, y′′ ∈ ′f).

Moreover, this bilinear form is symmetric.

Here, the induced bilinear form (′f ⊗ ′f)× (′f ⊗ ′f)→ Q(q) is given by

(x1 ⊗ x2, x′1 ⊗ x′2) := (x1, x
′
1)(x2, x

′
2), (2.14)

for homogeneous x1, x2, x
′
1, x
′
2 ∈ ′f .

Proof. Define an associative algebra structure on ′f∗ := ⊕ν ′f∗ν by transposing the

“coproduct” r : ′f → ′f ⊗ ′f . In particular, for g, h ∈ ′f∗, we define gh(x) :=

(g ⊗ h)(r(x)), where (g ⊗ h)(y ⊗ z) = g(y)h(z).

Let ξi ∈ ′f∗i be defined by ξi(θi) = (1 − πiq−2i )−1. Let φ : ′f → ′f∗ be the unique

algebra homomorphism such that φ(θi) = ξi for all i. The map φ preserves the

N[I]× Z2-grading.

Define (x, y) = φ(y)(x), for x, y ∈ ′f . The properties (a) and (b) follow directly

from the definition. Clearly (x, y) = 0 unless (homogeneous) x, y have the same

weight in N[I] and the same parity. All elements involved below will be assumed to

be homogeneous.
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It remains to prove (c). Assume that (c) is known for y′′ replaced by y or y′ and

for any x, x′. We then prove that (c) holds for y′′ = yy′. Write

r(x) =
∑

x1 ⊗ x2, r(x′) =
∑

x′1 ⊗ x′2,

r(y) =
∑

y1 ⊗ y2, r(y′) =
∑

y′1 ⊗ y′2.

Then

r(xx′) =
∑

q|x2|·|x
′
1|πp(x2)p(x

′
1)x1x

′
1 ⊗ x2x′2,

r(yy′) =
∑

q|y2|·|y
′
1|πp(y2)p(y

′
1)y1y

′
1 ⊗ y2y′2.

We have

(xx′, yy′) = (φ(y)φ(y′))(xx′) = (φ(y)⊗ φ(y′))(r(xx′))

=
∑

q|x2|·|x
′
1|πp(x2)p(x

′
1)(x1x

′
1, y)(x2x

′
2, y
′)

=
∑

q|x2|·|x
′
1|πp(x2)p(x

′
1)(x1 ⊗ x′1, r(y))(x2 ⊗ x′2, r(y′))

=
∑

q|x2|·|x
′
1|πp(x2)p(x

′
1)(x1, y1)(x

′
1, y2)(x2, y

′
1)(x

′
2, y
′
2). (2.15)

On the other hand,

(x⊗ x′, r(yy′)) =
∑

q|y2|·|y
′
1|πp(y2)p(y

′
1)(x⊗ x′, y1y′1 ⊗ y2y′2)

=
∑

q|y2|·|y
′
1|πp(y2)p(y

′
1)(x, y1y

′
1)(x

′, y2y
′
2)

=
∑

q|y2|·|y
′
1|πp(y2)p(y

′
1)(r(x), y1 ⊗ y′1)(r(x′), y2 ⊗ y′2)

=
∑

q|y2|·|y
′
1|πp(y2)p(y

′
1)(x1, y1)(x

′
1, y2)(x2, y

′
1)(x

′
2, y
′
2). (2.16)

For a summand to make nonzero contribution, we may assume that each of the four

pairs {x1, y1}, {x′1, y2}, {x2, y′1}, {x′2, y′2} have the same weight in N[I] and the same

parity. One checks that the powers of q and π in (2.15) and (2.16) match perfectly.

Hence the two sums in (2.15) and (2.16) are equal, and whence (c).

We set I to denote the radical of (−,−). As in [Lu4], this radical is a 2-sided ideal

of ′f . Let f = ′f/I be the quotient algebra of ′f by its radical. Since the different
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weight spaces are orthogonal with respect to this inner product, the weight space

decomposition descends to a decomposition f =
⊕

ν fν where fν is the image of ′fν .

Each weight space is finite dimensional. The bilinear form descends to a bilinear form

on f which is non-degenerate on each weight space.

Remark 2.6. An alternate convention for extending the inner product to ′f⊗2 which

we could take is

(x1 ⊗ x2, x′1 ⊗ x′2)signed := πp(x
′
1)p(x2)(x1, x

′
1)(x2, x

′
2).

For example, this is the convention taken in [Y1, Ge]. We note that (−,−)signed

is equivalent to (−,−) up to a renormalization on each weight space; see Corollary

A.8 or [CHW3, Lemma 2.3]. In particular, the radicals are identical so there is no

ambiguity in the definition of f .

The map r : ′f → ′f⊗2 satisfies r(I) ⊂ I ⊗ ′f + ′f ⊗I, essentially by construction,

whence it descends to a well-defined homomorphism r : f → f⊗2. Let tr : ′f → ′f⊗2

be the composition of r with the permutation map

x⊗ y 7→ y ⊗ x

of ′f⊗2 to itself. (Note that this map is an anti-automorphism of ′f⊗2.) We also let

% : ′f → ′f be the map satisfying %(θi) = θi for each i ∈ I and

%(xy) = %(y)%(x).

Lemma 2.7. (a) We have r(%(x)) = (%⊗ %)tr(x), for all x ∈ ′f .

(b) We have (%(x), %(x′)) = (x, x′) for all x, x′ ∈ ′f .

(c) % descends to f and satisfies (a) and (b).

Proof. First note that (c) follows from the fact that (b) implies %(I) ⊂ I. Since (b)

will follow immediately from (a), it suffices to prove that r(%(x)) = (%⊗ %)tr(x), for

all x ∈ ′f . This is obviously true for x ∈ {1, θi : i ∈ I}.
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Suppose that r(%(x′)) = (% ⊗ %)tr(x′) and r(%(x′′)) = (% ⊗ %)tr(x′′). Let r(x′) =∑
x′1 ⊗ x′2 and r(x′′) =

∑
x′′1 ⊗ x′′2. Then r(x′x′′) =

∑
q|x
′
2||x′′1 |πp(x

′
2)p(x

′′
1 )x′1x

′′
1 ⊗ x′2x′′2

and we have

r(%(x′x′′)) = r(%(x′′))r(%(x′))

=
(∑

%(x′′2)⊗ %(x′′1)
)(∑

%(x′2)⊗ %(x′1)
)

=
∑

πp(x
′
2)p(x

′′
1 )q|x

′
2||x′′1 |%(x′2x

′′
2)⊗ %(x′1x

′′
1) = %⊗ %(tr(x′x′′)).

The lemma is proved.

We define a bar involution : ′f → ′f such that θi = θi for all i ∈ I and fx = fx for

f ∈ Q(q)π and x ∈ ′f . Let ′f⊗′f be the Q(q)π-vector space ′f ⊗ ′f with multiplication

given by

(x1 ⊗ x2)(x′1 ⊗ x′2) = (πq−1)|x2|·|x
′
1|πp(x2)p(x

′
1)x1x

′
1 ⊗ x2x′2.

Define r still by r(x) = r(x). Then r : ′f → ′f⊗′f is an algebra homomorphism,

being a composition of homomorphisms. The co-associativity holds for r:

(r ⊗ 1)(r(x)) = (r ⊗ 1)r(x) = (1⊗ r)r(x) = (1⊗ r)(r(x)).

By checking on the algebra generators θi, it is an easy computation to see that this

is an algebra homomorphism.

Let {−,−} : ′f × ′f → Q(q) be the symmetric bilinear form defined by

{x, y} = (x, y).

Then we have {1, 1} = 1, {θi, θj} = δi,j(1− πiq2i )−1, and

{x, y′y′′} = {r(x), y′ ⊗ y′′}, for all x, y′, y′′ ∈ ′f .

Lemma 2.8. (a) Let r(x) =
∑
x1 ⊗ x2. We have

r(x) =
∑

(πq)−|x1|·|x2|πp(x1)p(x2)x2 ⊗ x1.
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(b) {x, y} = (−1)ht|x|π
p(x)p(y)+p(x)

2 q−|x|·|y|/2q−|x|(x, %(y)).

(c) descends to an involution on f .

Proof. It is straightforward to check both claims are true when x = θi and y = θj for

some i, j ∈ I. Assume (a) holds for x replaced by x′ and by x′′. We shall prove the

claim for x = x′x′′. Recall q = πq−1, and r(x) = r(x). Write

r(x′) =
∑

x′1 ⊗ x′2, r(x′′) =
∑

x′′1 ⊗ x′′2,

r(x′x′′) =
∑

q|x
′′
1 |·|x′2|πp(x

′′
1 )p(x

′
2)x′1x

′′
1 ⊗ x′2x′′2. (2.17)

By assumption, we have

r(x′) =
∑

q|x
′
1|·|x′2|πp(x

′
1)p(x

′
2)x′2 ⊗ x′1,

r(x′′) =
∑

q|x
′′
1 |·|x′′2 |πp(x

′′
1 )p(x

′′
2 )x′′2 ⊗ x′′1.

Hence,

r(x′)r(x′′) =
∑

q|x
′
1|·|x′2|πp(x

′
1)p(x

′
2)q|x

′′
1 |·|x′′2 |πp(x

′′
1 )p(x

′′
2 )(x′2 ⊗ x′1)(x′′2 ⊗ x′′1)

=
∑

q|x
′
1|·|x′2|+|x′′1 |·|x′′2 |πp(x

′
1)p(x

′
2)+p(x

′′
1 )p(x

′′
2 )+p(x

′
1)p(x

′′
2 )q|x

′
1|·|x′′2 |x′2x

′′
2 ⊗ x′1x′′1.

Then,

r(x′x′′) = r(x′)r(x′′)

=
∑

(πq)−(|x
′
1|·|x′2|+|x′′1 |·|x′′2 |+|x′1|·|x′′2 |)πp(x

′
1)p(x

′
2)+p(x

′′
1 )p(x

′′
2 )+p(x

′
1)p(x

′′
2 )x′2x

′′
2 ⊗ x′1x′′1

=
∑

(πq)−|x
′
1x
′′
1 |·|x′2x′′2 |πp(x

′
1x
′′
1 )p(x

′
2x
′′
2 )q|x

′′
1 |·|x′2|πp(x

′′
1 )p(x

′
2)+|x′′1 |·|x′2|x′2x

′′
2 ⊗ x′1x′′1.

Now, since the datum is consistent, |x′′1| · |x′2| ∈ 2Z, and hence we have

r(x′x′′) =
∑

(πq)−|x
′
1x
′′
1 |·|x′2x′′2 |πp(x

′
1x
′′
1 )p(x

′
2x
′′
2 )q|x

′′
1 |·|x′2|πp(x

′′
1 )p(x

′
2)x′2x

′′
2 ⊗ x′1x′′1. (2.18)

Comparing (2.17) and (2.18), we see that (a) holds.
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Let S be the set of y ∈ ′f such that (b) holds for all x ∈ ′f . Let y′, y′′ ∈ S; we will

show y = y′y′′ ∈ S Let x ∈ ′f and write r(x) =
∑
x′ ⊗ x′′ with x, x′′ homogeneous.

Then

{x, y′y′′} = {r(x), y′ ⊗ y′′} =
{∑

(πq)−|x
′|·|x′′|πp(x

′)p(x′′)x′′ ⊗ x′, y′ ⊗ y′′
}

=
∑

q−|x
′|·|x′′|πp(x

′)p(x′′) {x′′, y′} {x′, y′′}

=
∑

(−1)ht|x
′|+ht|x′′|q

−|x′′|·|y′|−|x′|·|y′′|−2|x′|·|x′′|
2 q−|x′|−|x′′|

∗ πp(x′)p(x′′)+
p(x′)p(y′′)+p(x′)

2
+
p(x′′)p(y′)−p(x′′)

2 (x′′, %(y′))(x′, %(y′′))

(?)
=
∑

(−1)ht|x|q
−|x|·|y|

2 q−|x|π
p(x)p(y)+p(x)

2 (x′ ⊗ x′′, %(y′′)⊗ %(y′))

= (−1)ht|x|q
−|x|·|y|

2 q−|x|π
p(x)p(y)+p(x)

2 (x, %(y′y′′))

where the equality (?) follows from the observation that the nonzero terms in the sum

only occur when the each of the pairs {x′, y′′} and {x′′, y′} are of the same weight

and parity. Therefore we see y ∈ S. Since the algebra generators lie in S, the claim

is proved.

2.4 Differentials and Serre relations

Let i ∈ I. There are unique Q(q)π-linear maps ri, ir : ′f → ′f such that ri(1) =

ir(1) = 0 and ri(θj) = ir(θj) = δij satisfying

ir(xy) = ir(x)y + πp(x)p(i)q|x|·ixir(y)

ri(xy) = πp(y)p(i)q|y|·iri(x)y + xri(y)

for homogeneous x, y ∈ ′f . We see that if x ∈ ′fν , then ir(x), ri(x) ∈ ′fν−i and

moreover that

r(x) = ri(x)⊗ θi + θi ⊗ ir(x) + (...) (2.19)

where (...) stands in for other bi-homogeneous terms x′⊗x′′ with |x′| 6= i and |x′′| 6= i.

Therefore, we have

(θiy, x) = (θi, θi)(y, ir(x)), (yθi, x) = (θi, θi)(y, ri(x)) (2.20)
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for all x, y ∈ ′f , so ir(I) ∪ ri(I) ⊆ I. Hence, both maps descend to maps on f . It is

also easy to check that

ri ρ = ρ ir.

Indeed, this is trivially true for the generators, and if this holds for x, y ∈ f , then

ri ρ(xy) = ri(ρ(y)ρ(x)) = πp(i)p(x)qi·|x|ri(ρ(y))ρ(x) + ρ(y)ri(ρ(x))

= ρ(πp(i)p(x)qi·|x|xir(y) + ir(x)y) = ρ ir(xy).

We define the bar-conjugate differentials ir = ◦ ir ◦ and ri = ◦ ri ◦ . Note

that they satisfy similar properties to ir and ri, but with r and (−,−) everywhere

replaced with r and {−,−}. In fact, a more explicit relationship can be realized as

follows.

Lemma 2.9. For any homogeneous x ∈ f , we have

ri(x) = πp(x)p(i)−p(i)p(i)q|x|·i−i·i ir(x).

Proof. This is trivial when x = θi. Now assume this is true for x, y ∈ ′f . Then

ir(xy) = ir(x)y + πp(x)p(i)(πq)−|x|·iir(y)

= π−p(x)p(i)+p(i)p(i)q−|x|·i+i·iri(x)y

+ π−p(y)p(i)+p(i)p(i)q−|y|·i+i·iπp(x)p(i)(πq)−|x|·ixri(y)

= π−p(x+y)p(i)+p(i)p(i)q−|x+y|·i+i·i
(
πp(y)p(i)q|y|·iri(x)y + xri(y)

)
= π−p(x+y)p(i)+p(i)p(i)q−|x+y|·i+i·iri(xy).

The lemma is proved.

Lemma 2.10. Let x ∈ fν where ν ∈ N[I] is nonzero.

(a) If ri(x) = 0 for all i ∈ I, then x = 0.

(b) If ir(x) = 0 for all i ∈ I, then x = 0.
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Proof. Suppose that ri(x) = 0 for all i. Using (2.20), this means that (yθi, x) = 0 for

all y ∈ f and all i ∈ I. But since f is spanned by monomials in the θi, this implies

x ∈ I, and so x = 0 in f . The proof of (b) proceeds similarly.

For any n ∈ Z, let the divided powers θ
(n)
i (in f or ′f) be defined as θi/[n]!qi,πi if

n ≥ 0 and 0 otherwise. Let Af be A-subalgebra of f generated by the elements θ
(s)
i

for various i ∈ I and s ∈ Z. Since the generators θ
(s)
i are homogeneous, we have

Af =
⊕

ν Afν where ν runs over N[I] and Afν = Af ∩ fν .

The next two lemmas describe the behavior of divided powers with respect to the

previously defined structures on f .

Lemma 2.11. For any n ∈ Z we have

(a) r(θ
(n)
i ) =

∑
t+t′=n q

tt′
i θ

(t)
i ⊗ θ

(t′)
i ,

(b) r(θ
(n)
i ) =

∑
t+t′=n(πiqi)

−tt′θ
(t)
i ⊗ θ

(t′)
i .

Proof. By the quantum binomial formula (2.7) applied to x = 1⊗ θi and y = θi ⊗ 1,

the formula follows.

Lemma 2.12. For any n ≥ 0, we have

(θ
(n)
i , θ

(n)
i ) =

n∏
s=1

πs−1i

1− (πiq
−2
i )s

= πni q
(n+1

2 )
i (πiqi − q−1i )−n([n]!qi,πi)

−1.

Proof. We prove by induction on n. The lemma is true by definition for n = 0, 1. For

general n, it follows by Lemma 2.11(a) that(
θ
(n)
i , θ

(n)
i

)
= [n]−1qi,πi

(
θ
(n−1)
i ⊗ θi, r

(
θ
(n)
i

))
= [n]−1qi,πi

(
θ
(n−1)
i ⊗ θi,

∑
t+t′=n

qtt
′

i θ
(t)
i ⊗ θ

(t′)
i

)

= [n]−1qi,πi

(
θ
(n−1)
i ⊗ θi, qn−1i θ

(n−1)
i ⊗ θi

)
= qn−1i [n]−1qi,πi(θi, θi)

(
θ
(n−1)
i , θ

(n−1)
i

)
.
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Hence by the induction hypothesis, we have

(
θ
(n)
i , θ

(n)
i

)
= qn−1i [n]−1qi,πi(1− πiq

−2
i )−1πn−1i q

(n2)
i (πiqi − q−1i )−n+1([n− 1]!qi,πi)

−1

= πni q
(n+1

2 )
i (πiqi − q−1i )−n([n]!qi,πi)

−1.

The lemma is proved.

We are almost ready to define the essential relations in f , but we first need the

following lemma.

Lemma 2.13. Let N ∈ N and a, a′ ∈ N with N = a + a′. Let i, j, k ∈ I be pairwise

distinct. Then

(a) rk(θ
(a)
i θjθ

(a′)
i ) = 0,

(b) rj(θ
(a)
i θjθ

(a′)
i ) = q

a′〈i,j〉
i π

a′p(j)
i

[
N
a′

]
qi,πi

θ
(N)
i ,

(c) ri(θ
(a)
i θjθ

(a′)
i ) = q

a′+(N+〈i,j〉−1)
i π

a′+p(j)
i θ

(a−1)
i θjθ

(a′)
i + qa

′−1
i θ

(a)
i θjθ

(a′−1)
i .

Proof. Part (a) is clear from definitions. By (2.19) and Lemma 2.11(a) we have

ri′(θ
(a)
j′ ) = δi′,j′q

a−1
i′ θ

(a−1)
i′ .

Parts (b) and (c) follow from this and noting

ri(cba) = cbri(a) + πp(i)p(a)qi·|a|cri(b)a+ πp(i)p(a)+p(i)p(b)qi·|a|+i·|b|ri(c)ba.

The lemma is proved.

Proposition 2.14 (Quantum Serre relation). The generators θi of f satisfy the re-

lations ∑
n+n′=bij

(−1)n
′
π
n′p(j)+(n

′
2 )

i θ
(n)
i θjθ

(n′)
i = 0 (2.21)

for any i 6= j in I.
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Proof. By the previous lemma, we have

rk(
∑

n+n′=bij

(−1)n
′
π
n′p(j)+(n

′
2 )

i θ
(n)
i θjθ

(n′)
i ) = 0, for k 6= i, j.

In addition, we have

rj

 ∑
n+n′=bij

(−1)n
′
π
n′p(j)+(n

′
2 )

i θ
(n)
i θjθ

(n′)
i


=

∑
n+n′=bij

(−1)n
′
π
n′p(j)+(n

′
2 )

i q
n′〈i,j〉
i π

n′p(j)
i

[
bij
n′

]
qi,πi

θ
(bij)
i

= θ
(bij)
i

bij∑
t=0

(−1)tπ
(t2)
i (qi)

t(1−bij)
[
bij
t

]
qi,πi

.

By (2.1), 1−bij ∈ 2Z if i is odd, so in any case, the right-hand side of the last equation

is

= θ
(bij)
i

bij∑
t=0

(−1)tπ
(t2)
i (πiq

−1
i )t(bij−1)

[
bij
t

]
qi,πi

= 0,

where the last equality follows from (2.13). Finally,

ri

 ∑
n+n′=bij

(−1)n
′
π
n′p(j)+(n

′
2 )

i θ
(n)
i θjθ

(n′)
i


=

∑
n+n′=bij

(−1)n
′
π
n′p(j)+(n

′
2 )

i qn
′

i π
n′+p(j)
i θ

(n−1)
i θjθ

(n′)
i

+
∑

n+n′=bij

(−1)n
′
π
n′p(j)+(n

′
2 )

i qn
′−1

i θ
(n)
i θjθ

(n′−1)
i

=

bij−1∑
t=0

(−1)tπ
tp(j)+p(j)+(t+1

2 )
i qtiθ

(bij−1−t)
i θjθ

(t)
i

−
bij−1∑
t=0

(−1)tπ
(t+1)p(j)+(t+1

2 )
i qtiθ

(bij−1−t)
i θjθ

(t)
i

= 0.

Now Proposition 2.14 follows by Lemma 2.10.
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Remark 2.15. Note that the bar map on f may not be well-defined if we do not

assume that the Cartan datum is bar-consistent. For example, suppose (I, ·) has

i, j ∈ I0 with i · j = −1, hence di = dj = 1. Then the calculations above hold; that

is, Sij := θ
(2)
i θj − θiθjθi + θjθ

(2)
i = 0; however, since [2]i = π[2]i, it is easy to see that

Sij /∈ I.

In fact, the quantum Serre relations generate all other relations.

Proposition 2.16. The ideal I of ′f is generated by the Serre relations.

Remark 2.17. An alternate proof of this result using a U-module character formula

argument is given in [CHW1] using the results in [BKM]. We will present an in-

dependent proof in the next section, which instead uses some general results about

“twisted bialgebras”; see the appendix for details of these structures.

2.5 The twistor isomorphism

Let t be a square root of −1. For a ring R and R-module M (resp. R-algebra A), let

M [t] = R[t] ⊗R M (resp. A[t] = R[t] ⊗R A) be the corresponding scalar extension.

In particular, we consider the Q(q, t)π-algebra f [t]. We define ti = tdi .

Definition 2.18. An enhancer φ is an function φ : Z[I]×X → Z/4Z satisfying

(a) φ(ν, λ+µ′) = φ(ν, µ′)+φ(ν, λ) and φ(ν+µ, λ) = φ(ν, λ)+φ(µ, λ) for ν, µ ∈ N[I]

and λ ∈ X.

(b) φ(i, j′) ∈ 2Z/4Z for i 6= j ∈ I.

(c) φ(i, j′)− φ(j, i′) = i · j + 2p(i)p(j) and φ(i, i′) = di for i 6= j ∈ I.

Remark 2.19. A particular choice of enhancer is defined in [CFLW] where the Car-

tan datum is X-regular, so such an enhancer certainly exists. The regularity condition

is not necessary if we take the restriction φ|Z[I]×Z[I], hence for many results pertaining
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to f we need not assume X-regularity. Nonetheless, we will brush this matter under

the carpet and henceforth we will always assume an enhancer exists.

Fix a choice of φ. Define a new multiplication ∗ on f [t] by setting

x ∗ y = tφ(|x|,|y|
′)xy, (2.22)

Since φ is bilinear and the original multiplication was associative, (f [t], ∗) is a N[I]-

graded associative algebra generated by θi. We will use the notation

x∗n = x ∗ x ∗ . . . ∗ x︸ ︷︷ ︸
n

for powers taken with respect ∗. The eponymous isomorphism of the section is de-

scribed in the following lemma.

Lemma 2.20. There is a Q(t)-algebra isomorphism X : f [t]→ f [t], called a twistor,

defined by

X(θi) = θi (i ∈ I), X(q) = −tq, X(π) = −π, X(xy) = X(x) ∗ X(y). (2.23)

Proof. Set

Sij =

bij∑
k=0

(−1)k(−π)(
k
2)p(i)+kp(i)p(j)

[
bij
k

]
t−1
i qi,(−π)i

θ
∗ bij−k
i ∗ θj ∗ θ∗ki .

To show such a Q(t)-linear map X exists, it suffices to show that the images of the

generators satisfy (2.21) with respect to ∗; that is,

Sij = 0 for all i 6= j ∈ I. (2.24)

To that end, let i, j ∈ I such that i 6= j. Unraveling the definition of ∗, we have

Sij =

bij∑
k=0

(−1)k(−π)(
k
2)p(i)+kp(i)p(j)

[
bij
k

]
t−1
i qi,(−π)i

× t((
k
2)+(bij−k2 )+k(bij−k))di+(bij−k)φ(i,j′)+kφ(j,i′)θ

bij−k
i θjθ

k
i .
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One verifies that
(
k
2

)
+
(
bij−k

2

)
=
(
bij
2

)
− k(bij − k) and[

bij
k

]
t−1
i qi,(−π)i

= tk(bij−k)di
[
bij
k

]
qi,πi

.

Using these identities, we rewrite Sij as

t−(bij2 )diSij =

bij∑
k=0

(−1)k(−π)(
k
2)p(i)+kp(i)p(j)

[
bij
k

]
t−1
i qi,(−π)i

t(bij−k)φ(i,j
′)+kφ(j,i)θ

bij−k
i θjθ

k
i

=

bij∑
k=0

(−1)k(−π)(
k
2)p(i)+kp(i)p(j)

[
bij
k

]
qi,πi

t♣θ
bij−k
i θjθ

k
i , (2.25)

where

♣ = k(bij − k)di + (bij − k)φ(i, j′) + kφ(j, i′)

= k(1− aij − k)di + bi,jφ(i, j′) + k(i · j + 2p(i)p(j))

= i · j + bi,jφ(i, j′) + 2

((
k

2

)
p(i) + kp(i)p(j)

)
(mod 4).

Then we can rewrite (2.25) and apply the Serre relation (2.21) for f to conclude that

t−(bij2 )di−i·j−bi,jφ(i,j′)Sij =

bij∑
k=0

(−1)kπ(k2)p(i)+kp(i)p(j)
[
bij
k

]
qi,πi

θ
bij−k
i θjθ

k
i = 0.

Therefore, (2.24) is verified and Ψ is well defined.

Finally, to see that X is an isomorphism we can observe that since products in

f [t] and (f [t], ∗) are equal up to a scalar, the Serre presentation for f induces a

presentation for (f , ∗) by rewriting the Serre relations in terms of ∗. In particular, a

similar argument can be used to show that a map Y : (f [t], ∗)→ f [t] satisfying

Y(θi) = θi, Y(q) = tq, Y(π) = −π, Y(x ∗ y) = Y(x)Y(y),

is well defined as well; clearly Y is the inverse of X.

A particularly useful property of the twistor isomorphism is that it restricts to a

Q(t)-vector space isomorphism of f [t]|π=1 and f [t]|π=−1, thus allowing us to compare

the non-super and super aspects of f .
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Remark 2.21. It follows from the map X that the canonical basis of f |π=1 induces a

Q(t−1q)-basis of f [t]|π=−1. Moreover, we shall see that X commutes with the respective

bar involutions, so this basis is bar-invariant. However, it is

It turns out that this isomorphism is forced to exist by some general structure

theory, and this perspective allows us to prove that the Serre relations generate all

the relations.

Sketch of proof of Proposition 2.16

First, the algebra ′f [t] is an example of a twisted bialgebra over Q(q, t)π; see the

appendix for a discussion of the structure of such algebras. The twistor X defined

above is just an explicit description of an isomorphism of nondegenerate twisted

bialgebras. Indeed, (f [t], ∗) is just the t-twist of f [t], where t(µ, ν) = tφ(µ,ν
′). In

particular, one can show it is the unique (up to isomorphism) nondegenerate twisted

bialgebra of type (I, �, 1) for a particular bicharacter �. On the other hand, f [t] is

a nondegenerate twisted bialgebra of type (I, •, 1) up to the change of parameters

q 7→ t−1q and π 7→ −π, so it must be isomorphic to (f [t], ∗). In particular, this

provides an alternate proof of Lemma 2.20 which is independent of Proposition 2.16.

Now, the twistor lifts easily to an isomorphism of ′f [t] and (′f [t], ∗). By the

computations in the proof of Lemma 2.20, the image of a Serre relation under this

isomorphism is proportional to itself. On the other hand, I|π=1 is known to be

generated by the Serre relations. Then their images generate I[t]|π=−1, hence the

Serre relations themselves are generators and lie in I|π=−1 finishing the proof.

It will be useful to see how the map X intertwines with the maps , %, ri, and ir

defined on f above.

Proposition 2.22. For all x ∈ f , we have X(x) = X(x).

Proof. Since both maps are Q(t)-algebra isomorphisms, it suffices to show the equal-

ities on the generators. First note that the statement is clear for x = θi for i ∈ I and
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x = π. It remains to verify this for x = q:

X(q) = X(πq−1) = −tπq−1 = t−1q = X(q).

For i1, . . . , in ∈ I, we denote

N(i1 + . . .+ in) =
∑

1≤r<s≤n

ir · is,

p(i1 + . . .+ in) =
∑

1≤r<s≤n

p(ir)p(is).

By convention, N(i1) = p(i1) = 0. Note that N(·) is always an even integer by (2.1).

Proposition 2.23. The involutions X%X−1 and % on f [t] are equal up to a sign on

each weight space. More precisely, we have

Ψ%Ψ−1(x) = (−1)
N(ν)

2
+p(ν)%(x), for x ∈ f [t]ν . (2.26)

Proof. We prove the formula (2.26) by induction on the height ht(|x|). The formula

clearly holds when ht(|x|) ≤ 1.

Now assume that the formula holds for x with ht(|x|) ≥ 1 and for y with ht(|y|) ≥

1. Recall t2 = −1. Then applying the definitions, we have

Ψ%Ψ−1(x ∗ y) = Ψ
(
%(Ψ−1(y)) %(Ψ−1(x))

)
= Ψ%Ψ−1(y) ∗Ψ%Ψ−1(x)

= (−1)
N(|y|)

2
+p(|y|)+N(|x|)

2
+p(|x|)%(y) ∗ %(x)

= (−1)
N(|y|)

2
+p(|y|)+N(|x|)

2
+p(|x|)tφ(|y|,|x|)−φ(|x|,|y|)%(x ∗ y)

= (−1)
N(|x∗y|)

2
+p(|x∗y|)%(x ∗ y).

Hence the formula (2.26) holds for x ∗ y. This completes the induction.

Since N and p only depend on the weight, Ψ%Ψ−1 and % are proportional on each

weight space. The proposition is proved.
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Lemma 2.24. For any x ∈ f [t]ν,

X(ir(x)) = t−φ(i,ν
′−i′)

ir(X(x)), X(ri(x)) = t−φ(ν−i,i
′)ri(X(x)).

Proof. This is a straightforward verification.
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Chapter 3

The quantum covering group U

3.1 The algebras ′U and U

Definition 3.1. [CHW1] The quantum covering group U associated to the root datum

((I, ·), Y, X, 〈−,−〉) is the Q(q)π-algebra with generators Ei, Fi, Kµ, and Jµ, for

i ∈ I and µ ∈ Y , subject to the relations:

JµJν = Jµ+ν , KµKν = Kµ+ν , K0 = J0 = J2
ν = 1, JµKν = KνJµ, (3.1)

JµEi = π〈µ,i
′〉EiJµ, JµFi = π−〈µ,i

′〉FiJµ, (3.2)

KµEi = q〈µ,i
′〉EiKµ, KµFi = q−〈µ,i

′〉FiKµ, (3.3)

EiFj − πp(i)p(j)FjEi = δij
JdiiKdii −K−dii
πiqi − q−1i

, (3.4)

bij∑
k=0

(−1)kπ(k2)p(i)+kp(i)p(j)
[
bij
k

]
qi,πi

E
bij−k
i EjE

k
i = 0 (i 6= j), (3.5)

bij∑
k=0

(−1)kπ(k2)p(i)+kp(i)p(j)
[
bij
k

]
qi,πi

F
bij−k
i FjF

k
i = 0 (i 6= j), (3.6)

for i, j ∈ I and µ, ν ∈ Y .

We also consider the associative Q(q)π-algebra ′U (with 1) defined by the gener-

ators

Ei (i ∈ I), Fi (i ∈ I), Jµ (µ ∈ Y ), Kµ (µ ∈ Y )

only the relations (3.1)-(3.4) above.
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From Proposition 2.16, we see that there are well-defined algebra homomorphisms

f → U, x 7→ x+ (with image denoted by U+) and f → U, x 7→ x− (with image

denoted by U−) such that Ei = θ+i and Fi = θ−i for all i ∈ I. Clearly, there are well

defined algebra homomorphisms ′f → ′U with the aforementioned properties.

As a matter of convenience, we will use the notations

J̃ν = Jν̃ , K̃ν = Kν̃

for ν ∈ Z[I], where ν̃ is defined as in (2.3).

(In terms of standard notations used in some other quantum group literature, it

is understood that Kµ = qµ and K̃i = qhi . It is instructive to see our new generators

J ’s can be understood in the same vein as Jµ = πµ and J̃i = πhi .)

For any p ≥ 0, we set E
(p)
i = (θ

(p)
i )+ and F

(p)
i = (θ

(p)
i )−.

Example 3.2. In the case I = I1 = {I}, we can identify Y = X = Z with i = 1 ∈ Y ,

i′ = 2 ∈ X, and 〈µ, λ〉 = µλ. Then U is the Q(q)π-algebra generated by E,F ,K,J

such that

JK = KJ, JE = EJ, JF = FJ, J2 = 1,

KEK = q2E, KFK = q−2F,

EF − πFE =
JK −K−1

πq − q−1
.

Note that the quotient algebras U/((J ± 1)U) are isomorphic to the two variants of

the quantum group Uq(osp(1|2)) defined in [ClW].

By inspection, there is a unique algebra automorphism (of order 4) ω : ′U → ′U

such that

ω(Ei) = Fi, ω(Fi) = πiJ̃iEi, ω(Kµ) = K−µ, ω(Jµ) = Jµ

for i ∈ I, µ ∈ Y . We have ω(x+) = x− and ω(x−) = π|x|J̃|x|x
+ for all x ∈ f , and thus

the same formula defines a unique algebra automorphism ω : U→ U.
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Similarly, there is a unique isomorphism of Q(q)π-vector spaces % : ′U→ ′U such

that

%(Ei) = Ei, %(Fi) = πiJ̃iFi, %(Kµ) = K−µ, %(Jµ) = Jµ

for i ∈ I, µ ∈ Y such that %(uu′) = %(u′)%(u) for u, u′ ∈ U. We have

%(x+) = %(x)+, %(x−) = π|x|J̃|x|%(x)−, ∀x ∈ f . (3.7)

Again, this implies that the same formula defines a unique algebra automorphism

% : U → U. Note that % on U+ matches exactly % on f , but % on U− looks quite

different from % on f (in contrast to the quantum group setting [Lu4]).

Finally, the bar-involution on f extends to an automorphism of U. Specifically,

there is a Qπ-algebra automorphism defined by

Ei = Ei, F i = Fi, Kν = JνK−ν , Jν = Jν , q = πq−1. (3.8)

We also have a Qπ-linear automorphism † on U extending † : Q(q)π → Q(q)π.

Lemma 3.3. There exists a Qπ-algebra automorphism † : U→ U, denoted by · 7→ ·†,

such that

E†i = πiJ̃iEi, F †i = Fi, K†ν = JνKν , J†ν = Jν , q† = πq. (3.9)

Proof. To see that † is a well-defined map, we may check that the images of the

generators satisfy the defining relations. All of the relations are trivial to verify

except the Serre relations when p(i) 6= 0. However, since bij = 1 − aij is odd in this

case, the binomial coefficients are dagger-invariant. Then (3.6) is dagger-invariant,

and the image of (3.5) is proportional to itself (by a factor of πbijp(i)+p(j)J̃biji+j).

Remark 3.4. One interpretation of the automorphism † is as follows. There is an

algebra U† with generators E†i , F
†
i , J

†
ν , K

†
ν (i ∈ I, ν ∈ Y ), and subject to (3.1)-(3.6)

(with Ei, Fi, Jν , Kν replaced by E†i , F
†
i , J

†
ν , K

†
ν) except with (3.4) replaced by

E†iF
†
j − πp(i)p(j)F

†
jE
†
i = δij

K̃†i − J̃
†
i K̃
†
−i

qi − πiq−1i
.
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The algebra U† may be thought of as U defined with respect to the alternate convention

of (v, π)-integers, and † defines a Qπ-algebra isomorphism † : U→ U† defined by

Ei 7→ E†i , Fi 7→ F †i , Kν 7→ J†νK
†
ν , Jν 7→ J†ν , v 7→ πv.

For Z2-homogeneous elements x, y ∈ U, we write the supercommutator as [x, y] :=

xy − πp(x)p(y)yx. The relation (3.4) can be generalized to the following commutator

identities.

Proposition 3.5. For x ∈ ′f and i ∈ I, we have (in ′U)

(a) [x+, Fi] =
ri(x)+J̃iK̃i − K̃−i πp(x)−p(i)i ir(x)+

πiqi − q−1i
,

(b) [Ei, x
−] =

J̃iK̃i ir(x)− − πp(x)−p(i)i ri(x)−K̃−i

πiqi − q−1i
.

Proof. Assume that (a) is known for x′ and x′′; we shall show it holds for x = x′x′′.

Let y′ = (x′)+, iy
′ = ir(x

′)+ and similarly for ri, x
′′ and x.

yFi = π
p(x′′)
i y′Fiy

′′ +
y′y′′i J̃iK̃i − y′K̃−i πp(x

′′)−p(i)
i iy

′′

πiqi − q−1i

= π
p(x′x′′)
i Fiy + π

p(x′′)
i

y′iJ̃iK̃i y
′′ − K̃−iπp(x

′)−p(i)
i iy

′y′′

πiqi − q−1i

+
y′ y′′i J̃iK̃i − y′K̃−iπp(x

′′)−p(i)
i iy

′′

πiqi − q−1i

= πp(x
′x′′)p(i)Fi y +

yiJ̃iK̃i − K̃−iπp(x)−p(i)i iy

πiqi − q−1i
.

Since (a) holds for the generators, it holds for all x ∈ ′f .

If we apply ω−1, we obtain

πiJ̃ix
−Ei − πp(x)−p(i)i J̃iEix

− =
ri(x)−J̃iK̃−i − K̃i π

p(x)−p(i)
i ir(x)−

πiqi − q−1i
,

and multiplying both sides by π
p(x)−p(i)
i J̃i establishes (b).
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The following corollary follows by applying the bar involution to the above iden-

tities.

Corollary 3.6. For x ∈ ′f and i ∈ I, we have (in ′U)

(a) [x+, Fi] =
π
p(x)−p(i)
i J̃iK̃i ir(x)+ − ri(x)+K̃−i

πiqi − q−1i
,

(b) [Ei, x
−] =

π
p(x)−p(i)
i ri(x)−J̃iK̃i − K̃−i ir(x)−

πiqi − q−1i
.

We record the following formulas for further use.

Lemma 3.7. For any N,M ≥ 0 we have in U or ′U

E
(N)
i F

(M)
i =

∑
t

π
MN−(t+1

2 )
i F

(M−t)
i

[
i; 2t−M −N

t

]
E

(N−t)
i ,

F
(N)
i E

(M)
i =

∑
t

(−1)tπ
(M−t)(N−t)−t2
i E

(M−t)
i

[
i; M +N − (t+ 1)

t

]
F

(N−t)
i ,

E
(N)
i F

(M)
j = πMNp(i)p(j)F

(M)
j E

(N)
i if i 6= j,

where [
ν; a
t

]
=

t∏
s=1

(πνqν)
a−s+1J̃νK̃ν − qs−a−1ν K̃−ν

(πνqν)s − q−sν
.

Let AU± = Af±. We define AU to be the A-subalgebra of U generated by E
(t)
i ,

F
(t)
i ,
[
i; a
t

]
, Jµ and Kµ, for all i ∈ I, µ ∈ Y and positive integers a ≥ t.

Let J be the (2-sided) ideal of U generated by {Jµ−1|µ ∈ Y }. The specialization

at π = −1 of the algebra U/J is naturally identified with a quantum group associated

to the Cartan datum (I, ·) (cf. [Lu4]). The specialization at π = 1 of the algebra U,

denoted by U|π=1, is a variant of this quantum group, with some extra (harmless)

central elements Jµ. Specialization at π = 1 for essentially reduces our results to

those of Lusztig [Lu4].

The specialization at π = −1 of the superalgebra U/J is identified with a quan-

tum supergroup associated to the super Cartan datum (I, ·) considered in the liter-

ature; cf. [Y1, BKM]. The specialization at π = −1 of U, denoted by U|π=−1, will
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also be referred to as a quantum supergroup of type (I, ·), and the extra generators Ji

allow us to formulate integrable modules V (λ) for all λ ∈ X+, which was not possible

before.

3.2 Hopf Structure

An important facet of the covering quantum group is that it has the structure of

a braided Hopf algebra. There are many possible choices for the coproduct, as one

would expect from the theory of quantum groups. However, the covering quantum

group has even more natural choices for the coproducts; see [C, §2.4]. We make

′U⊗ ′U (respectively, U⊗U) a Q(q)π-algebra via the product

(a⊗ b)(c⊗ d) = πp(b)p(c)ac⊗ bd.

The main coproduct we shall consider is the following.

Lemma 3.8. There is a unique algebra homomorphism ∆ : ′U → ′U ⊗ ′U (resp.

∆ : U → U⊗U) where ′U⊗ ′U (resp. U⊗U) is regarded as a superalgebra in the

standard way, defined by

∆(Ei) = Ei ⊗ K̃−i + 1⊗ Ei (i ∈ I),

∆(Fi) = Fi ⊗ 1 + J̃iK̃i ⊗ Fi (i ∈ I),

∆(Kµ) = Kµ ⊗Kµ (µ ∈ Y ),

∆(Jµ) = Jµ ⊗ Jµ (µ ∈ Y ).

Proof. The relations (3.1)-(3.3) are trivial to verify. For (3.4), we have

∆(Ei)∆(Fj) = EiFj ⊗ K̃−i + J̃jK̃j ⊗ EiFj + πp(i)p(j)Fj ⊗ Ei + EiJ̃jK̃j ⊗ K̃−iFj,

∆(Fj)∆(Ei) = FjEi ⊗ K̃−i + J̃jK̃j ⊗ FjEi + Fj ⊗ Ei + πp(i)p(j)J̃jK̃jEi ⊗ FjK̃−i.
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So using the fact that EiJ̃jK̃j ⊗ K̃−iFj = J̃jK̃jEi ⊗ FjK̃−i, we have

∆(Ei)∆(Fj)− πp(i)p(j)∆(Fj)∆(Ei)

= (EiFj − πp(i)p(j)FjEi)⊗ K̃−i + J̃jK̃j ⊗ (EiFj − πp(i)p(j)FjEi)

= δi,j

(
J̃iK̃i − K̃−i
πiqi − q−1i

)
⊗ K̃−i + J̃iK̃i ⊗

(
δi,j

J̃iK̃i − K̃−i
πiqi − q−1i

)

= δi,j
∆(J̃i)∆(K̃i)−∆(K̃−i)

πiqi − q−1i
.

Finally, define maps j± : ′f ⊗ ′f → ′U⊗ ′U given by

j+(x⊗ y) = x+ ⊗ K̃−|x|y+, j−(x⊗ y) = x−J̃|y|K̃|y| ⊗ y−.

Then by construction, these maps are algebra homomorphisms, and satisfy

j+r(x) = ∆(x+), j−r(x) = ∆(x−).

Since r, r factor through f , so do j+r and j−r implying that

f(∆(Ei)) = f(∆(Fi)) = 0

for all f(θi : i ∈ I) ∈ I.

The coproduct ∆ is coassociative, and the verification is the same as in the non-

super case. Furthermore, we observe that ∆(AU) ⊂ AU⊗A AU.

One of the alternate coproducts we could consider is given by

∆′(Ei) = Ei ⊗ K̃−i + J̃i ⊗ Ei (i ∈ I),

∆′(Fi) = Fi ⊗ 1 + K̃i ⊗ Fi (i ∈ I),

∆′(Kµ) = Kµ ⊗Kµ (µ ∈ Y ),

∆′(Jµ) = Jµ ⊗ Jµ (µ ∈ Y ).

Let ∆ω = (ω ⊗ ω) ◦ ∆ ◦ ω−1. Also, let t∆ be the composition of ∆ with the

automorphism τ : U⊗U→ U⊗U given by x⊗ y 7→ πp(x)p(y)y⊗ x. Note that ω⊗ ω

commutes with τ , so t∆ω is well-defined. Then unravelling the definitions, we get the

following lemma.
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Lemma 3.9. We have the identification

∆′ = t∆ω

From the identities j+r(x) = ∆(x+) and j−r(x) = ∆(x−), we deduce that

∆(x+) =
∑

x+1 ⊗ K̃−|x1|x+2 ,

∆(x−) =
∑

πp(x1)p(x2)(πq)−|x1|·|x2|x−2 J̃|x1|K̃|x1| ⊗ x−1 ,

for r(x) =
∑
x1 ⊗ x2. In particular, this yields the formulas

∆(E
(p)
i ) =

∑
p′+p′′=p

qp
′p′′

i E
(p′)
i ⊗ K̃−p

′

i E
(p′′)
i ,

∆(F
(p)
i ) =

∑
p′+p′′=p

(πiqi)
−p′p′′ J̃p

′′

i F
(p′)
i K̃p′′

i ⊗ F
(p′′)
i .

There is a unique algebra homomorphism ς : U → Q(q)π satisfying ς(Ei) =

ς(Fi) = 0 and ς(Jµ) = ς(Kµ) = 1 for all i, µ. This is the counit for ∆ and makes

U into a braided bi-algebra. This bi-algebra structure can be completed to a Hopf

structure by defining an antipode as follows.

Lemma 3.10. Let ν ∈ N[I]. Write ν =
∑

i νii and ν =
∑htν

a=1 ia for ia ∈ I. Then we

set

c(ν) = ν · ν/2−
∑
i

νii · i/2 ∈ Z,

e(ν) =
∑
a<b

p(ia)p(ib) ∈ Z.

(a) There is a unique Q(q)π-linear map S : U→ U such that

S(Ei) = −EiK̃i, S(Fi) = −J̃−iK̃−iFi, S(Kµ) = K−µ, S(Jν) = J−ν ,

and S(xy) = πp(x)p(y)S(y)S(x) for all x, y ∈ U.

(b) For any x ∈ fν, we have

S(x+) = (−1)htνπe(ν)qc(ν)%(x)+K̃ν ,

S(x−) = (−1)htνπe(ν)πνq
−c(ν)K̃−ν%(x)−.
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(c) There is a unique Q(q)π-linear map S ′ : U→ U such that

S ′(Ei) = −K̃iEi, S ′(Fi) = −FiJ̃−iK̃−i, S ′(Kµ) = K−µ, S(Jν) = J−ν ,

and S ′(xy) = πp(x)p(y)S ′(y)S ′(x) for all x, y ∈ U.

(d) For any x ∈ fν, we have

S ′(x+) = (−1)htνπe(ν)q−c(ν)K̃ν%(x)+,

S ′(x−) = (−1)htνπe(ν)πνq
c(ν)%(x)−K̃−ν .

(e) We have SS ′ = S ′S = 1.

(f) If x ∈ fν, then S(x+) = q−f(ν)S ′(x+) and S(x−) = qf(ν)S ′(x−) where f(ν) =∑
i νii · i.

The map S (resp. S ′) is called the antipode (resp. the skew-antipode) of U. Note

that

S(E
(n)
i ) = (−1)n(πiq

2
i )

(n2)E
(n)
i K̃ni,

S ′(E
(n)
i ) = (−1)n(πiq

2
i )
−(n2)K̃niE

(n)
i ,

S(F
(n)
i ) = (−1)n(πiq

2
i )
−(n2)K̃−niF

(n)
i ,

S ′(F
(n)
i ) = (−1)n(πiq

2
i )

(n2)F
(n)
i K̃−ni.

3.3 Triangular Decomposition

If M ′,M are two ′U-modules, then M ′⊗M is naturally a ′U⊗ ′U-module; hence by

restriction to ′U under ∆, it is a ′U-module.

Lemma 3.11. Let λ ∈ X. There is a unique ′U-module structure on the Q(q)π-

module ′f such that for any homogeneous z ∈ ′f , and µ ∈ Y and any i ∈ I, we

have

Kµ · z = q〈µ,λ−|z|〉z, Jµ · z = π〈µ,λ−|z|〉z, Fi · z = θiz, Ei · 1 = 0.
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Proof. The uniqueness is immediate. To prove the existence, define

Ei · z =
−q〈i,λ〉i ri(z) + π

p(z)−p(i)
i (πiqi)

〈i,λ−|z|+i′〉
ir(z)

πiqi − q−1i
Note that this is essentially the formula prescribed by Proposition 3.5. A straightfor-

ward computation shows that this, along with the desired formulas for the F and K

actions define a ′U-module structure on ′f .

We denote this ′U-module by M ′(λ) (which is a free Q(q)π-module). Similarly, to

an element λ ∈ X, we associate a unique ′U-module structure on ′f such that for any

homogeneous z ∈ ′f , any µ ∈ Y and any i ∈ I we have

Kµ · z = q〈µ,−λ+|z|〉z, Jµ · z = π〈µ,−λ+|z|〉z, Ei · z = θiz, Fi · 1 = 0.

We denote this ′U-module by ωM ′(λ) (which is again a free Q(q)π-module). We form

the ′U-module ωM ′(λ′) ⊗Q(q)π M
′(λ) for λ, λ′ ∈ X; we denote the unit element of

′f = M ′(λ) by 1 and that of ′f =ω M ′(λ′) by 1′. Thus, we have the canonical element

1′⊗ 1 ∈ω M ′(λ′)⊗Q(q)π M
′(λ). We emphasize that ωM ′(λ′)⊗Q(q)π M

′(λ) is again free

as a Q(q)π-module.

Proposition 3.12. Let U0 be the associative Q(q)π-algebra with 1 defined by the

generators Kµ, Jµ (µ ∈ Y ) and the relations (3.1). Then U0 is isomorphic to the

group algebra of Y × (Y/2Y ) over Q(q)π. Moreover,

(a) The Q(q)π-linear map ′f ⊗U0 ⊗ ′f → ′U given by u⊗ JνKµ ⊗w 7→ u−JνKµw
+

is an isomorphism.

(b) The Q(q)π-linear map ′f ⊗U0 ⊗ ′f → ′U given by u⊗ JνKµ ⊗w 7→ u+JνKµw
−

is an isomorphism.

Proof. Note that (b) follows from (a) by applying ω. As a Q(q)π-module, ′U is

spanned by words in the Ei, Fi, Kµ, and Jµ. By using the defining relations, we can

rewrite any word as a linear combination of words where the Fi come before the Jµ

and Kµ, which come before the Ei, thus the given map is surjective.
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To prove the map is injective, let λ, λ′ ∈ X, and consider the module ωM ′(λ′)⊗Q(q)π

M ′(λ) described before. There is a Q(q)π-linear map Φ : ′U → ωM ′(λ′) ⊗Q(q)π

M ′(λ) given by Φ(u) = u · 1′ ⊗ 1. Pick a Q(q)π-basis of ′f consisting of homoge-

neous elements containing 1. Assume that in ′U there is some relation of the form∑
b′,µ,b cb′,µ,bb

′−JνKµb
+ = 0 and let N be the largest integer such that ht|b′| = N and

cb′,µ,b 6= 0 for some µ, b.

Then

0 = Φ
( ∑
b′,µ,ν,b

cb′,µ,ν,bb
′−JνKµb

+
)

=
∑
b′,µ,ν,b

cb′,µ,ν,b∆(b′−JνKµb
+) · 1⊗ 1.

Now

∆(b′−) =
∑
b′1,b
′
2

g′(b′, b′1, b
′
2)b
′−
1 ⊗ K̃−|b′1|b

′−
2 ,

∆(b+) =
∑
b1,b2

g(b, b1, b2)b
+
1 J̃|b2|K̃|b2| ⊗ b+2 ,

so we have

0 =
∑

πp(b
′
2)p(b1)cb′,µ,ν,bg(b, b1, b2)g

′(b′, b′1, b
′
2)b
′−
1 ×

× JνKµb
+
1 J̃|b2|K̃|b2| · 1′ ⊗ K̃−|b′1|b

′−
2 JνKµb

+
2 · 1.

If b2 6= 1, then b+2 · 1 = 0 so we must have b2 = 1 and thus b1 = b. Therefore the

expression reduces to

0 =
∑

πp(b
′
2)p(b)cb′,µ,ν,bg

′(b′, b′1, b
′
2)b
′−
1 JνKµb

+ · 1′ ⊗ K̃−|b′1|b
′−
2 JνKµ · 1.

By the definition of the module structure, this becomes

0 =
∑

πp(b
′
2)p(b)cb′,µ,ν,bg

′(b′, b′1, b
′
2)π
〈ν,λ−λ′+|b|〉q〈µ,λ−λ

′+|b|〉b′−1 · b⊗ K̃−|b′1|b
′
2.

We can now project this equality onto the summand ωM ′(λ′)⊗Q(q)π
′fν where ht ν = N .

Then by construction, |b′2| ≤ |b| and ht|b′2| = N . Since cb′,µ,b = 0 if ht|b′| > N , we

must have |b| = |b′2| and thus b′ = b′2, b
′
1 = 1, so∑

πp(b
′)p(b)cb′,µ,ν,bπ

〈ν,λ−λ′+|b|〉q〈µ,λ−λ
′+|b|〉b⊗ b′ = 0.
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It follows that ∑
ν,µ

cb′,µ,ν,bπ
〈ν,λ−λ′+|b|〉q〈µ,λ−λ

′+|b|〉 = 0

for all choices of λ, λ′, µ, b and b′ with ht|b′| = N . Therefore cb′,µ,ν,b = 0 for any b′

with ht|b′| = N , contradicting the choice of N .

Corollary 3.13. (a) The Q(q)π-linear map f⊗U0⊗f → U given by u⊗JνKµ⊗w 7→

u−JνKµw
+ is an isomorphism.

(b) The Q(q)π-linear map f ⊗U0 ⊗ f → U given by u ⊗Kµ ⊗ w 7→ u+JνKµw
− is

an isomorphism.

Proof. Once again (b) follows from (a) by applying the involution ω. Let J± be the

two-sided ideal of ′U generated by I± = {x± : x ∈ I}. Then U =
′U

J++J−
. Now from

Proposition 3.5 iterated, we see that

(′U
+

)I− ⊆ I−U0(′U
+

); I+(′U
−

) ⊆ (′U
−

)U0I+.

Using the triangular decomposition of ′U, we have J− = ′UI−′U ⊆ I−U0(′U+) ⊆

J−, hence J− = I−U0(′U+). Similarly, J+ = (′U−)U0I+. Therefore,

U =
′U− ⊗U0 ⊗ ′U+

′U− ⊗U0 ⊗ I+ + I− ⊗U0 ⊗ ′U+ =
′U−

I−
⊗U0 ⊗

′U+

I+
,

from which (a) follows.

Corollary 3.14. The maps ± : f → U±, x 7→ x±, are Q(q)π-algebra isomorphisms,

and U0 → U is a Q(q)π-algebra embedding.

For ν ∈ N[I], we shall denote the image f±ν by U±ν .

Proposition 3.15. Let x ∈ fν where ν ∈ N[I] is nonzero.

(a) If x+Fi = π
p(x)
i Fix

+ for all i ∈ I then x = 0.

(b) If x−Ei = π
p(x)
i Eix

− for all i ∈ I then x = 0.

Proof. It follows from Proposition 3.5 and the linear independence of ri(x)+J̃iK̃i

(respectively, the linear independence of J̃iK̃−i ir(x)+) that ri(x)+ = ir(x)+ = 0 for

all i. Hence x = 0 by Lemma 2.10.
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3.4 The twistor automorphism of U

Let T be the group algebra of the group Z[I]× Y ; that is, the Q(q, t)π-algebra with

generators Tµ,Υν , for µ ∈ Y and ν ∈ Z[I], and relations

TµTµ′ = Tµ+µ′ , ΥνΥν′ = Υν+ν′ , TµΥν = ΥνTµ, T0 = Υ0 = 1. (3.10)

We define an action of T on U[t] by

Tµ · x = t〈µ,η
′〉x, Υν · x = tφ(ν,η)x for all x ∈ U[t]η. (3.11)

Then we form the semi-direct Q(q, t)π-algebra Û[t] = T n U[t] with respect to

the above action of T; that is, TxT−1 = T · x for all T ∈ T and x ∈ U[t]. By

specialization, we obtain a Q(q, t)π-algebra Û[t], which is called the extended covering

quantum group. We will extend the tilde notation to T̃ν = Tν̃ . Now we will define a

version of the twistor isomorphism on this algebra. We will abuse notation and also

use X to denote this map.

Proposition 3.16. There is a Q(t)-algebra automorphism X on Û[t] such that

X(Ei) = t−1i Υ−1i T̃iEi, X(Fi) = FiΥi, X(Kν) = T−νKν , X(Jν) = T 2
ν Jν ,

X(Tν) = Tν , X(Υν) = Υν , X(q) = t−1q, Ψ̂(π) = −π.

The automorphism X will be called the twistor on Û[t].

Proof. We first show that such a map is well defined by showing that relations (3.1)-

(3.6) and (3.10) are satisfied by the images of the generators. The relations (3.1)-(3.3)

and (3.10) are straightforward to verify, and we leave this to the reader.

Let us verify (3.4). On one hand, we have

X(Ei)X(Fj)− X(π)p(i)p(j)X(Fj)Ψ̂(Ei)

= t−1i Υ−1i T̃iEiFjΥj − (−π)p(i)p(j)FjΥjt
−1
i Υ−1i T̃iEi

= t−di+dj−φ(j,i)Υ−1i ΥjT̃i

(
EiFj − ti·j+φ(j,i)−φ(i,j)(−π)p(i)p(j)FjEi

)
= t−di+dj−φ(j,i)ΥiΥ

−1
j T̃i(EiFj − πp(i)p(j)FjEi), (3.12)



44

where the last equality follows from Definition 2.18(c) and t2 = −1. On the other

hand,

δij
X(J̃i)X(K̃i)− X(K̃−i)

X(πi)X(qi)− X(qi)−1
= δij

T̃iJ̃iK̃i − T̃iK̃−i
(−t)−diπiqi − tiq

−1
i

= δijt
−1
i T̃i

J̃iK̃i − K̃−i
πiqi − q−1i

. (3.13)

Then comparing (3.12) and (3.13), we see that they are equal for all i, j ∈ I,whence

(3.4).

It remains to check the Serre relations (3.5) and (3.6). As these computations are

entirely similar, let us prove (3.6). As in the proof of Theorem 2.20, we have

bij∑
k=0

(−1)k(−π)(
k
2)p(i)+kp(i)p(j)

[
bij
k

]
t−1qi,−πi

(FiΥi)
bij−k(FjΥj)(FiΥi)

k

=

 bij∑
k=0

(−1)kπ(k2)p(i)+kp(i)p(j)
[
bij
k

]
qi,πi

F
bij−k
i FjF

k
i

 t(bij2 )+i·j+bi,jφ(i,j′)Υbiji+j = 0.

The proposition is proved.

Remark 3.17. An earlier construction of Lanzmann [Lan] described a similar trans-

formation in finite type, which explained various similarities between the representa-

tion theories of osp(1|2n) and so(1 + 2n). The twistor isomorphism can be viewed as

a variant of that construction, which has the advantage of working for non-finite type

as well.

Now note that the maps θi 7→ θ−i = Fi and θi 7→ θ+i = Ei extend to embeddings

f [t]→ Û− and f [t]→ Û+. These embeddings relate the twistor maps as follows: for

ν =
∑

i∈I νii ∈ N[I] and x ∈ f [t]ν ,

X(x−) = X(x)−Υ−ν , X(x+) = t•(ν)+
∑

2diνiX(x)+T̃|x|Υ|x|. (3.14)

3.5 The categories C and O

By a representation of the algebra U we mean Q(q)π-module on which U acts. Note

we have a direct sum decomposition of the Q(q)π-module Q(q)π = ε+Q(q)⊕ ε−Q(q),
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where π acts as 1 on ε+Q(q) and as −1 on ε−Q(q).

We define the category C (of weight U-modules) as follows. An object of C is a

Z/2Z-graded U-module M = M0 ⊕M1, compatible with the Z/2Z-grading on U,

with a given weight space decomposition

M =
⊕
λ∈X

Mλ, Mλ =
{
m ∈M | Kµm = q〈µ,λ〉m, Jµm = π〈µ,λ〉m,∀µ ∈ Y

}
,

such that Mλ = M0
λ ⊕M1

λ where M0
λ = Mλ ∩M0 and M1

λ = Mλ ∩M1. The Z/2Z-

graded structure is only particularly relevant to tensor products, and will generally

be suppressed when irrelevant.

We have the following Q(q)π-module decomposition for each weight space: Mλ =

ε−Mλ ⊕ ε+Mλ; accordingly, we have M = M |π=1 ⊕ M |π=−1 as U-modules, where

M |π=±1 := ⊕λ∈Xε±Mλ is an U-module on which π acts as ±1, i.e. a U|π=±1-module.

Hence the category C decomposes into a direct sum C = C+ ⊕ C−, where C± can be

identified with categories of weight modules over the specializations U|π=±1.

Lemma 3.18. A simple U-module is a simple module of either U|π=1 or U|π=−1.

Let M ∈ C and let m ∈Mλ. The formulas below follow from Lemma 3.7.

(a) E
(N)
i F

(M)
i m =

∑
t π

MN−(t+1
2 )

i

[
N −M + 〈i, λ〉

t

]
i

F
(M−t)
i E

(N−t)
i m;

(b) F
(M)
i E

(N)
i m =

∑
t π

(M−t)(N−t)−t2
i

[
M −N − 〈i, λ〉

t

]
i

E
(N−t)
i F

(M−t)
i m;

(c) F
(M)
i E

(N)
j m = E

(N)
j F

(M)
i m, for i 6= j;

(d)

[
i; a
t

]
m =

[
〈i, λ〉+ a

t

]
i

m.

A tensor product of U-modules M ⊗ N is naturally a U ⊗ U-module with the

obvious grading under the action (x ⊗ y)(m ⊗ n) = πp(y)p(m)xm ⊗ yn. In particular,

the tensor product of modules is naturally a U-module under the coproduct. To wit,

given U-modules M and M ′, we set M⊗M ′ = M⊗Q(q)πM
′ as Q(q)π-modules with the
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U-action given by u ·m⊗m′ = ∆(u)m⊗m′. Similarly, we set M⊗′M ′ = M⊗Q(q)πM
′

with the U-action given by u ·m⊗m′ = ∆′(u)m⊗m′.

We see that C is closed under both tensor products. To any M ∈ C, we can define

a new U-module structure via u · m = ω(u)m; we denote this module by ωM . By

definition, note that ωMλ = M−λ. We can also see how the ω-twist affects tensor

products of modules.

Lemma 3.19. For any U-modules M,M ′, there is a U-module isomorphism

τ : ω(M ⊗′M ′)→ ωM ′ ⊗ ωM

given by τ(x⊗ y) : πp(y)p(x)y ⊗ x.

Proof. Recall that ∆′ = t∆ω. Let u ∈ U and suppose ∆′(ω(u)) =
∑
u1 ⊗ u2 with

u1, u2 homogeneous. Then

τ(∆′(ω(u))(x⊗ y)) = τ(
∑

πp(x)p(u2)u1x⊗ u2y)

=
∑

πp(x)p(u2)+p(u1x)p(u2y)
∑

u2y ⊗ u1x

= (
∑

πp(u2)p(u1)ω−1(u2)⊗ ω−1(u1))τ(x⊗ y)

= τ ◦ (ω−1 ⊗ ω−1) ◦∆4(ω(u))τ(x⊗ y)

= ∆(u)τ(x⊗ y).

Let λ ∈ X. Then there is a unique U-module structure on f such that for any

y ∈ f , µ ∈ Y and i ∈ I we have Kµy = q〈µ,λ−|y|〉y, Jνy = π〈ν,λ−|y|〉y, Fiy = θiy,

and Ei1 = 0. As in the non-super case, this follows readily from the triangular

decomposition. This module will be called a Verma module and denoted by M(λ).

The parity grading on f induces a parity grading on M(λ) where p(1) = 0. As

before, we have a U-module decomposition M(λ) = M(λ)|π=1 ⊕M(λ)|π=−1, where

M(λ)|π=±1 can be identified as the Verma module of U|π=±1 (which is a Q(q)-vector

space).
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For any M ∈ C and an element m ∈ Mλ such that Eim = 0 for all i, there is a

unique U-homomorphism M(λ) → M via 1 7→ m. This can be proved as in [Lu4,

3.4.6] using now Lemma 3.7.

Let O be the full subcategory of C such that for any M in O and m ∈ M , there

exists an n ≥ 0 such that x+m = 0 for all x ∈ fν with htν ≥ n. Note that M(λ) and

its quotient U-modules belong to O.

An object M ∈ C is said to be integrable if for any m ∈ M and any i ∈ I, there

exists n0 ≥ 1 such that E
(n)
i m = F

(n)
i m = 0 for all n ≥ n0. Let Cint be the full

subcategory of C whose objects are the integrable U-modules.

For M,M ′,M ′′ ∈ Cint, we have ωM,M ′ ⊗M ′′ ∈ Cint. The proof of the following

lemma proceeds as in the non-super case; see [Lu4, Lemma 3.5.3].

Lemma 3.20. For (ai), (bi) ∈ NI and λ ∈ X, let M be the quotient of U by the left

ideal generated by the elements F ai+1
i , Ebi+1

i , Kµ − q〈µ,λ〉 with µ ∈ Y , and Jν − π〈ν,λ〉

with ν ∈ Y . Then M is an integrable U-module.

The proof of the following proposition proceeds as in the non-super case; see [Lu4,

Proposition 3.5.4 and 23.3.11].

Proposition 3.21. If u ∈ U such that u acts as zero on every integrable module,

then u = 0.

Proposition 3.22. Let λ ∈ X+.

(a) Let T be the left ideal of f generated by the elements θ
〈i,λ〉+1
i for all i ∈ I. Then

T is a U-submodule of the Verma module M(λ).

(b) The quotient U-module V (λ) := M(λ)/T is integrable.

The proof is as in the non-super case [Lu4, Proposition 3.5.6]. As usual V (λ) =

V (λ)|π=1⊕ V (λ)|π=−1, and T = T |π=1⊕T |π=−1; moreover we have the identification

V (λ)|π=±1 = M(λ)|π=±1/T |π=±1.
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We denote the image of 1 in V (λ) by ηλ. This module has an induced parity grad-

ing from the associated Verma module, so in particular p(ηλ) = 0. When considering

the image of 1 in the module ωV (λ), we will denote this vector by ξλ.

Proposition 3.23. Let M be an object of Cint and let m ∈ Mλ be a non-zero vector

such that Eim=0 for all i. Then λ ∈ X+ and there is a unique morphism (in Cint)

t′ : V (λ)→M sending ηλ to m.

Proof. The proof is as in the non-super case [Lu4, Proposition 3.5.8].

An important variant of these modules are the integral forms. Since M(λ) = f as

a vector space, it is automatically endowed with an A-submodule AM(λ) = Af . We

call this the integral form of M(λ). We also have integral forms for the irreducible

modules: we call the A-submodule AV (λ) = AUξ−λ (resp. ω
AV (λ) = AUξ−λ) the

integral form of V (λ) (resp. ωV (λ)).

The following particular family of U-modules will be of critical importance later

on. We define

N(λ, λ′) = V (λ)⊗ ωV (λ′), AN(λ, λ′) = AV (λ)⊗A (ωAV (λ′)). (3.15)

Then N(λ, λ′) (resp. AN(λ, λ′)) is a U-module (resp. AU-module) under the coprod-

uct ∆. When we wish to view these spaces as modules with respect to the coproduct

∆′, we will use the notation N ′(λ, λ′) (respectively, AN
′(λ, λ′)). The module struc-

tures on N(λ, λ′) and N ′(λ, λ′) are quite closely related, as demonstrated by the

following lemma.

Lemma 3.24. The linear isomorphism N(λ, λ′)→ N ′(λ, λ′) given by

x⊗ y 7→ π〈ν̃,λ〉x⊗ y for all x ∈ V (λ), y ∈ ωV (λ′)ν′−λ′ , ν ∈ N[I],

is a U-module isomorphism.

Proof. This is elementary to verify using the definitions.
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Since ω is not an involution, we could also consider ω2
M for any module M .

However, twisting the action on V (λ) by ω2 does not yield any new module. To wit,

we have the following lemma.

Lemma 3.25. The Q(q)π-linear isomorphism ω2 : V (λ)→ ω2
V (λ) given by

ω2(x) = πνπ
〈ν̃,λ〉x, x ∈ V (λ)λ−ν′ , ν ∈ N[I],

is a U-module isomorphism.

Proof. For any homogeneous u ∈ Uµ, ω2(u) = πµJ̃µu. Then for x ∈ V (λ)λ−ν′ with

ν ∈ N[I], we have ω2(ux) = πµ+νπ
〈µ̃+ν̃,λ〉ux = ω2(u)ω2(x).

3.6 The twistor and modules

Recall the notation M [t] = Q(q, t)π ⊗Q(q)π M . Let M ∈ C. Then M [t] carries a

natural action of T by setting

TνΥµm = t〈ν,λ〉+φ(µ,λ)m, m ∈M [t]λ.

In particular, M [t] is a Û[t]-module.

Lemma 3.26. Let Xλ : M(λ)[t]→M(λ)[t] be the map defined by

Xλ(x) = t−φ(ν,λ)X(x)

for homogeneous x ∈ f [t]ν. Then Xλ(ux) = X(u)Xλ(x) for all u ∈ Û and x ∈ f [t].

Proof. It is enough to prove the lemma for the generators of Û. First note that Xλ

preserves weight spaces, and so the lemma is clear for Tµ and Υµ; it is also clear that

X(qm) = X(q)Xλ(x) and X(πx) = X(π)Xλ(x), whence Xλ(Kµx) = X(Kµ)Xλ(x) and

Xλ(Jµx) = X(Jµ)Xλ(x). It remains to check for u = Ei and u = Fi.

Let x ∈ f [t]ν . Then for u = Fi we have

Xλ(Fix) = Xλ(θix) = tφ(i,ν
′)−φ(ν+i,λ)θiX(x) = FiΥ−iXλ(x) = X(Fi)Xλ(x).
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On the other hand, for u = Ei we have

Xλ(Eix) = Xλ

(
π
p(ν)−p(i)
i ri(x)(πiqi)

〈i,λ〉 − q−〈i,λ−ν
′+i′〉

i ir(x)

πiqi − q−1i

)

= t−di−φ(ν−i,λ)
t
2p(i)p(ν−i)+〈i,λ〉
i π

p(ν)−p(i)
i X(ri(x))(πiqi)

〈i,λ〉

πiqi − q−1i

− t−di−φ(ν−i,λ)
t
〈i,λ−ν+i′〉
i q

−〈i,λ−ν+i′〉
i X(ir(x))

πiqi − q−1i

= t−di−φ(ν−i,λ)+di〈i,λ−ν+i
′〉−φ(i,ν′−i′) t

F
i π

p(ν)−p(i)
i ri(X(x))(πiqi)

〈i,λ〉 − q−〈i,λ−ν+i
′〉

i ir(X(x))

πiqi − q−1i
where

F = 2p(i)p(ν − i) + di 〈i, λ〉 − φ(ν − i, i)− di 〈i, λ− ν + i′〉+ φ(i, ν ′ − i′).

One checks that F ∈ 4Z and therefore,

Xλ(Eix) = t−di−φ(ν−i,λ)+di〈i,λ−ν+i
′〉−φ(i,ν′−i′)EiX(x)

= t
〈i,λ−ν〉
i tφ(i,λ−ν)t−φ(ν,λ)+2diEiX(x)

= t2iEiT̃iΥiXλ(x) = X(Ei)Xλ(x).

Recall that V (λ) = f/(θ
〈i,λ〉+1
i : i ∈ I) as vector spaces. Then V (λ)[t] =

f [t]/(θ
〈i,λ〉+1
i : i ∈ I). Since we further have

Xλ((θ
〈i,λ〉+1
i : i ∈ I)) = (θ

〈i,λ〉+1
i : i ∈ I)

we see that Xλ induces a Q(t)-linear isomorphism

Xλ : V (λ)[t]→ V (λ)[t].

Lemma 3.27. There is a Q(t)-linear map Xλ : V (λ)[t] → V (λ)[t] which satisfies

Xλ(ηλ) = ηλ and Xλ(um) = X(u)Xλ(m) for all u ∈ Û and m ∈ V (λ)[t].

There is an important immediate corollary. By a character of an X-graded vector

space over a field F, we mean the formal expression chFM =
∑

λ∈X dimFMλe
λ, where

eλ are the basis elements of the group ring Z[X].
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Corollary 3.28. Recall that W is the Weyl group associated to (I, ·). Denote by

ρ ∈ X such that 〈i, ρ〉 = 1 for all i ∈ I. Then for every λ ∈ X+:

chQ(q) V (λ)|π=±1 =

∑
w∈W (−1)`(w)ew(λ+ρ)−ρ∑
w∈W (−1)`(w)ew(ρ)−ρ

. (3.16)

Moreover, the character of U− is given by

chQ(q) U−|±1 =
1∑

w∈W (−1)`(w)ew(ρ)−ρ
(3.17)

Proof. Since the π = 1 case is known, it suffices to prove the character formula for

π = −1. In this case, both results follow from the twistor isomorphisms. Indeed, it is

clear that these characters hold when dimensions are taken with respect to Q(q, t),

but each weight space is just a scalar extension of a Q(q)-vector space, so of course

dimensions stay the same.

Remark 3.29. A particular consequence of this character formula is that the weight

spaces of V (λ) are always free Q(q)π modules for each λ ∈ X+.

There is a version of the map Xλ which can be defined on the ω-twisted module

structure. Set X′ = ω−1 ◦ X ◦ ω; we note that for i ∈ I, ν1, ν2, ν3 ∈ Y , and µ ∈ Z[I],

we have

X′(Ei) = T̃−iX(Ei), X′(Fi) = X(Fi)T̃i, X′(Jν1Kν2Tν3Υµ) = X(Jν1Kν2Tν3Υµ).

In particular,

∆(X(Ei)) = X(Ei)⊗ X′(K̃i)Υi + t2i (Υi ⊗ X′(Ei))(T̃i ⊗ T̃i),

∆(X(Fi)) = X(Fi)⊗Υ−i + (Υ−iX(J̃iK̃i)⊗ X′(Fi))(T̃−i ⊗ T̃−i).

Lemma 3.30. There is a Q(t)-linear map X−λ : ωV (λ)[t]→ ωV (λ)[t] which satisfies

Xλ(ξ−λ) = ξ−λ, Tw−λ(um) = X′(u)X−λ(m)

for all u ∈ Û and m ∈ ωV (λ)[t].
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Proof. View m ∈ ωV (λ)[t] as an element of V (λ)[t] as an element of V (λ) and set

X−λ(m) = Xλ(m). Then

X−λ(u ·m) = Xλ(ω(u)m) = X(ω(u))Xλ(m) = X′(u) · X−λ(m).

We can now define a version of the twistor on the modules N(λ, λ′). To do

this, we first require the existence of a certain normalization function. Let Λλ =

{λ− ν ′ | ν ∈ N[I]} and Vλ = {ν ′ − λ | ν ∈ N[I]}. and for ζ ∈ Λλ (resp. ζ ∈ Vλ) such

that ζ = λ− ν (resp. ζ = ν − λ), set p(ζ) = p(ν).

Lemma 3.31. There is a function κ = κλ,λ′ : Λλ × Vλ′ → Z/4Z satisfying

1. κ(ζ − i′, ζ ′) = κ(ζ, ζ ′)− φ(i, ζ ′);

2. κ(ζ, ζ ′ + i) = κ(ζ, ζ ′) + φ(i, ζ) + 2di +
〈̃
i, ζ + ζ ′

〉
+ 2p(ζ)p(i).

3. κ(λ,−λ′) = 0

Proof. Let µ, ν ∈ N[I] and write ζ = λ− ν, ζ ′ = µ− λ′. Set

κ(λ,−λ′) = 0, κ(λ− ν ′,−λ′) = φ(ν, λ′).

Then we have defined κ(λ− ν ′, µ′ − λ′) for ht(µ) = 0; now assume ht(µ) > 0. Define

κ(λ− ν ′, i′ + µ′ − λ′) = κ(λ− ν ′, µ′ − λ′) + φ(i, λ− ν ′) + 2di

+
〈̃
i, λ− ν ′ + µ′ − λ′

〉
+ 2p(ν)p(i).

It is straightforward to check that this definition does not depend on the choice

of i; that is, if i + µ = j + µ̂ for some µ̂ ∈ N[I], then κ(λ − ν ′, i′ + µ′ − λ′) =

κ(λ− ν ′, j′ + µ̂′ − λ′).

Now we need to check that κ(λ−ν ′, µ′−λ) satisfies (1) and (2). By construction,

we see that (1) and (2) hold for ht(ν + µ) = 0, so assume that ht(ν + µ) > 0. By
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construction, (2) holds and so it suffices to check (1). Write µ = µ1 + j for some j ∈ I

and ν1 ∈ N[I]. Then by induction we compute that

κ(λ− ν ′ − i′, µ′ − λ) = κ(λ− ν ′ − i′, µ′2 − λ) + φ(j, λ− ν ′ − i′) + 2dj

+
〈
j̃, λ− ν ′ − i′ + µ′2 − λ′

〉
+ 2p(ν + i)p(i)

= κ(λ− ν ′, µ′2 − λ)− φ(i, µ′2 − λ′) + φ(j, λ− ν ′ − i′) + 2dj

+
〈
j̃, λ− ν ′ − i′ + µ′2 − λ′

〉
+ 2p(ν + i)p(i)

= κ(λ− ν ′, µ′2 − λ) + 2p(ν)p(j) + φ(j, λ− ν ′) + 2dj

+
〈
j̃, λ− ν ′ + µ′2 − λ′

〉
− i · j + 2p(i)p(j)− φ(j, i)− φ(i, µ′2 − λ′)

= κ(λ− ν ′, µ′ − λ)− i · j + 2p(i)p(j)− φ(j, i)− φ(i, µ′2 − λ′)

Now −i · j + 2p(i)p(j)− φ(j, i) = −φ(i, j), and thus we see that

κ(λ− ν ′ − i′, µ′ − λ) = κ(λ− ν ′, µ′ − λ)− φ(i, µ′ − λ′).

Proposition 3.32. The Q(t)-linear map Xλ,λ′ : N(λ, λ′)[t]→ N(λ, λ′)[t] defined by

Xλ,λ′(v ⊗ w) = tκ(|v|,|w|)Xλ(v)⊗ X−λ′(w),

where |v| = λ − ν ′ and |w| = λ′ − µ′ for ν, µ ∈ N[I]. Then Xλ,λ′(∆(u)v ⊗ w) =

∆(X(u))Xλ,λ′(v ⊗ w).

Proof. It is enough to check when u is a generator. If u is Kν , Jν , Tν , or Υν then this

is trivial, so it remains to check when u = Ei or u = Fi. Let v ⊗ w ∈ N(λ, λ′) with

|v| = ζ and |w| = ζ ′. First, we compute that

∆(X(Ei))Xλ(v)⊗ X−λ′(w) =tφ(i,ζ
′)Xλ(Eiv)⊗ X−λ′(K̃−i · w) (3.18)

+ πp(i)p(v)t2di+di〈i,ζ+ζ
′〉+φ(i,ζ)Xλ(v)⊗ X−λ′(Ei · w)

∆(X(Fi))Xλ(v)⊗ X−λ′(w) =t−φ(i,ζ
′)Xλ(Fiv)⊗ X−λ′(w) (3.19)

+ πp(i)p(v)t−di〈i,ζ−ζ
′〉−φ(i,ζ)Xλ(J̃iK̃iv)⊗ X−λ′(Fi · w)



54

Then using (3.18), we have

∆(X(Ei))Xλ,λ′(v ⊗ w) = tκ(ζ,ζ
′)∆(X(Ei))(Xλ(v)⊗ X−λ′(w))

= tφ(i,ζ
′)+κ(ζ,ζ′)Xλ(Eiv)⊗ X−λ′(K̃−i · w)

+ πp(i)p(v)tκ(ζ,ζ
′)+2di+di〈i,ζ+ζ′〉+φ(i,ζ)Xλ(v)⊗ X−λ′(Ei · w)

= tφ(i,ζ
′)+κ(ζ,ζ′)−κ(ζ+i,ζ′)Xλ,λ′(Eiv ⊗ K̃−i · w)

+ πp(i)p(v)tκ(ζ,ζ
′)−κ(ζ,ζ′+i)+2di+di〈i,ζ+ζ′〉+φ(i,ζ)Xλ,λ′(v ⊗ Ei · w)

= Xλ,λ′(Eiv ⊗ K̃−i · w) + πp(i)p(v)t2p(i)p(ζ)Xλ,λ′(v ⊗ Ei · w)

= Xλ,λ′(∆(Ei)v ⊗ w).

Similarly, using (3.19), we have

∆(X(Fi))Xλ,λ′(v ⊗ w) = tκ(ζ,ζ
′)∆(X(Fi))(Xλ(v)⊗ X−λ′(w))

= t−φ(i,ζ
′)+κ(ζ,ζ′)Xλ(Fiv)⊗ X−λ′(w)

+ πp(i)p(v)tκ(ζ,ζ
′)−di〈i,ζ+ζ′〉−φ(i,ζ)Xλ(J̃iK̃iv)⊗ X−λ′(Fi · w)

= t−φ(i,ζ
′)+κ(ζ,ζ′)−κ(ζ−i′,ζ′)Xλ,λ′(Fiv ⊗ w)

+ πp(i)p(v)tκ(ζ,ζ
′)−κ(ζ,ζ′−i′)−di〈i,ζ+ζ′〉−φ(i,ζ)Xλ,λ′(J̃iK̃iv ⊗ Fi · w)

= Xλ,λ′(∆(Fi)v ⊗ w)

3.7 The quasi-R-matrix

Consider the vector spaces

HN = U−U0
( ∑

htν≥N

U+
ν

)
⊗U + U⊗U+U0

( ∑
htν≥N

U−ν

)
for N ∈ Z>0. Note that HN is a left ideal in U ⊗U; moreover, for any u ∈ U ⊗U,

we can find an r ≥ 0 such that HN+ru ⊂ HN .
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Let (U ⊗ U)∧ be the inverse limit of the vector spaces (U ⊗ U)/Hn. Then

the Q(q)π-algebra structure extends by continuity to a Q(q)π-algebra structure on

(U⊗U)∧, and we have the obvious algebra embedding U⊗U→ (U⊗U)∧.

Let : U ⊗U → U ⊗U be the Q-algebra homomorphism given by ⊗ . This

extends to a Q-algebra homomorphism on the completion. Let ∆ : U → U ⊗U be

the Q(q)π-algebra homomorphism given by ∆(x) = ∆(x).

Theorem 3.33. (a) There is a unique family of elements Θν ∈ U+
ν ⊗ U−ν (with

ν ∈ N[I]) such that Θ0 = 1⊗ 1 and Θ =
∑

ν Θν ∈ (U⊗U)∧ satisfies ∆(u)Θ =

Θ∆(u) for all u ∈ U (where this identity is in (U⊗U)∧).

(b) Let B be a Q(q)π-basis of f such that Bν = B ∩ fν is a basis of fν for any ν. Let

{b∗|b ∈ Bν} be the basis of fν dual to Bν under (−,−). We have

Θν = (−1)htνπe(ν)πνqν
∑
b∈Bν

b∗+ ⊗ b− ∈ U+
ν ⊗U−ν ,

where e(ν) is defined as in Lemma 3.10.

The element Θ will be called the quasi-R-matrix for U.

Proof. Consider an element Θ ∈ (U ⊗ U)∧ of the form Θ =
∑

ν Θν with Θν =∑
b,b′∈Bν cb′,bb

′− ⊗ b∗+, cb′,b ∈ Q(q)π. The set of u ∈ U such that ∆(u)Θ = Θ∆(u) is

clearly a subalgebra of U containing U0. Therefore, it is necessary and sufficient that

it contains the Ei and Fi. This amounts to showing that∑
b1,b2∈Bν−i

cb1,b2Eib
∗+
1 ⊗ K̃−ib−2 +

∑
b3,b4∈Bν

π
p(b3)
i cb3,b4b

∗+
3 ⊗ Eib−4

=
∑

b1,b2∈Bν−i

π
p(b2)
i cb1,b2b

∗+
1 Ei ⊗ b−2 J̃iK̃i +

∑
b3,b4∈Bν

cb3,b4b
∗+
3 ⊗ b−4 Ei,

and ∑
b1,b2∈Bν−i

π
p(b1)
i cb1,b2 J̃iK̃ib

∗+
1 ⊗ Fib−2 +

∑
b3,b4∈Bν

cb3,b4Fib
∗+
3 ⊗ b−4

=
∑

b1,b2∈Bν−i

cb1,b2b
∗+
1 K̃−i ⊗ b−2 Fi +

∑
b3,b4∈Bν

π
p(b4)
i cb3,b4b

∗+
3 Fi ⊗ b−4 .
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Let z ∈ f . Then since the inner product is nondegenerate, this equality is equivalent

to the equality∑
b3,b4∈Bν

cb3,b4π
p(b3)
i (b∗3, z)(Eib

−
4 − π

p(b3)
i b−4 Ei)

+
∑

b1,b2∈Bν−i

cb1,b2

(
(θib

∗
1, z)K̃−ib

−
2 − π

p(b2)
i (b∗1θi, z)b

−
2 J̃iK̃i

)
= 0,

and ∑
b3,b4∈Bν

cb3,b4π
p(b4)
i (b4, z)(b

∗+
3 Fi − πp(b4)i b∗+3 Fi)

+
∑

b1,b2∈Bν−i

cb1,b2

(
(b2θi, z)b

∗+
1 K̃−i − πp(b1)i (θib2, z)J̃iK̃ib

∗+
1

)
= 0.

Note that p(b1) + p(i) = p(b2) + p(i) = p(b3) = p(b4). Using Proposition 3.6 and the

derivations, we have∑
b3,b4∈Bν

(πiqi − q−1i )−1cb3,b4π
p(b3)
i (b∗3, z)(π

p(b4)−p(i)
i ri(b4)

−J̃iK̃i − K̃−i ir(b4)−)

+
∑

b1,b2∈Bν−i

cb1,b2(θi, θi)
(

(b∗1, ir(z))K̃−ib
−
2 − π

p(b2)
i (b∗1, ri(z))b−2 J̃iK̃i

)
= 0,

and ∑
b3,b4∈Bν

(πiqi − q−1i )−1cb3,b4π
p(b4)
i (b4, z)(π

p(b3)−p(i)
i J̃iK̃i ir(b

∗
3)

+ − ri(b
∗
3)

+K̃−i)

+
∑

b1,b2∈Bν−i

cb1,b2(θi, θi)
(

(b2, ri(z))b∗+1 K̃−i − πp(b1)i (b2, ir(z))J̃iK̃ib
∗+
1

)
= 0.

Using the triangular decomposition, this is equivalent to the equalities (in f)∑
b1,b2

cb1,b2(b
∗
1, ri(z))b2 +

∑
b3,b4

qiπ
p(ν)
i cb3,b4(b

∗
3, z)ri(b4) = 0, (3.20)

∑
b1,b2

cb1,b2(b
∗
1, ir(z))b2 +

∑
b3,b4

qiπ
p(ν)
i cb3,b4(b

∗
3, z)ir(b4) = 0, (3.21)

∑
b1,b2

cb1,b2(b2, ir(z))b∗1 +
∑
b3,b4

qiπ
p(ν)
i cb3,b4(b4, z)ir(b

∗
3) = 0, (3.22)

∑
b1,b2

cb1,b2(b2, ri(z))b∗1 +
∑
b3,b4

qiπ
p(ν)
i cb3,b4(b4, z)ri(b

∗
3) = 0. (3.23)
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Now suppose cb,b′ = (−1)ht(ν)πe(ν)πνq−νδb,b′ . Note that e(ν) = p(ν−i)p(i)+e(ν−i).

Then we have ∑
b

(b∗, ri(z))b−
∑
b′

(b′∗, z)ri(b
′) = 0,

∑
b

(b∗, ir(z))b−
∑
b′

(b′∗, z)ir(b
′) = 0,

∑
b

(b, ir(z))b∗ −
∑
b′

(b′, z)ir(b
′) = 0,

∑
b

(b, ri(z))b∗ −
∑
b′

(b′, z)ri(b
′) = 0.

These equalities are easily verified by checking when z is a basis or dual basis

element.

Thus the existence of such a Θ is verified. Suppose Θ′ν and Θ′ also satisfy the

conditions in (a). Then Θ − Θ′ =
∑
cb,b′b

− ⊗ b′+ must satisfy (3.20)-(3.23) and has

cb,b = 0 for b ∈ B0. Suppose cb,b′ = 0 for b, b′ ∈ B′ν for ht(ν ′) < n and assume

ht(ν) = n. Then the first sum in (3.20) is zero, so ri(
∑

b3,b4
cb3,b4(b

∗
3, z)b4) = 0. But

then
∑

b3,b4
cb3,b4(b

∗
3, z)b4 = 0, whence (

∑
b3,b4

cb3,b4b
∗
3, z) = 0 for all z ∈ f . Therefore

cb3,b4 = 0 for all b1, b2 ∈ Bν . By induction Θ−Θ′ = 0 proving uniqueness.

Recall that the bar involution on U makes sense under the assumption that the

super Cartan datum is consistent.

Corollary 3.34. Assume that the super Cartan datum is consistent. We have ΘΘ =

ΘΘ = 1⊗ 1 with equality in the completion.

Proof. First note that by construction Θ is invertible. We have ∆(u)Θ = Θ∆(u),

so Θ∆(u) = Θ∆(u) = Θ∆(u). Now applying the bar involution to both sides and

rearranging, we get

Θ
−1

∆(u) = ∆(u)Θ
−1
.

By uniqueness, Θ
−1

= Θ.
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We can specialize the identity ∆(u)Θ = Θ∆(u) to deduce

(Ei ⊗ K̃−i)Θν−i + (1⊗ Ei)Θν = Θν−i(Ei ⊗ J̃iK̃i) + Θν(1⊗ Ei),

(J̃iK̃i ⊗ Fi)Θν−i + (Fi ⊗ 1)Θν = Θν−i(K̃−i ⊗ Fi) + Θν(Fi ⊗ 1).

Setting Θ≤p =
∑

htν≤p Θν , we obtain that

(Ei ⊗ K̃−i + 1⊗ Ei)Θ≤p −Θ≤p(Ei ⊗ J̃iK̃i + 1⊗ Ei)

=
∑
htν=p

(Ei ⊗ K̃−i)Θν −
∑
htν=p

Θν(Ei ⊗ J̃iK̃i), (3.24)

(Fi ⊗ 1 + J̃iK̃i ⊗ Fi)Θ≤p −Θ≤p(Fi ⊗ 1 + K̃−i ⊗ Fi)

=
∑
htν=p

(J̃iK̃i ⊗ Fi)Θν −
∑
htν=p

Θν(K̃−i ⊗ Fi). (3.25)

There is a variant of the quasi-R-matrix for the coproduct ∆′. Let ∆ : U→ U⊗U

be the Q(q)π-algebra homomorphism given by ∆(x) = ∆(x).

Corollary 3.35. Let Θ′ =
∑

ν(J̃ν ⊗ 1)Θν. Then ∆′(u)Θ = Θ∆′(u) for all u ∈ U

(where this identity is in (U⊗U)∧).

Proof. Note that (J̃ν ⊗ 1) is central in U⊗U. We have

(1⊗ Ei)Θν −Θν(1⊗ Ei) = Θν−i(Ei ⊗ J̃iK̃i)− (Ei ⊗ K̃−i)Θν−i,

in U⊗U, which implies

(J̃i ⊗ Ei)Θν −Θν(J̃i ⊗ Ei) = (J̃i ⊗ 1)Θν−i(Ei ⊗ J̃iK̃i)− (Ei ⊗ K̃−i)(J̃i ⊗ 1)Θν−i.

Multiplying both sides by J̃ν ,

(J̃i ⊗ Ei)Θ′ν −Θ′ν(J̃i ⊗ Ei) = Θ′ν−i(Ei ⊗ J̃iK̃i)− (Ei ⊗ K̃−i)Θ′ν−i.

A similar argument applies to F , so we have

(Ei ⊗ K̃−i)Θ′ν−i + (J̃i ⊗ Ei)Θ′ν = Θ′ν−i(Ei ⊗ J̃iK̃i) + Θ′ν(J̃i ⊗ Ei),

(K̃i ⊗ Fi)Θ′ν−i + (Fi ⊗ 1)Θ′ν = Θ′ν−i(J̃iK̃−i ⊗ Fi) + Θ′ν(Fi ⊗ 1).

Then we have analogues of (3.24), (3.25) and so by continuity, we obtain the desired

equality.
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3.8 The quantum Casimir

Let B,Bν be as in Theorem 3.33. Let S be the antipode and m : U ⊗U → U be

the multiplication map u⊗ u′ 7→ uu′. Applying m(S ⊗ 1) to the identities (3.24) and

(3.25), we obtain that, for any p ≥ 0,∑
htν≤p

∑
b∈Bν

(−1)htνπνq−ν

(
S(Eib

∗+)K̃−ib
− + π

p(ν)
i S(b∗+)Eib

−

−πp(ν)i S(b∗+Ei)b
−J̃iK̃i − S(b∗+)b−Ei

)
=
∑
htν=p

∑
b∈Bν

(−1)pπνq−ν

(
S(Eib

∗+)K̃−ib
− − πp(ν)i S(b∗+Ei)b

−J̃iK̃i

)
,

and ∑
htν≤p

∑
b∈Bν

(−1)htνπνq−ν

(
S(Fib

∗+)b− + π
p(ν)
i S(J̃iK̃ib

∗+)Fib
−

−πp(ν)i S(b∗+Fi)b
− − S(b∗+K̃−i)b

−Fi

)
=
∑
htν=p

∑
b∈Bν

(−1)pπνq−ν

(
π
p(ν)
i S(J̃iK̃ib

∗+)Fib
− − S(b∗+K̃−i)b

−Fi

)
.

Now set Ω′≤p =
∑

htν≤p
∑

b∈Bν (−1)htνπνq−νS(b∗+)b−. Then observing that

S(Eib
∗+)K̃−ib

− + π
p(ν)
i S(b∗+)Eib

−

= −πp(ν)i S(b∗+)Eib
− + π

p(ν)
i S(b∗+)Eib

− = 0,

and that a similar identity for Fi exists, we have

EiK̃iΩ
′
≤pJ̃iK̃i − Ω′≤pEi

=
∑
htν=p

∑
b∈Bν

(−1)pπνq−ν

(
π
p(ν)
i S(Eib

∗+)K̃−ib
− − S(b∗+Ei)K̃iJ̃ib

−
)
,

J̃−iK̃−iFiΩ
′
≤p − K̃iΩ

′
≤pFi

=
(
π
p(ν)
i S(J̃iK̃ib

∗+)Fib
− − S(b∗+K̃−i)b

−Fi

)
.

Now we set Ω≤p = S ′(Ω′≤p). Let M ∈ O. Then for any m ∈ M we have that

Ω(m) = Ω≤pm is independent of p when p is large enough. We can write

Ω(m) =
∑
b

(−1)ht|b|q−|b|S
′(b−)b∗+m
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We then have

K̃iEiΩ
′
≤p = J̃−iK̃−iΩ

′
≤pEi, ΩFi = FiJ̃−iK̃−iΩK̃−i, ΩJνKµ = JνKµΩ,

as operators on M . Therefore for m ∈Mλ, we have

ΩEim = (πiq
2
i )
〈i,λ+i′〉EiΩm, ΩFim = (πiq

2
i )
−〈i,λ〉FiΩm.

Let C be a fixed coset of X with respect to Z[I] ≤ X. Let G : C → Z be a

function such that

G(λ)−G(λ− i′) =
i · i
2
〈i, λ〉 for all λ ∈ C, i ∈ I. (3.26)

Clearly such a function exists and is unique up to addition of a constant function.

Lemma 3.36. Let λ, λ′ ∈ C ∩X+. If λ ≥ λ′ and G(λ) = G(λ′), then λ = λ′.

Let M ∈ C. For each Z[I]-coset C in X, define MC =
⊕

λ∈CMλ. It is clear that

M =
⊕

C∈X/Z[I]

MC . (3.27)

Proposition 3.37. Let M ∈ O, and let Ω : M →M be as above.

(a) Assume there exists C as above such that M = MC. Let G : C → Z be a

function satisfying (3.26). We define a linear map Ξ : M → M by Ξ(m) =

(πq2)−G(λ)m for all λ ∈ C and m ∈ Mλ. Then ΩΞ is a locally finite U-module

homomorphism.

(b) Assume that M is a quotient of M(λ′). Then ΩΞ acts as (πq2)−G(λ′) on M .

(c) For M as in (a), the eigenvalues of ΩΞ are of the form (πq2)c for c ∈ Z.

The operator ΩΞ is called the Casimir element of U (though note that the Casimir

element formally lives in a completion of U).
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Proof. We compute that for m ∈Mλ,

ΩΞEim = Ω(πq2)−G(λ+i′)Eim = (πq2)−G(λ+i′)+G(λ)+di〈i,λ+i′〉EiΩΞm = EiΩΞm.

A similar argument applies to the Fi, and clearly ΩΞ commutes with Kµ, Jµ

proving the first assertion of (a). The local finiteness claim is a standard category O

type argument. Parts (b) and (c) follow now easily.

3.9 Complete reducibility in Oint

Recall the categories O and Cint, and form another category Oint := O ∩ Cint.

Lemma 3.38. Let M ∈ C. Assume that M is a nonzero quotient of the Verma

module M(λ) and that M is integrable. Then

(a) λ ∈ X+;

(b) M |π=1 and M |π=−1 are either simple or zero.

Proof. It is clear that (a) holds by some rank one consideration. An argument similar

to that for [Lu4, Lemma 6.2.1] shows that if dimQ(q)Mλ = 1 then M is simple; in

this case, M must be equal to either M |π=1 or M |π=−1. Otherwise, dimQ(q)Mλ = 2,

then dimQ(q)Mλ|π=1 = dimQ(q)Mλ|π=−1 = 1, and we repeat the argument above for

the integrable U-module M |π=±1.

Theorem 3.39. Let M be a U-module in Oint. Then M is a sum of simple U-

submodules.

Proof. Note that as discussed in §3.5 we may assume that M = M |π=1 or M =

M |π=−1. Since the case for M |π=1 follows from [Lu4, Theorem 6.2.2], it is enough

to prove the theorem for M = M |π=−1. Virtually the same argument as in loc. cit.

holds, which we will now sketch.
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Using (3.27), we may further assume there is a coset C of Z[I] in X such that

M = MC . Then we may pick a function G satisfying (3.26) and avail ourselves of

Proposition 3.37. Since the Casimir element commutes with the U-action, we may

further assume that M lies in a generalized eigenspace of the Casimir element.

Consider the set of singular vectors of M (that is, the set of vectors m ∈ M for

which Eim = 0 for all i ∈ I) and let M ′ be the submodule they generate. Then each

homogeneous singular vector generates a simple submodule by virtue of Lemma 3.38,

so M ′ is a sum of simple modules.

It remains to show that M = M ′, so take M ′′ = M/M ′ and suppose M ′′ 6= 0.

Then there is a maximal weight λ ∈ C such that M ′′
λ 6= 0. Then the Casimir element

acts on the submodule generated by a nonzero m1 ∈M ′′
λ by (−q2)−G(λ) by Proposition

3.37, and so in particular M must lie in the generalized (−q2)−G(λ)-eigenspace of the

Casimir element.

On the other hand, m is the image of a vector m̃ ∈ M \M ′. The U+-module

generated by m̃ contains a singular vector m2 of weight η ≥ λ, and the Casimir

element acts on the module generated by m2 as (−q2)−G(η). Then G(η) = G(λ) and

η ≥ λ, so by Lemma 3.36 η = λ. But the m̃ is a singular vector, contradicting that

our choice of m1 was nonzero.

Corollary 3.40. (a) For λ ∈ X+, the U-modules V (λ)|π=1 and V (λ)|π=−1 are

simple objects of Oint.

(b) For λ, λ′ ∈ X+, the U-modules V (λ)|π=1 and V (λ′)|π=1, and respectively the

modules V (λ)|π=−1 and V (λ′)|π=−1, are isomorphic if and only if λ = λ′.

(Clearly, V (λ)|π=1 and V (λ′)|π=−1 are non-isomorphic.)

(c) Any integrable module in O is a direct sum of simple modules of the form

V (λ)|π=±1 for various λ ∈ X+.

Proof. The argument in [Lu4, Corollary 6.2.3] holds using our Lemma 3.38 above.
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In light of Corollary 3.40 and Remark 3.29, we are lead to the following definition.

We say a U-module M is π-free if it is a weight module such that Mλ is a free Q(q)π-

module for all λ ∈ X. Then the category of π-free modules contains most of the

interesting modules; for example, the modules M(λ), V (λ), N(λ, λ′), and indeed U

itself all lie in this category. In fact, each module in Oint is a direct summand of a

π-free module.

One reason to assume modules are π-free is to utilize the following definition.

Definition 3.41. Let R be a ring. A π-basis for a free Rπ-module M is a set S ⊂M

such that there exists an Rπ-basis B for M with S = B ∪ πB.

Suppose M and M ′ are free Rπ-modules with π-bases S ⊂ M and S ′ ⊂ M ′. The

S ⊗ S = {s⊗ s | s ∈ S, s′ ∈ S ′} is clearly a π-basis for M ⊗M ′. However, we note

the map S × S ′ → S ⊗ S ′ given by (s, s′) 7→ s ⊗ s′ is not a bijection, since clearly

s⊗ s′ = (πs)⊗ (πs′). We will occasionally need an honest index set, so let ∼ be the

equivalence relation on S × S ′ given by (πs, s′) ∼ (s, πs′). Then we set

S ×π S ′ = S × S ′/ ∼ . (3.28)

We note that a π-basis of an Rπ-module M is an R-basis of M . We will now turn to

constructing a particular π-basis for U− and the modules V (λ).
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Chapter 4

Crystal basis and the grand loop

4.1 The (q, π)-boson superalgebra

From now on, we always assume that the root datum is Y -regular. Let F = Fq,π be

the Q(q)π-superalgebra generated by odd elements e, f subject to the relation

ef = πq−2fe+ 1.

We set f (n) = fn/[n]!.

One checks that

enf (m) =
∑
t≥0

(πq)(
t+1
2 )−nmq−(n−t)(m−t)

[
n
t

]
q,π

f (m−t)en−t. (4.1)

The following properties may be directly verified.

Lemma 4.1. Let M be a F-module which is locally finite for e.

(i) P =
∑

n≥0(−1)nq−(n2)f (n)en defines an endomorphism of M satisfying

eP = Pf = 0 and
∑
t≥0

(πq)(
t
2)f (t)Pet = 1. (4.2)

(ii) Let m ∈ M . Then any u ∈ M has a unique decomposition u =
∑

n≥0 f
(n)un

where un ∈ ker e; in fact, un = (πq)(
n
2)Penu.

(iii) M = imf ⊕ ker e. Moreover P : M →M is the projection map onto ker e along

this direct sum decomposition.
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Define the algebra B′ to be the Q(q)π-algebra generated by the elements ei and

fi for i ∈ I, subject to the relations

eifj = πp(i)p(j)q
−aij
i fjei + δij, for all i, j ∈ I. (4.3)

Then B′ is naturally a superalgebra with parity on generators given by p(ei) = p(fi) =

p(i) for i ∈ I. Set f
(n)
i = fni /[n]!i. The superalgebra B by definition has the same

generators as B′ subject to the relation (4.3) and the additional (q, π)-Serre relations

(4.4):

bij∑
t=0

(−1)tπ
(t2)+tp(j)
i

[
bij
t

]
qi,πi

e
bij−t
i eje

t
i = 0,

bij∑
t=0

(−1)tπ
(t2)+tp(j)
i

[
bij
t

]
qi,πi

f
bij−t
i fjf

t
i = 0,

(4.4)

where we recall that

bij = 1− aij.

Let

sij =

bij∑
t=0

(−1)tπ
(t2)+tp(j)
i

[
bij
t

]
qi,πi

e
bij−t
i eje

t
i ∈ B′. (4.5)

Lemma 4.2. The following holds in B′ for all i, j, k ∈ I with i 6= j:

sijfk = π
bijp(i)+p(j)
k q

−〈k,biji′+j′〉
k fksij.

Proof. Let Ck
ij = sijfk − π

bijp(i)+p(j)
k q

−〈k,biji′+j′〉
k fkSij.

If k 6= i, j then then it is apparent that Ck
ij = 0 from the defining relations.

When k = j, then we have

Cj
ij = e

bij
i

bij∑
t=0

(−1)tq
−taij
i π

(t2)
i

[
bij
t

]
qi,πi

= 0,

by using 1− aij = bij and the identity
∑n

t=0(−1)tq
t(n−1)
i π

(t2)
i

[
n
t

]
qi,πi

= 0.

Finally, if k = i then we have
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Ci
ij =

bij−1∑
t=0

(−1)tq−ti e
bij−t−1
i eje

t
iπ

(t2)+(t+1)p(j)

i

×

(
π
aij
i

[
bij
t

]
qi,πi

[bij − t]qi,πi −
[
bij
t+ 1

]
qi,πi

[t+ 1]qi,πi

)
.

We see that π
aij
i

[
bij
t

]
qi,πi

[bij− t]qi,πi−
[
bij
t+ 1

]
qi,πi

[t+1]qi,πi = 0 by noting that we have[
n
t

]
qi,πi

[n− t]qi,πi =

[
n

t+ 1

]
qi,πi

[t+ 1]qi,πi and aijp(i) ∈ 2Z. The lemma is proved.

Remark 4.3. A multi-parameter version of the quantum boson algebra can also be

found in [KKO].

Comparing with Propositions 3.5 and 3.5 and using the triangular decomposition,

we see that if x ∈ f and x− = y ∈ U−

[Ei, y] =
J̃iK̃i ir(x)− − K̃−i ir(x)−

πiqi − q−1i
, for y = x− ∈ U−. (4.6)

In particular, we record the following formulae

Lemma 4.4. For y ∈ f , we have

ir(θjy) = π
p(j)
i q

−〈i,j′〉
i θj ir(y) + δijy,

ir(θjy) = π
p(j)
i q

〈i,j′〉
i θj ir(y) + δijy.

Proposition 4.5. We have ir jr = πp(i)p(j)q
〈j,i′〉
j jr ir, for i, j ∈ I.

Proof. Let ν ∈ N[I] and let y ∈ fν . If htν ≤ 1, then ir jr(y) = 0 = jr ir(y). Otherwise,

we may assume y = θky
′ for some k ∈ I and y′ ∈ U− with ht(−|y′|) < ht(−ν). Then

ir jr(y) = ir(π
p(k)
j q

〈j,k′〉
j θk jr(y

′) + δjky
′)

= f(i, j, k)θk ir jr(y
′) + π

p(k)
j q

〈j,k′〉
j δik jr(y

′) + δjk ir(y
′)

= f(i, j, k)θk ir jr(y
′) + πp(i)p(j)qdj〈j,i

′〉δik jr(y
′) + δjk ir(y

′)
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and similarly

jr ir(y) = f(i, j, k)θk jr ir(y
′) + πp(i)p(j)q−di〈i,j

′〉δjk ir(y
′) + δik jr(y

′)

where we have denoted f(i, j, k) = π(p(i)+p(j))p(k)q
〈j,k′〉
j q−di〈i,k

′〉+dj〈j,k′〉.

Note that dj〈j, i′〉 = di 〈i, j′〉 and by induction ir jr(y
′) = πp(i)p(j)q

〈j,i′〉
j jr ir(y

′).

Therefore, we have ir jr(y
′)(y) = πp(i)p(j)q

〈j,i′〉
j jr ir(y).

Lemma 4.6. Let i ∈ I and x ∈ fζ such that ir(x) = 0. Then for any U-module M

and m ∈Mλ such that eim = 0, we have

K̃n
i E

n
i um = π

n〈i,λ〉
i

q
n(2〈i,λ+ζ′〉+3n+1)
i

(πiqi − q−1i )n
(ir

nx)−m.

Proof. This lemma has essentially the same proof as [Kas1, Lemma 3.4.6]. The power

of π comes from the central element J̃i.

Our interest in the superalgebra B comes from the following result.

Proposition 4.7. f is a B′-module as well as a B-module, where fi acts as multipli-

cation by θi and ei acts by the map ir for all i ∈ I.

Proof. By Lemma 4.4, f is a B′-module. Recall the Serre elements sij ∈ B′ from (4.5)

and denote the f -counterparts by

s′ij =

bij∑
t=0

(−1)tπ
(t2)+tp(j)
i

[
bij
t

]
f
bij−t
i fjf

t
i ∈ B′.

To show that f is a B-module, it suffices to show that sij and s′ij act as zero on any

y ∈ f . By the definition of the action and the Serre relations in U,

s′ijy =
( bij∑
t=0

(−1)tπ
(t2)+tp(j)
i

[
bij
t

]
θ
bij−t
i θjθ

t
i

)
y = 0.

For sij, we may assume that y is a monomial in the generators θi for i ∈ I, so

y = m(f)1 where m(f) ∈ B′ is a monomial in the fi for i ∈ I. By repeated application

of Lemma 4.2, sijm(f) = c m(f)sij for some scalar c ∈ Q(q)π. Since kr(1) = 0 for all

k ∈ I, sij1 = 0 whence sijy = 0.
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Corollary 4.8. As B-modules, f ∼= B/
∑

i Bei.

Proof. The final remark in the proof of Proposition 4.7 shows that there is a B-module

homomorphism B/
∑

i Bei → f . On the other hand, the fi generate a subalgebra of

B isomorphic to f , so this map must be an isomorphism.

Proposition 4.9. There is a unique bilinear form (−,−)P on f satisfying

(1, 1)P = 1, (fiy, z)P = (y, eiz)P ∀y, z ∈ f , i ∈ I.

Moreover, this bilinear form is symmetric.

Proof. Note that we have

(θiy, z)P = (fiy, z)P = (y, eiz)P = (y, irz)P ,

and we already have a unique bilinear form satisfying this requirement; namely,

(y, z)P = n(|y|) {x, y} where n
(∑

i∈I νii
)

=
∏

i∈I {θi, θi}
−νi .

Corollary 4.10. The bilinear form (−,−)P on f is nondegenerate; moreover, we

have (fν , fµ)P = 0 if ν 6= µ.

The bilinear form (−,−)P will be referred to as the polarization on f . Corol-

lary 2.10 implies the following.

We define a category P as follows. The objects of P are B-modules M such that

for any m ∈M , there exists an t ∈ N such that for any i1, . . . , it ∈ I, ei1 . . . eitm = 0.

The homomorphisms are B-module homomorphisms. Then we have f , f |π=±1 ∈ P .

In fact, f |π=±1 are the only simple modules up to isomorphism and P is semisimple.

Lemma 4.11. Let M ∈ P. For each i ∈ I, every m ∈M has a unique expression of

the form

m =
∑
t≥0

f
(t)
i mt

where mt ∈ ker ei and mt is nonzero for finitely many t. We will refer to this as its

i-string decomposition.
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Proof. By the definition of P , each ei is locally finite on M . Note that ei and fi

generate a subalgebra of B isomorphic to Fqi,πi and so Lemma 4.1(ii) finishes the

proof.

4.2 Crystal bases

Let i ∈ I. Let M ∈ P and m ∈ M such that m =
∑

t f
(t)
i mt with mt ∈ ker ei. We

define the Kashiwara operators

ẽim =
∑
t

f
(t−1)
i mt, and f̃im =

∑
t

f
(t+1)
i mt.

Note that these operators (super)commute with B-module homomorphisms.

Let A ⊆ Q(q)π be the subring of functions regular at q = 0.

Definition 4.12. A free A-submodule L of B-module M which is free as a Q(q)π-

module in the category P is called a crystal lattice if

1. L⊗A Q(q)π = M ;

2. ẽiL ⊆ L and f̃iL ⊆ L.

(Note that L/qL is a free Qπ-module.) M is said to have a crystal basis (L,B) if a

subset B of L/qL satisfies

(3) B is a π-basis of L/qL (in the sense of Definition 3.41);

(4) ẽiB ⊆ B ∪ {0} and f̃iB ⊆ B;

(5) For b ∈ B, if ẽib 6= 0 then b = f̃iẽib.

Remark 4.13. We can similarly define the notion of crystal basis to B|±1-modules

by specializing the above definition similarly. In particular, a crystal basis with respect

to B|π=1 is precisely the same as the crystal basis defined in [Kas1].
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We let L be the A-submodule of f generated by all elements of the form f̃i1 . . . f̃it1.

We let B =
{
πεf̃i1 . . . f̃it1 : (i1, . . . , in) ∈ In, n ≥ 0, ε ∈ {0, 1}

}
be the subset of L/qL.

We shall prove that (L,B) is a crystal basis of f . Note that the bilinear form allows

us to define a dual lattice in f as follows:

L∨ = {x ∈ f | (x,L)P ⊆ A} .

There are analogous constructions for U-modules which we will develop now.

Lemma 4.14. Let M ∈ O. For each i ∈ I, every m ∈ Mλ has a unique expression

of the form

m =
∑
t≥0

F
(t)
i mt

where mt ∈ Mλ+ti′ ∩ kerEi are nonzero for finitely many t. We will refer to this as

its i-string decomposition.

Proof. This lemma is known when p(i) = 0; see [Kas1, §2.2]. When p(i) = 1, M is

a direct sum of simple U(i)-modules, where U(i) is the quantum group of osp(1|2);

see [ClW]. This proves existence. Uniqueness is proved similarly to the case when

p(i) = 0.

Definition 4.15. Let m ∈Mλ with

m =
∑
t≥0

F
(t)
i mt

where mt ∈Mλ+ti′ ∩ ker ei are nonzero for finitely many t. We define

ẽim =
∑
t

F
(t−1)
i mt, f̃im =

∑
t

F
(t+1)
i mt.

Note that ẽim ∈ Mλ+i′ and f̃im ∈ Mλ−i′ . Moreover, ẽi and f̃i (super)commute

with U-module homomorphisms.

Definition 4.16. Let M be a π-free U-module in the category O. A free A-submodule

L of M is called a crystal lattice of M if
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1. L⊗A Q(q)π = M ;

2. L =
⊕

λ∈P Lλ where Lλ = L ∩Mλ for all λ ∈ P ;

3. ẽiL ⊆ L and f̃iL ⊆ L.

A pair (L,B) is called a crystal basis of M if a subset B of the Qπ-module L/qL

satisfies

(4) B is a π-basis of L/qL over Qπ;

(5) B =
∐

λ∈P Bλ where Bλ = B ∩ Lλ/qLλ,

(6) ẽiB ⊆ B ∪ {0} and f̃iB ⊆ B ∪ {0};

(7) For b, b′ ∈ B, ẽib = b′ if and only if b = f̃ib
′.

Also a π = ±1 version of crystal basis for U|π=±1 integrable modules can be

formulated similarly as in Remark 4.13.

Remark 4.17. We shall set out to prove the existence of the crystal bases for the

π-free integrable modules V (λ), for λ ∈ X+. Assume for the moment that we have

done this. Since these axioms are unaffected under direct sums of lattices and parity

changes, we can endow any π-free module M ∈ Oint with a crystal basis built out of

direct sums of the simples. (In fact, by specializing the crystal bases at π = ±1, we

see that any integrable module in Oint can be endowed with a crystal basis in a more

general sense.) Uniqueness of a maximal crystal basis on M (up to isomorphism) can

be proved by the same arguments as in [Kas1, §2.6].

Example 4.18. Let I = {i}. Then the simple modules are (n + 1)-dimensional

modules V (n) for n ∈ Z≥0, which are generated by the highest weight vectors ηn.

Define the A-lattice L(n) =
⊕n

k=0AF (k)ηn in V (n), and define the set B(n) ={
πεF (k)ηn + qL(n) | 0 ≤ k ≤ n, ε ∈ {0, 1}

}
(the index i is suppressed here). Then

(L(n),B(n)) is a crystal basis of V (n). In this case, B(n) is actually a genuine

Qπ-basis for L(n)/qL(n).
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Example 4.19. Let λ ∈ P+ and recall ηλ is a highest weight vector of V (λ). Con-

sider the subset B(λ) :=
{
πεf̃i1 . . . f̃itηn : (i1, . . . , in) ∈ In, n ≥ 0, ε ∈ {0, 1}

}
\ {0} of

V (λ). Let L(λ) be the A-submodule of V (λ) generated by B(λ). We shall prove that

(L(λ),B(λ)) is a crystal basis.

Example 4.20. Assume that I1 contains i, j such that aij = aji = 0. Then f̃if̃j =

πf̃j f̃i. In particular, this demonstrates why we should expect a π-basis as opposed to

a Q(q)π-basis.

4.3 Tensor Product Rule

We will demonstrate a rule to define the tensor product of crystal bases. We will first

do this in rank 1, so suppose for the moment that I = {i} with p(i) = 1 and let us

suppress the subscripts on the generators of U. We note that ∆(E) = E⊗K−1+1⊗E

and ∆(F ) = F ⊗ 1 + JK ⊗ F .

Let n ∈ Z≥0 and We consider the module V (n) ⊗ V (1). This module has two

submodules over Q(q)π generated by singular vectors: a submodule N1 generated by

the (even) singular vector

w = ηn ⊗ η1

and N2 generated by the (odd) singular vector

z = ηn ⊗ Fη1 − q[n]−1q,πFηn ⊗ η1.

We directly compute

F (k)w = F (k)ηn ⊗ η1 + (πq)n+1−kF (k−1)ηn ⊗ Fη1,

F (k)z = (1− (πq)n−k[n]−1q,π[k]q,π)F (k)ηn ⊗ Fη1 − q[n]−1q,π[k + 1]q,πF
(k+1)ηn ⊗ η1.

Observing that π(πq)n−k[n]−1q,π[k]q,π ∈ q2n−2kA, we have

F (k)w =

F
(k)ηn ⊗ η1 if 0 ≤ k < n+ 1

F (n)ηn ⊗ Fη1 if k = n+ 1

mod qL, (4.7)
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and

F (k)z = F (k)ηn ⊗ Fη1 mod qL, 0 ≤ k ≤ n− 1. (4.8)

In particular, V (n)⊗ V (1) ∼= N1 ⊕N2
∼= V (n+ 1)⊕ V (n− 1).

The above calculations remain to make perfect sense for V (n)|π=±1 ⊗ V (1)|π=±1,

with π in the formulas above interpreted as 1 and −1 accordingly. In particular,

V (n)|π=±1 ⊗ V (1)|π=±1 ∼= N1 ⊕N2
∼= V (n+ 1)|π=±1 ⊕ V (n− 1)|π=±1.

We can use these calculations to prove a tensor product rule for crystal bases in

general, so let I be arbitrary. Let M be an integrable U-module with crystal basis

(L, B). For each i ∈ I and b ∈ B, define

ϕi(b) = max
{
n | f̃ni b 6= 0

}
,

εi(b) = max {n | ẽni b 6= 0} .
(4.9)

We note that ϕi(b) = 〈α∨i , µ〉+ εi(b) for b ∈ Bµ.

Theorem 4.21. Let M,M ′ ∈ Oint be modules with crystal bases (L,B) and (L′, B′).

Let B ⊗ B′ = {b⊗ b′ ∈ (L/qL)⊗Qπ (L′/qL′) : b ∈ B, b′ ∈ B′}. The tensor product

M ⊗M ′ has a crystal basis (L⊗A L′, B ⊗B′) subject to the rules:

f̃i(b⊗ b′) =

f̃ib⊗ b
′ if ϕi(b) > εi(b

′),

π
p(b)+〈i,|b|〉
i b⊗ f̃ib′ otherwise;

ẽi(b⊗ b′) =

π
p(b)+〈i,|b|〉
i b⊗ ẽib′ if ϕi(b) < εi(b

′),

ẽib⊗ b′ otherwise.

(All equalities are understood in L⊗A L′/qL⊗A L′.)

Proof. It is sufficient to prove this for a fixed i, in which case the theorem reduces

to a statement for I = {i}. When p(i) = 0, the theorem is [Kas1, Theorem 1].

Assume p(i) = 1. Since modules are completely reducible, it suffices to prove this
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for tensor products of simple modules V (n)⊗ V (m), by induction on m. Recall from

Example 4.18 that (L(n),B(n)) is a crystal basis for V (n).

From the odd rank 1 calculations, the theorem holds for V (n)⊗ V (1). This takes

care the base case of induction.

Now assume the theorem holds for V (n)|π=−1 ⊗ V (m)|π=−1. Note that

V (n)⊗ V (m)⊗ V (1) ∼= V (n)⊗ (V (m+ 1)⊕ V (m− 1)).

By the complete reducibility and the base case proved above, we conclude that
(
L(n)⊗

L(m)⊗L(1),B(n)⊗B(m)⊗B(1)
)

is a crystal basis of V (n)⊗V (m)⊗V (1). Moreover,(
L(n)⊗L(m)⊗L(1),B(n)⊗B(m)⊗B(1)

)
decomposes as

(
L(n)⊗ (L(m+1)⊕L(m−

1)),B(n)⊗ (B(m+ 1) ∪ B(m− 1))
)
. Therefore, (L(n)⊗L(m+ 1),B(n)⊗B(m+ 1))

is a crystal basis of V (n)⊗ V (m+ 1).

Finally, the tensor product rules are proved by directly computing the action of

f̃ , ẽ on each element of (B(n) ⊗ B(m)) ⊗ B(1) and rewriting it in terms of B(n) ⊗

(B(m) ⊗ B(1)). The key feature is that the power of π in the tensor product rule is

Z-linear in |b|.

As one might expect, the tensor product rule is dependent upon the choice of

coproduct. In fact, as shown in [CHW2], it takes the following more natural form if

we consider ∆′-induced module structure instead.

Theorem 4.22. Let M,M ′ ∈ Oint be modules with crystal bases (L,B) and (L′, B′).

Let B ⊗ B′ = {b⊗ b′ ∈ (L/qL)⊗Qπ (L′/qL′) : b ∈ B, b′ ∈ B′}. The tensor product

M ⊗′M ′ has a crystal basis (L⊗A L′, B ⊗B′) subject to the rules:

f̃i(b⊗ b′) =

f̃ib⊗ b
′ if ϕi(b) > εi(b

′),

π
p(b)
i b⊗ f̃ib′ otherwise;

ẽi(b⊗ b′) =

π
p(b)
i b⊗ ẽib′ if ϕi(b) < εi(b

′),

ẽib⊗ b′ otherwise.

(All equalities are understood in L⊗A L′/qL⊗A L′.)
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4.4 Polarization

Let τ1 : U→ U be the anti-automorphism defined by

τ1(Ei) = q−1i K̃−1i Fi, τ1(Fi) = q−1i K̃iEi, τ1(Kµ) = Kµ, τ1(Jµ) = Jµ, (i ∈ I, µ ∈ P∨)

such that τ1(xy) = τ1(y)τ1(x) for x, y ∈ U. One checks that τ 21 = 1.

Proposition 4.23. Let λ ∈ X+. There is a unique bilinear form (−,−) on V (λ),

which satisfies (ηλ, ηλ) = 1 and

(uv, w) = (v, τ1(u)w), ∀u ∈ U, v, w ∈ V (λ). (4.10)

Moreover, this bilinear form on V (λ) is symmetric.

Recall the A-lattices L(λ) of V (λ) from Example 4.19. We define the dual lattices

in V (λ) to be

L(λ)∨ = {v ∈ V (λ) | (v,L(λ)) ⊆ A} .

For a weight U-module M , we call a bilinear form (−,−) on M a polarization if

(4.10) is satisfied with M in place of V (λ). Note that if m ∈Mλ and m′ ∈Mµ, then

(m,m′) = 0 unless λ = µ and p(m) = p(m′). (4.11)

Recall [Kas1, Lemma 2.5.1] that the tensor product of modules admitting polar-

izations also admits a natural polarization given by the tensor of the bilinear forms.

In our super setting, this is not quite true due to the additional asymmetry in the

definition of the coproduct. However, this can be resolved by requiring the ∆ and ∆′

actions to be adjoint.

Lemma 4.24. Assume M,N ∈ Oint admit polarizations (−,−). Then the symmetric

bilinear form on the module M ⊗N given by (m1 ⊗ n1,m2 ⊗ n2) = (m1,m2)(n1, n2)

satisfies (
∆(u)(m1 ⊗m2), n1 ⊗ n2

)
=
(
m1 ⊗m2,∆

′(τ1(u))(n1 ⊗ n2)
)
,

for u ∈ U,m1,m2 ∈M,n1, n2 ∈ N.
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We call such a bilinear form on M ⊗ N a J-polarization, as the difference on ∆

and ∆′ is caused by the Jµ’s.

Proof. This follows from direct computation. For example, we shall verify this for

u = Fi. Let m1 ∈Mµ and m2 ∈Mµ′ . By a direct computation, we have(
∆(Fi)(m1 ⊗ n1),m2 ⊗ n2

)
= (Fim1,m2)(n1, n2)

+ π
p(m1)
i (πiqi)

〈i,µ〉(m1,m2)(Fin1, n2), (4.12)

and(
m1 ⊗ n1,∆

′(q−1i KiEi)(m2 ⊗ n2)
)

=(m1, q
−1
i KiEim2)(n1, n2)

+ π
p(m2)
i (πiqi)

〈α∨i ,µ′〉(m1,m2)(n1, q
−1
i KiEin2).

(4.13)

By (4.11) and the definition of a polarization, (4.12) and (4.13) are equal.

Remark 4.25. To see why we need ∆′ in Lemma 4.24, we compute using ∆ in replace

of ∆′ that(
m1 ⊗ n1,∆(τ1(Ei))(m2 ⊗ n2)

)
= (m1, τ1(Ei)m2)(n1, n2) + π

p(m2)
i q

〈α∨i ,µ′〉
i (m1,m2)(n1, τ1(Ei)n2). (4.14)

In particular, if p(i) = 1 and 〈α∨i , µ′〉 6∈ 2Z, then (4.14) is not equal to (4.12).

For λ, µ ∈ X+, we define the U-module homomorphisms

χ(λ, µ) : V (λ+ µ)→ V (λ)⊗ V (µ), ηλ+µ 7→ ηλ ⊗ ηµ,

χ′(λ, µ) : V (λ+ µ)→ V (λ)⊗′ V (µ), ηλ+µ 7→ ηλ ⊗ ηµ,

γ(λ, µ) : V (λ)⊗ V (µ)→ V (λ+ µ), ηλ ⊗ ηµ 7→ ηλ+µ,

γ′(λ, µ) : V (λ)⊗′ V (µ)→ V (λ+ µ), ηλ ⊗ ηµ 7→ ηλ+µ.

(4.15)

Then γ(λ, µ) ◦χ(λ, µ) and γ′(λ, µ) ◦χ′(λ, µ) are the identity map on V (λ+µ). In

particular, V (λ)⊗ V (µ) = imχ⊕ ker γ and V (λ)⊗′ V (µ) = imχ′ ⊕ ker γ′. Note that

these maps, being U-module homomorphisms, commute with Kashiwara operators.

A key property of these maps is the following adjointness statement.
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Lemma 4.26. Let λ, µ ∈ X+. Let (−,−) denote the polarization on V (λ + µ) and

the J-polarization on V (λ)⊗ V (µ). Then we have

(γ(λ, µ)(w), v) = (w, χ′(λ, µ)(v)), (γ′(λ, µ)(w), v) = (w, χ(λ, µ)(v)),

for v ∈ V (λ+ µ) and w ∈ V (λ)⊗ V (µ).

4.5 Main statements and grand loop argument

Recall the definitions of L,L(λ),B,B(λ) given in §4.2. We are now ready to formulate

the main theorems on crystal bases for f and integrable modules V (λ).

Theorem 4.27. (L,B) is a crystal basis of f . Moreover, let x =
∑

n≥0 θ
(n)
i xn be the

i-string decomposition of x ∈ f . Then,

1. x ∈ L if and only if xn ∈ L for all n.

2. If x+ qL ∈ B, then x = θ
(n)
i xn mod qL for some n and xn + qL ∈ B.

3. If ẽjx = 0 for all j ∈ I then x = 0; if ẽjx 6= 0 then f̃j ẽjx = x.

Theorem 4.28. Let λ ∈ X+. Then (L(λ),B(λ)) is a crystal basis of V (λ).

Recall that we may view f naturally as a U−-module. For λ ∈ X+, we define the

U−-linear projection map

℘λ : f −→ V (λ), 1 7→ ηλ. (4.16)

Theorem 4.29. Let λ ∈ X+.

1. ℘λ(L) = L(λ);

(This induces a homomorphism ℘̂λ : L/qL → L(λ)/qL(λ).)

2. ℘̂λ sends {b ∈ B | ℘̂λ(b) 6= 0} isomorphically to B(λ);

3. if b ∈ B satisfies ℘̂λ(b) 6= 0, then ẽi℘̂λ(b) = ℘̂λ(ẽib).
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These statements are proved in [CHW2] using a modified version of Kashiwara’s

grand loop argument (cf. [Kas1, §4]). For λ, µ ∈ X+, recall the maps γ(λ, µ) and

χ(λ, µ) from (4.15). We also define a map

S(λ, µ) : V (λ)⊗ V (µ) −→ V (λ) (4.17)

by S(λ, µ)(u⊗ ηµ) = u and S(λ, µ)(V (λ)⊗
∑
fiV (µ)) = 0. This is a U−-linear map.

Therefore, we have a U−-linear map S(λ, µ) ◦ χ(λ, µ) : V (λ + µ) −→ V (λ) sending

ηλ+µ to ηλ.

Then let Λ(l) = {ζ ∈ Λ : ht ζ ≤ l}.

Theorem 4.30. Let Cl be the collection of the following statements.

(Cl.1) For ζ ∈ Λ(l),

ẽiLζ ⊆ L.

(Cl.2) For ζ ∈ Λ(l) and λ ∈ X+,

ẽiL(λ)λ−ζ′ ⊂ L(λ).

(Cl.3) For ζ ∈ Λ(l) and λ ∈ X+, ℘λLζ = L(λ)λ−ζ′.

(Cl.4) For ζ ∈ Λ(l), Bζ is a π-basis of Lζ/qLζ.

(Cl.5) For ζ ∈ Λ(l) and λ ∈ X+, B(λ)λ−ζ′ is a π-basis of L(λ)λ−ζ′/qL(λ)λ−ζ′.

(Cl.6) For ζ ∈ Λ(l − 1) and λ ∈ X+, f̃i(xηλ) ≡ (f̃ix)ηλ mod qL(λ) for x ∈ Lζ.

(Cl.7) For ζ ∈ Λ(l) and λ ∈ X+, ẽiBζ ⊂ B ∪ {0} and ẽiB(λ)λ−ζ′ ⊂ B(λ) ∪ {0}.

(Cl.8) For ζ ∈ Λ(l) and λ, µ ∈ X+,

χ(λ, µ)(L(λ+ µ)λ+µ−ζ′) ⊂ L(λ)⊗ L(µ).

(Cl.9) For ζ ∈ Λ(l) and λ, µ ∈ X+,

γ(λ, µ)
(

(L(λ)⊗ L(µ))λ+µ−ζ′
)
⊂ L(λ+ µ).
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(Cl.10) For ζ ∈ Λ(l) and λ, µ ∈ X+,

γ(λ, µ)
(

(B(λ)⊗ B(µ))λ+µ−ζ′
)
⊂ B(λ+ µ) ∪ {0} .

(Cl.11) For ζ ∈ Λ(l) and λ ∈ X+,

{b ∈ Bζ : ℘̂λ(b) 6= 0} → B(λ)λ−ζ′

is a bijection, where ℘̂λ is the map induced by ℘λ.

(Cl.12) For ζ ∈ Λ(l), λ ∈ X+ and b ∈ Bζ such that ℘̂λ(b) 6= 0, we have

ẽi℘̂λ(b) = ℘̂λ(ẽi(b)).

(Cl.13) For ζ ∈ Λ(l), λ ∈ X+ b ∈ B(λ)λ−ζ′ and b′ ∈ B(λ)λ−ζ′+i, b = f̃ib
′ if and only if

b′ = ẽib.

(Cl.14) For ζ ∈ Λ(l) and b ∈ B, if ẽib 6= 0 then b = f̃iẽib.

Then Cl holds for all l ∈ N.

In the case I = I0, Kashiwara (cf. [Kas1]) proved these statements via an induction

on l. These arguments can be adapted to our super setting, with the main change

being book-keeping for the power of π. We will abstain from stating the proofs

here, but the essential changes in the argument are stated in [CHW2]. While the

main coproduct used there is our ∆′, the statements stay the same except for minor

cosmetic changes for Lemma 5.2(2) and the proof of Lemma 5.7 in loc. cit..

4.6 Further properties of the polarization

Let us examine more closely the properties of the polarizations on L(λ) and on L.

We will say a π-basis B is π-orthonormal with respect to a bilinear form (−,−) if

(b, b′) = πεb,b′δb,b′ for some εb,b′ ∈ {0, 1}.
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Proposition 4.31. Let either (1) V = f and (L,B) = (L,B) or (2) V = V (λ) and

(L,B) = (L(λ),B(λ)) for λ ∈ X+. Let (−,−) be the polarization on V given in §4.1

or §4.4, accordingly. Then,

(i) (L,L) ⊆ A, and so it descends to a bilinear form

(−,−)0 : L/qL× L/qL→ Qπ, (x+ qL, y + qL)0 = (x, y)|q=0.

(ii) (f̃iu, v)0 = π
εi(u)
i (u, ẽiv)0 for u, v ∈ L/qL.

(iii) B is a π-orthonormal π-basis of L/qL with respect to (−,−)0.

(iv) L = {u ∈ V ; (u, L) ⊆ A}.

Proof. For notational simplicity and certainty, we will prove the case (2) in detail,

while the case (1) is entirely similar.

The same easy reduction as in the proof of [Kas1, Proposition 5.1.1] reduces the

proof of Parts (i) and (ii) to the verification of the following identity

(f̃iu, v) ≡ π
εi(u)
i (u, ẽiv) mod qA (4.18)

where u = F
(n)
i u0 ∈ L(λ)λ−ζ′+i′ , v = F

(m)
i v0 ∈ L(λ)λ−ζ′ with Eiu0 = Eiv0 = 0.

To that end, we have the following computation (compare [Kas1, (5.1.2)]):

(F
(n+1)
i u0, F

(m)
i v0) = δn+1,mq

m〈i,λ−ζ′〉+m2

i (E
(m)
i F

(m)
i u0, v0)

= δn+1,mπ
m2+(m+1

2 )
i q

m〈i,λ−ζ′〉+m2

i

[
〈i, λ− ζ ′〉+ 2m

m

]
qi,πi

(u0, v0)

≡ δn+1,mπ
(m2 )
i (u0, v0) mod qA,

where we have used
(
m+1
2

)
+ m2 ≡

(
m
2

)
mod 2. Therefore (f̃iu, v)0 = πm−1i (u, ẽiv)0.

Since m− 1 = n = εi(u), the identity (4.18) follows, and whence (i) and (ii).

Part (iii) follows by induction on weights and using Theorem 4.28 from the identity

(b, b′)0 = (f̃iẽib, b
′)0 = (ẽib, ẽib

′)0,
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where b, b′ ∈ B and i ∈ I is chosen such that ẽib ∈ B.

To prove (iv), it remains to verify that {u ∈ V ; (u,L) ⊆ A} ⊆ L thanks to (i).

Denote sgn(b) = (b, b)0. Suppose u ∈ V is a µ-weight vector such that (u, L) ⊆ A. By

Theorem 4.28 and the definition of crystal basis and π-basis, one can find B0
µ ⊂ Bµ

which is an honest Qπ-basis for Lµ/qLµ. Then u can be written as u =
∑

b∈B0
µ
cbub.

where ub + qL = b and cb ∈ Q(q). Assume u /∈ L. Then there exists a minimal

r ∈ Z>0 such that qrcb ∈ A for all b ∈ Bµ. Since (u, L) ⊂ A, we have in particular

that (u, sgn(b)qr−1ub) ∈ A. On the other hand, since (ub, ub′) ∈ qA for b 6= b′, we

compute that (u, sgn(b)qr−1ub) ∈ qr−1cb + A for all b, whence qr−1cb ∈ A for all b,

contradicting the minimality of r. This completes the proof of the proposition.

Remark 4.32. In contrast to the usual quantum group setting in [Kas1, Lu4], (−,−)0

here is not positive definite in general, as it could happen that (b, b)0 = π for some

crystal basis element. In particular, the well-known characterization in the usual

quantum group setting that an element u lies in the crystal lattice if and only if

(u, u) ∈ A fails in our super setting in general; see Example 4.33.

Example 4.33. Let U be the quantum osp(1|4), with I = {1,2} (where 1 is the odd

simple root). Then

p(1) = 1, p(2) = 0;

1 · 1 = 2, 1 · 2 = 2 · 1 = −2, 2 · 2 = 4.

Then f̃ 4
1 f̃2 · 1 = θ

(4)
1 θ2 and f̃ 3

1 f̃2f̃1 · 1 = θ
(3)
1 (θ2θ1 − q2θ1θ2) + q2θ

(4)
1 θ2 (these will be

canonical basis elements as developed in Section 4.8). A direct computation shows

that (
θ
(3)
1 (θ2θ1 − q2θ1θ2), θ

(4)
1 θ2

)
= 0,

and also (
θ
(4)
1 θ2, θ

(4)
1 θ2

)
= (πq)6([4]!q,π)−1 ∈ 1 + q2Zπ[[q]],(

θ
(3)
1 (θ2θ1 − q2θ1θ2), θ

(3)
1 (θ2θ1 − q2θ1θ2)

)
= (πq)3([3]!q,π)−1(1− q4) ∈ π + q2Zπ[[q]].
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It follows that

1.
(
f̃ 4
1 f̃2 · 1, f̃ 4

1 f̃2 · 1
)

= 1 mod q2Zπ[[q]];

2.
(
f̃ 3
1 f̃2f̃1 · 1, f̃ 3

1 f̃2f̃1 · 1
)

= π mod q2Zπ[[q]];

3. (f̃ 4
1 f̃2 · 1, f̃ 3

1 f̃2f̃1 · 1) = q2 mod q4Zπ[[q]].

Now (1) and (2) provide us an example that the squared norm of (canonical basis)

elements in B of the same weight do not have uniform sign. Combined with (3), this

implies that L ( {u ∈ f |(u, u)P ∈ A}, since q−1(1 − π)(f̃ 4
1 f̃2 · 1 + f̃ 3

1 f̃2f̃1 · 1) belongs

to the right-hand side, but not to L.

Now let us compare the bilinear forms on L(λ) and L. Let us introduce the

following notation. For λ ∈ X+, we say λ� 0 with respect to ζ ∈ N[I] if 〈i, λ− ζ ′〉 >

0 for all i ∈ I.

Proposition 4.34. For given x, y ∈ Lζ, take λ � 0 with respect to ζ. Then

(x−ηλ, y
−ηλ)0 = (x, y)P, 0, where (−,−)P, 0 is the induced bilinear form on L/qL.

Proof. This is obvious for ζ = 0. We proceed by induction on the height of ζ. We

can write x = θix
′ for some i ∈ I. Then

(x−ηλ, y
−ηλ) = (x′−ηλ, q

−1
i K̃iEiy

−ηλ)

=
(
x′−ηλ,

J̃iK̃
2
i ir(y)− − ir(y)−

πiq2i − 1
ηλ

)
=

(πiq
2
i )
〈i,λ+ζ′+i〉

πq2i − 1
(x′−ηλ, ir(y)−ηλ) +

1

1− πiq2i
(x′−ηλ, ir(y)−ηλ).

Hence, by induction and the assumption λ� 0, we have

(x−ηλ, y
−ηλ)0 = (x′−ηλ, ir(y)−ηλ)0 = (x′, ri(y))0 = (x, y)0.

The proposition is proved.

A similar argument directly relates the polarization on modules with the bilinear

form {−,−}. By limλ→∞, we mean the limit as mini∈I 〈λ, i〉 → ∞.
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Proposition 4.35. Let x, y ∈ f . Then limλ→∞(x−ηλ, y
−ηλ) = {x, y} in the q-adic

norm.

Proof. Recall from §2.3 a defining property of {−,−} is that

{θi, θi} {x, ir(y)} = {θix, θiy} .

We have (πiq
2
i )
〈i,λ+|y|′+i′〉 → 0 in the q-adic norm as λ 7→ +∞; so using the

computations in the proof of Proposition 4.34, we find that

lim
λ 7→∞

(xηλ, yηλ) =
1

1− πiq2i
{x′, E ′i(y)} = {θi, θi} {x′, ir(y)} = {x, y} .

We note finally the following result, which follows from the %-invariance of (−,−)

on f .

Proposition 4.36. For x, y ∈ f , we have

(%(x), %(y))P = (x, y)P . (4.19)

The fact that %(L|π=1) = L|π=1 follows easily from (4.19) and the orthonor-

mality characterization of crystal lattice in the standard quantum group setting

[Kas1]. While such orthonormality characterization fails in general as noted in Re-

mark 4.32(2), the %-stable property of the crystal lattice remains to be true. This

will require us to use the twistor isomorphism defined in §2.5.

4.7 Twistors and the crystal structure

We let A[t] = Q(t)⊗Q A, the subring of Q(q, t)π of rational functions with no poles

at q = 0, and set L[t] = A[t]⊗AL ⊂ f [t]. The isomorphism X from §2.5, which sends

q 7→ t−1q and π 7→ −π, clearly preserves the Q(t)-algebra A[t].

Lemma 4.37. The following properties hold:
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1. X(θ
(n)
i ) = θ

(n)
i for n ≥ 1;

2. ir(X(x)) = tφ(i,|x|−i)X(ir(x)) for all homogeneous x ∈ f [t] and i ∈ I;

3. Let x ∈ f [t]ν with its i-string decomposition x =
∑

n≥0 θ
(n)
i xn with ir(xn) = 0

for a given i ∈ I. Then X(x) has the following i-string decomposition

X(x) =
∑
n≥0

tφ(ni,ν)−n
2diθ

(n)
i X(xn).

Proof. First note we have

X ([n]qi,πi) = [n]t−1
i qi,(−1)p(i)πi = tn−1i [n]qi,πi , θi ∗ θn−1i = tn−1i θni

We prove (1) by induction on n. The case when n = 1 is clear. Assume X(θ
(n−1)
i ) =

θ
(n−1)
i . By definition of the divided power, we have

X(θ
(n)
i ) = X

(
[n]−1qi,πiθiθ

(n−1)
i

)
= t1−ni [n]−1qi,πi X(θi) ∗ X

(
θ
(n−1)
i

)
= t1−ni [n]−1qi,πit

n−1
i θiθ

(n−1)
i = θ

(n)
i .

Next, (2) is immediate from Lemma 2.24 and Proposition 2.22. Finally, we prove

(3). Such an identity for X(x) follows by the definition of X and (1), and the claim

that this is an i-string decomposition follows from (2).

Proposition 4.38. The isomorphism X preserves the lattice L[t], i.e., X(L[t]) =

L[t]. Furthermore, X induces an isomorphism X0 on L[t]/qL[t] such that

X0(x) = t`(x)x ∀x ∈ B,

where `(x) is some integer depending on x.

Proof. We first observe that X(L[t]) ⊆ L[t], as this follows from using induction on

height along with Theorem 4.27(1) and (3), and Lemma 4.37(3). On the other

hand, Lemma 4.37 can be rewritten in terms of X−1 (essentially by replacing t with
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t−1 in (2) and (3)) and so a similar argument shows X−1(L[t]) ⊆ L[t]. Therefore

X(L[t]) = L[t].

Let x + qL[t] ∈ B. We proceed by induction on the height of x. First note that

X0(1 + qL[t]) = 1 + qL[t] and X0(π + qL[t]) = −π + qL[t], so the proposition holds

with `(1 + qL[t]) = 0 and `(π + qL[t]) = 2.

If ht|x| ≥ 1, then by Theorem 4.27(2) and (3), there is an i ∈ I such that we can

write x + qL[t] = θ
(n)
i xn + qL[t] with xn + qL[t] ∈ B and n > 0. Then by induction

on the height and Lemma 4.37(3), we have

X0(x+ qL[t]) = tφ(ni,ν)−n
2di+`(xn+qL[t]π)x+ qL[t].

The proposition is proved.

Now we can prove the % invariance of the crystal lattice.

Proposition 4.39. The involution % preserves L, i.e., %(L) = L.

Proof. Since 1
2
∈ A, we note that

L = ε+L ⊕ ε−L ∼= L|π=1 ⊕ L|π=−1.

We similarly have a decomposition % = %+ ⊕ %− where %±(x) = %(ε±x), and by

definition we see that under the isomorphism ε±f [t] ∼= f [t]|π=±1, %± corresponds to

%|π=±1.

Since it is known [Kas1, Lu4] that %π=1(L|π=1) = L|π=1, it suffices to show that

%|π=−1(L|π=−1) = L|π=−1.

Since X(π) = −π, we have X(L[t]|π=1) = L[t]|π=−1. Let x ∈ L|π=−1. Since

x ∈ L|π=−1 ⊂ L[t]|π=−1, by Proposition 2.23 we have

%|π=−1(x) = (−1)
N(|x|)

2
+p(|x|)X%|π=1X

−1(x) ∈ L[t]|π=−1.

On the other hand, by definition we have %(x) ∈ f |π=−1, and hence

%|π=−1(x) ∈ L[t]|π=−1 ∩ f |π=−1 = L|π=−1.
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The proposition is proved.

4.8 Canonical bases

Recall the integral form Af of f . It is easy to see that Af is stable under and ir

whence Af is stable under Kashiwara operators ẽi and f̃i; therefore

x =
∑
n≥0

θ
(n)
i xn ∈ Af and e′ixn = 0 =⇒ xn ∈ Af−.

Let A(θni f) = θni f ∩ Af . Then

A(θni f) =
∑
k≥n

θ
(k)
i Af , for n ≥ 0.

Moreover, x =
∑
θ
(k)
i xk ∈ A(θni f) if and only if uk = 0 for k < n. Set AL = L ∩ Af .

Then AL is stable under the Kashiwara operators ẽi and f̃i. Therefore, B ⊂ AL/qAL ⊂

L/qL.

Let AZ be the Zπ-subalgebra of Q(q)π generated by q and (1−(πq2)n)−1 for n ≥ 1.

Letting KZ be the subalgebra generated by AZ and q−1, we have AZ = A∩KZ. Then

we see that (Af , Af)P ⊂ KZ, whence (AL, AL)P ⊂ AZ. Therefore, (−,−)P, 0 is Zπ-

valued on AL/qAL, and AL/qAL is a free Zπ-module with π-basis B.

Recall AV (λ) = Afηλ. Then AV (λ) is a Af -module. We set also, for n ≥ 0,

A(F n
i V (λ)) = A(θni f)−ηλ =

∑
k≥n

F
(k)
i AV (λ).

Note that AV (λ) and A(F n
i V (λ)) are bar-invariant.

Let AL(λ) = AV (λ) ∩ L(λ). Since L(λ) = ℘λ(L) we have

AL(λ) ⊂ ℘λ(AL)

and so B(λ) ⊂ AL(λ)/qAL(λ) ⊂ L(λ)/qL(λ).

The following is a π-analogue of [Kas1, Lemma 6.1.14].
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Lemma 4.40. Let λ ∈ P , i ∈ I, and u ∈Mλ for an integrable U-module M . Assume

n = −〈α∨i , λ〉 ≥ 1. Then we have

u = π
(n2)
i

∑
k≥n

(−1)k−n
[
k − 1
k − n

]
qi,πi

F
(k)
i E

(k)
i u.

Proof. We may assume u = F
(m)
i v with v ∈ ker ei ∩Mλ+mαi with m ≥ n. Then

∑
k≥n

(−1)k−n
[
k − 1
k − n

]
qi,πi

F
(k)
i E

(k)
i u

=
∑
k≥n

(−1)k−n
[
k − 1
k − n

]
qi,πi

F
(k)
i E

(k)
i F

(m)
i v

=
∑

m≥k≥n

π
km+(k+1

2 )
i (−1)k−n

[
k − 1
k − n

]
qi,πi

[
k +m− n

k

]
qi,πi

F
(k)
i F

(m−k)
i v

=
∑

m≥k≥n

π
km+(k+1

2 )
i (−1)k−n

[
k − 1
k − n

]
qi,πi

[
k +m− n

k

]
qi,πi

[
m
k

]
qi,πi

· F (m)
i v.

By a change of variables with t = k − n and r = m− n, we have∑
m≥k≥n

π
km+(k+1

2 )
i (−1)k−n

[
k − 1
k − n

]
qi,πi

[
k +m− n

k

]
qi,πi

[
m
k

]
qi,πi

=
r∑
t=0

(−1)tπ
(t+n)(r+n)+(t+n+1

2 )
i

[
t+ n− 1

t

]
qi,πi

[
t+ r + n

r

]
qi,πi

[
r + n
t+ n

]
qi,πi

.

The proof is completed by applying (2.12).

Proposition 4.41. Let M ∈ Oint and AM a AU-weight submodule of M . Let λ ∈ X

and i ∈ I. Suppose n = −〈i, λ〉 ≥ 0. Then

AMλ =
∑
k≥n

F
(k)
i AMλ+ki′ .

Proof. The lemma implies that AMλ ⊆
∑

k≥n F
(k)
i AMλ+i′ . The reverse inclusion is

clear.

Theorem 4.42. Let us consider the following collection (Gl) of statements for l ≥ 0.
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(Gl.1) For any ζ ∈ Λ(l),

Afζ ∩ AL ∩ AL → ALζ/qALζ

is an isomorphism.

(Gl.2) For any ζ ∈ Λ(l),

AV (λ)λ+ζ′ ∩ AL(λ) ∩ AL(λ)→ AL(λ)λ+ζ′/qAL(λ)λ+ζ′

is an isomorphism.

Let G,Gλ be the inverses of these isomorphisms.

(Gl.3) For any ζ ∈ Λ(l), n ≥ 0, and b ∈ f̃ni (Bζ+ni),

G(b) ∈ fni f .

Then (Gl) holds for each l ≥ 0.

The rest of this chapter is dedicated to the proof of this theorem. Note that when

l = 0, these statements are obvious. We shall prove Gl by induction on l, so assume

l > 0 and Gl−1 holds.

Lemma 4.43. For ζ ∈ Λ(l − 1) we have

Afζ ∩ AL =
⊕
b∈Bζ

Zπ[q]G(b),

Afζ =
⊕
b∈Bζ

Zπ[q, q−1]G(b),

AV (λ)λ+ζ′ ∩ L(λ) =
⊕

b∈B(λ)λ+ζ′

Zπ[q]Gλ(b),

AV (λ)λ+ζ′ =
⊕

b∈B(λ)λ+ζ′

Zπ[q, q−1]Gλ(b).

Proof. This follows from [Kas1, Lemma 7.1.1] applied to the π = ±1 cases and

(Gl−1.1)-(Gl−1.2).
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Lemma 4.44. For ζ ∈ Λ(l − 1), b ∈ AL/qAL, and λ ∈ P+,

G(b)−ηλ = Gλ(℘̂λb).

Lemma 4.45. For ζ ∈ Λ(l − 1) and b ∈ AL/qAL, we have

G(b) = G(b).

Proof. Set Q = G(b)−G(b)
πq−q−1 . Then Q ∈ (Af)ζ ∩ qAL ∩ AL, and hence Q = 0.

The remaining components of the inductive proof of (Gl.1)-(Gl.3) proceed just as

in [Kas1, §7.4-7.5]. We summarize the main theorem on canonical bases.

Theorem 4.46. 1. B = {G(b) | b ∈ B} forms a bar-invariant π-basis for Af .

2. For every λ ∈ P+, G(b)ηλ = Gλ(℘̂λb). Moreover, B(λ) = {Gλ(b) | b ∈ B(λ)}

forms a bar-invariant π-basis for AV (λ).

We shall freely identify B(λ) with {b ∈ B | b−ηλ 6= 0}.

Our canonical basis is a π-basis, but not a genuine basis in general. We do not

regard this as a defect of our construction though as this is completely natural from

the viewpoint of categorification ([HW]): π corresponds to “spin” (i.e., a parity shift

functor Π), each (projective) indecomposable module M comes from two “spin states”

{M,ΠM}, and there is no preferred choice among M and ΠM a priori.

Example 4.47. Assume that I1 contains i, j such that aij = aji = 0. Then FiFj =

πFjFi. Both FiFj and FjFi are canonical basis elements in U−, and there is no

preferred choice among the two.

Specializing π = 1 yields the usual canonical basis of Lusztig and Kashiwara, while

specializing π = −1 yields a (signed) canonical basis for the half quantum supergroup.

Even though we have established a connection on the level of crystal lattices and

crystal bases, it is somewhat surprising to see that X allows us to establish a direct

and precise link between the canonical bases for the two specializations. Recall `(·)
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from Proposition 4.38, which is integer-valued but may not be even-integer-valued in

general.

Theorem 4.48. For any b ∈ B, we have

X(G(b)) = t`(b)G(b).

In particular, X(G(b)|π=1) is proportional to G(b)|π=−1.

Proof. It follows by Lemma 2.22 that X(G(b)) is bar-invariant. It follows by the

definition of the maps and Proposition 4.38 that

X(G(b)) + qL[t] = X(b) = t`(b)b.

Therefore, t−`(b)X(G(b)) = G(b) and thus X(ε+G(b)) = ε−t`(b)G(b).

Example 4.49. Let (I, ·) be the super Cartan datum associated to osp(1|4) with

I = {1,2} (where 1 is the odd simple root). Then

p(1) = 1, p(2) = 0;

1 · 1 = 2, 1 · 2 = 2 · 1 = −2, 2 · 2 = 4;

Furthermore, we can take a choice of φ in Definition 2.18 such that

φ(1,1′) = 1, φ(1,2′) = 0, φ(2,1′) = −2, φ(2,2′) = 2.

It is an easy computation that

f̃1f̃2f̃11 = θ1(θ2θ1 − q2θ1θ2) + q2θ
(2)
1 θ2.

In particular, G(f̃1f̃2f̃11 + qL) = θ1θ2θ1, and X
(
G(f̃1f̃2f̃11 + qL)

)
= t−1θ1θ2θ1.

On the other hand, G(f̃1f̃1f̃21) = θ
(2)
1 θ2 and X(G(f̃1f̃1f̃21)) = θ

(2)
1 θ2. In particu-

lar, note that `(b) is not constant on Bν for ν ∈ N[I].

Lastly, we note the following additional properties of B.
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Lemma 4.50. Let (−,−) be the polarization on V (λ).

1. We have (AV (λ), AV (λ)) ⊂ A.

2. (b−ηλ, b
′−ηλ) ∈ sgn(b)δb,b′ + qZ[q]π for any b, b′ ∈ B.

3. For b ∈ B, either %(b) = b or %(b) = πb, so in particular %(B) = B.

4. bηλ = 0 if and only if b ∈ Afθ
(n)
i for some i ∈ I and n ≥ 〈i, λ〉+ 1.

Proof. (1) and (2) are proved analogously to [Lu4, Proposition 19.3.3].

For (3), it is known that B|π=1 is ρ-invariant ([Lu4, Theorem 14.4.3(c)]). By

Proposition 2.23, %X and X% are equal up to a sign. Then X(%(b)) = st`(b)%(b), where

s = ±1. But then using %-invariance of the canonical basis when π = 1,

t`(b)ε−b = X(ε+b) = X(%(ε+b)) = ςt`(b)ε−%(b).

Since −ε− = πε−, %(ε−b) = ε−b or ε−πb. Therefore, %(b) = b or %(b) = πb, as claimed.

Finally, we note that X(f [t]θni ) ⊂ f [t]θni , the statement of (4) holds for B|π=1

(cf. [Lu4, Theorem 14.4.11]), and we have X(ε±b) = t`(b)ε∓b. Combining these facts

proves (4) for B|π=−1 and hence for B.
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Chapter 5

The modified form of U

5.1 The modified form

Definition 5.1. The modified quantum covering group U̇ associated to the root da-

tum (Y,X, I, ·) is the associative Q(q)π-algebra without unit on symbols x1λ and 1λx

for x ∈ U and λ ∈ X satisfying the relations

x1λy1η = δλ,η+|y|(xy)1λ, x1λ = 1λ+|x|x for all homogeneous x, y ∈ U, λ ∈ X,

Kν1λ = q〈ν,λ〉1λ, Jν1λ = π〈ν,λ〉1λ for all ν ∈ Y, λ ∈ X.

Remark 5.2. A version of U̇ was defined in [CFLW, ClW] in different ways. In

[CFLW, Definition 4.2], the modified form is defined using generators 1λ, Ei1λ and

Fi1λ for i ∈ I and λ ∈ X satisfying certain relations; it is straightforward to see that

this is equivalent to our definition. In [ClW, §6.1], a rank one modified form is defined

using certain quotients of U in direct parallel to the definition in [Lu4, §23.1]. This

construction can be generalized to higher rank, and results in an algebra isomorphic

to our definition.

The algebra U̇ is naturally a π-free U-bimodule under the following action: for

x, y, z ∈ U, we set

x(y1λ)z = (xyz)1λ−|z|.

We note the following commutation relations which may be deduced from Lemma

3.7.
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Lemma 5.3. We have the following identities in U̇:

E
(N)
i 1λF

(M)
i =

∑
t

π
MN−(t+1

2 )
i F

(M−t)
i

[
M +N + 〈i, λ〉

t

]
qi,πi

1λ+2N+2M−2tE
(N−t)
i ,

F
(N)
i 1λE

(M)
i =

∑
t

(−1)tπ
(M−t)(N−t)−t2
i E

(M−t)
i

[
M +N − 〈i, λ〉

t

]
qi,πi

1λ−2N−2M+2tF
(N−t)
i ,

E
(N)
i F

(M)
j 1λ = πMNp(i)p(j)F

(M)
j E

(N)
i 1λ if i 6= j.

The next proposition shows that the various algebra (anti)automorphisms on U

we have previously defined have analogous (anti)automorphisms on U̇ which are com-

patible with the bimodule presentation.

Proposition 5.4.

1. There exists a Q(q)π-algebra automorphism ω of U̇ satisfying

ω(x1λ) = ω(x)1−λ.

2. There exists a Q(q)π-algebra antiautomorphism % of U satisfying

%(x1λ) = 1−λ%(x).

3. There exists a Qπ-algebra involution of U̇ satisfying

x1λ = x1λ.

4. There exists a Qπ-algebra involution † of U̇ satisfying

(x1λ)
† = x†1λ.

5. Let U̇[t] = Q(q, t)π ⊗Q(q)π U̇. There is an automorphism X : U̇[t]→ U̇[t] such

that X(u1λu
′) = X(u)1λX(u′) for u, u′ ∈ Û[t].

Proof. This follows as an elementary consequence of the existence of these maps on

U and the U-module structure on U̇. In particular, for X, we note that there is a

natural Û[t] on U̇[t] given by extending the U-action via TνΥµ1λ = t〈ν,λ〉+φ(µ,λ)1λ.
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From the triangular decomposition of U, U has a π-basis consisting of elements

of the form b+JµKνb
′− where (b, b′) ∈ B ×π B (where here we are using the notation

from (3.28)) and µ, ν ∈ Y . Since

(b+JµKνb
′−)1λ = π〈µ,λ1〉q〈ν,λ1〉b+1λ1b

′−,

where λ1 = λ − |b′|, we see that {b+1λb
′− : (b, b′) ∈ B×π B} forms a π-basis of U̇,.

Similarly, {b−1λb
′+ : (b, b′) ∈ B×π B} forms a π-basis of U̇. In fact, these elements

span an integral form of U̇.

Lemma 5.5.

1. The A-submodule of U̇ spanned by the elements x+1λx
′− (with x, x′ ∈ Af)

coincides with the A-submodule of U̇ spanned by the elements x−1λx
′+ (with

x, x′ ∈ Af). We denote it by ˙AU.

2. The elements {b+1λb
′− : (b, b′) ∈ B×π B} (resp. {b−1λb

′+ : (b, b′) ∈ B×π B})

form a π-basis of ˙AU.

3. ˙AU is a A-subalgebra of U̇ which is generated by the elements E
(n)
i 1λ and F

(n)
i 1λ

for i ∈ I, n ≥ 0, and λ ∈ X.

Proof. Recall that Af is the Z[q, q−1]π generated by θ
(n)
i for i ∈ I and n ≥ 0, and so

repeated application of Lemma 5.3 implies (1) and (3). (2) follows from the triangular

decomposition of U̇.

Now let us examine the connection between the representation theory of U and

U̇. We have the following natural family of U̇-modules.

Definition 5.6. A U̇-module M is called unital if for any m ∈ M , m =
⊕

λ∈X 1λm

with 1λm = 0 for all but finitely many λ ∈ X.

Unital U̇-modules may naturally be viewed as weight U-modules by interpreting

the idempotent 1λ as a projection onto the λ-weight space. More precisely, any
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unital U̇-module M is a weight U-module under the action x ·m =
∑

λ∈X x1λm, and

similarly any weight U-module M is a unital U̇-module via x1λm = xmλ, where mλ

is the orthogonal projection of m to the Mλ weight space.

The algebra U̇ does not admit a natural co-product, as any candidate would

require an infinite sum (cf. [Lu4, §23.1.5]). However, since unital modules and weight

modules are equivalent, the Hopf structure on U imposes a unital U̇-module structure

on the tensor product of weight modules.

In fact, the structure of U̇ is intimately related to tensor products of modules.

Recall that the Verma module M(λ) is isomorphic to f as a free Q(q)π-module. We

shall now describe a generalization of this identification to U̇.

Proposition 5.7. Let λ, λ′ ∈ X. The Q(q)π-linear map

ðλ,λ′ : U̇1λ−λ′ →M(λ)⊗ ωM(λ′), u 7→ u(1⊗ 1) (5.1)

is an isomorphism. Similarly, the A-linear map

Aðλ,λ′ : ˙AU1λ−λ′ → AM(λ)⊗A
ω
AM(λ′), u 7→ u(1⊗ 1) (5.2)

is an isomorphism.

Proof. The U-module M(λ) ⊗ ωM(λ′) is naturally a weight U-module, hence a U̇-

module. As it will often be convenient, we will use the Q(q)π-module identification

M(λ)⊗ ωM(λ′) = f ⊗ f .

From the triangular decomposition of U̇, the elements b+b′−1ζ with (b, b′) ∈ B ×π B

and ζ ∈ X comprise a π-basis of U̇. Likewise, the canonical basis of f induces a

π-basis B⊗ B = {b⊗ b′ | (b, b′) ∈ B×π B} on f ⊗ f .

If ζ = λ−λ′, then since a π-basis over Q(q)π is in particular a Q(q)-basis, we have

b+b′−1ζ(1⊗ 1) = b+(b′ ⊗ 1) = πp(b
′)p(b)b′ ⊗ b+

∑
cb′1,b1b

′
1 ⊗ b1, (5.3)



96

where cb′1,b1 ∈ Q(q) are constants, ν = |b|, and the sum is over (b1, b
′
1) ∈ B ×π B

such that ht|b1| < ht|b|, ht|b′1| < ht|b′| and b′1 belongs to the U̇-submodule of M(λ)

generated by b′. Moreover, since B ⊂ AU, the left-hand side of (5.3) lies in Af ⊗A Af

and hence we have cb′1,b1 ∈ Z[q, q−1].

Similarly, from the triangular decomposition of U̇, the elements b−b′+1ζ comprise

a π-basis of U̇. If ζ = λ− λ′, then

b−b′+1ζ(1⊗ 1) = b−(1⊗ b′) = b⊗ b′ +
∑

cb1,b′1b1 ⊗ b
′
1, (5.4)

where c′b1,b′1
∈ Z[q, q−1] are constants and the sum is over b1, b

′
1 ∈ B ×π B such that

ht|b1| < ht|b|, ht|b′1| < ht|b′| and b′1 belongs to the U̇-submodule of ωM(λ′) generated

by b′.

In either case, note that the transition matrix between the π-basis B ⊗ B and

the elements {b−b′+1ζ(1⊗ 1) | b, b′ ∈ B×π B} is upper unitriangular with entries in

Z[q, q−1], hence the latter is also a π-basis.

Now let us examine the relationship between the modules N(λ, λ′) from (3.15)

and M(λ) ⊗ ωM(λ′). Let ζ ∈ X and let a =
∑

i aii, a
′ =

∑
i a
′
ii ∈ N[I] such that

〈i, ζ〉 = a′i − ai for all i ∈ I. We define the ideals

P (ζ, a, a′) =
∑
i,n>ai

U̇F
(n)
i 1ζ +

∑
i,n>a′i

U̇E
(n)
i 1ζ ,

AP (ζ, a, a′) =
∑
i,n>ai

˙AUF
(n)
i 1ζ +

∑
i,n>a′i

˙AUE
(n)
i 1ζ .

(5.5)

Proposition 5.8. Let λ, λ′ ∈ X+ and set ai = 〈i, λ〉, a′i = 〈i, λ′〉 for all i ∈ I. Set ζ =

λ′ − λ, a =
∑

i aii ∈ N[I], and a′ =
∑

i a
′
i ∈ N[I]. The map u 7→ u(ηλ ⊗ ξ−λ′) defines

a surjective linear map U̇ → N(λ, λ′) with kernel equal to P (ζ, a, a′). Moreover,

restriction of this map to ˙AU gives a surjective linear map ˙AU → AN(λ, λ′) with

kernel equal to AP (ζ, a, a′).

Proof. Let T (resp. T ′) be the kernel of the canonical homomorphism of U-modules

f = M(λ)→ V (λ) (resp. f = ωM(λ′)→ ωV (λ′)). Then by Theorem 4.46 and Lemma
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4.50 (4), T (resp. T ′) is generated by b ∈ B such that b ∈ Afθ
(n)
i for some n ≥ ai

(resp. n ≥ a′i).

Then taking tensor products, we obtain the surjective homomorphism

M(λ)⊗ ωM(λ′)→ N(λ, λ′).

The kernel of this map is the subspace T ⊗ f + f ⊗ T ′.

Let D(λ) = B \B(λ). Now by the triangular decomposition, the description of T ,

and (5.3), ðλ,λ′ maps the subspace∑
b∈D(λ),b′∈B

Q(q)πb′+b−1ζ =
∑
i,n>ai

U̇F
(n)
i 1ζ

onto the subspace ∑
b∈D(λ),b′∈B

Q(q)πb⊗ b′ = T ⊗ f .

Similarly by the triangular decomposition, the description of T ′, and (5.4), ðλ,λ′ maps

the subspace ∑
b∈B,b′∈D(λ′)

Q(q)πb−b′+1ζ =
∑
i,n>ai

U̇E
(n)
i 1ζ

onto the subspace ∑
b∈B,b′∈D(λ′)

Q(q)πb⊗ b′ = f ⊗ T ′.

We note that replacing everything with the integral form in the preceding argument

does not effect the argument, which finishes the proof.

We now note that each module N(λ, λ′) comes equipped with a π-basis. Indeed,

the elements

B(λ)⊗ B(λ′) =
{
b+ξ−λ ⊗ b′−ηλ′ : b× b′ ∈ B(λ)×π B(λ′)

}
(5.6)

form a π-basis of N(λ, λ′). They generate a Z[q]π-submodule L = L(λ, λ′) and a

A-submodule AL.
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5.2 A bar involution on N(λ, λ′)

Recall the quasi-R-matrix Θ =
∑

ν∈N[I] Θν from §3.7. We recall in particular that Θ

lives in a suitable completion of U⊗U, and that (in this completion) we have

∆(u)Θ = Θ∆(u), ΘΘ = 1.

where : U⊗U→ U⊗U is the map x⊗ y = x⊗ y.

Let M and M ′ be weight modules such that ωM ∈ O or M ′ ∈ O. Then since

Θν ∈ U+
ν ⊗U−, given any x ∈ M ⊗M ′, we must have Θνx = 0 for all but a finite

number of ν ∈ N[I]. Then by regarding M ⊗M ′ as a U ⊗ U-module, Θ defines a

linear map Θ : M ⊗M ′ →M ⊗M ′ by m⊗m′ 7→
∑

Θν(m⊗m′). This is well-defined

because only finitely many terms may be non-zero, and we see that

∆(u)Θ(m⊗m′) = Θ(∆(u)m⊗m′).

In particular, suppose that M and M ′ are equipped with bar-involutions : M →M

and : M ′ → M ′ such that um = um and um′ = um′ for all u ∈ U, m ∈ M and

m′ ∈M ′. Then

∆(u)Θ(m⊗m′) = Θ(∆(u)m⊗m′),

where = ⊗ : M ⊗M ′ →M ⊗M ′.

Theorem 5.9. Let λ, λ′ ∈ X and consider the Verma modules M(λ) and M(λ′). Set

M = M(λ) ∈ O and M ′ = ωM(λ′) ∈ C. Then Θ is a well defined map on M ⊗M ′

which leaves stable the A-submodule AM ⊗A (ωAM
′).

Proof. The proof of this result is essentially the same as in [Lu4, Prop 24.1.4], but

we shall state it here for completeness.

Since the ambient space of M(λ) and M(λ′) is f , there are well defined maps

: M → M and : M ′ → M ′. On the other hand, M(λ) and ωM(λ′) may be

identified as U-modules with certain quotients of U such that the bar involution on
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U induces those on M and M ′, whence um = um and um′ = um′ for u ∈ U, m ∈M

and m′ ∈M ′. Then we set = ⊗ : M ⊗M ′ →M ⊗M ′.

Now let us identify M(λ) and ωM(λ′) with f . We note that by definition, 1 = 1

in M and M ′. Moreover, Θ(1⊗ 1) = 1⊗ 1. Then we have

u(1⊗ 1) = Θ(u(1⊗ 1)).

Since the ambient space of AM(λ) and ω
AM(λ′) is Af , which is bar-invariant, we

see that AM(λ) ⊗A (ωAM(λ′)) is stable under . Take x ∈ AM(λ) ⊗A (ωAM(λ′)), and

set x′ = x ∈ AM(λ)⊗A (ωAM(λ′)).

On the other hand, the isomorphism ˙AU1λ′−λ → AM(λ)⊗A (ωAM(λ′)) implies there

is a u′ ∈ ˙AU1λ−λ′ such that u′(1⊗1) = x′. There is also a u = u′ ∈ ˙AU1λ−λ′ . Therefore,

x = x′ = u′(1⊗ 1) = u(1⊗ 1), and so Θ(x) = u(1⊗ 1) ∈ AM(λ)⊗A (ωAM(λ′)).

Remark 5.10. In fact, it can be shown that the conclusion of the theorem holds for

any “sufficiently nice” choice of module M ′; that is, one possessing a basis analogous

to B, B(λ). (These are what Lusztig calls “based modules”, (cf. [Lu4, §27] which

we do not develop here.) This was recently observed by Bao and Wang [BW] in the

Drinfeld-Jimbo quantum group setting; the proof amounts to observing that the module

is “approximately cyclic” and generalizing the above proof. We note that the proof

their transfers over almost word for word to the covering quantum group setting.

This immediately implies the following corollary.

Corollary 5.11. The map Θ leaves stable the A-submodule AN(λ, λ′) (respectively

AN
′(λ, λ′)) of N(λ, λ′) (respectively N ′(λ, λ′)).

Let : V (λ′) → V (λ′) be the unique Qπ-linear involution such that uηλ′ = uηλ′

for all u ∈ U; similarly, let : ωV (λ) → ωV (λ) be the unique Qπ-linear involution

such that uξ−λ = uξ−λ for all u ∈ U. Let = ⊗ : N(λ, λ′)→ N(λ, λ′).
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Since the maps Θ, : N(λ, λ′) → N(λ, λ′) are well-defined, let Ψ = Θ ◦ . Then

note that

Ψ(∆(u)m⊗m′) = Θ(∆(u)m⊗m′) = ∆(u)Θ(m⊗m′) = ∆(u)Ψ(m⊗m′),

and that Ψ2 = 1, from whence we call Ψ the bar-involution on N(λ, λ′).

5.3 The canonical basis of N(λ, λ′)

Now we have the necessary machinery to define a canonical basis on each module

N(λ, λ′) using the bar-involution Ψ and the π-basis B(λ) ⊗ B(λ′). First, we present

an analogue of [Lu4, §24.2] in the covering setting.

Lemma 5.12. Let H be a set with a partial order ≤ such that for any h ≤ h′ in H,

the set {h′′ : h ≤ h′′ ≤ h′} is finite. Assume that for each h ≤ h′ in H, there exists

an element rh,h′ ∈ A such that rh,h = 1 and∑
h′′;h≤h′′≤h′

rh,h′′rh′′,h′ = δh,h′

for all h ≤ h′ ∈ H.

Then there is a unique family of elements ph,h′ ∈ Z[q]π defined for all h ≤ h′ ∈ H

such that ph,h = 1, ph,h′ ∈ qZ[q]π for all h < h′ in H, and

ph,h′ =
∑

h′′;h≤h′′≤h′
ph,h′′rh′′,h′

for all h ≤ h′ ∈ H.

Proof. For h ≤ h′ in H, denote by d(h, h′) the maximum length of a chain h = h0 <

h1 < . . . < h` = h′ ∈ H. Note that d(h, h′) < ∞ by our assumption on H. For

any n ≥ 0, let Pn be the assertion of the lemma restricted to those h ≤ h′ such that

d(h, h′) ≤ n (and note that all the assertions make sense under this restriction. We

will prove Pn by induction.
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First note P0 is trivial and assume that n ≥ 1. Let h ≤ h′. If d(h, h′) < n then

ph,h′ is defined by Pn−1. If d(h, h′) = n, then z =
∑

h′′;h≤h′′<h′ ph,h′′rh′′,h′ is defined.

First, we shall show that z + z = 0. Indeed, using Pn−1 and the assumptions of

the lemma,

z + z =
∑

h1;h≤h0<h′
ph,h0rh0,h′ +

∑
h1;h≤h1<h′

ph,h1rh1,h′

=
∑

h0,h1;h≤h0<h1=h′
ph,h0rh0,h1rh1,h′ +

∑
h0,h1;h≤h0≤h1<h′

ph,h0rh0,h1rh1,h′

=
∑

h0,h1;h≤h0≤h1≤h′;h0<h′
ph,h0rh0,h1rh1,h′

=
∑

h0;h≤h0<h′
ph,h0

∑
h1;h0≤h1≤h′

rh0,h1rh1,h′

=
∑

h0;h≤h0<h′
ph,h0δh0,h′ = 0.

Now we claim that since z + z = 0, there is a unique z′ ∈ qZ[q]π such that

z′ − z′ = 0.

Indeed, we can write z =
∑

m,n∈N anq
n with an ∈ Zπ for n ∈ N. Then since

z+z = 0, we see that an = −πna−n for all m,n ∈ N. In particular, a0 = 0 and an = 0

if and only if a−n = 0 for n ∈ Z. Then taking z′ =
∑

n∈N anq
n, we see that z = z′− z′

and z′ ∈ qZ[q]π. In particular, we can set ph,h′ = z′, and then

ph,h′ = z + z′ =
∑

h′′;h≤h′′<h′
ph,h′′rh′′,h′ + ph,h′ =

∑
h′′;h≤h′′≤h′

ph,h′′rh′′,h′ .

Remark 5.13. For R a commutative ring, we can define a bar-involution on A =

R[x, y] by f(x, y) = f(y, x). This involutions descends to a bar-involution on Ar =

R[x, y]/(xy− r)R[x, y] ∼= R[x, rx−1] for any r ∈ R. Then the assertions of the lemma

apply with A replaced by A or Ar, q replaced with x, and with Z[q]π replaced everywhere

by R[x]. In particular, Lemma 5.12 (respectively, [Lu4, §24.2]) is a special case for

R = Zπ and r = π (respectively, R = Z and r = 1).
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Let λ, λ′ ∈ X+. We shall consider the following partial order on the set B ×π B:

we say that (b1, b
′
1) ≤ (b2, b

′
2) if

ht|b1| − ht|b′1| = ht|b2| − ht|b′2|

and if we have either

ht|b1| < ht|b2| and ht|b′1| < ht|b′2|,

or

(b1, b2) ∼ (b′1, b
′
2).

Here, ∼ is as in (3.28). Note that, in particular, (b1, b
′
1) and (b1, πb

′
1) are not com-

parable under ≤. For given λ, λ′ ∈ X+, this induces a partial order on the set

B(λ)×π B(λ′).

Then from the definition, we have that for all (b1, b
′
1) ∈ B(λ)×π B(λ′),

Ψ(b−1 ηλ ⊗ b′+1 ξ−λ′) =
∑

(b2,b′2)∈B(λ)×πB(λ′)

rb1,b′1;b2,b′2b
−
2 ηλ ⊗ b′+2 ξ−λ′ ,

where rb1,b′1;b2,b′2 ∈ Z[q, q−1] and rb1,b′1;b2,b′2 = 0 unless (b1, b
′
1) ≥ (b2, b

′
2); in particular,

the sum is finite.

Moreover, we note that rb1,b′1;b1,b′1 = 1, and from Ψ2 = 1 we see that∑
(b1,b′1);(b2,b

′
2);(b3,b

′
3)∈B(λ)×πB(λ′)

rb1,b′1;b2,b′2rb2,b′2;b3,b′3 = δ(b1,b′1);(b3,b′3).

Then H = B(λ) ×π B(λ′) and rb1,b′1;b2,b′2 satisfy the assumptions of Lemma 5.12,

so there exist elements pb1,b′1;b2,b′2 ∈ Z[q]π such that

pb1,b′1;b1,b′1 = 1,

pb1,b′1;b2,b′2 = 0 unless (b2, b
′
2) ≤ (b1, b

′
1),

pb1,b′1;b2,b′2 ∈ qZ[q]π for (b2, b
′
2) < (b1, b

′
1),

pb1,b′1;b3,b′3 =
∑

(b2,b′2)∈B(λ)×πB(λ′)

pb1,b′1;b2,b′2rb2,b
′
2;b3,b

′
3
.
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Recall from (5.6) that B(λ) ⊗ B(λ′) = {b+ξ−λ ⊗ b−ηλ′ : b× b′ ∈ B(λ)×π B(λ′)},

and we that L (resp. AL) denotes the Z[q]π-lattice (resp. A-lattice) spanned by this

basis.

Theorem 5.14. 1. For any (b, b′) ∈ B(λ) ×π B(λ′), there is a unique element

(b♦b′)λ,λ′ of the U-module N(λ, λ′) such that

Ψ((b♦b′)λ,λ′) = (b♦b′)λ,λ′ and (b♦b′)λ,λ′ − b−η−λ ⊗ b′+ξ−λ′ ∈ qL.

2. We have (πb♦b′)λ,λ′ = (b♦πb′)λ,λ′ = π(b♦b′)λ,λ′

3. (b♦b′)λ,λ′ is equal to b−ηλ⊗ b′+ξ−λ′ plus a qZ[q]π-linear combination of elements

b−1 ηλ ⊗ b′+1 ξ−λ′ with (b1, b
′
1) < (b, b′).

4. The elements (b♦b′)λ,λ′ form a π-basis of L, AL, and N(λ, λ′).

5. The natural homomorphism L ∩Ψ(L)→ L/qL is an isomorphism.

Proof. By the definition of pb,b′;b1,b′1 , we see that

(b♦b′)λ,λ′ =
∑

(b1,b′1)≤(b,b′)

pb,b′;b1,b′1b
−
1 ηλ ⊗ b′+1 ξ−λ′

satisfies the requirements of (1) proving existence, and the same considerations prove

(3). (4) is immediate from the fact that the transition matrix from the Q(q)-basis

b−1 ηλ ⊗ b′+1 ξ−λ′ is unitriangular with entries in Z[q]. (5) follows from (4) and the

observation that (b♦b′)λ,λ′ ∈ L ∩ Ψ(L), and so the map sends (b♦b′)λ,λ′ to the basis

element b−ηλ ⊗ b′+ξ−λ′ of L/qL, which also implies uniqueness. Finally, uniqueness

implies (2).

We call the elements (b♦b′)λ,λ′ the canonical basis of N(λ, λ′).

Remark 5.15. We may repeat verbatim §5.2 with respect to Θ′ defined in Corollary

3.35 to obtain a bar-involution Ψ′ on N ′(λ, λ′). Then we see that the results of this

section (and in particular Theorem 5.14) may be restated with Ψ, N(λ, λ′) replaced

by Ψ′, N ′(λ, λ′). When we need to distinguish them, we denote the canonical basis of

N ′(λ, λ′) by (b♦′b′)λ,λ′.
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5.4 Cancellation and stability

Our goal in this subsection is to exhibit maps between modules of the form N(λ, λ′)

which are compatible with their canonical bases. These maps will correspond to a

form of cancellation on the pairs (λ, λ′) ∈ X+ ×X+; namely, the cancellation

(λ+ λ′′, λ′′ + λ′) 7→ (λ, λ′)

can be realized as a U-module homomorphism N(λ+ λ′′, λ′′ + λ′)→ N(λ, λ′).

To construct this, first we must construct maps to pull apart the weights, in some

sense. We already have these in the form of the maps χ(λ, λ′) defined in §4.4.

Proposition 5.16. Let λ, λ′ ∈ X+. Write η = ηλ, η′ = ηλ′, and η′′ = ηλ+λ′.

1. There is a unique homomorphism of U-modules χ : V (λ+ λ′)→ V (λ)⊗ V (λ′)

such that χ(η′′) = η ⊗ η′.

2. Let b ∈ B(λ + λ′). We have χ(b−η′′) =
∑

b1,b2
f(b; b1, b2)b

−
1 η ⊗ b−2 η′ where the

sum is over (b1, b2) ∈ B(λ)×π B(λ′) and f(b; b1, b2) ∈ Z[q].

3. If b−η′ 6= 0, then f(b; b, 1) = 1 and f(b; b1, 1) = 0 for any b1 6= b. If b−η′ = 0,

then f(b; b1, 1)) = 0 for any b1.

Proof. We already defined such a map in §4.4; that is, χ = χ(λ, λ′). Since χ(λ, λ′)

preserves the crystal lattice and B ⊂ Af , we see that f(b; b1, b2) ∈ Z[q]π; moreover, up

to identifying π(b−1 η⊗b−2 η′) with (πb−1 )η⊗b−2 η′, we may assume that f(b; b1, b2) ∈ Z[q].

(3) is immediate from the definition of the coproduct.

Proposition 5.17. Let λ, λ′ ∈ X+. Write ξ = ξ−λ, ξ′ = ξ−λ′, and ξ′′ = ξ−λ−λ′.

1. There is a unique homomorphism of U-modules ωχ : ωV (λ + λ′) → ωV (λ′) ⊗′

ωV (λ) such that ωχ(ξ′′) = ξ′ ⊗ ξ.



105

2. Let b ∈ B(λ+ λ′)ν. We have

ωχ(b+ξ′′) =
∑
b1,b2

πp(b1)p(b2)f(b; b1, b2)b
+
2 ξ
′ ⊗ b+1 ξ

where the sum is over (b1, b2) ∈ B(λ)×π B(λ′) and f(b; b1, b2) ∈ Z[q]π.

3. If b+ξ′ 6= 0, then f(b; b, 1) = 1 and f(b; b1, 1) = 0 for any b1 6= b. If we have

b+ξ′ = 0, then f(b; b1, 1)) = 0 for any b1.

Proof. Proposition 5.16can be entirely rewritten in terms of the coproduct ∆′ and

the map χ′(λ, λ′). Moreover χ′(λ, λ′) can be viewed as a homomorphism

ωV (λ+ λ′)→ ω(V (λ)⊗4 V (λ′)).

By Lemma 3.19, we have an isomorphism

ω(V (λ)⊗4 V (λ′))→ ωV (λ′)⊗ ωV (λ) y ⊗ z 7→ πp(y)p(z)z ⊗ y.

Then taking ωχ to be the composition of these homomorphisms proves (1). The

remaining properties follow by the definitions.

Now we define a pairing on N(λ, λ) which will allow us to “cancel” V (λ) and

ωV (λ).

Proposition 5.18. Let η = ηλ and ξ = ξ−λ.

1. There is a unique homomorphism of U-modules δλ : N(λ, λ) → Q(q)π, where

Q(q)π is a U-module under the counit map ς, such that δλ(ξ ⊗ η) = 1.

2. Let b, b′ ∈ B(λ). Then δλ(b
+ξ ⊗ b′−η) = 1 if b = b′ = 1 and is in qZ[q]π

otherwise.

Proof. For such a map to exist, we would need

∆(Ei)(x⊗ y) = Eix⊗ K̃iy + π
p(x)
i x⊗ Fiy ∈ ker(δλ) for all x⊗ y ∈ N(λ, λ);
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∆(Fi)(x⊗ y) = Fix⊗ y + π
p(x)
i J̃iK̃ix⊗ πiJ̃iEiy ∈ ker(δλ) for all x⊗ y ∈ N(λ, λ);

∆(Kµ − 1)(x⊗ y) = Kµx⊗K−µy − x⊗ y ∈ ker(δλ) for all x⊗ y ∈ N(λ, λ);

∆(Jµ − 1)(x⊗ y) = Jµx⊗ Jµy − x⊗ y ∈ ker(δλ) for all x⊗ y ∈ N(λ, λ);

The following statement is equivalent to (1). There is a unique bilinear pairing [−,−] :

V (λ)× V (λ)→ Q(q)π satisfying [η, η] = 1,

[Eix, K̃iy] = −πp(x)i [x, Fiy], [Fix, y] = −πp(x)i [J̃iK̃ix, πiJ̃iEiy]

[Kµx, y] = [x,Kµy], [Jµx, y] = [x, Jµy].

We may rewrite the conditions as

[Eix, y] = −πp(x)i [x, FiK̃−iy], [Fix, y] = −πp(x)i [x, πiK̃iFiy]

[Kµx, y] = [x,Kµy], [Jµx, y] = [x, Jµy].

Let ♣ : U→ U be the map defined by

♣(Ei) = −FiK̃−i, ♣(Fi) = −πiK̃iEi, ♣(Kµ) = Kµ, ♣(Jµ) = Jµ,

♣(xy) = πp(x)p(y)♣(y)♣(x).

To see this is a well-defined map, we note that ♣ = ωS where S is the antipode

defined in §3.2.

Then we see that (1) is equivalent to proving the existence of a unique bilinear pair-

ing [−,−] : V (λ)×V (λ)→ Q(q)π satisfying [η, η] = 1 and [ux, y] = πp(x)p(u)[x,♣(u)y].

This follows by standard argument (i.e. the restricted dual V (λ)∗ has a U-action

(uf)(x) = πp(u)p(f)f(♣(x)u) under which we have an isomorphism V (λ)∗ ∼= V (λ),

and [−,−] is the natural pairing).

Let (−,−) be the polarization on V (λ). We show by induction on htν ≥ 0 that

[x, y] = (−1)htνπp(ν)πνqν(x, y) (5.7)

for x, y ∈ V (λ)λ−ν , where here we set p(
∑

t it) =
∑

s<t p(is)p(it).
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This is obvious for ν = 0. Assume that htν ≥ 1. Then we can assume that

x = Fix
′ for some i such that νi > 0. Then by induction, we compute

[x, y] = [Fix
′, y] = −πp(x

′)
i [x′, πiK̃iEiy] = −πp(ν−i)i πi[x

′, K̃iEiy]

= −πp(ν−i)i πi(−1)ht(ν−i)π
p(ν−i)
i πν−iqν−i(x

′, K̃iEiy)

= (−1)htνπp(ν)πνqν(Fix
′, y) = (−1)htνπp(ν)πνqν(x, y).

This proves that (5.7) holds. Now recall from Lemma 4.50 (2) that (bη, b′η) ∈ Z[q]π

for any b, b′ ∈ B. Combining this with (5.7), we see that (2) follows.

Let λ, λ′, λ′′ ∈ X+. We define a U-module homomorphism

t : N(λ+ λ′, λ′ + λ′′)→ N(λ, λ′′)

defined as the composition

t = (1⊗ δλ ⊗ 1) ◦ (χ⊗ ωχ).

Lemma 5.19. We have Ψt = tΨ.

Proof. We write η = ηλ+λ′ and ξ = ξ−λ′−λ′′ . Since any element of N(λ + λ′, λ′ ⊗ λ′′)

is of the form u(η ⊗ ξ), it is enough to check that

tΘ(u(η ⊗ ξ)) = Θ(t(u(η ⊗ ξ))).

Well, on one hand

tΘ(u(η ⊗ ξ)) = t(uΘ(η ⊗ ξ)) = ut((η ⊗ ξ)) = u(ηλ ⊗ ξ−λ′′).

On the other hand,

Θ(t(u(η ⊗ ξ))) = Θ(ut(η ⊗ ξ)) = uΘ(ηλ ⊗ ξ−λ′′) = u(ηλ ⊗ ξ−λ′′).

The lemma is proved.
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Lemma 5.20. 1. Let b ∈ B(λ) and b′′ ∈ B(λ′′). Then

t(b−ηλ+λ′ ⊗ b′′+ξ−λ′−λ′′) = b−ηλ ⊗ b′′+ξ−λ′′ mod qL(λ, λ′′).

In particular, t((b♦b′)λ+λ′,λ′+λ′′) = (b♦b′)λ,λ′′ mod qL(λ, λ′′).

2. Let b ∈ B(λ+λ′) and b′′ ∈ B(λ′+λ′′). Assume that either b /∈ B(λ) or b′′ /∈ B(λ′′).

Then

t(b−ηλ+λ′ ⊗ b′′+ξ−λ′−λ′′) = 0 mod qL(λ, λ′′).

In particular, t((b♦b′)λ+λ′,λ′+λ′′) = 0 mod qL(λ, λ′′).

3. t is surjective.

Proof. Parts (1) and (2) follow from Propositions 5.16-5.18 and the definition of t. In

particular, note that t(ηλ+λ′ ⊗ ξ−λ′−λ′′) = ηλ ⊗ ξ−λ′′ , which generates N(λ, λ′′).

Proposition 5.21. 1. Let b ∈ B(λ) and b′′ ∈ B(λ′′). Then

t((b♦b′)λ+λ′,λ′+λ′′) = (b♦b′)λ,λ′′ .

2. Let b ∈ B(λ + λ′) and b′′ ∈ B(λ′ + λ′′). Assume that b /∈ B(λ) or b′′ /∈ B(λ′′).

Then

t((b♦b′)λ+λ′,λ′+λ′′) = 0.

Proof. The differences of the two sides of the claimed equalities in (1) and (2) lie in

qL(λ, λ′′) and are fixed by Ψ, hence the difference is zero.

5.5 The canonical basis of U̇

We are now in a position to produce a canonical basis for U̇ which descends to the

canonical bases of N(λ, λ′).

Theorem 5.22. Let ζ ∈ X and (b, b′′) ∈ B×π B.
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1. There is a unique element u = b♦ζb′′ ∈ ˙AU such that

∆(u)(ηλ ⊗ ζλ′′) = (b♦b′′)λ,λ′′

for any λ, λ′′ ∈ X+ such that b ∈ B(λ), b′′ ∈ B(λ′′), and ζ = λ− λ′′.

2. If λ, λ′′ ∈ X+ are such that λ− λ′′ = ζ and either b /∈ B(λ) or b′′ /∈ B(λ′′), then

∆(b♦ζb′′)(ηλ ⊗ ξ−λ′′) = 0.

3. b♦ζb′′ = b♦ζb′′.

4. The elements b♦ζb′′, for various ζ, b, b′′ as above, form a Q(q)π-basis of U̇ and

a A-basis of ˙AU.

Proof. The proof of this theorem proceeds exactly as in [Lu4, Theorem 25.2.1]. We

state it here for completeness.

First recall that we assume the root datum is Y -regular. Then we can find λ, λ′′ ∈

X+ such that b ∈ B(λ), b′′ ∈ B(λ′′), and λ− λ′′ = ζ.

For any integers N1, N2, let P (N1, N2) be the A-submodule of ˙AU spanned by the

elements b−1 b
+
2 1ζ where b1 and b2 run through the elements of B such that ht|b1| ≤ N1,

ht|b2| ≤ N2, and |b1| − |b2| = |b| − |b′′|.

Recall that any element of N(λ, λ′′) of the form β−ηλ ⊗ β′+ξ−λ with β, β′ ∈ B is

equal to u1(ηλ ⊗ ξ−λ) for some u1 ∈ P (ht|β|, ht|β′|); moreover, u1 can be taken to be

equal to β−β′+1ζ plus an element in P (ht|β| − 1, ht|β′| − 1). In particular, we see

that (b♦b′′)λ,λ′′ is of the form u(ηλ ⊗ ξ−λ′′) for some u ∈ P (ht|b|, ht|b′′|); moreover, u

can be taken to be equal to b−b′′+1ζ plus an element in P (ht|b| − 1, ht|b′′| − 1).

Assume that u is such an element and u′ is another such element. Then (u −

u′)(ηλ ⊗ ξ−λ′′) = 0, and so by Proposition 5.8

(u− u′) ∈
∑

i,n>〈i,λ〉

˙AUF
(n)
i 1ζ +

∑
i,n>〈i,λ′′〉

˙AUE
(n)
i 1ζ .
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However, since u− u′ ∈ P (ht|b|, ht|b′′|), we must have u− u′ = 0 if 〈i, λ〉 > ht|b| and

〈i, λ′′〉 > ht|b′′| for all i ∈ I. For such λ, λ′′ the element u is uniquely determined, and

we denote it by uλ,λ′′ .

Assume now that λ, λ′′ ∈ X+ satisfy b ∈ B(λ), b′′ ∈ B(λ′′), and λ − λ′′ = ζ. Let

λ′ ∈ X+ such that λ >> 0 so that u′ = uλ+λ′,λ′+λ′′ is defined. Then

u′(ηλ ⊗ ξ−λ′′) = u′t(ηλ+λ′ ⊗ ξ−λ′−λ′′) = t((b♦b′′)λ+λ′,λ′+λ′′) = (b♦b′′)λ,λ′′ .

Then uλ,λ′′ is independent of λ, λ′′ if it is defined, so we may denote it as u without

specifying λ, λ′′. In particular, this element satisfies the requirements of (1), proving

existence and uniqueness.

This argument also proves (2), since in this case we may pick λ′ so that b ∈ B(λ+λ′)

and b ∈ B(λ′ + λ′′), and then t((b♦b′′)λ+λ′,λ′+λ′′) = 0.

The bar-invariance of the canonical basis of N(λ, λ′′) and the uniqueness of the

element u shows that u = u, and hence (3) holds.

Finally, the uniqueness of u forces b♦ζb′′ = b−b′′+1ζ modulo P (ht|b|−1, ht|b′′|−1)

Since b−b′′+1ζ forms a basis of U̇, the transition matrix from b−b′′+1ζ to b♦ζb′′ may

be made upper unitriangular (by a suitable ordering), hence b♦ζb′′ forms a basis.

We let Ḃ = {(b♦ζb′ : (b, b′) ∈ B×π B, ζ ∈ X} and call this the canonical basis of

U̇.

Example 5.23. Suppose that I = I1 = {i}. Then B =
{
πεθ

(a)
i : a ∈ N, ε ∈ {0, 1}

}
.

Let a, b ∈ N and suppose that n ≥ a + b. Then using similar computations as in the

proof of [ClW, Theorem 6.2],

(θ
(a)
i ♦n−2aθ

(b)
i ) = F

(a)
i E

(b)
i 1n

(θ
(a)
i ♦2b−nθ

(b)
i ) = πabE

(b)
i F

(a)
i 1−n.

We note that the though this π-basis matches the one in loc. cit., the (B ×π B) ×X

labeling differs because several conventions differ.
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Since the canonical basis of U̇ descends to the canonical basis of N(λ, λ′), a natural

question to ask is what this basis descends to on N ′(λ, λ′).

Corollary 5.24. Let ζ ∈ X and (b, b′) ∈ B ×π B. For any λ, λ′ ∈ X+ such that

b ∈ B(λ), b′ ∈ B(λ′)ν, and ζ = λ− λ′,

∆′(b♦ζb′)(ηλ ⊗ ξ−λ′) = π〈ν̃,λ〉(b♦′b′)λ,λ′ .

Proof. Let u = b♦ζb′. Then by definition, ∆(u)ηλ⊗ξ−λ′′ = (b�b′+)λ,λ′ , and (b♦b′)λ,λ′−

b+ηλ ⊗ b−ξ−λ′ ∈ qL. Therefore, applying the isomorphism in Lemma 3.24 (which

obviously preserves L),

∆′(u)ηλ ⊗ ξ−λ′′ − π〈ν̃,λ〉b+ηλ ⊗ b−ξ−λ′ ∈ qL.

On the other hand, Ψ′(∆′(u)ηλ ⊗ ξ−λ′′) = ∆′(u)ηλ ⊗ ξ−λ′′ by the bar-invariance of u.

Then by uniqueness, we have ∆′(u) = π〈ν̃,λ〉(b♦′b′)λ,λ′ .

Finally, recall that the twistor X has an incarnation defined on U̇[t]. Given our

success at relating the canonical basis of f via a twistor isomorphism, it is reasonable

to hope such a connection can be made for the canonical basis of U̇ we have just

defined. This is in fact the case. Recall the maps Xλ,λ′ : N(λ, λ′) → N(λ, λ′) from

§3.6.

Theorem 5.25. Let b, b′ ∈ B and λ, λ′ ∈ X+. Set ζ = λ− λ′.

1. We have Xλ,λ′((b♦b′)λ,λ′) = tf(b,b
′,ζ)(b♦b′)λ,λ′ for some f(b, b′, ζ) ∈ Z/4Z.

2. We have X(b♦ζb′) = tf(b,b
′,ζ)(b♦ζb′).

Proof. For (1), first note that the claim Xλ,λ′((b♦b′)λ,λ′) = tf(b,b
′,λ,λ′)(b♦b′)λ,λ′ for

some integer f(b, b′, λ, λ′) follows by combining the definition of the canonical basis

of N(λ, λ′) with Proposition 3.32, Lemma 3.26 and Theorem thm:CB comparison.

Let u = b♦ζb′. Then X(u(ηλ ⊗ ξ−λ′)) = tf(b,b
′,λ,λ′)(b♦b′)λ,λ′ ; on the other hand,

X(u(ηλ ⊗ ξ−λ′)) = ∆(X(u))(ηλ ⊗ ξ−λ′). Therefore, we see that

∆(X(u))(ηλ ⊗ ξ−λ′) = tf(b,b
′,λ,λ′)(b♦b′)λ,λ′
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Let λ′′ ∈ X+. Then

∆(X(u))(ηλ ⊗ ξ−λ′) = ∆(X(u))t(ηλ+λ′′ ⊗ ξ−λ′′−λ′)

= t(∆(X(u))ηλ+λ′′ ⊗ ξ−λ′′−λ′)

= t(tf(b,b
′,λ+λ′′,λ′′+λ′)(b♦b′)λ+λ′′,λ′′+λ′)

= tf(b,b
′,λ+λ′′,λ′′+λ′)(b♦b′)λ,λ′

In particular, we see that f(b, b′, λ, λ′) = f(b, b′, λ+λ′′, λ′′+λ′) modulo 4, so tf(b,b
′,λ,λ′)

is determined by b, b′, and ζ = λ− λ′, which finishes the proof of (1).

In particular, setting f(b, b′, ζ) = f(b, b′, λ, λ′),

∆(X(u))(ηλ0 ⊗ ξ−λ′0) = tf(b,b
′,ζ)(b♦b′)λ0,λ′0

for all λ0, λ
′
0 ∈ X+ with ζ = λ0 − λ′0, so (2) follows by uniqueness.

5.6 The bilinear form on U̇

Now we will show that a bilinear form with several desirable properties can be defined

on U̇.

Theorem 5.26. There exists a unique Q(q)π-bilinear form

{−,−} : U̇× U̇→ Q(q)π

such that the following hold.

1.
{

1λ1x1λ2 , 1λ′1x
′1λ′2
}

is zero unless λ1 = λ′1, λ2 = λ′2;

2. {ux, y} = {x, τ1(u)y} for all x, y ∈ U̇ and u ∈ U;

3. {x−1λ, x
′−1λ} = {x, x′} for all x, x′ ∈ f and all λ;

4. We have {x, y} = {y, x}.
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Proof. The proof is virtually the same as [Lu4, Theorem 26.1.2]. In brief, one uses

the triangular decomposition of U̇ and the bilinear form on f to construct a linear

functional on U̇1ζ for each ζ ∈ X. Then this functional can be used to define a bilinear

form on each space, and the direct sum of these forms has the desired properties.

To develop the properties of this bilinear form, we need to understand the relations

between compositions of some of the (anti-)automorphisms of U. To that end, recall

the maps % and ω from §3.1 τ1 from §4.4 and let τ 1 to be the map u 7→ τ1(u); that

is, the map satisfying

τ 1(Ei) = πiq
−1
i FiJ̃iK̃i, τ1(Fi) = πiq

−1
i EiJ̃iK̃−i, τ1(Kµ) = Kµ, τ1(Jµ) = Jµ.

Lemma 5.27. We have the identities

%τ1 = τ 1%, ω−1τ1 = τ1ω.

Proof. It suffices to check these identities on the generators, and therefore, since all

compositions considered fix Jµ and Kµ, we only need to check on Ei and Fi for i ∈ I.

Well,for %τ1 = τ 1%:

%(τ1(Ei)) = %(q−1i K̃−iFi) = q−1i FiK̃i, τ 1(%(Ei) = τ 1(πiJ̃iEi) = q−1i FiK̃i,

%(τ1(Fi)) = %(q−1i K̃iEi) = πiq
−1
i EiJ̃iK̃−i, τ 1(%(Fi) = τ 1(Ei) = q−1i EiJ̃iK̃−i.

Checking the left-hand equations to the right-hand equations verifies the identity.

Similarly, for ω−1τ1 = τ1ω:

ω−1(τ1(Ei)) = ω−1(q−1i K̃−iFi) = q−1i K̃iEi, τ1(ω(Ei)) = τ1(Fi) = q−1i K̃iEi,

ω−1(τ1(Fi)) = ω(q−1i K̃iEi) = πiq
−1
i J̃iK̃−iFi, τ1(ω(Fi) = τ1(πiJ̃iEi) = πiq

−1
i J̃iK̃−iFi.

Comparing the left-hand equations to the right-hand equations verifies the identity.

Proposition 5.28. We have {xu, y} = {x, yτ 1(u)} for all x, y ∈ U̇, u ∈ U.
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Proof. It suffices to prove this for the generators; it is clear for Kµ, Jµ. It remains to

verify that

{xEi, y} =
{
x, πiq

−1
i yFiJ̃iK̃i

}
, {xFi, y} =

{
x, πiq

−1
i yEiJ̃iK̃−i

}
.

We may further assume that x = u′1ζ where u′ ∈ U and ζ ∈ X. Then setting

y′ = τ1(u
′)y, we see that the previous equalities follow from

{1ζEi, y′} =
{

1ζ , πiq
−1
i y′FiJ̃iK̃i

}
, {xFi, y} =

{
x, πiq

−1
i yEiJ̃iK̃−i

}
.

Once more, we can assume that y′ = τ1(y
−
1 )y−2 1′ζ for homogeneous y1, y2 ∈ f , so it

suffices to show that

{
y−1 Ei1ζ−i′ , y

−
2 1′ζ
}

= π
1+〈i,ζ′+i′〉
i q

−1+〈i,ζ′+i′〉
i

{
y−1 1ζ , y

−
2 Fi1ζ′+i′

}
, (a)

{
y−1 Fi1ζ+i′ , y

−
2 1′ζ
}

= π
1+〈i,ζ′−i′〉
i q

−1−〈i,ζ′−i′〉
i

{
y−1 1ζ , y

−
2 Ei1ζ′−i′

}
. (b)

By symmetry, (a) and (b) are equivalent, so we shall prove (a). Then we may assume

ζ ′ = ζ − i′ and |y1| = |y2|+ i.

Using Proposition 3.6 we have

Eiy
−
1 1ζ′ − πp(y1)i y−1 Ei1ζ′ =

π
p(y1)−p(i)
i ri(y1)

−J̃iK̃i − K̃−i ir(y1)−

πiqi − q−1i
1ζ ,

from whence we see that

y−1 Ei1ζ′ = π
p(y1)
i Eiy

−
1 1ζ′ +

πiri(y1)
−J̃iK̃i − πp(y1)i K̃−i ir(y1)

−

q−1i − πiqi
1ζ .

Now note that{
π
p(y1)
i Eiy

−1ζ′ , y
−
2 1ζ′

}
= π

p(y1)
i q

1+〈i,|y2|−ζ′〉
i

{
y−1 1ζ′ , Fiy

−
2 1ζ′

}
= π

p(y1)
i q

1+〈i,|y2|−ζ′〉
i {y1, θiy2} ,
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and that{
πiri(y1)

−J̃iK̃i − πp(y1)i K̃−i ir(y1)
−

q−1i − πiqi
1ζ , y

−
2 1ζ′

}
= {θi, θi}

{
π
1+〈i,ζ′〉
i q

1+〈i,ζ′〉
i ri(y1)

−1ζ′ − πp(y1)i q
1+〈i,|y1|−i−ζ′〉
i ir(y1)

−1ζ′ , y
−
2 1ζ′

}
= π

1+〈i,ζ′〉
i q

1+〈i,ζ′〉
i {θi, θi} {ri(y1), y2} − πp(y1)i q

1+〈i,|y1|−i−ζ′〉
i {θi, θi} {ir(y1), y2}

= π
1+〈i,ζ′〉
i q

1+〈i,ζ′〉
i {y1, y2θi} − πp(y1)i q

1+〈i,|y1|−i−ζ′〉
i {y1, θiy2} .

Then we see that{
y−1 Ei1ζ′ , y

−
2 1ζ
}

= π
1+〈i,ζ′〉
i q

1+〈i,ζ′〉
i {y1, y2θi}

= π1+〈i,ζ′+i′〉q
−1+〈i,ζ′+i′〉
i

{
y−1 1ζ′+i, y

−
2 Fi1ζ′+i′

}
,

which proves (a).

Proposition 5.29. We have (%(x), %(y)) = (x, y) for all x, y ∈ U̇.

Proof. It suffices to show that x, y 7→ (%(x), %′(y)) satisfies the defining properties of

(−,−). All of these are obvious except Theorem 5.26 (2). However, this follows from

the previous proposition and the fact that %τ1 = τ 1%.

Lemma 5.30. For x, x′ ∈ fν, ν ∈ N [I] and λ ∈ X, (x+1λ, x
′+1λ) = πνπ

〈ν̃,λ〉(x, x′).

Proof. We have

(x+1λ, x
′+1λ) = (1λ, τ1(x

+)x′+1λ) = (1−λ, 1−λ%(x′+)%τ1(x
+))

= (1−λ, %(x′+)τ 1%(x+)1−λ).

Then we may rearrange to obtain

(x+1λ, x
′+1λ) = (τ1%(x′+)1−λ, τ 1%(x+)1−λ).

Now note that for any x ∈ fν , τ1%(x+) = πνqνq
N(ν)%(x)−J̃νK̃−ν where recall N(i1+

. . . + in) =
∑

s<t is · it. Since N(ν) ∈ 2Z for all ν ∈ Z[I], we obtain τ 1%(x+) =

q−νq
−N(ν)%(x)−K̃ν . Then

(τ1%(x′+)1−λ, τ 1%(x+)1−λ) = πνπ
〈ν̃,λ〉(x, x′)
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Proposition 5.31. We have (ω(x), ω−1(y)) = (x, y) for all x, y ∈ U̇.

Proof. It suffices to show that x, y 7→ (ω(x), ω−1(y)) satisfies the defining properties

of (−,−). It is clear that (1) holds. Since ωτ1 = τ1ω, it is clear that (2) is satisfied.

Note that ω(x−1λ) = πνπ
〈ν̃,λ〉x+, while ω−1(x′−1λ) = x′+1λ for each x, x′ ∈ fν , whence

(3) holds by the previous lemma. Finally, we note that ω2(y) = πνπ
〈ν̃,λ〉x for any

x ∈ U̇1λ, and hence (ω2(x), ω2(y)) = (x, y) for any x, y ∈ U̇, proving (4).

Example 5.32. We compute the following inner products. Let λi = 〈i, λ〉.

(F
(k)
i 1λ, F

(k)
i 1λ) = π(k2)

k∏
s=1

1

1− (πiq2i )
s

(E
(k)
i 1λ, E

(k)
i 1λ) = π

(k+1
2 )+kλi

i

k∏
s=1

1

1− (πiq2i )
s

(EiFi1λ, 1λ) =
q1−λii

1− πiq2i

(EiFi1λ, EiFi1λ) = πλi−1
1 + (πiq

2
i )

1−λi

(1− πiq2i )2

(EiFi1λ, FiEi1λ) = πλi
1 + πiq

2
i

(1− πiq2i )2

We note that under the identification v2 = πq2, these values are formally similar to

the values of the analogous bilinear form on U̇|π=1 over Q(v) (but with an additional

factor of some power of π).

Proposition 5.33. Let τ ′1 be the Q(q)π-linear automorphism of U defined by

τ ′1(Ei) = qKF, τ ′1(Fi) = qK−1E, τ ′1(K) = K, τ1(J) = J.

Then there is a Q(q)π-bilinear pairing (−,−) : U̇×U̇→ Q(q)π such that the following

hold.

1. (1λ1x1λ2 , 1λ′1x
′1λ′2) is zero unless λ1 = λ′1, λ2 = λ′2;
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2. (ux, y) = (x, τ ′1(u)y) for all x, y ∈ U̇ and u ∈ U;

3. (x−1λ, x
′−1λ) = (x, x′) for all x, x′ ∈ f and all λ;

4. We have (x, y) = (y, x).

Moreover, we have (ω(x), ω−1(y))′ = (%(x), %(y))′ = (x, y)′.

Proof. For x, y ∈ U̇, set (x, y) = (x†, y†)
†
. This gives us a Q(q)π-bilinear pairing which

clearly satisfies (1) and (4). (2) follows from the observation that τ1
′(u†)† = τ1(u).

For (3), by Theorem 5.26 (3) we have (x−1λ, x
′−1λ) = (x†, x′†)†. However, it is easy

to check that the bilinear form (−,−)′ : f × f → Q(q)π defined by (x, y)′ = (x†, y†)†

for x, y ∈ f satisfies the defining properties of (−,−), hence (x, y)′ = (x, y).

Lastly, we note that ω(u†)= ω−1(u)
†

and %(u†) = (ω%ω−1)(u)
†
, so %- and ω-

invariance follows from the properties of {−,−}.

Remark 5.34. In [ClW], the bilinear form (−,−) is defined on U̇ for I = I1 =

{i}. With respect to this form, (E(a)1n, E
(a)1n) is not almost-π-orthonormal with

respect to q−1 in general (see Definition 5.37), a fact which is not desirable from a

categorification standpoint. In this regard, the bilinear form defined in Theorem 5.26

is a better choice. However, in light of Remark 3.4, Proposition 5.33 demonstrates

that (−,−) is well suited to the †-twisted U̇; that is, the algebra on generators E ′1n,

F ′1n, and 1n such that

1n1m = δnm1n, 1n+2(E
′1n)1n = E ′1n, 1n−2(F

′1n)1n = F ′1n,

E ′1n−2F
′1n − πF ′1n+2E

′1n = [n]†1n.

Let ζ ∈ X and λ, λ′ ∈ X+ such that λ−λ′ = ζ. Let (−,−)λ denote the polarization

on V (λ), and let (−,−)λ′ denote the polarization on V (λ′). Then (−,−)λ′ can be

viewed as a bilinear form on ωV (λ′) and is in fact a polarization since ω and τ1

commute.
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Proposition 5.35. Consider the bilinear pairing (−,−)λ,λ′ : N(λ, λ′) × N(λ, λ′) →

Q(q)π defined by setting

(x⊗ x′, y ⊗ y′)λ,λ′ = πνπ
〈ν̃,λ′〉(x, y)λ(x

′, y′)λ′

for homogeneous x, x′ ∈ V (λ) and y, y′ ∈ V (λ′) and y ∈ V (λ′)λ−ν′ for some ν ∈ N[I].

Then (−,−)λ⊗λ′ is a J-polarization.

Proof. This is an elementary verification, and we note that the πνπ
〈ν̃,λ′〉 factor is

related to Lemma 5.30.

Proposition 5.36. Let x, y ∈ U̇1ζ. When the pair (λ, λ′) tends to ∞ (in the sense

that 〈i, λ〉 and 〈i, λ′〉 tends to ∞ for all i), the inner product (x(ηλ ⊗ ζ−λ′), y(ηλ ⊗

ζ−λ′))λ,λ′ converges in Qπ((q)) to {x, y}.

Proof. Assume first that x = x−1 1ζ and y = y−1 1ζ for x1, y1 ∈ f Then

x(ηλ ⊗ ζ−λ′) = x−1 ηλ ⊗ ζ−λ′ ,

y(ηλ ⊗ ζ−λ′) = y−1 ηλ ⊗ ζ−λ′ .

Therefore (x(ηλ ⊗ ζ−λ′), y(ηλ ⊗ ζ−λ′))λ,λ′ = (xηλ, yηλ)λ, and the right-hand side con-

verges to (x, y) = {x−1ζ , y
−1ζ} by Proposition 4.35.

Now assume that x = 1ζ and y is arbitrary. Then we may assume that y =

τ1(x
−
1 )y−1 1ζ for some x1, x2 ∈ f . But then by the polarization property,

(1ζ(ηλ ⊗ ζ−λ′), y(ηλ ⊗ ζ−λ′))λ,λ′ = (x−1 (ηλ ⊗ ζ−λ′), y−1 (ηλ ⊗ ζ−λ′)).

Using the previous case, this converges to{
x−1 1ζ , y

−
1 1ζ
}

=
{

1ζ , τ1(x
−
1 )y−1 1ζ

}
= {x, y} .

Finally, let us assume x and y are both arbitrary. We may assume that x = u1ζ

for some u ∈ U. Then

(x(ηλ ⊗ ζ−λ′), y(ηλ ⊗ ζ−λ′))λ,λ′ = (u(ηλ ⊗ ζ−λ′), y(ηλ ⊗ ζ−λ′))λ,λ′

= (1ζ(ηλ ⊗ ζ−λ′), τ1(u)y(ηλ ⊗ ζ−λ′)).

Again, by the previous case, this converges to {1ζ , τ1(u)y} = {x, y}.
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Now we shall define a notion of almost-orthogonality with a view toward the

π-orthonormality of our canonical basis of f .

Definition 5.37. Given Q(q)π-modules M,M ′ and a pairing (−,−) : M ×M ′ →

Q(q)π, we say a π-basis B of M is almost-π-orthonormal to a π-basis B′ of M ′ if

they satisfy the following conditions:

(b, b′) ∈ Zπ[[q]] ∩Q(q)π;

(b, b′) ∈ qZπ[[q]] if b 6= b′ and b 6= πb′;

(b, b) ∈ πε + qZπ[[q]] for some ε ∈ {0, 1} .

We note that by Lemma 4.31, the canonical bases B and B(λ) ⊂ V (λ) are almost-

π-orthonormal.

Theorem 5.38. The basis Ḃ is almost-π-orthonormal.

Proof. It is trivial that (b♦ζb′, b1♦ζ′b′1) = 0 if ζ 6= ζ ′. Recall by construction and by

Corollary 5.24 that for all λ, λ′ ∈ X+ such that λ− λ′ = ζ,

∆(b♦ζb′)ηλ ⊗ ξ−λ′ = (b♦b′)λ,λ′ ,

∆′(b♦ζb′)ηλ ⊗ ξ−λ′ = πε(b♦b′)λ,λ′ ,

where ε ∈ {0, 1} (and by convention, we set (b♦sb′)λ,λ′ = 0 if b /∈ B(λ) or b′ /∈ B(λ′)).

By the previous proposition, it suffices to show that for all λ, λ′ ∈ X+ such that

if λ − λ′ = ζ such that b ∈ B(λ) and b′ ∈ B(λ′), (b♦b′)λ,λ′ is almost-π-orthonormal

to (b1♦′b′1)λ,λ′ for all b1, b
′
1. But this follows from the definition of the bilinear form

and the almost-π-orthonomality of B(λ).

Remark 5.39. It should be noted that, in contrast to the non-super case, a charac-

terization of Ḃ via almost-π-orthonormality is not possible, since in particular it is

not possible for B.
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Appendix A

Twisted Bialgebras

In this appendix, we will discuss the structure theory of a class of algebras related

to f , which we call twisted bialgebras. Our motivation for studying these algebras is

to construct a framework for understanding the transformation between a one- and

two-parameter half-quantum group which was defined by Fan-Li [FL]. In particu-

lar, this helps to explain the twistor defined in §2.5, which is a variant of Fan-Li’s

transformation.

We define twisted bialgebras as natural generalizations of a notion of twisted bial-

gebra already existing in the literature (cf. [LZ]) and we note it is also closely related

to the constructions appearing in [AYY, FL, Gr, HP]. After defining these algebras,

we develop some general structure theory à la Green [Gr]. We then proceed to define a

generalization of Fan-Li’s transformation, which is a twisting of the multiplication on

the algebra, and we show that the resulting bialgebra structure is essentially unique in

some sense. In particular, we derive some algebra isomorphisms of which the twistor

on f is a particular example.

A.1 Definitions

Let K be a field. Let BF be the space of Z-valued bilinear forms on Z[I]. Let T be the

the group of bicharacters; that is, the group of functions f : Z[I]× Z[I]→ K× under

point-wise multiplication which is generated by the functions f such that f(η, ν) =
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xb(η,ν) for all η, ν ∈ Z[I] and some b ∈ BF, x ∈ K×. In particular, each f ∈ T satisfies

f(µ, η + ν) = f(µ, η)f(µ, ν) and f(µ + η, ν) = f(µ, ν)f(η, ν). Let τ : T → T be

the automorphism where τ(f)(η, µ) = f(µ, η). The collection of τ -invariant elements

are called symmetric bicharacters, and the set of elements f with τ(f) = f−1 will be

called skew-symmetric bicharacters.

Let t, t′ ∈ T . We define F-bialgebra F to be of type (I, t, t′) if it satisfies the

following properties:

(TB1) F =
⊕

µ∈Z[I]+ Fµ is Z[I]+-graded algebra such that F0 = F1, Fi = Fθi, and the

elements θi generate F.

(TB2) There is a comultiplication r : F→ F⊗ F such that

(a) r(θi) = θi ⊗ 1 + 1⊗ θi;

(b) r is an algebra homomorphism where F⊗ F is given the multiplication

(x⊗ y)(x′ ⊗ y′) = t(|y|, |x′|)xx′ ⊗ yy′;

(TB3) There is a K-valued symmetric bilinear form (−,−) on F such that

(a) (Fµ, Fν) = 0 if µ 6= ν;

(b) (1, 1) = 1 and (θi, θi) 6= 0;

(c) (xy, z) = (x⊗ y, r(z)), where (x⊗ y, x′ ⊗ y′) = t′(|y|, |x′|)(x, x′)(y, y′).

We call F a twisted bi-algebra. If G is another twisted bialgebra of type (I, s, s′)

with generators ϑi, we will say F is isomorphic to G as twisted bi-algebras if there is

an algebra isomorphism φ : F→ G such that φ(θi) = ϑi.

Given a twisted bialgebra F of type (I, t, t′), then F⊗n = F⊗K F⊗K . . .⊗K F has a

natural algebra structure given by iterating (TB2)(b). It is an easy exercise to verify

that r is co-associative, and in particular that iterating r (by applying inductively to

any choice of tensor factor) induces an algebra homomorphism rn : F→ F⊗n.
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Lemma A.1. An algebra of type (I, t, t′) exists if and only if t′t = τ(t′t); that is, tt′

is symmetric.

Proof. Suppose t, t′ ∈ T satisfy tt′ = τ(tt′). Then we have

t′(η, ν)t(η, ν) = t′(ν, η)t(ν, η) for all η, µ ∈ Z[I]. (A.1)

The existence of an algebra satisfying (TB1)-(TB3) absent the bilinear form being

symmetric is trivial. Indeed, the free algebra F on I with the given algebra structure

on F⊗2 satisfies (1) and (2), and multiplication on the restricted dual F∗ is induced

by r with a twist by t′ so that fg = t′(|g|, |f |)(f ⊗ g) ◦ r. The natural algebra

homomorphism F → F ∗ gives rise to a unique bilinear form satisfying (3a)-(3c). To

show this form is symmetric, by uniqueness it is equivalent to proving that (x, y′y′′) =

(r(x), y′ ⊗ y′′). This is trivially true when x = θi.

Let x = x′x′′, and for z ∈ {x′, x′′, y′, y′′} set r(z) =
∑
z1 ⊗ z2. Then r(x) =∑

t(|x′2|, |x′′1|)x′1x′′1 ⊗ x′2x′′2 and r(y′y′′) =
∑
t(|y′2|, |y′′1 |)y′1y′′1 ⊗ y′2y′′2 . On one hand,

(x′x′′, y′y′′) = (x′ ⊗ x′′, r(y′y′′)) =
∑

t′(|x′′|, |y′1y′′1 |)t(|y′2|, |y′′1 |)(x′, y′1y′′1)(x′′, y′2y
′′
2),

which by induction implies

(x′x′′, y′y′′) =
∑

t′(|x′′|, |y′1y′′1 |)t(|y′2|, |y′′1 |)t′(|x′2|, |y′1|)t′(|x′′2|, |y′2|)

× (x′1, y
′
1)(x

′
2, y
′′
1)(x′′1, y

′
2)(x

′′
2, y
′′
2).

On the other hand,

(r(x),y′ ⊗ y′′) =
∑

t′(|x′2x′′2|, |y′|)t(|x′2|, |x′′1|)(x′1x′′1, y′)(x′2x′′2, y′′)

=
∑

t′(|x′2x′′2|, |y′|)t(|x′2|, |x′′1|)t′(|x′′1|, |y′1|)t′(|x′′2|, |y′′1 |)

× (x′1, y
′
1)(x

′′
1, y
′
2)(x

′
2, y
′′
1)(x′′2, y

′′
2).

Comparing these, we see they are equal if

t′(|x′2x′′2|, |y′|)t(|x′2|, |x′′1|)t′(|x′′1|, |y′1|)t′(|x′′2|, |y′′1 |)

= t′(|x′′|, |y′1y′′1 |)t(|y′2|, |y′′1 |)t′(|x′2|, |y′1|)t′(|x′′2|, |y′2|).
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Since the bilinear form is only nonzero between homogeneous elements of the same

weight, this is equivalent to

t′(µ2 + ν2, µ1 + ν1)t(µ2, ν1)t
′(ν1, µ1)t

′(ν2, µ2)

= t′(ν1 + ν2, µ1 + µ2)t(ν1, µ2)t
′(µ2, µ1)t

′(ν2, ν1) (?)

where |x′1| = |y′1| = µ1, |x′2| = |y′′1 | = µ2, |x′′1| = |y′2| = ν1, and |x′′2| = |y′′2 | = ν2.

By expanding and rearranging factors, we see that (?) is equivalent to (A.1), which

shows that we get such a symmetric bilinear form (and hence a twisted bialgebra)

when (A.1) holds.

On the other hand, if F is a twisted bialgebra of type (I, t, t′), then (TB3) implies

(A.1) by checking on the generators. To wit,

(θiθj, θjθi) = (θi⊗θj, θjθi⊗1+θj⊗θi+t(j, i)θi⊗θj+1⊗θjθi) = t(j, i)t′(j, i)(θj, θj)(θi, θi),

hence by symmetry and the condition (3b), we must have t(j, i)t′(j, i) = t(i, j)t′(i, j)

for all i, j.

We note the following immediate corollary.

Corollary A.2. Suppose that s, t, t′ ∈ T such that s and tt′ are symmetric. Then

there exist twisted bialgebras of types (I, s, 1), (I, ts, t′), (I, t, t′s), and (I, t, τ(t)).

Remark A.3. We shall see later that there is a unique non-degenerate algebra only

depending on I, t, and the coset t′S, where S is the subgroup of symmetric bicharac-

ters.

Let F be a bialgebra of type (I, t, t′). Let 〈I〉 denote the words in I, and for

w = i1 . . . i` ∈ 〈I〉 let θw = θi1 . . . θi` .

Let ` = {1, . . . , `} and P = {P1, . . . , Pn} be a partition of ` into n (possibly

empty) sets. Then for x, y ∈ `, we say x <P y if x ∈ Pa and y ∈ Pb such that x < y

and a > b. Then we define

t(w,P) =
∏
x<Py

t(ix, iy). (A.2)
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In the case where n = ` and no set in P is empty, the partition defines a unique

permutation sP ∈ S` via sP(a) = b if b ∈ Pa, and conversely any permutation s ∈ S`
defines a unique partition Ps. In this case, we will write t(w, s) = t(w,Ps).

Lemma A.4. Let w = i1 . . . i` ∈ 〈I〉 of length ` and let n ≥ 1. Then

r(n)(θw) =
∑
P

t(w,P)θw1 ⊗ . . .⊗ θwn+1 , (A.3)

where the sum is over (n + 1)-set partitions P = {P1, . . . , Pa+1} of ` and wb =

ip1ip2 . . . ipc with Pb = {p1 < . . . < pc}.

Proof. Note that r(n)(θi) =
∑

k 1⊗k⊗θi⊗1⊗n−1−k so this is trivially true on generators.

The proof may be finished by induction in a straightforward way, which is left as an

exercise to the reader.

As in the proof of Lemma A.1, the free algebra F can be made a twisted bialgebra

of type (I, t, t′) satisfying (A.1), and so its coproduct r induces a product defined on

its dual F∗. Let G be the subalgebra of F∗ generated by the elements ξw with w ∈ 〈I〉

such that ξw(θv) = δvw for all v ∈ 〈I〉. First we will express the product in the ξ-basis.

Note that ξi1 . . . ξi` = τ(t′)(w, ω`)ξi1 ⊗ . . .⊗ ξi` ◦ r(l−1), where ω` is the order-reversing

permutation on `. For convenience, let us use t′(w) = τ(t′)(w, ω`). Note that if t′

is symmetric, then t′(w) = t′(v) when |w| = |v| and we write t′(ν) = t′(w), but in

general this is not the case.

Example A.5. Let i, j ∈ I. Then t′(ij) = t′(j, i) and t′(ji) = t′(i, j) hence t′(w) only

depends on |w| if and only if t′ is symmetric.

Let w = i1 . . . i` ∈ 〈I〉 and let v ∈ 〈I〉. Then using Lemma A.4 and the definition of

the product, we see that ξi1 . . . ξi`(θv) = 0 if |v| 6= |w|. On the other hand, if |v| = |w|,

then ξi1 ⊗ . . .⊗ ξi` evaluates to 0 on all the summands of r(`−1) in (A.3) except if, for

some s ∈ S`, Pa = {s(a)} with js(a) = ia for all a, yielding ξi1 ⊗ . . .⊗ ξi`(θv) = t(w, s).

Define the action of S` on `-length words via s(k1 . . . k`) = ks(1) . . . ks(`). Then we

obtain the following lemma.
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Lemma A.6. Let w = i1 . . . i` ∈ 〈I〉. Then ξi1 . . . ξi` = t′(w)
∑

s∈S` t(w, s)ξs−1(w).

We call this product the twisted shuffle product on G. It can be generalized to an

arbitrary collection of words rather than letters, though we will not do this here.

Define Mw,v(t) =
∑

v=s−1(w) t(w, s), so that ξi1 . . . ξi` = t′(w)
∑

vMw,v(t)ξv. Note

that the Mw,v(t) only depend on the words v, w ∈ 〈I〉 and the bilinear forms com-

prising t. Specifically, suppose t(ν, µ) =
∏m

n=1 c
bn(ν,µ)
n for cn ∈ K× and bn ∈ BF, and

define tx(ν, µ) =
∏m

n=1 x
bn(ν,µ)
n ∈ Z[x±11 , . . . , x±1m ]. Then the Mw,v(tx) are polynomials

which only depend on the bilinear forms bn, and Mw,v(tx)(c1, . . . , cm) = Mw,v(t).

Proposition A.7. Let F be a twisted bialgebra of type (I, t, t′). Then for w =

i1 . . . i`, v ∈ 〈I〉 of weight ν = i1 + . . .+ i`,

(θw, θv) = t′(w)Mw,v(t)Bν(F),

where Bν(F) =
∏`

a=1(θia , θia).

Proof. By noting that Mi,i(t) = 1 and Mw,v(t) = 0 if |w| 6= |v|, clearly this holds

for the generators. Now we may assume w = i1 . . . i` with ` > 1. Then writing

r(`−1)(θv) =
∑

P t(v,P)θv1 ⊗ . . .⊗ θv`

(θw, θv) = (θi1 ⊗ . . .⊗ θi` , r(`−1)(θv))

=
∑
P

t(v,P)t′(i2, |v1|)t′(i3, |v1|+ |v2|) . . . t′(i`, |v| − |v`|)(θi1 , θv1) . . . (θi` , θv`).

Note that we must have va = ia for all a to have a nonzero summand. This implies that

the sum is only over partitions corresponding to permutations, the factors involving

t′ can be simplified to t′(w), and the factors involving inner products combine into a

factor of Bν(F). Therefore,

(θw, θv) = t′(w)Bν(F)
∑

s−1(v)=w

t(w, s) = t′(w)Mw,v(t)Bν(F).

The following corollary is now obvious.
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Corollary A.8. Let F be a twisted bialgebra of type (I, t, t′) with coproduct r and

bilinear form (−,−). Let s ∈ T be symmetric. Then F is a twisted bialgebra of type

(I, t, st′) with respect to the coproduct r and the bilinear form (x, y)s = s(|x|)(x, y).

The importance of the polynomials Mw,v is made clear by the following proposi-

tion.

Proposition A.9. Let x ∈ F, and write x =
∑
cwθw. Then x ∈ Rad(−,−) if and

only if ∑
w∈〈I〉ν

cwt
′(w)Mw,v(t) = 0

for all v ∈ 〈I〉 and ν ∈ Z[I]. If in addition t′ is symmetric, then x ∈ Rad(−,−) if

and only if ∑
w∈〈I〉ν

cwMw,v(t) = 0

for all v ∈ 〈I〉 and ν ∈ Z[I].

Proof. If x is in the radical if and only if (x, θv) = 0 for all v ∈ 〈I〉. In particular, if

|v| = ν (x, θv) = 0 if and only if
∑

w∈〈I〉 cwMw,v(x)t′(w)Bν(F) = 0 for all v ∈ 〈I〉 and

ν ∈ Z[I]. Since Bν(F) is invertible and Mw,v = 0 if |v| 6= |w|, (x, θv) = 0 if and only if∑
w∈〈I〉ν

cwMw,v(x)t′(w) = 0 for all v ∈ 〈I〉 and ν ∈ Z[I]. In the case t′ is symmetric,

t′(w) only depends on |w| = ν. Since t′(w) is invertible, it can be canceled, finishing

the proof.

Corollary A.10. Let F and G be non-degenerate bi-algebras of types (I, t, t′) and

(I, t, t′′) such that t′t′′−1 is symmetric. Then F and G are isomorphic as twisted bi-

algebras.

Proof. Write t′ = st′′ with s a symmetric bicharacter. Denote the generators of

F by θ and the generators of G by ϑ. Then we have
∑
cwθw = 0 if and only if∑

w∈〈I〉ν
cwt
′(w)Mw,v(t) = 0 for all v ∈ 〈I〉 and ν ∈ Z[I] if and only if

s(ν)
∑
w∈〈I〉ν

cwt
′′(w)Mw,v(t) = 0,
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for all v ∈ 〈I〉 and ν ∈ Z[I] if and only if
∑
cwϑw = 0 by Proposition A.9. Therefore,

we have a well-defined bijection
∑
cwθw 7→

∑
cwϑw.

A.2 The Fan-Li transformation

Let F be an algebra of type (I, t, t′) and let s, s′ ∈ T . Define

x∗y = s′(|x|, |y|)xy, (x⊗y)∗(x′⊗y′) = t(|y|, |x|)s(|y|, |x|)(x∗x′)⊗(y∗y′), (A.4)

rs(x) =
∑

s′(|x1|, |x2|)−1x1 ⊗ x2 where r(x) =
∑

x1 ⊗ x2. (A.5)

Write r(x) =
∑
x1 ⊗ x2 and r(y) =

∑
y1 ⊗ y2. Then

rs(x) ∗ rs(y) =
∑

s′(|x1|, |x2|)−1s′(|y1|, |y2|)−1s′(|x1|, |y1|)s′(|x2|, |y2|)

× t(|x2|, |y1|)s(|x2|, |y1|)x1y1 ⊗ x2y2

and

rs(x ∗ y) = s′(|x|, |y|)
∑

s′(|x1y1|, |x2y2|)−1t(|x2|, |y1|)x1y1 ⊗ x2y2

Comparing these equations, we see that rs(x) ∗ rs(y) = rs(x ∗ y) if

s′(|x|, |y|)s′(|x1y1|, |x2y2|)−1 =s′(|x1|, |x2|)−1s′(|y1|, |y2|)−1s′(|x1|, |y1|)

× s′(|x2|, |y2|)s(|x2|, |y1|). (?)

After to expanding and rearranging factors in (?), we see it is equivalent to

s(|x2|, |y1|) = s′(|x2|, |y1|)s′(|y1|, |x2|)−1.

Now define

(x, y)s = (x, y), (x⊗ y, x′ ⊗ y′)s = (t′τ(s′2))(|y|, |x′|)(x, x′)(y, y′). (A.6)
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Then we claim that (x ∗ y, z)s = (x⊗ y, rs(z))s. Indeed if we write r(z) =
∑
z1 ⊗ z2,

then

(x⊗ y, rs(z))s = t′(|y|, |z1|)s′(|z1|, |y|)
∑

s′(|z1|, |z2|)−1(x, z1)(y, z2)

=
∑

t′(|y|, |z1|)s′2(|x|, |y|)s′(|x|, |y|)−1(x, z1)(y, z2)

= s′(|x|, |y|)(xy, z) = (x ∗ y, z)s

In particular, this bilinear form is symmetric, and hence (F, ∗) is a bialgebra of

type (I, ts, t′τ(s′2)). Hence we obtain the following.

Proposition A.11. Let F be a bialgebra of type (I, t, t′). Choose s′ ∈ T , and set

s = s′τ(s′)−1. Let ∗, rs, (−,−)s be defined as in (A.4)–(A.6). Then (F, ∗) is a

bialgebra of type (I, ts, t′τ(s′)2) with coproduct rs and bilinear form (−,−)s.

Corollary A.12. If F is the non-degenerate twisted bialgebra of type (I, t, t′), then

(F, ∗) is isomorphic to the non-degenerate twisted bialgebra of type (I, ts, t′τ(s′)2).

We will call ∗ the s′-twisted multiplication and (F, ∗) the s′-twist of F. It turns

out that the formulae for rs and (−,−)s are forced upon us by the axioms of twisted

bialgebras. To wit, let F be a twisted bialgebra of type (I, t, t′) and a, b, c, d, e ∈ T .

Define

x ∗ y = a(|x|, |y|)xy;

rb(x) =
∑

b(|x1|, |x2|)x1 ⊗ x2;

(x⊗ y) ∗ (x′ ⊗ y′) = (tc)(|y|, |x′|)(x ∗ x′)⊗ (y ∗ y′);

(x, y)d = d(|x|, |y|)(x, y);

(x⊗ y, x′ ⊗ y′)e = (t′e)(|y|, |x′|)(x, x′)d(y, y′)d.

Lemma A.13. Keep the notations of the previous paragraph. We have the following

statements.
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1. rb is an algebra homomorphism with respect to ∗ if and only if a = b−1 and

c = aτ(a)−1.

2. We have (x ∗ y, z)d = (x⊗ y, rb(z))e if and only if e = dτ(d)τ(a)2 if and only if

(x, y ∗ z)d = (rb(x), y ⊗ z)e.

In particular, (F, ∗) is the a-twist of F.

Proof. First, consider (1). Write r(x) =
∑
x1 ⊗ x2 and r(y) =

∑
y1 ⊗ y2. Then

r(xy) =
∑
t(|x2|, |y1|)x1y1 ⊗ x2y2, and by direct computation

rb(x) ∗ rb(y) =
∑

b(|x1|, |x2|)b(|y1|, |y2|)(tc)(|x2|, |y1|)

× a(|x1|, |y1|)a(|x2|, |y2|) x1y1 ⊗ x2y2,

rb(x ∗ y) = a(|x|, |y|)
∑

b(|x1y1|, |x2y2|) x1y1 ⊗ x2y2.

Therefore, we see that rb(x) ∗ rb(y) = rb(x ∗ y) if

(tc)(|x2|, |y1|)a(|x1|, |y1|)a(|x2|, |y2|) = a(|x|, |y|)b(|y1|, |x2|)b(|x1|, |y2|). (?)

If we write |x2| = µ, |y1| = ν, |x1| = η, y2 = ζ, then after rearranging (?) we see it is

equivalent to

c(µ, ν)a(µ, ν)−1b(ν, µ)−1 = a(η, ζ)b(η, ζ).

Therefore, (?) is true if a = b−1 and c = aτ(a)−1. On the other hand, suppose x = θi

and t = θj. Then the same computation yields

rs(θi ∗ θj) = a(i, j)(θiθj ⊗ 1 + b(i, j)θi ⊗ θj + b(j, i)t(i, j)θj ⊗ θi + 1⊗ θiθj),

rs(θi) ∗ rs(θj) = a(i, j)θiθj ⊗ 1 + θi ⊗ θj + t(i, j)c(i, j)θj ⊗ θi + a(i, j)1⊗ θiθj.

All of the summands are linearly independent, hence we obtain a(i, j)b(i, j) = 1 and

a(i, j)b(j, i) = c(i, j). This finishes the proof of (1).

The proof of (2) is similar, so to minimize tedious calculation we will restrict

ourselves to the proof that e = dτ(d)τ(a)2 is necessary for (x ∗ y, z)d = (x⊗ y, rb(z))e

to hold. By direct computation,

(θi ∗ θj, θj ∗ θi)d = a(i, j)a(j, i)d(i+ j, i+ j)t(i, j)t′(i, j)(θi, θi)(θj, θj),
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(θi⊗θj, rb(θi∗θj)) = (θi⊗θj, t(j, i)c(j, i)θi⊗θj)e = (et′tc)(j, i)d(i, i)d(j, j)(θi, θi)(θj, θj).

By assumption, these inner products are equal. Moreover, by (TB3)(b), we have

(θi, θi)(θj, θj) 6= 0, so

(et′tc)(j, i)d(i, i)d(j, j) = a(i, j)a(j, i)d(i+ j, i+ j)t(i, j)t′(i, j).

Expanding and rearranging the factors, we have the identity

e(j, i) = a(i, j)a(j, i)c(j, i)d(i, j)d(j, i) = a(i, j)2d(i, j)d(j, i).

Finally, we note that by Corollary A.8, (F, ∗) is a twisted bialgebra of type

(I, taτ(a)−1, t′τ(a)2) which is exactly the a-twist of F..

Remark A.14. Note that the twist transformation defines a T -action on the class of

twisted bialgebras. This transformation generalizes the twistor isomorphism in §2.5,

as well as the connection between Lusztig’s algebra f and the two-parameter version

appearing in [FL].
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