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Abstract

The ability to rotate the magnetization of a single domain nanomagnet using spin polarized current or uniaxial

strain leads to exciting possibilities for low-power embedded memory and logic applications. Realizing those

applications for real life usage requires addressing a complex and interlinked set of problems: material

properties of the ferromagnet-oxide heterostructure, spin transport, micromagnetics and thermal stochasticity

of the free layer. A particular challenge the STT-RAM industry faces is maintaining a high thermal stability

while trying to switch within a given voltage pulse with an acceptably low error rate and energy cost. While

operating at lower barrier increases the static error in STT-RAMs, it decreases the dynamic write error

rate associated with the spins freezing around stagnation points along the potential energy landscape of the

nanomagnets. We introduce a comprehensive and predictive STT-RAM modeling platform that operates at

different levels of complexities, ranging from a quasi-analytical model for the energy-delay-reliability trade-offs

to a fully atomistic, chemistry based multi-orbital model for predictive material design and optimization.

Using this platform, we identify suitable alloys for perpendicular, in-plane and partially perpendicular magnets,

identify the advantages and trade-offs with double barrier junctions, and underscore the dual role of thermal

fluctuations, both in hindering rotation and also in releasing spins from their stagnation points. A similar

set of challenges confronts ‘straintronics based multiferroic logic, where once again thermal perturbations

play a decisive role on the dynamic writing error rate. In presence of stagnation points, applied stress,

demagnetization field and dipole-dipole interactions, the error rate and switching delay can be controlled by

material design and by engineering the stress profile on the nanomagnets.
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Chapter 1

Introduction

1.1 Why Spin-based devices?

Due to physical and electrical scaling challenges, the MOSFET-based industry (CMOS logic gates, Flash,

DRAM, SRAM, etc) will reach the end of its road in the near future. Not only do the MOSFET-based

devices have scalability issues, they are also facing increased power leakage and endurance problems [1, 2, 3].

Therefore, a lot of incentive is being taken today to look into alternate forms of information computation

to sustain Moore’s law for the next few decades. One possible solution is to store information and do

logic computation by using the spin degree of freedom of electrons in ferromagnetic materials, instead of

charge based operation that most MOSFET-based technologies follow [4, 5]. This dissertation will focus

on two devices that utilizes the spin degree of freedom: (a) spin-transfer torque RAM (STT-RAM) and (b)

nanomagnetic logic using multiferroics.

Using the spin degree of freedom over charge has two advantages: (i) non-volatility and (ii) energy-efficient

collective switching of spins. Ferromagnetic materials have unpaired d orbital electrons, resulting in atoms

with a net magnetic moment. Therefore, they exhibit a strong attraction to magnetic fields and are able

to retain their magnetic properties after the external field has been removed. As shown in Fig. 1.1, under

an applied magnetic field, the material follows a non-linear magnetization until it reaches saturation point.

When the driving magnetic field drops to zero, the ferromagnetic material retains a considerable degree of

magnetization. The driving magnetization field must be reversed and increased by a large value to reach

saturation in the opposite direction. The ability to retain magnetization even when the magnetization field is

dropped to zero or the non-volatility of the ferromagnetic materials, is useful for memory devices.

Traditional CMOS technology use electrical charge into or out of their active regions to do logic computation

1
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Figure 1.1: Hysteresis loop of a ferromagnetic disk. The disk retains its magnetization, M, even after the
removal of the applied field, H.

Figure 1.2: (a) In CMOS technology, an energy barrier is needed to preserve a binary state. In “off” state,
the barrier prevents electrons from traveling to “0”. When the barrier is lowered with an applied gate voltage,
electrons can travel to “0”. (b) Collective spin switching in a nanomagnet.

or to store information (Fig. 1.2a). An energy barrier (of height Eb) is need to preserve a binary state in a

transistor. The barrier prevents electrons from traveling from “1” to state “0”. When the barrier is lowered

with an applied gate voltage, electrons can travel to “0”. A write error happens when thermal energy causes

an electron to spontaneously jump over the barrier even before it is depressed. The device error probability is

given by the Boltzmann factor, Πdev = e−Eb/KBT , where T is the temperature. The amount of energy that

needs to be to depress the barrier and turn on the transistor process equal to at least KBT ln(1/Πdev). In
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order to support logic computation, fan in and out and interconnects, a large number of electrons (∼ 104) is

needed to guarantee successful communication between the binary switches, with total dissipation ending up

to be NKBT ln(1/Πdev) [6], where N is the number of electrons.

On the other hand, if logic bits are encoded in two stable magnetization of the spin degree of freedom,

then switching between these orientations can take place by dissipating only ∼ kT ln(1/Πdev)[7] of energy.

Since 10,000 spins rotate for the cost of 10 due to the strong exchange coupling between the spins, the

computation is intrinsically energy-efficient (Fig. 1.2 b).

1.2 Magnetic tunnel junction

Figure 1.3: Giant magnetoresistance in a magnetic tunnel junction. When the magnetization of the free and
fixed layers are in parallel configuration, the resistance across the valve is low which can be interpreted as Bit
“0”. When the magnetization of the free and fixed layers are in anti-parallel configuration, the resistance
across the valve is high which can be interpreted as Bit “1”.

Magnetic tunnel junction (MTJ) is the building block of most spintronic devices. A MTJ [8] is basically

two ferromagnetic films separated by an insulating spacer film (MgO,Al2O3) (Fig. 1.3). The magnetization

of one ferromagnetic (FM) layer (the fixed layer) in the MTJ is pinned by exchange coupling with an

antiferromagnetic layer, while the magnetization of the second (free) layer can change freely. Data in a

MTJ cell can be retained in the relative spin orientations of the fixed and free FM layers (Bit “0” or low

resistance (RP) for parallel (P) and bit “1” or high resistance (RAP) for anti-parallel (AP)). The stored

data can thereafter be sensed by measuring the tunneling resistance. The data retention is non-volatile

as the magnetization in the FM layers is conserved in the absence of current or applied field. Tunneling

magnetoresistance (TMR) is calculated by: TMR = (RAP -RP)/RP [9].
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Figure 1.4: (a) 1 Transistor - 1 MRAM cell with field induced writing, (b) 1 Transistor - STT-RAM cell , and
(c) the write current as a function of cell width for field and spin-transfer torque writing (www.grandisinc.com)

1.3 Spin-transfer torque RAM

Magnetic RAM (MRAM) (Fig. 1.4a) is the first generation random access memory that used magnetic

hysteresis of the free FM layer of the MTJ to store information. A write is performed by changing the magnetic

orientation of the free layer in the MTJ by an external magnetic field induced concurrently by the word and

bit lines [10]. The inductive writing has high power consumption and high possibility for cross-interference as

devices are scaled down to achieve higher memory density per chip (Fig. 1.4c). Fabrication is complicated as

the device requires extra word lines. Therefore, it is highly unlikely that MRAM will dominate the memory

industry anytime in the future.

STT-RAM (Fig. 1.4b) is one of the front-runners in spin-based memory technology today. The concept of

STT-RAM was born in 1996; after theories developed by J.C. Slonczewski[11] and L. Berger[12] independently

suggested that the magnetization of a thin FM film can be switched by direct transfer of spin angular

momentum from a spin polarized current (via exerting torque). The current required to switch scales down

with size (Fig 1.3c). When the FM layers are in AP configuration, an applied positive voltage would pass

electrons through the fixed FM layer, making them fully spin-polarized in the same direction as the layer’s

majority electrons magnetization. After a critical current, JC , is reached the spin polarized electrons will

induce a torque on the anti-parallel electrons in the free FM layer and align the magnetization direction of

the free FM layer to match its own magnetization, resulting in a MTJ in parallel configuration (Fig. 1.4a). If
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Figure 1.5: (a) Anti-parallel to parallel writing and (b) Parallel to Anti-parallel writing in STT-RAM

the current is reversed at negative voltage (electrons first passing through the free FM layer), minority down

electrons with respect to fixed FM layer’s magnetization, will be reflected back into the free layer, thereby

aligning the soft magnetization direction from up to down, making the device anti-parallel (Fig. 1.5b).

1.4 Nanomagnetic logic using multiferroics

Nanomagnetic logic, where shape-anisotropic nanomagnets with two stable magnetization orientations act

as binary switches, has emerged as a potential replacement for traditional transistor-based logic because

magnets can be far more energy-efficient than transistors. A recent version of nanomagnetic logic – termed

straintronic multiferroic logic (SML) – visualizes using voltage generated strain to rotate or switch the

magnetization of multiferroic nanomagnets. This action dissipates very little energy (<1 aJ) and is therefore

particularly attractive for both logic and memory [13]. Logic architectures are configured in the same way

as magnetic quantum cellular automata (MQCA) [14], where dipole interaction between nearest neighbor

magnets elicits logic functionality [15, 16] and information is transmitted unidirectionally from one stage to

the next (Fig. 1a) through inter-magnet dipole coupling and the action of a multi-phase clock. The clock acts

as a Bennett clock [17] that rotates a nanomagnet’s magnetization through ∼ 90◦ prior to a bit propagating

through it. Until recently, the popular means for rotating the magnetization employed either a local magnetic

field or spin-transfer torque, with associated energy dissipations of ∼ 109KBT [18] and ∼ 108KBT [19, 20],
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Figure 1.6: (a) In multiferroic logic, information is stored in the magnetostrictive Terfenol-D disk with an
layer of piezoelectric below it. To Bennett-clock the disk, a voltage is applied to the PZT, causing is to stress.
The stress is then converted to strain in the Terfenol-D, causing the magnetization to rotate. (b) Information
is passed along an array of disks, which are coupled anti-ferromagnetically to each other in the ground state.
(c)-(h) Information transmission from disk 1 to 3.
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respectively, per magnet at room temperature, if the clock period is ∼1 ns.In multiferroic logic, the rotation

is carried out by straining a multiferroic nanomagnet with a small voltage (∼10 mV), consuming only an

estimated 102KBT per magnet [13]. Based on the dipole-coupled Bennett clocked MQCA architecture, an

operating binary wire and majority gate have been designed and simulated at zero temperature ([21],[16]).

An alternate MTJ architecture has also been proposed that does not rely on dipolar coupling, and is thus

more scalable (dipolar couplings scale as the square of the volume) [22].

The specific design we will simulate here consists of a synthetic multiferroic stack with three layers - a

magnetostrictive (Terfenol-D), a piezoelectric (PZT) and a hard magnetic layer (Fig. 1.6a). In the absence

of any strain, the two mutually anti-parallel magnetizations along the major axis of the ellipse (easy axis

of the Terfenol-D layer) encode the logic bits ‘0’ and ‘1’ (φ = π/2 and 3π/2 respectively) in either magnet

[23]. The magnets are prepared for information propagation with a small local voltage applied to a coupled

piezoelectric element (PZT), stressing the magnets and switching them onto their hard (in-plane minor) axes

(Fig. 1.6a)[15].

Let us study how information is transmitted unidirectionally in a logic chain (or binary wire). In a

chain of five magnets whose centers lie on a line parallel to the minor axis of the ellipses, the ground state

is anti-ferromagnetic, meaning nearest neighbors have anti-parallel magnetizations (Fig. 1.6b). Thus, the

logic bit hosted by the leftmost magnet is replicated in the rightmost magnet. If the leftmost magnet is

flipped with an external agent (Fig. 1.6c), we expect the other two magnets to flip sequentially in a domino

fashion for information propagation unidirectionally from left to right. However, this will not happen; the

2nd magnet will not flip since the dipole interactions from its two neighbors cancel (Fig. 1.6d). The 2nd

magnet is said to be in frustrated mode. In order to make information propagate from left to right, Bennett

clocking is implemented by stressing the 2nd and 3rd magnets to rotate their magnetizations by ∼ 90◦ after

the leftmost magnet has flipped (Fig. 1.6e). When stress is released on the 2nd magnet, it finds itself in a

maximum energy state and subsequently relaxes to the minimum energy state by assuming an orientation

anti-parallel to that of the magnet to its left because of the dipole coupling with its two neighbors (Fig. 1.6f).

However, if the 2nd magnet fails to rotate under stress, then it may never flip since the combined dipole

interactions from its two neighbors may not be able to make it transcend the energy barrier between its two

stable magnetization states. To further transfer the information to the 3rd magnet, stress is applied to the

4th magnet (Fig. 1.6g) and 3 is released. Through dipole coupling with 2, 3’s magnetization reaches the

down spin state (Fig. 1.6h).
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1.5 Challenges

With its fast write and read, small cell size, non-volatility and excellent endurance, STT-RAM devices bear

excellent potential of dominating the embedded and standalone memory world in the near future. However,

in order to compete with existing embedded technology, an STT-RAM bit cell should be able to meet the

following requirements [24]:

(i) TMR needs to exceed 150% for low-power read and adequately differentiate between bits “1”and “0”.

(ii) The thermal stability (∆ = HKMS/2KBT ) of the free layer must be greater than 60 to ensure enough

stability against stochastic thermal switching to retain data for at least 10 years. HK is the anisotropy field

while MS is the saturation magnetization.

(iii) A scalable spin transfer torque switching current (J < 1.5 x 106A/cm2).

(iv) A very low write-error-rate (WER)< 10−9 within a fast device write time < 10ns.

(v) An overall low energy write(< 1pJ), meaning a correspondingly low switching voltage.

As the device holding the information is simple (a thin ferromagnetic layer), the performance parameters

are related to each other. While the device desires high thermal stability, the critical current and the time

needed to switch are also directly proportional to the thermal stability. Hence, greater thermal stability

leads to a higher critical current. Higher thermal stability also contributes to longer switching tails, as

the magnetization tends to be nearer to the stagnation point, θ = 0 or π, in the absence of an external

perturbation. Near the stagnation point, the torque proportional to sinθ is too small to initiate switching.

Therefore a thermally stable free layer would require a relatively high current to have very low error rate

10−9 for switching within 5-10 ns. Achieving such a diverse set of targets will require meticulous design and

material engineering.

The energy advantages of multiferroics have been discussed extensively in the literature, but several other

issues that are important remain relatively unexplored. They include speed of operation, energy dissipation

and error rates at room temperature. Till to date, most simulations of SML circuits have been carried out

at zero temperature [21, 16] where thermal noise is absent and switching never fails. At room temperature,

thermal noise generates random torques on the magnetization vector that can rotate the magnetization in
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the wrong direction and cause switching errors. For a single magnet used as a memory element, this can

lead to write errors, but for a chain of dipole coupled magnets implementing a logic circuit, the effect is

more serious since it can stop information propagation down the chain and cause widespread failure. Logic is

less forgiving of errors than memory and calls for more stringent restrictions on error rates. Error rates in

isolated magnets acting as memory elements has been studied before [25], but error rates in dipole coupled

multiferroic magnets acting as logic chains have not been addressed. Logic computations should meet the

following criteria:

(i) Highly reliable operation with error rate ≈ 10−15 − 10−12.

(ii) Fast computation < 1ns.

1.6 Aim of the dissertation

The aim of the dissertation is to present a comprehensive simulation tool model for STT-RAM which is needed

to explore the multi-parameter optimization problem involved (Chapter 2). Our current simulation tool uses

the Non Equilibrium Green’s Function (NEGF) method to solve quantum transport equations for the exerted

torque, coupled with macrospin dynamics in the free layer, solved using the Landau-Lifshitz-Gilbert (LLG)

equation in the presence of the both in-plane and in-field torque. The NEGF model works at three levels - (1)

a parameterized model for quick, intuitive insights, (2) quasi-analytical physics based compact model, and (3)

fully atomistic, chemistry based multi-orbital model for predictive material design and optimization. The LLG

macromagnetic solver is a stochastic single domain model which can numerically solve the magnetization of the

free layer in a STT-RAM, with both parallel and perpendicular anisotropy. The NEGF+ LLG comprehensive

model specified is used to identify a set of materials that can meet the challenge of fast writing with low

error threshold and energy consumption in single barrier STT-RAM (Chapter 3, 4 and 5).

A similar tool is presented for multiferroic logic that studies the error rate and switching delay. It is

shown the performance of the logic computation can be controlled by material design and by engineering the

stress profile on the nanomagnets.



Chapter 2

Unified model for STT-RAM

Figure 2.1: Fully integrated STT-RAM solver

Though spin-transport and spin-transfer torque in a magnetic tunnel [26, 27, 28, 29] and the macrospin

dynamics [30, 31] of the of the free layer has been studied individually in great detail in the past, ours is

the first comprehensive STT-RAM simulation tool to date (Fig. 2.1) that combines both the areas. The

10
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simulations are done self-consistently, to account for the continual change in interspin angle and torque during

the evolution of the free spin. Given the description of the bandstructure of the magnetic tunnel junction, the

transport module is used to calculated current and spin torque exerted on the free layer. The calculated spin

torque is then fed into the stochastic macrodynamic module which can calculate the changing magnetization

of the free layer. In this dissertation, we do not take into account the magnetic field generated in the junction

because of current flow (BiotSavart).

2.1 Bandstructure module

The band structure of the MTJ can be specified in 3 ways: (2.1.1) a fully atomistic model, (2.1.2) a

parameterized model using continuum grid, and (2.1.3) a quasi-analytical physics based compact model.

2.1.1 Fully atomistic model

In a fully atomistic description of the MTJ, detailed interfacial chemistry between the ferromagnetic

bandstructure and the insulator and the correct density of states of the contacts are taken into account.

The Hamiltonian of the tunnel junction can be calculated through various Density Functional Theory[32]

packages available in the market today. For our study, we used two methods: Extended Huckel Theory

(EHT)[33, 34, 35], calibrated in turn with first principles Density Functional Theory (VASP[36]) and the

combined effort of Siesta[37]+Smeagol[38, 39].

Figure 2.2: Atomistic Extended Huckel Theory + Quantum transport Strained Fe/MgO/Fe

The importance of the interfacial chemistry between the insulator and the ferromagnetic contacts is

important in MTJs, as seen in the case of strained Fe/MgO/Fe (Fig. 2.2). Even though bulk iron is not a half-

metallic in nature, with addition to a MgO barrier, it has half metallic tunneling characteristics[40, 41, 42, 43].

This calculation has been done by EHT parameters extracted by Professor William Butler’s group in University



Chapter 2 Unified model for STT-RAM 12

Figure 2.3: Mass dependent tunneling in Ni/MgO/Ni MTJ

of Alabama through VASP. At the [001] interface of MgO, the ∆1 s valence bands continues as an evanescent

state into the band gap and then becomes the conduction band. Electrons tunneling through this evanescent

states will have a much slower decay rate than tunneling through an insulation gap. Iron has a s ∆1 up spin

band near its Fermi level, enabling the electrons to tunnel through the evanescent states. However, the down

spin ∆2 and ∆5 bands will see a barrier. Therefore in parallel configuration, the s up spin electrons will decay

slowly through the tunnel while the ∆2 and ∆5 d down spin band electrons will decay faster. There will

be removal of ∆2 and ∆5 d down bands by chemistry and amplification of ∆1 s up bands by Fermi level

placement with the MgO evanescent state.

As seen in the transmission plot across the Brillouin zone, transmission for up spin is 10−3 while for

minority is 10−4. At anti-parallel configuration, the preferential tunneling will not exist, so that results in a

very high TMR in Fe/MgO/Fe MTJ, around 1500% near zero voltage. The DFT prediction of the preferential

tunneling through MgO insulator has lead to quite a revolution in the experimental world and industry.

Previously, the most common insulator used in a MTJ was amorphous aluminum oxide which resulted in low

TMR. Switching to MgO has led to higher TMR, as indicated in this experimental result, 25% vs 150%[44].

The experimental TMR is lower compared that predicted by theory because of manufacturing defects [45, 46]

Doing fully atomistic study will help uncover interesting physics as seen in the mass dependent tunneling
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t]

Figure 2.4: Continuum grid representation of a MTJ

in Ni/MgO/Ni tunnel junction using the package Siesta+Smeagol (Fig. 2.3). For a very narrow MgO barrier,

the tunneling current is dominated by the down spin electrons in the Ni d bands as there are more down

electrons than up electrons. The spin polarization of the tunneling current can be defined as,

Spinpolarization =
I↑ − I↓
I↑ + I↓

(2.1)

For a narrow MgO barrier, we would get a negative spin polarized current (Fig 2.3c). Now the interesting

physics happen as you increase the MgO width. Spin polarized current becomes positive, that means we are

getting more up spin current than down spin current. D electron mass is heavier than s electron mass and we

know the tunneling transmission is proportional to exponential of the mass, T ≈ exp(
√
m). At lower width,

d down electrons could dominate because they were greater in number, but at wider width, they are too

heavy to tunnel through and the s electrons take over. As there is more s up electrons than s down electrons,

you get positive spin polarized current.

2.1.2 Parameterized continuum grid model

The continuum grid Hamiltonian(H) (Fig 2.4) and the spin-dependent contacts self-energy matrices (ΣL,R)

for the single barrier MTJ in a STT-RAM can be specified by the following five parameters[47]: (i)U is the

barrier offset between the contact and the insulator, (ii)EF is Fermi-level,(iii)δ is the band splitting between

majority and minority spin electrons, (iV) W is the width of the insulator, (v) mc and (vi) mbarr are the

effective masses in the contact and barrier respectively ( Fig. 2.5). Further explanation on how to set up this

model is given in Appendix A.
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Figure 2.5: Band structure of a magnetic tunnel junction. The bottom of ↑ and ↓ conduction bands in
ferromagnetic(FM) contacts are separated by δ eV, while the insulating oxide introduces a barrier. EF is the
Fermi level, W is the width of the insulating barrier and U is is the barrier offset between the contact and
the insulator. The magnetization of the right layer is fixed, while the left layer is free to rotate.

2.1.3 Quasi-analytical physics based compact model

In the quasi-analytical physics based compact model, the same set of parameters using in the parameterized

continuum grid model is used to describe the Hamiltonian of the magnetic tunnel junction (Fig. 2.5).

2.2 Transport module

The spin torque exerted on the free magnetic layer can be calculated at two level of complexities (2.2.1)

Non-Equilibrium Green’s Function (NEGF) for the atomistic and parameterized continuum grid bandstructure

and 2.2.2) Modified Simmons’ equation for the quasi-analytical physics based compact model.

2.2.1 Non-Equilibrium Green’s Function

The NEGF formalism is employed to calculate the ballistic tunneling current and spin current from lattice

site j to j+1 from Green’s function(G) and electron correlation function (Gn) [48]:
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Green’s function:

G(E) = (EI −H − ΣL(E)− ΣR(E))−1

Electron correlation function:

Gn(E) = G(E)(ΣinL (E) + ΣinR (E))G(E)†

In-scattering function:

ΣL,R(E)in = γL,R(E)FL,R(E)

Broadening Matrix:

γL,R(E) = i(ΣL,R(E)− ΣL,R(E)†)

(2.2)

Current:

Ij,j±1 = 1
i~
∫
dE[Tr(Hj,j±1G

n
j±1,j −Gnj,j±1Hj±1,j)]

Spin current:

ISj,j±1 = 1
i~
∫
dE[Tr(~σS(Hj,j±1G

n
j±1,j −Gnj,j±1Hj±1,j))]

(2.3)

where ~σS are the Pauli spin matrices and FL,R(E) are the 2-D Fermi function at the two contacts. Using

the 2-D Fermi function takes care of the transverse momentum in the Y and Z directions. The spin torque

exerted on the free magnetic layer will be the spin current generated at the insulator - free layer interface

and absorbed by the free layer. The absorbed voltage dependent torque has the general structure

~T (V ) =

[
A(V )m̂× (m̂× m̂p) +B(V )m̂× m̂p

]
, (2.4)

where the first is the current driven spin-transfer torque, while the second is the field-like torque arising

from direct exchange coupling between the two ferromagnets. m̂ and m̂p represent the unit vectors for the

magnetizations in the free and pinned layers respectively.

2.2.2 Modified Simmons’ model

The magnetic tunnel junction in a STT-RAM can be broken up into three regions (Fig 1): (I) X < 0 - the left

fixed ferromagnetic layer where the magnetization of the left layer is pinned to the +Z axis, (II) 0 6 X 6W -

the insulating tunneling barrier and (III) X > W -the right ferromagnetic layer whose magnetization is free

to rotate and is defined by the angle θ measured with respect to the positive +Z axis (Fig. 2.5). The

magnetization of the right ferromagnet is parallel to Z’ axis of the coordinate system X’,Y’,Z, which is rotated

θ degree to the original Z axis. For simplicity, we are omitting the transverse momentum k|| and assuming
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that potential barrier in region II is rectangular when voltage is applied. In a free electron approximation,

the longitudinal spin-polarized electron momentum in each of the three region can be expressed as

Region I, fixed contact: k↑ =

√
2mE

~
, k↓ =

√
2m(E − δ)

~

Region II, insulator: κ=

√
2m(U − E)

~

Region III, free contact: k+
↑ =

√
2m(E−qV )

~ , k+
↓ =

√
2m(E−δ−qV )

~
(2.5)

where m is the mass of electron, ~ is Plank’s constant, U is the barrier offset inside the insulator and δ

is the band splitting between majority and minority spin bands. The right contact has an additional -qV

potential drop because of an applied positive voltage. Positive voltage is applied to the MTJ to switch

from anti-parallel to parallel configuration. Considering a spin-up incident plane wave in Region I, the wave

functions in the three regions are:

Region I: ψI↑ =
1√
k↑
eik↑x +R↑e

−ik↑x

ψI↓ = R↓e
−ik↓x

Region II: ψII↑ = A↑e
−κx +B↑e

κx

ψII↓ = A↓e
−κx +B↓e

κx

Region III: ψ′III↑ = C↑e
ik+↑ x

ψ′III↓ = C↓e
ik+↓ x (2.6)

The wave functions in the third region, ψ′III↑ and ψ′III↓, are with respect to the rotated axes, X’,Y’,Z’. In

order to conform to the original axes, a spinor transformation is required[28],

ψIII↑ = cos(
θ

2
)ψ′III↑ + sin(

θ

2
)ψ′III↓

ψIII↓ = −sin(
θ

2
)ψ′III↑ + cos(

θ

2
)ψ′III↓ (2.7)

By matching ψ↑,↓ and dψ↑,↓/dx at x=0 and W, the unknowns, R↑,↓ and C↑,↓ are solved to the leading order

of e−κw, which can be used to calculate the torque inducing traverse spin current in Region I and III.



2.2 Transport module 17

C↑ =
−4κ

√
k↑cos(

θ
2 )e−κw

(κ− ik↑)(κ− ik+
↑ )

C↓ =
−4κ

√
k↑sin( θ2 )e−κw

(κ− ik↑)(κ− ik+
↓ )

R↑ =
κ+ ik↑
κ− ik↑

R↓ =
−4iκ
√
k↑κ

2(k+↑ −k
+
↓ )sin(θ)e−2κw

(κ−ik↑)(κ−ik↓)(κ−ik+↑ )(κ−ik+↓ )
(2.8)

The charge current and spin currents in Region I and III are calculated by,

J =
q~

2mi
[(ψ∗↑ ψ∗↓)

dψ↑
dx

dψ↓
dx

− (ψ↑ ψ↓)

dψ∗↑
dx

dψ∗↓
dx

]

Jσ = q~
2mi [(ψ

∗
↑ ψ∗↓)σ

dψ↑
dx

dψ↓
dx

− (ψ↑ ψ↓)σ

dψ∗↑
dx

dψ∗↓
dx

] (2.9)

where σ are the Pauli matrices. The spin current component parallel to the magnetization of the ferromagnet

in the third region, JIII,Z , tunnel through and has no contribution to the torque. The transverse spin

currents, JIII,X and JIII,Y gets absorbed by the ferromagnet in the third region which induces the torque

that acts on the magnetization.

JIII,↑ =
16k↑κ

2q~e−2κw

m(κ2 + k2
↑)

[
k+
↑ cos

2( θ2 )

(κ2 − k+2
↑ )

+
k+
↓ sin

2( θ2 )

(κ2 + k+2
↓ )

]

JIII,Z,↑ =
16k↑κ

2q~e−2κw

m(κ2 + k2
↑)

[
k+
↑ cos

2( θ2 )

(κ2 − k+2
↑ )
−
k+
↓ sin

2( θ2 )

(κ2 + k+2
↓ )

]

JIII,X,↑ =
8k↑κ

2q~e−2κw(k+
↑ + k+

↓ )sin(θ)

m(κ2 + k2
↑)(κ

2 + k+2
↑ )(κ2 + k+2

↓ )
XIII

JIII,Y,↑ =
8ik2
↑κ

2q~e−2κw(k+
↑ − k

+
↓ )sin(θ)

m(κ2 + k2
↑)(κ

2 + k+2
↑ )(κ2 + k+2

↓ )
XIII

XIII = [(κ2 + k+
↑ k

+
↓ )cos(k+

↑ x− k
+
↓ x)+κ(k+

↑ − k
+
↓ )sin(k+

↑ x− k
+
↓ x)] (2.10)
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Similarly for a incoming down spin electron, the unknowns, R↑,↓ and C↑,↓ are solved to the leading order

of e−κw,

C↑ =
4κ
√
k↓sin( θ2 )e−κw

(κ− ik↓)(κ− ik+
↑ )

C↓ =
−4κ

√
k↓cos(

θ
2 )e−κw

(κ− ik↓)(κ− ik+
↓ )

R↑ =
−4iκ =

√
k↓κ

2(k+
↑ − k

+
↓ )sin(θ)e−2κw

(κ− ik↑)(κ− ik↓)(κ− ik+
↑ )(κ− ik+

↓ )

R↓ =
κ+ ik↓
κ− ik↓

(2.11)

The corresponding spin currents,

JIII,X,↓ = −
8k↓κ

2q~e−2κw(k+
↑ + k+

↓ )sin(θ)

m(κ2 + k2
↓)(κ

2 + k+2
↑ )(κ2 + k+2

↓ )
XIII

JIII,Y,↓ = −
8ik↓κ

2q~e−2κw(k+
↑ − k

+
↓ )sin(θ)

m(κ2 + k2
↓)(κ

2 + k+2
↑ )(κ2 + k+2

↓ )
XIII (2.12)

Adding both torque exerted by up and down spin electrons,we see that the total torque is proportional to

polarization of the first contact,

JIII,X,total, JIII,Y,total ∝
k↑ − k↓

(κ2 + k2
↑)(κ

2 + k2
↓)

(2.13)

The intensity of the torque will increase with increasing polarization of the contact.

The first region also experience torque inducing traverse currents where angular momentum is removed.

This torque is analogous to the the torque used in parallel to anti-parallel switching when a negative voltage

is applied.

JI,Z =
−8q~κ4k2

↑k↓(k
+
↑ − k

+
↓ )e−4κwsin2(θ)

(κ− ik2
↑)(κ− ik2

↓)(κ− ik
+2
↑ )(κ− ik+2

↓ )

JI,X =
−4q~κ2k↑(k

+
↑ − k

+
↓ )e−2κwsin(θ)

(κ− ik2
↑)(κ− ik2

↓)(κ− ik
+2
↑ )(κ− ik+2

↓ )
XI

JI,Y =
4iq~κ2k↑(k

+
↑ − k

+
↓ )e−2κwsin(θ)

(κ− ik2
↑)(κ− ik2

↓)(κ− ik
+2
↑ )(κ− ik+2

↓ )
XI
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XI =
[ (k↑ − k↓)(Ecos(k↑x+ k↓x)− Fsin(k↑x+ k↓x)

−(k↑ − k↓)(Hcos(k↑x− k↓x)− Isin(k↑x− k↓x)]
(2.14)

where,

E = κ4 − κ2k↑k↓ − κ2k+
↑ k

+
↓ − κ

2k↓k
+
↓ − κ

2k↓k
+
↑ − κ

2k↑k
+
↓ − κ

2k↑k
+
↑ + k↑k↓k

+
↑ k

+
↓

F = −κ3k↑ − κ3k↓ − κ3k+
↑ − κ

3k+
↓ + κk↑k

+
↑ k

+
↓ + κk↓k

+
↑ k

+
↓ + κk↑k↓k

+
↑ + κk↓k↓k

+
↓

H = κ4 + κ2k↑k↓ − κ2k+
↑ k

+
↓ − κ

2k↓k
+
↓ − κ

2k↓k
+
↑ + κ2k↑k

+
↓ + κ2k↑k

+
↑ − k↑k↓k

+
↑ k

+
↓

I = κ3k↑ − κ3k↓ − κ3k+
↑ − κ

3k+
↓ − κk↑k

+
↑ k

+
↓ + κk↓k

+
↑ k

+
↓ − κk↑k↓k

+
↑ − κk↓k↓k

+
↓ (2.15)

While the torque in the right contact adds angular momentum to induce anti-parallel to parallel switching,

there is a reciprocal torque in the left contact that removes angular momentum and induces parallel to

anti-parallel switching. The torque at the left layer is dependent on the polarization of the left layer, k+
↑ − k

+
↓ .

Therefore, by using the methodology in [28], a weighted sum of the tunneling up and down spin electrons

was obtained, with weighting factors given by their respective densities of states. The transverse modes with

momentum k‖, and a linear potential drop in the insulator were included using the WKB approximation

prescribed by Simmons in [49]. The total current density, J, at a given voltage and angle θ in a magnetic

tunnel junction is,

J0(V ) =
q2

4π2~W 2

[(
U − qV /2

)
e
−

2W

~

√
2mc

(
U − qV /2

)
−
(
U + qV /2

)
e
−2W

~

√
2mc

(
U + qV/2

)]

Jσ =
16kσβ

2

β2 + k2
σ

[
k+
σ cos2(θ/2)

β2 + k+2
σ

+
k+
σ̄ sin2(θ/2)

β2 + k+2
σ̄

]
,
σ =↑, ↓

σ̄ =↓, ↑

J(V, θ) = [J↑(V, θ) + J↓(V, θ)]J0(V ) (2.16)

From the spin current, we can calculate the torque exerted on the free magnetic layer [50], ~T (V ) =

(~/2q)Javg(V )η(V )[m̂× (m̂× m̂p)] where Javg(V ) = [J(V, θ = 0) + J(V, θ = π)]/2. m̂ and m̂p represent the

unit vector orientations for the magnetizations in the free and fixed layers respectively. When a positive bias is

applied, polarized electrons flow from the fixed FM contact to the free layer, causing the magnetization of the

free layer to switch from anti-parallel to parallel. For negative bias, the electron flow removes magnetization

from the right layer, causing it to rotate from P to AP. Notice that the torque exerted at the right, free

ferromagnetic layer depends on the effective voltage-dependent polarization of the incident electrons from the
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left, fixed layer[51]. This voltage dependence is critical to understanding the observed P to AP vs AP to P

asymmetry in STTRAMs. The effective polarization of the incident electrons at a given voltage is given by,

η(V ) =
k↑ − k↓
k↑ + k↓

(2.17)

2.3 Stochastic macrospin dynamics

Finally, the calculated torque from the transport module is included in a modified Landau-Lifschitz-Gilbert

(LLG) equation for the magnetization dynamics in the free layer,

dm̂

dt
− α(m̂× dm̂

dt
) = −γm̂× ~Heff + ~T (V ) (2.18)

where α is the damping coefficient, γ is the gyro-magnetic ratio and ~Heff is the effective magnetic field that

includes the effects of magnetocrystalline and shape anisotropy as well as the influence of external magnetic

fields. The magnetocrystalline anisotropy is modeled by E = Ksin2(θ), where K in the intrinsic anisotropy

constant for the ferromagnet. The shape anisotropy is dependent on the orientation of the magnetization of

the elliptical ferromagnetic disk. If the magnetization of the free layer ferromagnet lies within the plane of the

elliptical disk (in-plane ferromagnetic contact), the shape anisotropy is E = 4πM2
Ssin

2(θ)cos2(φ) where MS

is the saturation magnetization[52]. If the magnetization lies perpendicular to the disk, the shape anisotropy

is E = 4πM2
Scos

2(θ).

The thermal perturbation is included by a Langevin random field ~HL, that can be added to the effective

magnetic field term. The field ~HL relates to the system temperature T by,

~HL =

√
2αKBT

γΩMs
G (2.19)

where G is a Gaussian white noise with mean 0 and standard deviation of 1.

An alternate to the stochastic approach is to solve the Fokker-Planck equation for the probability density

of each configuration and then average over the distribution to extract various moments [53].

2.4 Benchmarking with Experiments

The unified model is benchmarked with a published experiment to test for accuracy. The NEGF model was

used to fit the resistance VS voltage data for in-plane rectangular 70nm×250nm CoFeB/MgO/CoFeB (2nm)

(Fig. 2.6a and b)[54]. The parameters extracted from the model are EF =2.25eV, U = 1eV, width = 1nm,
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mc = 1.3, mbarr = 0.32 and δ = 1.96eV. The parameters were then used to calculate torque that served as

an input into the LLG solver. In the experiment, AP to P switching was observed to take place at 0.26V and

P to AP switching at -0.38V with a spin-polarized current density ηJ=28.5 MA/cm2, given a 10ns pulse.

Using HK of 500Oe, MS of 1050 emu/cc and Gilbert damping of 0.02 in our LLG model[55], our unified

model reproduces these results. Indeed, with ηI = 28.5 MA/cm2, we find a current pulse of at least 10ns

is needed for switching. For P to AP switching, voltages greater than -0.38V are unable to switch the free

ferromagnet within 10ns as seen in Fig 2.7. Similarly for AP to P switching, voltages weaker than 0.26V are

unable to switch within 10 ns (Fig. 2.8). Our NEGF currents that agree with the experimental values are

thereafter incorporated into the simplified LLG solver above, through the I term that enters the torque.

Similarly, the modified Simmons’ model was used to benchmark the same experiment. Further details on

this benchmarking will be given in Chapter 5.
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Figure 2.6: (a) Resistance vs voltage data for an in-plane CoFeB/MgO/CoFeB MTJ where the magnetization
of the free layer is held constant with an external applied field. (b) The NEGF model was used to fit the
experimental data and the transport parameters extracted from the fitting are EF =2.25eV, U = 1eV, width
= 1nm, mc = 1.3, mbarr = 0.32 and δ = 1.96eV. (c) The parameters were then used to calculate torque
that served as an input into the LLG solver. An HK of 500Oe, MS of 1050emu/cc and Gilbert damping of
0.02 were used. The combined model predicted the P to AP switching to take place at -380mV and AP to
P switching to take place at 260mV for a pulse width of 10ns and initial angle of 0.04rad. The switching
voltage of the comprehensive model matched that of the experiment.

Figure 2.7: Parallel to anti-parallel switching takes place in an in-plane CoFeB/MgO/CoFeB magnetic tunnel
junction at -0.38V given a 10ns pulse of spin current, with a spin current density, ηJ=-28.5MA/cm2. A
current pulse of at least 10 ns is needed for switching at -0.38V. Voltages greater than -0.38V will not be able
to switch the free ferromagnet within 10ns as shown in the figure. HK of 39.78KA/m, MS of 1050KA/m and
Gilbert damping of 0.02 were used. The magnetization of the free ferromagnet switches from θ ≈ 0 to θ ≈ π.
MZ = cosθ. The simulation results agree quantitatively with experiments.
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Figure 2.8: Anti-parallel to parallel switching takes place in an in-plane CoFeB/MgO/CoFeB magnetic tunnel
junction at 0.26V given a 10ns pulse of spin current, with spin current density ηJ=28.5MA/cm2. A current
pulse of at least 10 ns is needed for switching at 0.26V. Voltages less than 0.26V will not be able to switch
the free ferromagnet within 10ns as shown in the figure. The magnetization of the free ferromagnet switches
from θ ≈ π to θ ≈ 0. The simulation results agree quantitatively with experiments.



Chapter 3

Investigating Spin-transfer torque

switching using the unified model

The critical current required for current STT-RAM devices, for spin torque induced switching is still too high

for commercial applications, prompting intense investigation into the underlying physical, material and device

related issues. Most experiments on spin transfer torque switching show that the parallel (P) to anti-parallel

(AP) switching takes place at a higher voltage than AP to P switching [56, 57, 54, 58]. The asymmetry in the

switching voltages arises from the fact that the torque exerted on the free layer is dependent on the voltage

dependent polarization of the fixed layer, as seen in numerical simulations before [51, 59].

In this chapter, we investigate both P to AP and AP to P switching using both (a) free electron

approximation and (b) a predictive Non Equilibrium Greens Function (NEGF) + Landau-Lifshitz-Gilbert

(LLG) STT-RAM model and show that with higher polarized ferromagnetic contacts, the switching voltage

decreases and becomes symmetric. In section 3.1, through the help of the predictive NEGF+LLG model, we

revisit the origin of spin-torque switching in the free layer by studying spin accumulation near the insulator

and free-layer interface prior to switching. In section 3.2, by free electron approximation, we prove that the

torque exerted at the free layer is indeed dependent on the voltage dependent polarization of the fixed layer.

Increasing the polarization of the contact results in increased torque and more symmetrical P to AP and AP

to P switching in respect to the voltage needed to make the switch for a given pulse width. STT-RAMs with

high polarized ferromagnetic contacts will not only have high tunneling magnetoresistance, but energy-efficient

AP to P and P to AP switching. Furthermore, the NEGF + LLG solver is used to validate the prediction.

Using the NEGF+LLG model, we see while the in-plane spin-transfer torque [m̂× (m̂× m̂p)] is most crucial

to the switching, the perpendicular torque [m̂× m̂p] plays a part as well.

24
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Figure 3.1: AP to P switching at 0.3V. The free layer and insulator interface is at position 2nm. (a)Time=0ns:
The free-layer is anti-parallel to the fixed layer, (b) Time=2.2ns: Majority electrons with respect to the
fixed layer tunnel through the barrier and accumulate at the insulator-free layer interface. The accumulated
majority electrons exerts a torque on the free layer which causes its magnetization to switch. (c)Time=2.6ns:
The free layer switching from anti-parallel to parallel configuration. (d)Time=5ns: The final magnetization
of the free layer is parallel to the fixed layer.

3.1 How parallel to anti-parallel and anti-parallel to parallel

switchings occur

With the help of the predictive NEGF+LLG STT-RAM model, we show how anti-parallel to parallel and

parallel to anti-parallel switching occur in the free layer. For an applied positive voltage, majority electrons

with respect to the fixed layer tunnel through the barrier and accumulate at the insulator-free layer interface

as shown in Fig 3.1b. The accumulated majority electrons exerts a torque on the free layer which causes its

magnetization to switch. After enough majority spin is accumulated to exert torque, the free layer starts

switching from anti-parallel to parallel configuration at 2.6ns. By 5 ns, the magnetization of the free layer

has completed its switching from anti-parallel to parallel mode.

Conversely for parallel to anti-parallel switching, a negative voltage is applied (Fig. 3.2). At 0 ns,
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Figure 3.2: P to AP switching at -0.4V. The free layer and insulator interface is at position 2nm. (a)Time=0ns:
The free-layer is parallel to the fixed layer, (b) Time=6ns: Minority electrons with respect to the free layer
tunnel through the barrier, reflect back from the fixed layer and insulater interface, and accumulate at the
insulator-free layer interface. The accumulated minority electrons exerts a torque on the free layer which
causes its magnetization to switch. (c)Time=7.6ns: The free layer switching from parallel to anti-parallel
configuration. (d)Time=8ns: The final magnetization of the free layer is anti-parallel to the fixed layer.

the free-layer is parallel to the fixed layer. At 6ns, there is an accumulation of minority electrons at the

insulator-free layer interface. The accumulated minority electrons exerts a torque on the free layer which

causes its magnetization to switch. After enough majority spin is accumulated to exert torque, the free layer

starts switching from anti-parallel to parallel configuration at 7.6 ns. By 8 ns, the magnetization of the free

layer has completed its switching from parallel to anti-parallel mode.

Two points to be noted here. First, given the same absolute value of voltage, the anti-parallel to parallel

switching occurs much faster than parallel to anti-parallel switching. We will see in the next section using

free-electron approximation, that the difference in the switching speed is due to the difference in the operating

polarization at the two switching voltages. Second point to be noted in the origin of the accumulated minority

carriers during the P to AP switching which decreases the magnetization of the free layer.
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Figure 3.3: Voltage dependent polarization. Effective polarization at the given energy, η = (n↑−n↓)/(n↑+n↓),
where n↑ and n↓ are the number of majority and minority electrons respectively. (a) When ∆ < EF , η, at
EF is less than 100%. η(V > 0) is greater than η(V < 0). Therefore, the effective polarization during AP to
P switching is higher than that during P to AP switching. (b) When ∆ > EF , η, at EF is 100%. η(V > 0) is
equal to η(V < 0). Therefore, the effective polarization during AP to P switching is the same of that during
P to AP switching.

3.2 AP to P and P to AP switching voltages asymmetry

In section 2.2.2, it has been proved that while the torque in the right contact adds angular momentum to

induce anti-parallel to parallel switching for positive bias across the tunnel junction, there is a reciprocal

torque in the left contact that removes angular momentum and induces parallel to anti-parallel switching.

The torque at the left layer is dependent on the polarization of the left layer, k+
↑ − k

+
↓ . Therefore, in a

STT-RAM cell, the intensity of the torque at a given voltage is dependent at the polarization of that given

voltage as shown in Fig 3.3a. For less than 100% polarized contacts, ∆ < EF . Polarization, η(V > 0) is

greater than η(V < 0). Therefore, the effective polarization during AP to P switching is higher than that

during P to AP switching.

At 100% polarization, where k↓ = k+
↓ = 0, the torques at the two end are equal which should result in

symmetric P to AP and AP to P switching. The torques at the right contact is dependent on k↑ while the

torque at the left contact is dependent on k+
↑ .Both the torques are more intensified than the torque generated
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Figure 3.4: As the fixed layer polarization(η and δ) increases, the spin-transfer torque, A(V) becomes
more symmetric with voltage. The perpendicular torque has a quadratic dependence on the voltage,
B(V ) = B0 + B1V

2. The term B0 is the exchange coupling between the fixed and the free layers at zero
voltage and intensifies as η increases. Positive value of B(V) prefers parallel configuration in the MTJ while
negative value prefers the anti-parallel configuration. When η = 66%, B is negative near zero voltage but
change to positive as voltage increases. The sign change is explained in Fig. 7. When η = 99%, B(V) is
mostly negetive.

in contacts with less than 100% polarization.

Region III:

JIII,X =
8k2↑q~e

−2κwk+↑ sin(θ)

m(κ2+k2↑)(κ
2+k+2

↑ )
[κ2cos(k+

↑ x) + κk+
↑ sin(k+

↑ x)]

JIII,Y =
8ik2↑q~e

−2κwk+↑ sin(θ)

m(κ2+k2↑)(κ
2+k+2

↑ )
[κ2cos(k+

↑ x) + κk+
↑ sin(k+

↑ x)]

Region I:

JI,X =
−8k2↑q~e

−2κwk+↑ sin(θ)

m(κ2+k2↑)(κ
2+k+2

↑ )
[κ2cos(k↑x) + κk↑sin(k↑x)]

JI,Y =
−8ik2↑q~e

−2κwk+↑ sin(θ)

m(κ2+k2↑)(κ
2+k+2

↑ )
[κ2cos(k↑x) + κk↑sin(k↑x)]

(3.1)

A more realistic calculation is done using NEGF and a macrospin solver that solves the Landau-Lifshitz-

Gilbert equation to emulate the switching of the free right layer. The traverse momentum in the Y and

Z directions and potential drop in the barrier are properly modeled. Fig. 3.4 shows the spin-transfer and

perpendicular torques currents for different polarization using the NEGF model: (i) 66% polarization or

δ = 1.95eV , (ii) 75% polarization or δ = 2.05eV ,(ii)90% polarization or δ = 2.15eV , and(iV) 100% polarization

or δ = 3eV . As polarization increases, the spin-transfer torque, dependent of the effective polarization of the

fixed contact, becomes more symmetric, as indicated by the results from free-electron approximation in the

previously. At 100% polarization, the torque is symmetric with respect to voltage.
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Figure 3.5: Normalized perpendicular torque with respect to energy for (a) NEGF and (b) free electron
models. According to the free electron model, the perpendicular torque, JY is dependent on (κ2 − k↑k↓) ≈
−(2m/~)(U − E − (E − qV )

√
1− δ/(E − qV ). Torque for energy below δ − qV is negative and for energy

above δ − qV is positive. For δ = 1.96eV and applied voltage of zero, the torque switches sign at energy
1.96eV. Sum of the perpendicular torque over the entire energy range is negative. For δ = 1.96eV and applied
voltage of 0.5V, the torque switches sign at energy 1.71eV. Sum of the perpendicular torque over the entire
energy range is positive. For δ = 3eV and applied voltage of zero, the torque does not switch sign. Sum of
the perpendicular torque over the entire energy range is negative.

3.3 Field-like term

The perpendicular torque has a quadratic dependence on the voltage, B(V ) = B0 +B1V
2 (Fig. 3.4b). The

term B0 is the exchange coupling between the fixed and the free layers at zero voltage and intensifies as η

increases. When η = 66%, B is negative near zero voltage but change to positive as voltage increases. When

η = 99%, B(V) is mostly negative. Fig 7 shows the normalized perpendicular torque with respect to energy

for (a) NEGF and (b) free electron models. According to the free electron model, the perpendicular torque,

JY is dependent on (κ2 − k↑k↓) ≈ −(2m/~)(U − E − (E − qV )
√

1− δ/(E − qV ). Torque for energy below

δ − qV is negative and for energy above δ − qV is positive. For δ = 1.96eV and applied voltage of zero, the

torque switches sign at energy 1.96eV and sum of the perpendicular torque over the entire energy range is

negative. For δ = 1.96eV and applied voltage of 0.5V, the torque switches sign at energy 1.71eV and sum of

the perpendicular torque over the entire energy range is positive. For δ = 3eV and applied voltage of zero,

the torque does not switch sign and sum of the perpendicular torque over the entire energy range is negative.

Positive value of B(V) prefers parallel configuration in the MTJ while negative value prefers the anti-parallel

configuration in in-plane free layers as seen in Fig. 3.6. The critical switching current becomes,

Ic − αB1 =
1

η

2q

~
αΩHKMS(1 +

2πMS

HK
+

H

HK
) (3.2)
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Figure 3.6: AP to P switching in an in-plane magnetic layer. Magnetic properties of CoFeB, HK of 500Oe,
MS of 1050 emu/cc and α of 0.02 are used. Positive field-like torque helps AP to P switching while a negative
field-like torque delays the switching.

where H is the field due to perpendicular torque at zero voltage, H = (HH~ηB0)/(4qΩK), and B1 is the

additional perpendicular torque due to voltage applied. The perpendicular torque at zero voltage increases

the thermal stability of the AP configuration and decreases the stability at the P configuration[60].

∆AP = HKMSΩ
2KBT

(1 + H
HK

)2

∆P = HKMSΩ
2KBT

(1− H
HK

)2

(3.3)

For an in-plane free layer of HK=500Oe, MS=1050emu/cc and thickness of 2nm, the H fields are 22.68Oe,

39.73Oe, 69.51e, and 139.28Oe for 66%, 75%, 90% and 100% η respectively. In perpendicular free layer, the

torque only effects the precession of the magnetization and does not affect the switching speed (Fig. 3.7).

With the parameters extracted from the experimental benchmark in section 2.3, MTJ with increasing

polarized contacts,(increasing δ) are studied in in-plane (Fig. 3.8) and perpendicular (Fig. 3.9) Fig 10 shows

AP to P and P to AP switching voltages for in-plane contacts. Magnetic properties of CoFeB, HK of 500Oe,

MS of 1050 emu/cc and α of 0.02 are used. Blue line indicates switching voltages taking both spin-transfer

and field-like torques into account, while the red lines account only for spin-transfer torques. For lower values

of ∆ (< 2.15eV ), field-like torque, being positive, hampers P to AP switching and helps AP to P switching.

For higher values of ∆ (> 2.15eV ), field-like torque, being negative, helps P to AP switching and hampers

AP to P switching. With field-like torque taken into account, voltage asymmetry, VAPtoP /VPtoAP increases

with increasing ∆. Without the field-like torque, voltage asymmetry increases and stabilizes at 1 for higher

polarization, indication symmetric in-plane torque switching. Fig 11 shows AP to P and P to AP switching
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Figure 3.7: AP to P switching in a perpendicular magnetic layer. Magnetic properties of CoPd, HK of
20,000Oe, MS of 450 emu/cc and α of 0.1 are used. The field-like torque do not effect the switching delay.

voltages for perpendicular contacts. Magnetic properties of CoPd, HK of 20,000Oe, MS of 450 emu/cc and α

of 0.1 are used[61, 62]. The field-like torque do not effect the switching voltages and therefore, the switching

voltage is dependent just on the polarization dependent in-plane torque. With or without field-like torque,

switching voltage becomes more symmetric with increasing δ.

Through the help of the predictive NEGF+LLG model, we revisit the origin of spin-torque switching in

the free layer by studying spin accumulation near the insulator and free-layer interface prior to switching.For

an applied positive voltage, majority electrons with respect to the fixed layer tunnel through the barrier and

accumulate at the insulator-free layer, exerting a torque on the free layer which causes its magnetization to

switch from AP to P. Conversely P to AP switching, a negative voltage is applied and there is an accumulation

of minority electrons at the insulator-fixed layer interface. The accumulated minority electrons exerts a

torque on the free layer which causes its magnetization to switch. The difference in the switching speed is

due to the difference in the operating polarization at the two switching voltages which is studied in detail

using both the free electron and the NEGF models. We show that with with higher polarized ferromagnetic

contacts, the switching voltage decreases and becomes symmetric in perpendicular free layers. However, due

to the field-like torque in in-plane materials, the asymmetry still exists.
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Figure 3.8: (a) AP to P and P to AP switching voltages for in-plane contacts. Magnetic properties of CoFeB,
HK of 500Oe, MS of 1050 emu/cc and α of 0.02 are used. Blue line indicates switching voltages taking both
spin-transfer and field-like torques into account, while the red lines account only for spin-transfer torques.
For lower values of δ (< 2.15eV ), field-like torque, being positive, hampers P to AP switching and helps
AP to P switching. For higher values of δ (> 2.15eV ), field-like torque, being negative, helps P to AP
switching and hampers AP to P switching. (b) With field-like torque taken into account, voltage asymmetry,
VAPtoP /VPtoAP increases with increasing δ. (c) Without the field-like torque, voltage asymmetry increases
and stabilizes at 1 for higher polarization, indication symmetric spin-transfer torque switching.

Figure 3.9: (a) AP to P and P to AP switching voltages for perpendicular contacts. Magnetic properties
of CoPd, HK of 20,000Oe, MS of 450 emu/cc and α of 0.1 are used. The field-like torque do not effect the
switching voltages and therefore, the switching voltage is dependent just on the spin-transfer torque. (b) and
(c): With or without field-like torque, switching voltage becomes more symmetric with increasing δ.



Chapter 4

Comparative material issues for faster

switching in STT-RAM

The critical current densities for spin torque switching in STT-RAMs is nonetheless too high for commercial

applications, prompting intense investigation into material properties of the free layer[63]. The energy

dissipation during the spin-transfer torque switching is given by I2Rτ , where I is the current used to induce

spin-transfer torque switching, R is resistance of the MTJ and τ is the total delay time it takes for the

magnetization of the free-layer to switch. In this chapter, for a given spin-polarized current density, J, of

2MA/cm2, we study the switching speed τ of different classes of magnetic materials, in-plane, perpendicular

and partially-perpendicular (Fig 4.5) at 0K temperature. We consider the free layer at the 45nm feature

STT-RAM technology, and employ a single domain macro-spin solver that solves the Landau-Lifshitz-Gilbert

(LLG) equation [52]. For enough stability against thermally driven switching, in order to retain data for at

least 10 years, ∆ needs to be greater than 75 at room temperature [64]. The voltage needed to generate

a current of such magnitude, and thus the resistance R, will be dependent on the material and insulator

properties, such as the effective masses, insulator thickness, band-offset and contact polarizations. Extracting

the MTJ resistance corresponding to a given I will require solving the quantum transport problem using the

non-equilibrium Green’s function formalism (NEGF)[65], or in a simpler incarnation, the Simmons’ model for

tunneling across a barrier, modified to include its crucial magnetization dependent pre-factors [66, 25]. While

such a coupled transport-macromagnetic study is ultimately needed for overall energy-efficiency studies, the

aim of this paper is to identify materials for fast switching in STT-RAM within 10ns, with acceptable thermal

stability (∆ > 75).

A proper model for spin torque induced switching should include thermal effects, which provide the

33
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Figure 4.1: Definition of the magnetization of the free ferromagnetic layer in a spherical coordinate system.
Magnetization for (a) In-plane material: the easy axis is along the major axis, Z, of the ellipsoidal plane,.
(b) Perpendicular material: the easy axis is perpendicular to the disk. (c) Partially-perpendicular: an
in-plane disk is capped with a Vanadium layer that reduces the demagnetization anisotropy of the system by
anti-ferromagnetic exchange coupling. In all three cases, magnetization prefers to lie near θ=0 (parallel case)
or θ=π (anti-parallel case).

Figure 4.2: Thermal stability, ∆, vs. root-mean-square, θrms(rad) of the free layer nanomagnet. ∆ needs to
be greater than 75 for commercial applications. Root-mean-square θrms(rad) identifies the initial angle that
we use in our simulations.

initial torque to nudge the magnetization away from stagnation points along the energy landscape (ie, away

from strict parallel or anti-parallel configurations), while at the same time hindering the motion of the

magnetization on its journey past stagnation. In [25] we include an average over the thermal distribution

of the initial angle evaluated using a Fokker-Planck equation. In this work, we simplify this treatment by

directly replacing the initial angle with the root mean squared value θrms at 300K, set by the equipartition

theorem (Fig. 4.2). While thermal agitation during the course of the reversal adds some uncertainty to the

final delay time, the difference is likely to be small[67]. Therefore, we will disregard the thermal effect during

the course of reversal in this chapter.
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Section 4.1 outlines the critical switching currents and thermal stabilities for in-plane, perpendicular and

partially-perpendicular ferromagnetic free-layers. Section 4.2 describes the variation in switching speeds

across the material classes for a given switching current density and section 4.3 provides a path for the

STT-RAM industry for fast, reliable switching.

4.1 Critical switching currents and thermal stabilities

4.1.1 In-plane

Fig 4.1 defines our choice of axes and angular conventions that we will adopt for the different material classes.

For in-plane materials, the easy axis is aligned along the major axis of the ellipsoidal plane (Fig 4.1a). For a

45nm feature technology, the free layer ellipsoidal disk has a minor axis of 45nm, major axis of 90nm, and

thickness of 2nm [64]. The potential energy density for an in-plane system is defined by its magnetocrystalline

anisotropy and demagnetization field, U = Ksin2θ + 2πM2
Ssin

2θcos2φ. The critical current for switching is,

Ic =
2q

η~
αΩHKMS [1 +

2πMS

HK
] (4.1)

HK is the magnetocrystalline anisotropy field, MS is the saturation magnetization and Ω is the total volume

of the free-layer. The thermal stability is,

∆ =
HKMSΩ

2KBT
(4.2)

The switching time required at zero temperature[67] for initial angle, θrms, and applied current, I, is

τ−1 =
αγ

ln(π/2θrms)
(HK + 2πMS)[

I

IC
− 1] (4.3)

4.1.2 Perpendicular

The easy axis is perpendicular to the plane (Fig 4.2b). For a 45nm feature technology, the free layer circular

disk has a diameter of 90 nm, and thickness of 2nm [64]. The potential energy density for the system is

defined by its magnetocrystalline anisotropy and demagnetization field, U = Ksin2θ + 2πM2
Scos

2θ. The

critical current for switching [68] is

Ic =
2q

η~
αΩHKMS [1− 4πMS

HK
] (4.4)
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The decreased barrier reduces critical current but also has an adverse effect on thermal stability,

∆ =
(HKMS − 4πM2

S)Ω

2KBT
(4.5)

Materials with higher saturation magnetization will have less thermal stability, making the range of reliable

materials narrower. Most perpendicular materials require epitaxial growth at elevated in-situ temperatures,

making them harder to integrate with CMOS processes than in-plane MTJ materials. They also typically

have higher damping constants α than in-plane MTJ free layer materials [57, 69, 61, 62].The switching time

required at zero temperature for initial angle, θrms, and applied current, I, is

τ−1 =
αγ

ln(π/2θrms)
(HK − 4πMS)[

I

IC
− 1] (4.6)

4.1.3 Partially-perpendicular

An in-plane material is capped anti-ferromagnetically with a Vanadium cap (Fig 4.2c), that reduces the

demagnetization field of the disk[70, 58]. The term partially-perpendicular is used because the overall

switching barrier is being reduced as in perpendicular materials (by demagnetization field in the later case),

but the magnetization still lies in the plane of the elliptical disk. The potential energy density for the system

is defined by its magnetocrystalline anisotropy, demagnetization field, and exchange coupling with the capping

layer, U = Ksin2θ + (2πM2
S −Ki/tfreelayer)sin

2θcos2φ, where Ki (erg/cm2) is the interfacial energy between

the free layer and capping and tfreelayer (nm) is the thickness of the free layer. In [70], for a 2 nm CoFeB

free layer capped with Vanadium, we see an 85% decrease in demagnetization field. The critical current for

switching is

Ic =
2q

η~
αΩHKMS [1 +

2πMS

HK
− H⊥
HK

] (4.7)

where H⊥ is the reduced demagnetization field. Thermal stability is the same as in-plane materials. The

switching time required at zero temperature for initial angle, θrms, and applied current, I, is

τ−1 =
αγ

ln(π/2θrms)
(HK + 2πMS −H⊥)[

I

IC
− 1] (4.8)

4.2 Switching speeds of different classes of free layers

The previous section lists the critical currents that correspond to a destabilization of the initial magnetization

from their respective easy axes towards the harder axes. To actually accomplish the switching in a given time,

we will need to inject a substantially larger current. The switching time depends on the interactive dynamics
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Table 4.1: A list of ferromagnetic materials that are being investigated for the free layer in STT-TAM. ‖
stands for in-plane materials while ⊥ for perpendicular materials.

Material Anisotropy Saturation α ‖ or ⊥
field, magnetization,

HK (kOe) MS (emu/cc)
TbCoFe[57] 1.2 139 0.1 ⊥

CoFeB[54, 63] 0.5 1050 0.01 ‖
FePd[69] 33 1100 0.1 ⊥
FePt[69] 116 1140 0.1 ⊥

Co2FeAl0.5Si0.5 0.3 560 0.01 ‖
[71]

MnAl[69] 61 560 0.01 ⊥
CoPd[61, 62] 10 450 0.1 ⊥
NiFe[72, 73] 0.25 800 0.01 ‖

CoPt[74] 91 900 0.1 ⊥
CoFeGe[75] 5 350 0.1 ⊥

CoFeCrB[75] 0.1 350 0.01 ‖
CoCrPt[76] 14.2 800 0.1 ⊥
CoCrTa[76] 12.2 800 0.1 ⊥

Figure 4.3: Numerically calculated switching delay (ns) for in-plane materials with varying saturation
magnetization (MS), anisotropy field (HK), and Gilbert damping (a) α=0.01 and (b) α=0.1. A current
density of 2MA/cm2 is applied. Materials that switch faster, <10ns with thermal stability ∆ greater than 75
are preferred and are indicated by the area enclosed by the white boundaries. The white solid line indicates
the boundary where ∆ is 75 (using Eq 4.4, which defines a rectangular hyperbola) while the dashed line
indicates the boundary where switching time is 10ns (using Eq 4.5, another rectangular hyperbola). Compared
to materials with α=0.01, materials with α=0.1 rarely switch. At α=0.01 and low magnetization, materials
with low and high HK switch at the same speed, even though the energy barrier the spin current needs to
overcome is proportional to HKMS + 2πM2

S . The explanation for this is outlined in Fig 4.12.
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Figure 4.4: Numerically calculated switching delay (ns) for perpendicular materials with varying saturation
magnetization (MS), anisotropy field (HK), and Gilbert damping : (a) α=0.01 and (b) α=0.1. A current
density of 2MA/cm2 is applied. Overall, perpendicular materials switch faster than in-plane materials, as the
energy barrier the spin current needs to overcome is proportional to HKMS − 4πM2

S . However, the decreased
barrier has an adverse effect on thermal stability, ∆(= (HKMS − 4πM2

S)/2KBT ). For increased MS , thermal
stability is reduced, making the range of reliable materials narrower. Most perpendicular materials have
α=0.1. Materials that switch faster <10ns and ∆ greater than 75 are preferred and are indicated by the
enclosed area by the white boundaries. The white solid line indicates the boundary where ∆ is 75 (using
Eq 4.7, which defines a rectangular hyperbola added to a linear term) while the dashed line indicates the
boundary where the switching time is 10ns (using Eq 4.8). Even though higher MS cuts down the energy
barrier, materials with high HK do not switch as the dominant energy barrier term is proportional to HKMS .
The shape of the colored region is bounded to the left by a linear separatrix that corresponds to maintaining
a perpendicular magnetization, HKMS > 4πM2

S

between the various effective fields along the trajectory of the switching magnetization. Figs. 4.3, 4.4 and 4.5

show the switching delays of in-plane, perpendicular and partially-perpendicular materials with varying MS ,

HK , and α, given a current density of 2MA/cm2. The phase plots designate the switching times, while the

enclosed by the white boundaries identify the range of suitable materials that successfully switch within 10 ns

(using Eq 4.5, 4.8 and 4.10) with a ∆ > 75 (using Eq 4.4 and 4.7). Table I lists the set of industrially relevant

STT-RAM free layer materials that we study. Numerically calculated HK and MS combinations that switch

within 10ns and solutions of Eq. 4.5, 4.8 and 4.10 for in-plane, perpendicular and partially-perpendicular

materials are compared in Fig 4.6. Numerical and analytical results are in agreement.

We can rationalize the shapes of the phases and white polygons designating efficient switching, by outlining

the various constraints they need to satisfy. In particular, we find that in-plane materials with low MS

and low HK tend to switch faster, as their switching energy barrier to the spin current is proportional to

HKMS + 2πM2
S . Perpendicular Materials with low MS and low HK also switch faster, their barriers being
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Figure 4.5: Numerically calculated switching delay (ns) for partially-perpendicular materials with varying
saturation magnetization (MS), anisotropy field (HK) and α=0.01. The demagnetization is reduced by 85%
by capping. A current density of 2MA/cm2 is applied. A wider range of materials (indicated by the enclosed
area by the white boundaries using Eq 4.4 and 4.10) switch within 10 ns with thermal stability greater than
75, as compared to in-plane materials with α = 0.01, generating thereby a more suitable class of free layer
materials.

Figure 4.6: Numerically calculated HK and MS combinations that switch within 10ns, overlaid with solutions
of Eqs. 4.5, 4.8 and 4.10 for in-plane, perpendicular and partially-perpendicular materials. The numerical
and analytical results are in excellent agreement.

proportional to HKMS − 4πM2
S . Even though a higher MS also cuts down the energy barrier through the

negative term, materials with high HK do not help switching, as the dominant energy term is proportional to

HKMS .
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Figure 4.7: For in-plane materials with α=0.01 and low magnetization, materials with low and high HK

switch at almost the same speed, even though the energy barrier the spin current needs to overcome is
proportional to HKMS + 2πM2

S . The above figure shows two cases where the saturation magnetization is
fixed at (200 emu/cc), and an HK of (a) 2000 Oe and (b) 20,000 Oe are used for the LLG simulations. At
200 Oe, the magnetization takes 0.5ns to come to the equator and then another 0.4 ns to the south pole. At
a larger HK of 20,000 Oe, the magnetization takes 1.03ns to come to the equator but only 0.22ns to come
to the south pole. The asymmetry arises because the high magnetocrystalline anisotropy field hinders the
magnetization while moving from the north pole to the equator, but assists it while moving from the equator
to the south pole. Thus, the large time to reach the equator at higher HK is compensated by the faster
switching from the equator to the south pole.

4.2.1 Low vs. high HK in-plane materials

For a given MS , we find that materials with high HK switch almost as fast as low HK materials. This

seems counter-intuitive, as a higher HK yields a higher switching barrier ∆ and a correspondingly low initial

angle θrms. The explanation lies in the effective magnetic fields during the first half (initial configuration

to equator) vs the second half (equator to flipped configuration) of the switching process. Fig. 4.7 shows

simulations with saturation magnetization set at 200 emu/cc and HKs et to 2000Oe (top) and 20,000 Oe

(bottom). To isolate the field dynamics,the same spin current of 2 MA/cm2 is applied to the two systems, and

the starting θ angle is set to 0.129 rad in each case. At 2000 Oe, the magnetization takes 0.5 ns to come to

the equator and then another 0.4 ns to reach the south pole. At 20,000 Oe, the magnetization takes 1.03 ns

to come to the equator, but only 0.22 ns to come to the south pole. What is noteworthy is the unequal times

taken for the two switching steps. The asymmetry arises because while the high anisotropy field hinders the

magnetization from moving from the north pole to the equator, it helps while moving from the equator to the
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south pole. Therefore, the large amount of time taken to travel to the equator at high HK is compensated by

the fast switching from the equator to the north pole.

In summary, in-plane materials with high HK and low MS would be good candidates for the free-layer.

The high HK promotes high thermal stability, and does not compromise on switching speed because it

actually helps with the switching process from the hard axis to the south pole.

4.2.2 In-plane vs. perpendicular materials

Figure 4.8: Difference between (a) in-plane and (b) perpendicular magnetization switching at 2MA/cm2,
HK=2000 Oe, MS=500emu/cc and α=0.01. For in-plane magnetizations, both the magnetocrystalline
anisotropy and demagnetization fields hinder the magnetization during the north pole to the equator
transition. After passing the equator, both fields help in moving to the south pole. For perpendicular
magnetizations, the anisotropy field opposes, while the demagnetization field helps the magnetization move
from north pole to equator. After passing the equator, the anisotropy helps while the demagnetization field
opposes the subsequent equator to south pole switching. Thus the times taken for north pole to equator and
equator to south pole transitions are comparable.

Fig. 4.8 shows the difference between in-plane and perpendicular magnetization switching at 2MA/cm2,

HK=2000 Oe, MS=500 emu/cc and α=0.01. Recall that for in-plane magnetization switching, both the

anisotropy and demagnetization fields hinder the switching from north pole to equator, and both fields help

switching from equator to south pole. For perpendicular magnetization switching on the other hand, the

anisotropy field opposes while the demagnetization field helps switching from north pole to equator. However,

after passing the equator, the anisotropy helps in moving to the south pole, while demagnetization field
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opposes it. Thus, the times taken for the magnetization to travel from the north pole to the equator and

then from the equator to the south pole are comparable.

For comparable Gilbert damping α, a wider range of perpendicular materials switch than in-plane

materials, the energy barrier being proportional to HKMS − 4πM2
S (Fig 4.8a). The steep curve to the right

of the colored region at 100ns coalesces ultimately with the linear boundary to the left that corresponds to

HKMS > 4πM2
S , in other words, maintaining a perpendicular magnetization. The white polygon includes the

additional inequality ∆ > 75, which gives a rectangular hyperbola on the MSHK plot. Unfortunately, most

perpendicular materials known today have high Gilbert damping, making them undesirable for STT-RAM

use (Fig 4.4).

Perpendicular materials with low damping constant will be good candidates for STT-RAM free layers.

Their switching speeds will be comparable to in-plane, but there will be a greater probability of switching.

4.2.3 In-plane vs. partially-perpendicular materials

Figure 4.9: Difference between (a) in-plane and (b) partially-perpendicular magnetization switching at
2MA/cm2, HK=2000Oe, MS=500emu/cc and α=0.01. The decrease in the demagnetization field causes the
magnetization to switch 3 times faster for the latter case.

A wider range of partially-perpendicular materials switch within 10 ns when compared to in-plane materials,

making partially-perpendicular ultimately a more energy-efficient class of materials. Their dampings at

α=0.01 are small, yet their barriers are reduced by an overall negative term, allowing a wide range of fast
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switching events. Fig. 4.9 shows the difference between in-plane and partially-perpendicular magnetization

switching at 2MA/cm2, HK=20,000 Oe, MS=500 emu/cc and α=0.01. The decrease in the demagnetization

field causes the magnetization to switch 3 times faster. Capping in-plane materials with Va layer should be

further investigated as their fast switching speed shows great promises for low energy switching.

4.3 Material directions needed to be taken

A wide variety of materials, cataloged into three magnetic classes, are explored for their switching speeds at

a given thermal stability and switching current density. In order to be considered a suitable candidate for

the free-layer in STT-RAM, the material needs to conform to 3 requirements: (1) high thermal stability to

prevent soft error, (2) ability to switch with low applied spin current and (3) high switching speed, as the

energy consumed during the write process is proportional to total time it takes to switch. In order for faster

and more reliable, energy-efficient switching in the thermally stable free-layer of a STT-RAM, the following

material paths should be taken: (a) In-plane materials with high HK and low MS (high HK increases the

speed of switching, especially during the second half, and has greater thermal stability); (b) perpendicular

materials with low damping - reaching comparable switching speeds with in-plane but with greater probability

to switch; and (c) anti-ferromagnetically capped partially-perpendicular materials - capping with Va layer

decreases the demagnetization field, which enables the switching to occur faster without compromising the

thermal stability. It is worth emphasizing at this stage that the study presented here is entirely based on the

magnetic properties of the contacts, as captured by LLG. A separate material phase space will correspond to

the electronic properties and ultimately the voltage required to generate the drive current, namely, the contact

and barrier effective masses, tunnel barrier height and width, and the polarization in the contacts[25]. These

can be extracted and studied using the NEGF equation, and alternately using a modified Simmons equation.

While the LLG study yields the critical current density and switching speeds, the Simmons equation would

provide in addition the switching voltages, i.e., the tunnel barrier resistances required to accomplish these

switching events, thereby providing the total energy dissipated during the switching event.



Chapter 5

Energy-delay-reliability trade-off in

perpendicular STT-RAM

In order to compete with existing embedded technology, an STT-RAM bit cell should be able to meet the

following requirements: (i) thermal stability (∆) must be greater than 60 to achieve high static reliability;

(ii) a very low write error rate (WER) ∼ 10−9 with a fast device write time < 10ns; and (iii) an overall

low energy write (<1pJ), which corresponds to a low switching voltage [24]. Achieving such a diverse set of

targets will require meticulous design and material engineering.

The reliability of the writing process in arrays of STT-RAM cells is dependent on the following factors:

(i) variation of the electronic, magnetic and geometrical parameters across the array [77, 78], (ii) thermally

activated initial angle, θ0, at the beginning of the writing process, (iii) thermal fluctuations during the writing

process[79] and (iv) voltage drop across the 1-transistor 1-MTJ cell[64]. For this work, we disregard the voltage

drop across the transistor in (iv) as it it outside the scope of this work. We address the rest in our model.

While full-fledged stochastic material and circuit simulations can help narrow down the target compositions,

they are time-consuming. Therefore, it is important to develop in parallel a fast, quasi-analytical physics

based model to explore the multi-parameters optimization problem involved.

We introduce a quasi-analytical model (Fig 5.1) that can be used to calculate the current and energy

consumed during a write operation with an acceptable WER for a given pulse width, τ , in a perpendicular

STT-RAM cell. The calculation is done in three blocks: (1) Given a write-error-rate and switching time, we

use an expression for switching errors from [53] to extract the I/IC ratio, where I is the current applied and

IC is the critical current. (2) The critical switching current IC is calculated using the Landau-Lifschitz-Gilbert

(LLG) equation to yield the applied current I. This expression also includes additional effects due to

44
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Figure 5.1: Three coupled equation blocks allow us to compute the energy consumption for a write operation
in a perpendicular STT-RAM cell within a given switching time and error threshold. Equation block 1:
Given a write-error-rate (WER) and delay time τ , we use the non-switching expression, Eq.5.1, to extract the
overdrive I/IC ratio, where I is the current applied and IC is the critical switching current. Equation block
2: gives us the critical switching current IC using Eq. 5.2. From these two blocks, we get I. Equation block
3: Using a modified version of Simmons equation, Eq. 5.3, we can then estimate the switching voltage V and
thence the switching energy IV τ . The last two steps have to be solved self-consistently, as the switching
voltage for a given WER depends on current IC , which in turn depends on the voltage-dependent polarization
η(V ), which further depends on the transport parameters EF , mc and δ.

voltage-dependent polarization responsible for observed switching asymmetries[51]. (3) Using a modified

version of Simmons tunneling current equation, thats includes the crucial pre-factors responsible for TMR,

we can then estimate the switching voltage and thence the switching energy cost. The last two steps are

coupled and need to be solved self-consistently, as the switching voltage depends on critical current, which

depends on polarization, which in turn depends back on voltage. The energy consumed during the write

operation can then be estimated from the switching current, voltage and time as IV τ .

Coupling all three equations – the WER expression, the modified Simmons tunneling equation and the

modified critical current equation[52] including the role of voltage-dependent polarization are non-standard

in the literature. Note that this paper focuses on perpendicular materials, for which the WER expression

has been explicitly worked out and calibrated against stochastic LLG solutions[53]. Section 5.1 addresses

the effect of thermal fluctuation when the free layer is at equilibrium and when it is switching. Section 5.3

describes the worst case current needed for perpendicular STT-RAM, based on solving the Fokker-Planck

equation. In section 5.4, we talk about how to calculate the voltage needed to generate the applied current

using the Simmons’ equation modified to include spin dependent tunneling. The modified equations are used

to extract electronic parameters from published CoFeB/MgO/CoFeB MTJ current-voltage graphs. Using the

parameters extracted from the fit in section 5.4, the worst case energy consumption is thereafter calculated
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Figure 5.2: Magnetization distribution at equillibrium

Figure 5.3: With out thermal fluctuation, the magnetization cannnot dislogde from the stagnation point and
switch.

for a given ∆ and error rate in section 5.5. The effect of manufacturing variations on energy consumption is

also studied in section 5.6.

5.1 Thermal fluctuation: blessing or curse ?

Thermally activated initial angle, θ0, at the beginning of the writing process and thermal fluctuations

during the writing process are the dominant players when it comes to the writing process in STT-RAM, with

the initial angle being the most critical. The free layer in the STT-RAM MTJ memory cell is responsible for

data storage, and must have enough stability against stochastic thermal switching to retain data for at least

10 years[64]. In other words, the thermal stability, ∆, needs to be greater than 60. At equilibrium stage,
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Figure 5.4: Thermal fluctuations dislodge the magnetization from the stagnation point, enabling it to switch.

the magnetization of free layer is distributed around the energy minimum (Fig. 5.2). Increased temperature

would spread the distribution further, increasing the probability of suddenly switching to the other minimum

energy point and losing the bit information stored in the magnetic tunnel junction. Therefore, thermal

fluctuation is bad news for the static reliability of the STT-RAM device.

While we desire the device to have high thermal stability, the critical current and the time needed to

switch also increase proportionally. Higher thermal stability also contributes to longer switching tails, as the

magnetization tends to be nearer to the stagnation points (θ = 0 or π) in the potential landscape, without

any external perturbation. Near the stagnation point, the torque proportional to sin θ is too small to initiate

switching. Therefore a thermally stable free layer would require a relatively high current to have very low

error rate 10−9 for switching within 5-10 ns, resulting in costlier write operations. For systems with high

∆, thermal fluctuations is good news for spin-transfer torque switching. Without thermal fluctuations, the

magnetization will remain at the stagnation and not switch with an applied current (Fig 5.3). Thermal

fluctuation will actually help the magnetization to budge out of its stagnation point and switch (Fig 5.4).

5.2 Current needed for worst case writing

Given a desired write-error-rate (WER) and switching delay τ , we can calculate the amount of current

overdrive required relative to the critical switching current [53]. Numerically this amounts to introducing a

stochastic Langevin thermal torque in LLG and then taking a time average over many runs. The equivalent

probabilistic approach is to solve the Fokker-Planck equation for the probability density of each configuration

and then average over the distribution to extract various moments. The Fokker-Planck equation can be

solved analytically for the simple case of a perpendicular material with uniaxial anisotropy in the macrospin
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Figure 5.5: Write error rate vs. delay time at room temperature for ∆=60. To attain an error rate of 10−9

within given delay times 5ns, 10ns and 20ns , current pulses of 3.232IC , 2.104IC and 1.543IC are needed. We
use HK of 3.34kOe and MS of 1257.3 emu/cc for this estimate

approximation. The corresponding probability of not switching within a given delay τ , defining the WER, is

expressed as

WER(τ) = 1− exp

[
−π2∆(i− 1)/4

ie2αγHKτ(i−1)/(1+α2) − 1

]
i = I/IC (5.1)

where I is the current required and IC is the critical switching current, α is the Gilbert damping parameter, γ

is the gyromagnetic ratio, and ∆ = HKMSΩ/2kBT is the thermal stability of the free layer. Ω is the volume

of the free layer and MS is the saturation magnetization. HK = HC
K − 4πM2

S is the effective anisotropy field

resulting from both crystalline anisotropy(HC
K) and demagnetization field. HKMSΩ/2 is the energy barrier

that separates the two magnetization directions, θ = 0 and π. Eqn. 5.1 is valid for precessional switching

where i >> 1. It is not uncommon to find stray STT-RAM cells in large arrays, which cannot operate above

i >> 1 due to manufacturing errors. Unfortunately, our model will not be able to accurately capture these

stray bits. Fig. 5.5 shows write error rate vs. delay time at room temperature for ∆=60. To attain an error

rate of 10−9 within given delay times 5ns, 10ns and 20ns , current pulses of 3.232IC , 2.104IC and 1.543IC

are needed. We use HK of 3.34kOe and MS of 1257.3 emu/cc for this estimate [58].

Solving the LLG equation we get a critical current similar to the expression derived by J.Z. Sun[52],

but modified to include the proper switching asymmetry through the effective voltage dependent polariza-

tion(described in the next section),

IC = 2αeHKMSΩ/~η(V ) (5.2)
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Figure 5.6: Parameter extraction from published CoFeB/MgO/CoFeB MTJ resistance-voltage curve (H.
Kuboto et al, “Quantitative measurement of voltage dependence of spin-transfer torque in Mg0-based magnetic
tunnel junctions with modified Simmons’ mode”,2001)l. The parameters extracted from the model are EF
=2.2eV, U= 1 eV, W = 1 nm, mc = 0.3 m0, mbarr = 0.18 m0 and δ = 1.98 eV. Curve A is for anti-parallel
mode while D for parallel mode. m0 is the mass of an electron.

From the given WER and τ , we can get the current overdrive i = I/IC . In conjunction with the critical

current above, we can then extract the applied current I. Finally, using the modified version of Simmons

equation described in the next section, we can then estimate the switching voltage.

5.3 Voltage needed for worst case writing

Section 2.2.2 show a quasi-analytical modified Simmons’ equation that calculates spin dependent tunneling

in a magnetic tunnel junction. Fig. 5.6 show results from the analytical model fitted with a published

experiment. Eq. 2.16 was used to fit the resistance vs voltage data for in-plane CoFeB/MgO/CoFeB MTJ[54].

The parameters extracted from the model are listed in the figure caption. Given an applied current, the

voltage needed to generate that amount of current that be numerically back calculated from the equation.

5.4 Worst case energy consumption and switching delay due to

thermal fluctuations

Using the self-consistent analytical model illustrated in Fig. 5.1, we calculate the worst case energy

consumption during a write operation at room temperature for ∆=60 and various delays (Fig. 5.7) due to

thermal fluctuations. Energy consumption during P to AP switching is greater than that consumed during

AP to P switching. This is because the effective polarization (explained in chapter 3) of the torque at negative
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Figure 5.7: Worst case energy consumption during a write operation at room temperature for ∆=60 and
error rate of 10−9. Energy consumption during (a) AP to P switching is less than that consumed during (b)
P to AP switching. This is because the effective polarization of the torque at negative voltage is less than
that at positive voltage. Energy consumed is the product of current, voltage applied and delay (IV τ). At
lower delay, the current, and hence energy, decreases logarithmically with delay. At higher delay, the energy
consumption increases linearly with delay.

voltage is less than that at positive voltage[51, 65]. However, for a magnetic tunnel junction with half-metallic

contacts (δ=3eV), energy consumption during AP to P switching is equal to that during P to AP switching

because the effective polarization of the torque at negative voltage is same as that at positive voltage (Fig.

5.8).

Energy consumed is the product of current, voltage applied and delay (IV τ). The voltage drop considered

here is the one across the MTJ. The additional voltage drop in the transistor which usually accompanies the

STT-RAM cell is disregarded in this work. When the applied current is greater than the critical current, the

switching is precessional and the switching delay of the free layer is inversely proportional to the current,

I ∝ IC + IC(1 +α2)ln(π/2θrms)/(αγHKτ) ∝ (Aτ +B)[80, 53]. Assuming that the current in the MTJ grows

exponentially with applied voltage (Eq. 3), V ∝ [ln(I/C)/D]2. The energy consumption with respect to
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Figure 5.8: Worst case energy consumption during a write operation at room temperature for ∆=60 and
error rate of 10−9 for a magnetic tunnel junction with half-metallic contacts (δ=3eV). Energy consumption
during AP to P switching is equal to that during P to AP switching because the effective polarization of the
torque at negative voltage is same as that at positive voltage. HK = 5.34kOe and MS= 786.5emu/cc.

delay is

Energy ∝ IV τ ∝ (Aτ +B)

[
ln(AC + B

Cτ )

D

]2

+ E (5.3)

where A(=IC), B(=IC(1 + α2)ln(π/2θrms)/(αγHK)), C(=Area · q2/4π2~W 2), D(=2W
√

2mc/~) and E are

constants. θrms is the root-mean-square initial angle of the free layer nanomagnets under thermal perturbation,

calculated by the equipartition theorem, sin2(θrms) = 1/2∆. The units of constants A, B, C and E are Amp,

Amp-sec, Amp, V −1/2 and J respectively. At lower delay, the energy decreases logarithmically with delay as

[ln(I/C)/D]2 is the dominant term. At higher delay, the energy consumption increases linearly with delay as

Aτ is the dominant term. There is thus an energy minimum, Emin, corresponding to an optimal delay value,

τmin. Fig. 5.7 shows a fit of the numerical results with Eq. 2.3. The constants to fit the energy-delay curve

for AP to P switching at HK = 3.34kOe were: A=7.2mA, B=1.8x10−11A-s, C=5.7mA, D=3.83V −1/2 and

D=0.5x10−14J.

In addition, keeping ∆ at 60, if HK is increased from 3.34 kOe to 5.34 kOe, and MS adjusted accordingly

from 1257.3 emu/cc to 786.5 emu/cc, the Emin is shifted from 0.1252pJ at 10.5ns to 0.0783pJ at 6.6ns for AP

to P switching. Similarly for P to AP switching, the energy minimum shifts lower from 0.3829pJ at 16.25ns

to 0.2393pJ at 10ns. In other words, the Emin can be reduced quite significantly by increasing the anisotropy

field, HK and decreasing the saturation magnetization, MS accordingly, while maintaining thermal stability.

The duration of the voltage pulse needed to achieve the switching with 10−9 write error rate, τmin, also

decreases with higher anisotropy field (Fig. 5.8).
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Figure 5.9: Keeping volume and thermal stability of the free layer the same (∆=60), the minimum energy
consumption can be reduced by increased the anisotropy field, HK and decreasing the saturation magnetization,
MS accordingly. The duration of the voltage pulse needed to achieve the switching with 10−9 error rate also
decreases with higher anisotropy field α=0.02.

5.5 Manufacturing variations

Figure 5.10: Effect of manufacturing variations on minimum energy consumption, Emin, during a P to AP
write operation with an error threshold of 10−9. The varying parameters are effective anisotropy field (HK),
saturation magnetization (MS), Gilbert damping parameter (α), cross-sectional area of the MTJ, thickness
of the free layer (t), width of the tunneling barrier (W), and ferromagnet-oxide interface (U). While variation
in the thickness of the tunneling barrier has the most effect on the delay, cross-sectional area has the least.
Mean value of the MTJ parameters used are HK = 5.34Oe, MS = 785.6emu/cc, α = 0.02, radius of the free
layer=20nm, t=2nm, W=1nm and U=1eV.

All the above simulation results (Figs. 5.7-5.9) only considered thermally activated initial angles,

θ0, at the beginning of the writing process and thermal fluctuations during the writing process in a given

MTJ cell with a fixed dimension, electronic and magnetic parameters. However, individual MTJ cells in

STT-RAM arrays will not all have the same physical dimension or parameters because of manufacturing
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Figure 5.11: Corresponding minimum switching delay during a P to AP write operation with an error
threshold of 10−9. The varying parameters are effective anisotropy field (HK), saturation magnetization
(MS), Gilbert damping parameter (α), cross-sectional area of the MTJ, thickness of the free layer (t), width
of the tunneling barrier (W), and ferromagnet-oxide interface(U).

variations. The key parameters, HK , MS , α, cross-sectional area of the MTJ, thickness of the free layer (t),

W and U can vary by 10% from their mean value[77]. The self-consistent analytical model illustrated in

Fig. 5.1 can be used to evaluate the write performance against various intrinsic variabilities as show in Figs.

5.10 and 5.11. All the above parameters were varied individually by ±10% and their effect on the Emin and

τmin are reported. The error rate is fixed at 10−9. Differing HK , MS , t and cross-sectional area will affect

∆. Increased ∆ and α increases the critical current and energy consumption. Increasing barrier width and

height results in more voltage being needed to get the desired current. While variation in the thickness of the

tunneling barrier has the most effect, cross-sectional area has the least. The worst-case energy consumption

and delay in an STT-RAM array can be calculated by considering an MTJ cell with biggest variation (+10%)

in all the parameters above. The values are 1.03pJ at 5.25ns for P to AP writing. A detailed study of the

manufacturing variations will be a future effort.

In this chapter, we present a quasi-analytical model that approximately calculates the energy consumed

during a write operation that ensures a certain error rate and delay time. The combination of the two models

enables us to calculate the energy consumption without performing a full-fledged stochastic calculation and

to evaluate ways to reduce the energy consumption during worst-case writing in STT-RAM. At lower delay,

the energy consumption decreases logarithmically with delay while at higher delay, it increases linearly with

delay, creating a delay point where the energy consumption is minimum (Fig. 5.7). We also quantified how

increasing the anisotropy field HK and lowering the saturation magnetization MS while keeping ∆ fixed,

can significantly reduce the energy consumption and the switching delay. The effect of the variations of

geometric, magnetic and electronic properties in STT-RAM arrays is studied and it is seen that variation in

the thickness of the oxide has the biggest role in determining the worst case energy consumption scenario.
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Energy-delay-reliability in

nanomagnetic logic using multiferroics

While the inherent energy advantages of multiferroics has been discussed in the literature [13], there are

several other issues that need to be explored, including speed of operation and write error rates. In this

work, we will focus on efficient information transmission between 2 NMs in a binary wire, taking thermal

perturbations into account [81]. Instead of simulating the entire binary wire, we will simulate the interplay

between 2 NMs (Fig. 6.1), focusing on the unidirectional propagation of information from NM1 to NM2.

The specific design we will simulate here consists of a synthetic multiferroic stack with three layers - a

magnetostrictive (Terfenol-D) and a piezoelectric (PZT) and a hard magnetic layer (Fig. 6.1a). The bistable

configuration along the easy (in-plane major) axis of the Terfenol-D layer encodes logic bits ‘0’ and ‘1’ (φ =

π/2 and 3π/2 respectively)[23]. The magnets are prepared for information propagation with a small local

voltage applied to a coupled piezoelectric element (PZT), stressing the magnets and switching them onto

their hard (in-plane minor) axes [15]. The computation is initialized with a spin polarized current from

the hard magnetic layer on the first multiferroic stack, and writing a new bit to its Terfenol-D layer using

spin-transfer torque (Fig. 6.1b). Through a subsequent ‘hold and release’ sequence applied pairwise, two

neighboring magnetic bits are ‘erased’ onto their hard axes, and then one is released to receive information

from its prior, information carrying neighbor. Since only one neighbor has a bit information written on it,

the information propagates unidirectionally.

The major axis of NM1 is increased to account for the dipolar coupling to its left neighbors. Fig. 6.2a shows

the 3-step information transmission process. In step A, information has just been written into NM1, while

the magnetization of NM2 is still parallel to it. In step B, a small local voltage applied to the piezoelectric

54
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Figure 6.1: A binary wire, spaced d nm apart. A longer wire is simplified to a 2 NMs system (NM1 and
NM2). The major axis of NM1 is increased to account for the dipolar coupling to its left neighbors.

Figure 6.2: (a) 3-step information transmission process in 2 NMs. (b) Stress profiles with abrupt removal:
Cases 1 and 2, tapered: Cases 3 and 4 and reduced to Region II (to operate in an energy landscape where
stress cancels out the demagnetization field and only dipolar interaction with NM1 exists): Cases 5 and 6.
The negative stress in 2, 3 and 6 allow faster switching.

element strains the magnetostrictive layer of NM2, causing its magnetization to switch to its hard axis. In

Period C, NM2 is released by withdrawing the stress, causing it to relax to the easy axis, with its final

orientation anti-parallel to NM1 dictated solely by its dipolar coupling [21].

At the level of 2 NMs itself, we can see the role of switching reliability. While a 100% success in switching

between the 2 NMs proceeds unchanged, a slightly lower success rate of 99% translates to only a 56.63%

success rate after information transmission trough 100 NMs (assuming odd number of NMs failures in the

system). The success rate for the switching of NM2 depends on two factors: (i) we need a high enough stress

in Period B to dislodge any spins stuck at the stagnation points (φ = π/2 or 3π/2) and destabilize them

towards the hard axis (φ = 0 or π), and (ii) we also need prominent dipolar coupling in periods B and C

when the magnetization is near the hard axis, so that its final orientation upon stress release can be correctly

determined by the previous neighbor, avoiding any back-hopping towards the starting point. The stressing

profile for NM2 has to be designed with the above two facts in mind to minimize the error-delay product at a
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modest energy cost. The aim of this chapter is to identify such a profile.

In section 6.2, an overview of the energy landscape of the 2 NMs is given. The critical stress to rotate

NM2 is calculated, along with the minimum spacing between NMs while still retaining their ground state

along the easy axes, antiparallel to each other. A regime is identified just above the critical stress where the

applied stress cancels out the demagnetization field and the only profile in the energy landscape is that of the

dipolar coupling with NM1. Switching in this ‘dipole-dominated’ regime will guarantee a high success rate,

albeit at a very slow speed. On the other hand, stress levels much above the dipole dominated region ensure

high speed switching but erases the advantage of dipole directionality.

In section 6.3, we will explore the switching profiles outlined in Fig. 6.2b, and study their reliability, delay

and energy consumption. Our results can be understood in the light of the aforementioned trade-off between

high stress vs dipole dominated regimes. Case 1 has a voltage pulse of 1ns. To switch faster, a negative stress

is applied in Case 2, at the end of Period B. However, the faster switching comes with lower reliability and

higher energy consumption. Case 3 is a very low-power, sinusoidal stress profile with a period of 2ns. Stress

is removed slowly at the end of Period B and a negative stress during Period C switches the magnetization

of NM2 faster. The tapered stress removal helps with reliability as the stress operates in dipole dominated

region for a brief period of time. However, the negative swing in the stress profile negates the achieved higher

reliability. In Case 4, after keeping the stress on for 1ns, it’s slowly removed in 1 ns instead of abrupt removal,

achieving higher reliability than Cases 1, 2, and 3. In Case 5, after keeping the stress high for 1ns, it is

reduced to 2MPa for 1ns, enabling the magnetization to operate in dipole dominated region for sometime as

discussed in section 6.2. Case 6 is similar to 5, with an additional negative stress of -2MPa in the end to

speed up switching delay. Cases 5 and 6 both have very high reliability. It is found that Case 6 excels in

both reliable switching and delay, with a marginally higher energy consumption than Case 5.

6.1 Energy landscape of two dipole coupled nanomagnets (NM1

and NM2)

We will first describe the dynamical equations of the nanomagnets under stress. The elliptical Terfonal-D

NM2 has an inhomogeneous magnetization ~M with major axis, a = 101.75 nm, minor axis, b = 98.25 nm

and thickness, t = 10 nm. The Terfonal-D layer is coupled elastically with 40nm thick PZT disk[16, 13].

For a this dimension, the exchange coupling penalty prevents the formation of multi-domain states, so that

we can ignore the spatial variation of magnetization and model it as a single-domain NM using macrospin

dynamics[82]. The variation in the magnetization of any single-domain multiferroic NM with time, under the
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influence of an effective magnetic field ~Heff is described by the Landau−Lifshitz−Gilbert (LLG) equation

[83],

d ~M

dt
= −γ ~M × ~Heff −

αγ

MS
[ ~M × ( ~M × ~Heff )], (6.1)

where α is the Gilbert damping constant, γ is the Gyromagnetic ratio and MS is the saturation magnetization.

~Heff is the effective magnetic field on any one multiferroic element, which is the gradient of the total energy

of that element with respect to its magnetization vector.

~Heff = − 1

µ0Ω

δE

δ ~M
. (6.2)

Here µ0 is the vacuum permeability and E is the total free energy of the multiferroic element of volume

Ω(= πabt/4). The total free energy of a NM at 0K temperature is given by

E = Edemag + Estress + Edipole (6.3)

where Edemag is the shape anisotropy energy due to the elliptical shape of the NM, Estress is the stress

anisotropy energy caused by the stress transferred to the magnetostrictive layer of the multiferroic upon

application of an electrostatic potential to the piezoelectric layer and Edipole is the dipole−dipole interaction

energy between the NMs. The demagnetization energy of the ith NM in spherical coordinates, θi and φi, is

Edemag =
µ0M

2
SΩ

2
(Ndxxsin

2θicos
2φi +Ndyysin

2θisin
2φi +Ndzzcos

2θi) (6.4)

where Ndxx , Ndyy and Ndzz are respectively the demagnetization factors along the x, y and z directions

and are dependent on a, b and t. The equations to calculate the demagnetization factors can be found in

[84, 16]. The stress anisotropy energy in the ith element due to a stress applied along its major axis is

Estress = −3

2
λσΩsin2θisin

2φi (6.5)

where (3/2)λ is the is the saturation magnetostriction and σ is the applied stress. σ is negative for compression

and positive for tension[16]. The dipole-dipole interaction energy with j th NM is

Edipole =
µ0M

2
SΩiΩj

4πR3
[−2(sinθicosφi)(sinθjcosφj) + (sinθisinφi)(sinθjsinφj) + cosθicosθj ] (6.6)

where R is the separation between their centers.



Chapter 6 Energy-delay-reliability in nanomagnetic logic using multiferroics 58

Figure 6.3: (a) Below a critical NM spacing, d=172nm, the magnetizations of the NMs in a semi-finite array
are energetically favorable along the minor axes, losing their alternating bits ‘0’ (φ= π/2) and ‘1’ (φ=3π/2)
informations. (b) The spacing between the NMs need to be more than 172nm for the information stored in
the Terfenol-D layer to be intact.The results in this figure is for 0K temperature.

In this study, we have assumed that the magnetostrictive (3/2)λS = 9× 104 and MS = 0.8× 106Am−1

[85]. The Gilbert damping constant for Terfenol-D is α = 0.1[86]. The demagnetization energies of the NMs

are sufficiently high (≈ 32KBT at room temperature) so that the equilibrium bit error probability due to

spontaneous magnetization flipping is very low (e−32).

The geometry of the NM array must be designed to utilize the dipolar couplings suitably. As a, b� t,

the demagnetization factors, Ndyy and Ndxx are � Ndzz. This means that the magnetization prefers to

lie in the x-y plane (θ ≈ π/2), where y is the major(easy) axis and z is the minor(hard) one. At θ ≈ π/2,

Edipole = µ0M
2
SΩiΩj/(4πR

3)[−2cosφicosφj + sinφisinφj ] ≈ β[−2cosφicosφj + sinφisinφj ]. If the two NMs

are anti-ferromagnetically coupled with their magnetization along the major axes, Edipole↑↓ = −β, while if

the are in parallel configuration, Edipole↑↑ = β. However, if the magnetizations of both the NMs are along the

minor axes, Edipole→→ is at the lowest at −2β. Therefore, when the NMs are in anti-parallel configuration

in ground state, the demagnetization field is strong enough to keep the magnetizations aligned along the

major axes. However, if the NMs are too close to each other, the dipole-dipole interaction is stronger than

the demagnetization field and then magnetizations of the NMs tend to align to the minor axes, thereby losing

their bit ‘0’ or ‘1’ information.

Fig. 6.3 shows that when the NMs are spaced less than 172nm apart, they lose their information. The
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Figure 6.4: (a) Energy profile of NM1 with the dipolar coupling with its neighbors to the left taken into
account. As the spacing between the NMs, d, is increased from 180nm to 300nm, the energy barrier between
the two stable configuration of NM1 decreases from 49.85KBT to 35.02KBT . This is because the strength
of the dipole coupling is proportional to 1/d3. (b) The energy barrier of NM1 decreases with increasing
spacing with its neighbors. The major axis of NM1 is adjusted accordingly in our simplified 2 NMs system is
increased to account for the dipolar coupling to its left neighbors.

NMs need to more than 172nm apart to retain their bit information. For the study done in this paper

therefore, we will assume a 200nm spacing between the NMs, allowing for a ±10% manufacturing variance[77],

with the lower end of the variance still above the critical NM separation.

Instead of simulating the entire binary wire, we are interested in the information transfer between two

NMs along a hypothetical array. To capture the influence of the missing left neighbors of our simplified two

NM system (Fig 6.1b), the major axis of NM1 is increased to account for the dipolar coupling to its left

neighbors (Fig. 6.4). In order words, the energy barrier due to demagnetization field between the major

and minor axes is increased to take dipole-dipole interaction with the left neighbors into account. The NMs

to the right of NM2 are disregarded in this study (they will be Bennett clocked into erasure during this

step), and the size of NM2 is thus kept intact. In a binary wire, if the left neighbor of NM1 has spin down

magnetization, NM1 will be at minimum energy at φ = π/2 (magnetization up). As the spacing ‘d’ between

NMs is increased, the energy barrier between the two stable configurations of NM1 decreases, because the

dipole coupling is proportional to 1/d3 (Fig. 6.4a). Accordingly, in our 2 NMS simplified system, the major

axis of NM1 is adjusted with the separation d (Fig. 6.4b). For a separation of 200nm, the major axis of NM1

is taken to be 103.25nm with a corresponding barrier of 42KBT . The additional barrier accounts for the
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Figure 6.5: The critical stresses required to Bennett-clock NM for a single NM, in ↑↑ configuration with its left
neighbor and in in ↑↓ configuration with its left neighbor are 1.84MPa, 1.14MPa and 2.53MPa respectively at
200nm separation. If stress applied is less than that of the critical stress (1.8MPa for single NM, 1MPa for ↑↑
configuration with its left neighbor, 2.3MPa for ↑↓ configuration with its left neighbor), the magnetization of
the stressed NM do not switch. If stress applied is greater than that of the critical stress (2.5MPa for single
NM, 2MPa for ↑↑ configuration with its left neighbor, 2.8MPa for ↑↓ configuration with its left neighbor),
the magnetization of the stressed NM switch close to its hard axis. The results in this figure is for 0K
temperature.

dipolar coupling to its left neighbors.

The critical stresses required to Bennett-clock NM2 in the ↑↑ configuration vs the ↑↓ configuration with

NM1 are:

σCsingle NM =
µ0

2λ
M2
S [Ndzz −Ndyy] (6.7)

σC↑↑ with NM1 =
µ0

2λ
M2
S [Ndzz −Ndyy −

ΩNM1

2πd3
] (6.8)

σC↑↓ with NM1 =
µ0

2λ
M2
S [Ndzz −Ndyy +

ΩNM1

2πd3
] (6.9)

The numbers are 1.84MPa, 1.14MPa and 2.53MPa respectively at 200nm separation. If stress applied is

less than that of the critical stress, the magnetization of the stressed NM2 does not switch (Fig. 6.5). If on

the other hand, the stress applied is greater than the critical stress, the magnetization of the stressed NM2

switches to its hard axis. For a stress of 2MPa for ↑↑ configuration with its left neighbor, the magnetization

switches to −π/2 instead of 0. This phenomena is interesting and can be understood better by studying the

energy landscape of the NM2 with a small applied stress at 0 Kelvin.

Fig. 6.6a shows the energy landscape and minimum energy position of the magnetization of NM2, spaced
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Figure 6.6: (a) Energy landscape and and changing position of the magnetization of NM2 with varied stress.
At stress level below that of critical, the magnetization of NM2 is at the local minimum and initial position,
φ = π/2. At 2MPa, the stress applied cancels out the demagnetization field, and the dipole interaction with
NM1 dominates the energy landscape. The energy minimum for 2MPa is near the intended destination,
π = π/2. However, 2MPa applied stress takes a long time to switch (60ns) as shown in (b) At higher stress,
energy minimum shifts to the hard axis, φ = π and its takes a shorter time to switch. (c) φ at energy
minimum for varying stresses. At Region I, for stresses below that of critical, energy minimum is at π/2
and the magnetization doesn’t switch at all. From 1.85 to 2.5MPa, region II or dipole dominated region,
stress cancels out the demagnetization field and only the dipolar effect dominates the energy landscape. The
minimum energy φ is close to 3π/2 very close to the intended destination. However it takes a long time
for the magnetization to switch. The high speed regions III and IV, stress starts to dominate the energy
landscape and there is low and little to no dipole effect respectively. The magnetization switches pretty fast
in Region III and IV.

200nm from NM1. At a stress level below critical, the magnetization of NM2 is at the local minimum

and initial position, φ = π/2. Close to the critical stress level at 2MPa, the applied stress cancels out the

demagnetization field, and the dipole interaction with NM1 dominates the energy landscape (we refer to it as

the dipole-dominated regime). The energy minimum for 2MPa is near the intended destination, φ = 3π/2.

However, switching with 2MPa stress takes a long time, around 60ns (Fig 6.6b). At higher stress, the energy

minimum shifts to the hard axis, φ = π and it takes a shorter time to Bennett-clock. Fig. 6.6c shows φ at

its energy minimum for varying stresses. In Region I for sub-critical stresses the energy minimum is at π/2

and the magnetization does not switch at all. For the dipole dominated regime between 1.85 to 2.5MPa, the

stress cancels out the demagnetization field and only the dipolar effect dominates the energy landscape. The

minimum energy φ is close to 3π/2, very close to the intended destination. However it takes a long time for

the magnetization to switch. In Regions III and IV, the stress starts to dominate the energy landscape and

there is little to no dipole effect. The magnetization switches pretty fast in Regions III and IV, which are the
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Figure 6.7: (a) Distributions of the polar azimuthal angle φ of NM2 due to thermal fluctuations during Period
A at room temperature. The mean of the distribution is at stagnation point, φ = π/2. (b) An applied stress
of 3MPa for 1ns is not enough to kick all the magnetization out of the stagnation point and toward the hard
axis. (c) An applied stress of 4MPa for 1ns is strong enough to kick most of the magnetization out of the
stagnation point. Around the hard axes, the effect of dipole coupling with NM1 is stronger than the stress,
the system therefore operating in Region III dipole effecr(Fig. 6.6c). The peak of the switched distribution is
away from the hard axes, φ = 0 or π. (d) The peak of the distribution is along the hard axes, the system
operating in Region IV dipole effect after 1ns applied stress of 10MPa.

high speed regions, but since the dipole plays a minimal role, i.e., the distribution is pinned much tighter to

the hard axis with little asymmetry, there is a larger probability of backflow to the origin rather than the

destination, increasing thereby the error rate. These examples how the interplay between the demagnetization

field, applied stress and dipolar interactions between the NMs is crucial in determining the dynamic error

rate during information transmission between two NMs.

6.2 Information transmission between two NMs taking thermal

perturbations into account

Fig. 6.7a shows the distribution of the azimuthal angle φ of NM2 set in a parallel configuration with NM1,

spaced 200nm apart. The thermal perturbations are included by a Langevin random field ~HL that can be

added to the effective magnetic field term. The field ~HL relates to the system temperature T by,

~HL =

√
2αKBT

µ0γΩMSδt
~G (6.10)
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where ~G is a Gaussian white noise along three uncorrelated dimensions, with zero mean and unit standard

deviation [67]. δt is the simulation time-step used to solve the coupled Landau-Lifshitz-Gilbert equation

numerically. The mean of the distribution is at the stagnation point, φ = π/2, where δφ/δt = 0 for an applied

stress. Thus the initial angles close to φ = π/2 have to wait till either thermal perturbations or a high level

of stress dislodges the magnetization away from the stagnation point, thereby initiating switching towards

the hard axis.

The success rate for the switching of NM2 depends therefore on two factors: (i) a high enough stress to

kick the magnetization from its stagnation points (φ = π/2 or 3π/2) to the hard axis (φ = 0 or π) in Period

B, and (ii) a prominent dipolar coupling in Periods B and C to dislodge the magnetization from the hard axis

to the antiferromagnetic configuration. In the following subsections, we present the performance (reliability,

energy consumed and average switching delay) of three types of stressing profiles: (A) abrupt stress removal

at the end of Period B, (B) tapered stress removal and (C) high stress of 1ns in Period B, followed by 1ns

2MPa of stress in Period C.

In addition to the energy dissipated in the clocking circuit (which will be discussed in the subsections),

some additional energy is dissipated in the magnet itself when it reverses magnetization. This energy is

calculated as:

Ed =

∫ τ

0

αγ

(1 + α2)µ0MSΩ
|TE(t)|2dt (6.11)

where TE(t) is the effective torque acting on a nanomagnet due to the combined effects of shape anisotropy,

stress and dipole interaction[23].

6.2.1 Switching reliability with abrupt stress removal

Case 1 embodies an abrupt removal of stress, using a voltage pulse of 1ns (Fig. 6.8). 3MPa of stress is not

enough to kick all the stagnant spins by the end of Period B, leaving a residue near the starting point (Fig

6.7b). This residue results in a low success rate. At 4MPA (Fig. 6.7c, region III), the stress value reaches a

balance where it is high enough to kick most of the magnetization out of stagnation point (near vanished

residue). At the same time, the stress is low enough to allow the dipole to dictate the final destination. We

see that in the asymmetry of the distributions about the hard axis. In this region, the maximum success rate

is achieved. If now the stress is further reduced (region IV, Fig 6.7d), the dipolar influence gets eliminated

and the distribution gets pinned symmetrically to the hard axis. This means that upon releasing the stress

the spins have a large chance of diffusing back to the origin. We thus see a decrease in reliability.

Fig 6.8 shows the peaking of the reliability in region III. The highest success rate achieved with a 1ns

pulse is 96.85% with 4MPa stress, which is not high enough for reliable logic computation. The average delay
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Figure 6.8: Success rate of Cases 1 and 2 stressing profile. For both the profiles, success rate is lower at small
stress levels, peaks around 4MPa and then slowly deteriorates as stress is increased. Case 2 deteriorates
mush faster than 1. The average delay of case 1 is around 1.45ns, while the negative stressing profile of case
2 speeds up the switching to 1.15ns.

Figure 6.9: Comparison between cases 1 and 2 switching profiles at 10MPa. While the negative stress in case
2 speeds up the switching process, it erases some of the effect of dipolar coupling with NM1, results in a
higher error rate.

is 1.45ns, while the energy dissipation is CV 2 where C is the capacitance of a 40 nm thick PZT layer (1.74

fF) and V is the voltage applied. The voltage needed to generate a certain stress across the PZT layer is

V = σ tPZT /(Y · d31), where tPZT is the thickness of the PZT layer, Y is the Young’s modulus of Terfenol-D

(8× 1010Pa[87]) and d31 is the piezoelectric coefficient of PZT (−10−10mV −1[88]).

To switch faster, a negative stress is applied in Case 2, acting during Period C (Fig. 6.8). At higher stress,

the reliability for Case 2 deteriorates much faster than 1. This is because the negative stress during Period

C overpowers the effect of dipolar coupling with NM1, resulting in increased back-hopping and a higher
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Figure 6.10: Success rate of Cases 3 and 4 stressing profile. While case 3 dissipates very little energy, the
overall success rate is lower as the sinusoidal stress during Period B is not enough to kick all the magnetization
out of the stagnation point and the negative stress during Period C overpowers the dipolar effect. Average
switching delay is 1.2ns. Case 4 has better success rate with an average delay of 2.1ns.

Figure 6.11: Comparison between cases 3 and 4 switching profiles at 10MPa. The overall error rate is higher
in case 3 as the sinusoidal stress during Period B is not enough to kick all the magnetization out of the
stagnation point and the negative stress during Period C overpowers the dipolar effect. Case 4 has lower
error rate as the gradual decrease of stress allows the magnetization switching to operate in Region II for
some time.

error rate (Fig. 6.9). The negative stressing profile of case 2 speeds up the switching to 1.15ns, however the

clocking energy dissipation is 3CV 2[16].

6.2.2 Switching reliability with tapered stress removal

Case 3 is a very low-power, sinusoidal stress profile with a period of 2ns (Fig. 6.10). Stress is removed slowly

at the end of Period B and a negative stress during Period C switches the magnetization of NM2 faster. The
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Figure 6.12: Comparison between cases 3 and 4 switching profiles at 10MPa. Operating at 1ns in dipole
dominated region II dipole effect results in very low error rate. Average delay for case 5 is 2.1ns while the
negative stress is case 6 decreases the delay to 1.55ns.

tapered stress removal helps with reliability, as the stress operates in the dipole dominated region II for a

brief period of time. However, the overall success rate is lower as the sinusoidal stress during Period B is not

enough to kick all the magnetization out of the stagnation point and the negative stress during Period C

overpowers the dipolar effect (Fig. 6.11). Average switching delay is 1.2ns. Clocking energy dissipation is

ηCV 2, where η = πωRC/3 = 5.47× 10−3[16].

In Case 4, after keeping the stress on for 1ns, it is slowly removed in 1 ns instead of abruptly, achieving

higher reliability than Cases 1, 2, and 3. The slow removal of stress allows the magnetization switching to

operate in the dipole dominated stress region for a short amount of time (Fig. 6.11). Energy dissipation is

CV 2 while switching delay is 2.1ns. For both cases 3 and 4, the success rate deteriorates as the stress level is

increased, because we end up spending less time in Regions II and III.

6.2.3 Switching efficiently using region II - the dipole dominated regime

In section 6.2, we identified a range of stresses, referred to as Region II or the dipole dominated regime, where

the applied stress cancels out the demagnetization field and only the dipolar effect dominates the energy

landscape. The dominant dipole term leads to a better directionality to the switching magnetization after

it has been brought to the hard axis by stress writing. In Case 5, the reliability is improved by cleverly

stressing NM2 (Fig. 6.12). A high stress is applied to kick the magnetization out of the stagnation point,

and then lowered it to 2MPA for 1ns (Fig. 6.13). 2MPa falls under Region II, where the dipole dominated

energy landscape nudges the switching magnetization toward the final intended destination. The success rate

is much higher (99.87% for 10MPa), with a delay of 2.1ns. The energy dissipated is CV 2.

In Case 6, a high stress is applied for 0.5ns, then 2MPa for 1ns and finally a negative stress for 0.5ns to

push the magnetization towards its destination. For a slightly lower success, 99.71%, and energy cost, the
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Figure 6.13: Operating at 1ns in dipole dominated region II dipole effect results in very low error rate.
Switching speed is increased by a negative stress in case 6.

Figure 6.14: Very low error rate can be achieved by continuing to stress NM2 at 2MPa after 1ns stress of
1MPa. Error rate of 10−3 is achieved at 10ns.

profile shaves off 0.6ns of switching time. The energy dissipation is CV 2 + 126KBT where the extra energy

is due to the abrupt swing from +2MPa to -2MPa.

One might argue that the best case scenario (case 5) with a success rate of 99.87% is not good enough for

logic computation. If NM2 is continued to be stressed at 2MPa, a much lower error rate can be achieved (Fig.

6.14). However, this low error rate comes at the expense of longer switching delay, 10ns for error rate of 10−3.

6.3 Performance comparison between various stressing profiles

Though multiferroic logic is energy-efficient, it needs improvement to be used as a tool for reliable and fast

computation. The slow speeds and lower reliabilities are in fact, typical in nanomagnetic logic. In this work,
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Table 6.1: Energy dissipation, error rate and delay comparison of various stressing profile in nanomagnetic
logic using multiferroics

Case Peak success Success rate Energy dissipation Delay
rate at (MPa) (%) (KBT ) (ns)

1 4 96.85 Ed + CV 2 1.38
2 4 92.32 Ed + 3CV 2 1.20
3 8 94.56 Ed + ηCV 2 1.20
4 6 99.22 Ed + CV 2 2.07
5 7 99.87 Ed + CV 2 2.10
6 12 99.72 Ed + CV 2 + 126KBT 1.54

we compared various stressing profiles in terms of information transmission reliability, energy dissipation

and switching delay (Table 1). In order to ensure reliable information transmission between 2 NMs, a high

stress is needed to kick the magnetization of the NM to the hard axes to Bennett-clock and then control

the interplay between stress and the dipole interaction with the neighboring NM to switch to the intended

destination. Just applying a 1ns stress pulse is not enough, as it results in 96.85% success rate for NMs spaced

200nm apart, dissipating energy in the order of CV 2. A sinusoidal stress pulse results in very low power

computation at an energy ηCV 2 where η ≈ 10−3. However, reliability is very poor, the best performance

being 94.56%. Applying a negative stress in the end speeds up the switching process, as in the cases 2 and 3

(1.2ns) compared to case 1 (1.38ns). The increased switching speed comes at the expense of lower success

rate.

The reliability can be improved by smartly stressing NM2. A high speed stress can be applied to kick the

magnetization out of stagnation point, and then lowered to the dipole dominated 2MPa level for 1ns (case

5), achieving an optimization in the energy-delay-reliability trade-off. Success rate is high 99.87%, with a

delay of 2.1ns. In Case 6, a negative stress after the improvised stressing push the magnetization towards its

destination. For a slightly lower success and higher energy cost, 0.6ns of switching time is shaved off.



Chapter 7

Conclusion and future work

The aim of this dissertation is to meet the challenges posed in magnetic memory and logic: low reliability,

high energy computation and computational delay. A unified model is presented that enables us to delve into

the working of a STT-RAM bit cell at different level of complexities and suggest performance improvements.

Material recommendations for single-barrier STT-RAM are made. A similar unified model is set up for

straintronics based multiferroic logic, where we find that the error rate and switching delay can be controlled

by material design and by engineering the stress profile on the nanomagnets. In the following sections, some

ideas are listed that can further enhance the performance of STT-RAM and nanomagnetic logic.

7.1 Faster and more reliable writing using external field + spin-

transfer torque

Low reliable writing in spintronic devices limits their applicability in the automotive and defense industries.

Fortunately, greater reliable switching can be achieved in Magnetic Random Access Memory (MRAM) at the

cost of greater energy dissipation. Using a combination of spin-transfer torque and small applied perpendicular

field in MRAM, the error rate can be considerably reduced for a given voltage pulse.

Higher thermal stability contributes to longer switching tails, as the magnetization tends to be nearer

to the stagnation point, θ = 0 or π, in the absence of an external perturbation. Near the stagnation point,

the torque proportional to sinθ is too small to initiate switching. Therefore a thermally stable free layer

would require a relatively high current to have very low error rate 10−9 for switching within 5-10 ns. For

an elliptical disk of CoFeB (minor axis=40nm, major axis=80nm and thickness=3nm, MS=1050emu/cc,

HK=500Oe, α=0.02), an applied current of 10 times the critical switching current ensures switching with

69



Chapter 7 Conclusion and future work 70

Figure 7.1: (a) Elliptical free layer where the magnetization prefers to lie along the major (Z) axes. The
external field is applied parallel along the direction of the spin torque during writing. (b) For a given error
rate, an applied field in the direction of the spin torque considerably cuts down the delay. For a field greater
than 300Oe, switching delay of less than 5ns is needed for an error threshold of 10−9.

an error rate of 10−9 within a delay of 17ns (Fig. 7.1b). An applied field in conjunction with spin-transfer

torque switching reduces the delay considerably. For a field greater than 300Oe, switching delay of less than

5ns is needed for an error threshold of 10−9 Even though the applied external field reduces the delay, the

energy consumption increases considerably (Table 7.1).

Figure 7.2: (a) Elliptical free layer where the magnetization prefers to lie along the major (Z) axes. The
external field is applied perpendicular to the magnetization for 0.1ns at the beginning of the writing. (b)
For a given error rate, an applied field in the direction perpendicular to the spin torque further cuts down
the switching delay compared to the case where the field was applied parallel to the spin torque. For a field
greater than 500Oe, switching delay of less than 0.5ns is needed for an error threshold of 10−9.

If the external field is applied perpendicular to the magnetization for 0.1ns at the beginning of the writing

(Fig 7.2a), the switching delay is further cut down, compared to the case where the field was applied parallel

to the spin torque. For a field greater than 500Oe, switching delay of less than 0.5ns is needed for an error

threshold of 10−9(Fig 7.2b). Torque is the highest when applied field is 90 degree to the starting point. The
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Table 7.1: Energy consumption during a write that ensures an error threshold of 10−9. A field is applied
parallel to the spin torque current for the duration of the switching. Even though the applied external field
reduces the delay, the energy consumption increases considerably

Spin Torque current Applied Field Delay for 10−9 Energy consumed
14.8MA/cm2 - 17ns 1.897pJ
14.8MA/cm2 300Oe 4ns 117.45pJ
14.8MA/cm2 400Oe 3.2 ns 166.75pJ
14.8MA/cm2 600Oe 2.4 ns 292.78pJ

Table 7.2: Energy consumption during a write that ensures an error threshold of 10−9. A field is applied
perpendicular to the spin torque current for 0.1ns. The perpendicular applied external field further reduces
the delay, without consuming as much energy than that used during parallel applied field.

Spin Torque current Applied Field Delay for 10−9 Energy consumed
14.8MA/cm2 400 Oe for 0.1ns 0.3ns 5.23pJ
14.8MA/cm2 500 Oe for 0.1ns 0.2ns 8.15pJ

perpendicular field gets the magnetization out of the stagnation point fast. As the applied field is turned on

for a very short time, energy consumption during write is much lower that the case when the field is parallel

to the spin torque (Table 7.2). Further investigation is needed to study the energy-delay-reliability trade-off

in applied+spin-transfer torque switching.

7.2 Double barrier magnetic tunnel junction

Figure 7.3: Fixed FM-Insulator-Free FM-Insulator-Fixed FM DMTJ system

As shown in the previous chapters, fast writing with low error threshold can be achieved in single barrier
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STT-RAM by driving a current greater than the critical current. However, generating such an overdrive

current requires higher bias voltages (>0.75V). Therefore, it is beneficial to boost the magnitude of spin

torque to enable switching at lower current and voltage levels. The double magnetic tunnel junction (DMTJ)

structure introduces another tunneling barrier and fixed layer on top of the free layer, as schematically

depicted in Fig. 7.3. The magnetizations of the two fixed FM contacts are anti-parallel to each other. The

advantage of this penta-layer system is that for an applied voltage, electrons from both the right and left

fixed contact exerts a torque on the middle free layer [89, 55]. If the middle layer is in majority up spin

configuration, for an applied positive voltage, the left fixed layer will induce the P to AP switching mechanism

while the right fixed layer will induce AP to P switching mechanism. Doubling the torque considerably

reduces the voltage required to switch the free layer and time taken to switch, therefore saving on energy

consumption.

However, when the insulators have the same width (W1=W2), the DMTJ junction suffers from low TMR

as the electrons have to tunnel through a high resistance anti-parallel path in both the configuration, ↑↑↓

and ↑↓↓[90, 91]. One option is to make one of the insulating layers wider than the other, where the trilayer

with the narrower insulator will dominate the TMR. The quasi-2D free layer FM film introduces Van-Hove

singularities (Fig 7.4a) that can enhance the TMR[92, 93, 94, 95] and spin torque writing [96].

Figure 7.4: (a) Van-Hove singularities in the majority band of the free layer in a DMTJ. (b) TMR ratio as
a function of annealing temperature for a CoFeB/MgO/CoFeB(t nm)/MgO/CoFeB DBMTJs with various
middle layer thicknesses. A TMR of 1048% is reached when the free layer is 1.2nm

The Van-Hove singularities cause density of state to spike at given energy levels. A spike in the majority

band will cause the polarization to spike as well, (pololarization =[DOS↑ − DOS↓]/[DOS↑ + DOS↓]),

thereby resulting in increased TMR. Fig 7.4b and 7.5a and shows an experiment where the free layer of a

CoFeB/MgO/CoFoBe(t nm)/MgO/CoFeB were varied from 0.8 to 1.5nm[97]. While enhancement of the
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Figure 7.5: (a) Large Tunnel Magnetoresistance of 1048% at Room Temperature in MgO Based Double
Barrier Magnetic Tunnel Junction, l Jiang et al, Appl. Phys. Express 2 (2009) 083002. (b) Effect on TMR
by free layer width modulation around 1nm by numerical calculation (Non-Equilibrium Green’s Function).
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Figure 7.6: Effect on resonance state by free layer width modulation.

TMR to 1048% at t=1.2nm is seen, the TMR reduces to 100% at t=1.5nm. The position of the Van-Hove

singularities is dependent on the thickness of the free layer as well the as interfacial properties between the

insulators and the free layer. While the TMR enhancement will solve the low TMR issue in DMTJ, whether

it would be able to survive manufacturing variance (variation in thickness in free layer,potential barrier,

effective electron mass inside the free layer) is a question that remains to be answered.

From our theoretical studies, we can see that a TMR of 1700% is achieved when free layer width is 1.0nm

but drops down to 90% at 1.2nm (Fig 7.5b). In-depth study of the resonances show a majority up spin

resonance state near the Fermi level at 1nm, while no major peaks at 1.2nm (Fig. 7.6).
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7.3 Alternate design FM-M-FM-I-FM

Figure 7.7: Fixed FM-Metal-Free FM-Insulator-Fixed FM system

An alternate way to take advantage of the double spin torque switching mechanism is to employ a Fixed

FM-Metal-Free FM-Insulator-Fixed FM system (Fig. 7.2). The above configuration has been seen to reduce

the spin torque switching by ≈ 70% [89]. The TMR is preserved as the electrons have to pass through one

tunneling barrier and will be dependent on the Free FM-Insulator-Fixed FM configuration.

7.4 Combinatorial STT-RAM

Figure 7.8: Combinatorial STT-RAM

In Combinatorial DMTJ, there will be two torques, one exerted by left contact at interface 1 by the left

in-plane fixed layer and the 2nd exerted by right perpendicular contact at interface 2 (Fig 7.8). As torque
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is proportional to sinθ, the torque exerted by the right perpendicular layer is much stronger than the left

in-plane layer, thereby increasing the switching efficiency compared to that in a two in-plane fixed layers

DMTJ.

7.5 A quasi-analytical model to study energy-delay-reliability

trade-off in nanomagnetic logic

A Fokker-Plank solution for the two step switching in nanomagnetic logic (stress+dipole) needs to be worked

out to analytically calculate error rate with a given voltage plus and NM separation. Setting up an analytical

version of the system will result in faster reliability study without performing a full-fledged stochastic

calculation.



Appendix A

Modeling magnetic tunnel junction

using NEGF

Figure A.1: Schematic illustration of the device partitioning with matrices needed for NEGF quantum
transport calculations. Magnetization direction of the drain is defined relative to the source(∆θ = θR − θL)

Through the Keldysh-Kadanoff-Baym Non-Equilibrium Green’s function (NEGF) method, a device is

partitioned into channel and contact regions as illustrated in Fig. A.1. Components of the partitioned device
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can be classified in four categories:

(i) Channel properties are defined by the Hamiltonian matrix [H] including the applied bias potential

and the potential barrier for the insulator. Single band tight-binding approximation is adopted[48]. The

single barrier MTJ in a STT-RAM can be specified by the following five parameters[47]: (i) Ubarr is the

barrier offset between the contact and the insulator, (ii) EF is Fermi-level,(iii) δ is the band splitting between

majority and minority spin electrons, (iV) W is the width of the insulator, (v) mc and (vi) mbarr are the

effective masses in the contact and barrier respectively. In real space, for a discrete lattice whose points are

located at x = ja, j being an integer (j = 1...N), the matrix H can be expressed as:

H =



|1> |2> |···> |N−1> |N>

|1> α1 β · · · 0 0

|2> β+ α2 · · · 0 0

|
...>

...
...

. . .
...

...

|N−1> 0 0 · · · αN−1 β

|N> M0 0 · · · β+ αN


(A.1)

where αn is a 2x2 spin-based on-site matrix:

αn =


|↑> |↓>

|↑> EC↑ + 2t+ Un 0

|↓> 0 2t+ EC↓ + Un

 (A.2)

and β = tI is a 2x2 site-coupling matrix with t =~2/2ma2 and I is 2x2 identity matrix. The on-site U

consists of the added potential due to applied voltage. For an applied positive voltage V, the Fermi level of

the left fixed contact is shifted up by +qV/2 while the right free contact is shifted down by -qV/2. Potential

is dropped linearly in the barrier. Inside the barrier, EC↑ and EC↓ are zero. In the ferromagnetic contact,

EC↑ = 0 and EC↓ = δ.

(ii)Contacts are included through self-energy matrices [ΣL]/[ΣR] whose anti-hermitian component:

ΓL,R(E) = i(ΣL,R(E)− Σ†L,R(E)) (A.3)

describes the broadening due to the coupling to the contact. The broadening matrix can be interpreted as

the inverse residence time of the escaping electrons from the device. The corresponding in-scattering/out-

scattering matrices,which describes the rate at which electrons are scattered in/out of a state, are defined

as:
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ΣinL,R(E) = F2D(E − µL,R)ΓL,R (A.4)

ΣoutL,R(E) = [1− F2D(E − µL,R)]ΓL,R (A.5)

where F2D(E) are the 2-D Fermi function at the two contacts. Using the 2-D Fermi function takes care

of the transverse momentum in the Y and Z directions. µL,R are the Fermi levels. The in/out scattering

matrices describes the rate at which electrons are scattered in/out of a state.

F2D(E − µL,R) =
mcKBT

2π~2
ln[1 + exp(−(E − µL,R)/KBT )] (A.6)

The Magnetization of the two contacts is given as a function of θ. θ= 0 indicates spin up configuration

while θ = π specifies spin down. The left contact self-energy matrix is nonzero only for the first 2x2 block:

ΣL(E) =


|↑> |↓>

|↑> −teik
↑
La 0

|↓> 0 −teik
↓
La

 (A.7)

whereE = E↑,↓C + UL + 2t(1− cosk↑,↓L a). For the right contact only the last block is non-zero:

ΣR(E) = Ũ


|↑> |↓>

|↑> −teik
↑
Ra 0

|↓> 0 −teik
↓
Ra

Ũ† (A.8)

where Ũ is the unitary transformation operator needed to obtain right contact self-energy matrix in the

left contact magnetization spin basis set, if the polarization direction in two contacts differ by an angle ∆θ:

Ũ(∆θ) =

 cos(∆θ/2) sin(∆θ/2)

−sin(∆θ/2) cos(∆θ/2)

 (A.9)

The Greens function of the device in the coherent regime is:

G = (EI −H − ΣL − ΣR)−1 (A.10)

where

EI −H − ΣL − ΣR =
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|1> |2> |···> |N−1> |N>

|1> EI − α1 − ΣL β · · · 0 0

|2> β+ EI − α2 · · · 0 0

|
...>

...
...

. . .
...

...

|N−1> 0 0 · · · EI − αN−1 β

|N> M0 0 · · · β+ EI − αN − ΣR


(A.11)

Current through the entire device is calculated by:

I =
q

~

∫ ∞
−∞

Trace[ΓLGΓRG
†](FL2D − FR2D)dE (A.12)

Adding scattering: Most theoretical work on spin devices use coherent Landauer formula for electron flow,

disregarding dephasing, an essential ingredients for STT-MRAM behavior. Spin exchange scattering processes

are responsible for the incoherent nature of the tunneling transport for the model devices considered here.

What makes this process incoherent are the external forces forcing the impurity spins into local equilibrium,

erasing the polarized information of the surrounding through to lose its polarization. We assume that the

equilibrium restoring processes are fast enough to maintain the impurity spins in a thermal equilibrium state

and are degenerate.

The Keldysh-Kadanoff-Baym Nonequilibrium Green’s function (NEGF) approach can handle dephasing

by introducing a self-energy for incoherent processes, calculated for a given scattering Hamiltonian (usually

invoking a perturbative Born Approximation). Incoherent scattering processes in the channel region are

described by a third contact with in/out-scattering matrices [Σin
S ]/[Σout

S ]. Broadening due to scattering is

given by:

ΓS(E) = ΣinS (E) + ΣoutS (E) (A.13)

from which the self-energy matrix ΣS is obtained through Hilbert transform of ΓS . The Green’s function

is defined as:

The Greens function of the device in the coherent regime is:

G = (EI −H − ΣL − ΣR − ΣS)−1 (A.14)

The electron/hole correlation functions (whose diagonal elements are the electron/hole density) is given

by:
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Gn/p = G[Σ
in/out
L + Σ

in/out
R + Σ

in/out
S ]G† (A.15)

The in/out-scattering matrices [ΣinS ]/[ΣoutS ] are related to the electron/hole correlation functions [Gn]/[Gp]

through:

ΣinS;σiσj = Dn
σiσj ;σkσl

Gnσkσl (A.16)

ΣoutS;σiσj = Dp
σiσj ;σkσl

Gpσkσl (A.17)

where [Gn]/[Gp] are electron/hole correlation function, [Dn]/[Dp] are fourth-order scattering tensors. (k,l)

and (i,j) are initial and final spin indexes, respectively. The scattering process is dependent on the initial

wave-function and vacancy of the final state.The spin subspace is defined by the following 2x2 matrix where

i,k are row indexes and l,j are column indexes.

↑↑ ↑↓
↓↑ ↓↓


These scattering tensors can be obtained from the spin scattering interaction Hamiltonian,

H = J~σ · ~S (A.18)

where σ and S are the spin operators for the channel electron/magnetic- impurity respectively and J is

the coupling parameter.

The in/out-scattering matrices [ΣinS ]/[ΣoutS ] and electron/hole correlation functions [Gn]/[Gp] depend on

each other, requiring an iterative self-consisted solution of the NEGF equations[98].

Σin,outS =



|1> |2> |···> |N−1> |N>

|1> (Σin,outS )1,1 0 · · · 0 0

|2> 0 (Σin,outS )2,2 · · · 0 0

|
...>

...
...

. . .
...

...

|N−1> 0 0 · · · (Σin,outS )N−1,N−1 0

|N> M0 0 · · · 0 (Σin,outS )N,N


(A.19)
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(Σin,outS;↑↑ )j,j

(Σin,outS;↓↓ )j,j

(Σin,outS;↑↓ )j,j

(Σin,outS;↓↑ )j,j


= J2NI



0 Fu,d 0 0

Fd,u 0 0 0

0 0 0 0

0 0 0 0





(Gn,p↑↑ )j,j

(Gn,p↓↓ )j,j

(Gn,p↑↓ )j,j

(Gn,p↓↑ )j,j


(A.20)

where NI is the number of magnetic impurities and Fu/Fd represents fractions of spin-up/spin-down

impurities for an uncorrelated ensemble (Fu = 0.5 and Fd = 0.5). Simplifying the tensor relationship, the

in/out-scattering into spin-up component is proportional to the density of the spin-down electrons/holes

times the number of spin up impurities,NIFu:

(Σin,outS,↑,↑ )j,j = J2NIFu(Gn,p↓,↓ )j,j (A.21)

Similarly, the in/out-scattering into spin-down component is proportional to the density of the spin-up

electrons/holes times the number of spin down impurities,NIFd:

(Σin,outS,↓,↓ )j,j = J2NIFd(G
n,p
↑,↑ )j,j (A.22)

Fig A.2 shows the effect of incoherent scattering on tunneling magnetoresistance for the CoFeB/MgO/CoFeB

parameters from chapter 2.
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Figure A.2: Effect of inelastic scattering on tunneling magnetoresistance.



Appendix B

Atomistic study of strained

Fe/MgO/Fe

B.1 Extraction of Extended Huckel theory parameters from VASP

bandstructure

A first-principles calculation using density functional theory(DFT) within the generalized gradient approxima-

tion (GGA) implemented in VASP is used to calculate the electronic structure of Iron and Iron-Magnesium

oxide heterostructure. These bandstructures are then used to determine the parameters of an Extended Huckel

tight-binding model (EHT-TB) that accurately reproduces the bands. The above method is much faster

that first-principles method and can deal with a very dense k-points mesh without exhausting computational

recourses. The parameter fitting and extraction was done by Chunsheng Liu at University of Alabama

and details can be found at [99]. EHT-TB parameters for spin up and down strained bulk Fe and Fe-MgO

interface are given in Figs. B.1-B.4.

B.2 Strained Fe/MgO/Fe tunnel junction

The strained Fe/MgO/Fe magnetic tunnel junction is broken into three parts: the left and right semi-infinite

ferromagnetic contact and the middle channel which hosts the tunneling barrier (Fig. B.5). The device

is xy periodic in [100] plane of both MgO and Fe and transport takes place in the z direction. The two

ferromagnetic leads extend to reservoirs at z = ±∞. The central channel is chosen sufficiently large in the z

direction such that: (i) the potentials outside the central region are taken as equivalent to bulk and (ii) the
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Figure B.1: Parameters for contact spin up Fe.

Figure B.2: Parameters for contact spin down Fe.
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Figure B.3: Parameters for spin up strained Fe/5 [100] layers of MgO/Fe magnetic tunneling junction.

matrix elements coupling the left and right leads are zero. The electrochemical potentials of the left and

right leads, µL and µR, are given by the bulk Fermi level of the ferromagnets that can be calculated by DFT

at equilibrium, and the applied external bias voltage.

Because the device is x-y periodic, the eigenstates of the system can be labeled according to their transverse

momentum:

Ψk‖(R‖ + r) = eik‖·R‖ × eik‖·rφk‖(r) (B.1)

where k‖ is a Block wavevector, R‖ = nxa+ nyb is the lattice vector and φk‖ is the x-y Block function.

Using the Bloch ansatz, the Schrödinger equation can be written in the matrix form as:

H̃k‖φk‖ = ES̃k‖φk‖ (B.2)

where H̃k‖ and S̃k‖ is the folded Hamiltonian and overlap matrix defined as:
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Figure B.4: Parameters for spin down strained Fe/5 [100] layers of MgO/Fe magnetic tunneling junction.

H̃k‖ =
∑
nx,ny

Hnx,nye
ik‖·R‖ (B.3)

S̃k‖ =
∑
nx,ny

Snx,nye
ik‖·R‖ (B.4)

In this equation, Hnx,ny is the Hamiltonian matrix connecting two unit cells separated by R‖.

B.3 Fe Σ calculation of [100] surface

The main point in the surface Σ calculation is that in the 2-D surface the crystal is infinite and periodic,

but semi-infinite in the third depth direction where it’s truncated on one side. We will Fourier transform

our structure in the in-plane direction, so that we get a k-space bandstructure for the in-plane part (k is
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Figure B.5: Atomistic view of a strained Fe/5 [100] layers of MgO/Fe magnetic tunneling junction. The
system is periodic in the x-y plane. Current flows in the Z direction.

a 2-D vector). Then each k point acts like an independent point in the 2-D plane, meaning that it acts as

an independent 1-D semi-infinite solid in the third direction. We can calculate the surface Green’s function

of each of these solids, and then inverse transform to get back the real-space surface Green’s function at a

desired surface atom.

Let’s first define the crystal structure so as to identify its 2-D in-plane reciprocal lattice vectors and define

the discrete k-points for 2-D ring boundary conditions. Fig. B.6 shows the [100] plane of the BCC unit cell

of Fe. The unit cell includes an atom in-plane and the body-centered atom in the next plane (highlighted

in red). The green boxes indicate the next nearest neighbors. there are 27 unit cells that we will need in

a nearest-neighbor theory. These atoms include the 9 unit cells in the in-plane shown in Fig. B.6, two

atomic planes (each containing 9 unit cells) before and after the main plane. All the atomic points are used

to calculate the Hon
k‖

, Hoff
k‖

, Sonk‖ and Soffk‖
where “on” now represents the plane and “off” represents the

neighboring planes (Fig. B.7). The point is that the k-space squeezes each plane to a point effectively like

an “atom”. In units of the Fe lattice parameter, these 27 coordinates (x,y only, z is unimportant for the

Fourier-transform which is only done in 2-D) are:

On-site plane: R1=[0 0], R2=[1 0], R3=[0 1], R4=[-1 0], R5=[0 -1], R6=[1 1], R7=[-1 1], R8=[-1 -1], R9=[1;-1]
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Figure B.6: [100] plane of Fe. Green box indicate the nearest neighbors. The red-red block represent the unit
cell.

Left plane: R10=[0 0], R11=[1 0], R12=[0 1], R13=[-1 0], R14=[0 -1], R15=[1 1], R16=[-1 1], R17=[-1 -1],

R18=[1;-1]

Right plane: R19=[0 0], R20=[1 0], R21=[0 1], R22=[-1 0], R23=[0 -1], R24=[1 1], R25=[-1 1], R26=[-1 -1],

R27=[1;-1]

The reciprocal lattice vectors are: K1 = 2π [0 1] and K2 = 2π [1 0].

Figure B.7: On-site and neighboring unit cells during contact Fe Σ calculation.

Let’s calculate the Hon
k‖

, Hoff
k‖

, Sonk‖ and Soffk‖
:
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Figure B.8: On-site atomic coordinates for contact Fe Σ calculation in Fig. B.7.

Hon
k‖

=

9∑
a=1

H1,ae
ik‖·Ra (B.5)

Sonk‖ =

9∑
a=1

S1,ae
ik‖·Ra (B.6)

Hoff
k‖

=

8∑
a=10

H1,ae
ik‖·Ra (B.7)

Soffk‖
=

8∑
a=10

S1,ae
ik‖·Ra (B.8)

We do not need to calculate Hoff and Soff for right plane as it is just the hermitian of the left one. The

Green’s function for the semi-infinite system is:

Gk‖ =



. . .

αk‖ βk‖

β†k‖ αk‖
. . .


(B.9)

where,

αk‖ = ESonk‖ −H
on
k‖

(B.10)

βk‖ = ESoffk‖
−Hoff

k‖
(B.11)

We need the “surface” Green’s function, which means after inverting the infinite matrix above, we need

to evaluate the first (1,1)th block. This means that the surface Green’s function, gk‖ , is
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gk‖ = (αk‖ − βk‖gk‖β
†
k‖

)−1 (B.12)

The above recursive equation can be solved by the accelerated method specified in [100]. Surface Σ and

density of states is calculated by,

Σk‖ = βk‖gk‖β
†
k‖

(B.13)

DOSsurfacek‖
=

i

2π
(gk‖S

on
k‖
− Sonk‖ g

†
k‖

) (B.14)

The bulk density of states can be calculated by:

Gk‖ = (αk‖ − 2Σk‖)
−1 (B.15)

DOSbulkk‖
=

i

2π
(gk‖S

on
k‖
− Sonk‖ g

†
k‖

) (B.16)

Figs. B.9 and B.10 shows the calculated bulk density of states with EHT-TB parameters and the results are

in good agreement with bulk density of states calculated by VASP.

Figure B.9: Density of states for contact spin up Fe.
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Figure B.10: Density of states for contact spin down Fe.

B.4 Current calculation

Fig. B.11 shows the coordinates of strained Fe/MgO/Fe magnetic tunnel junction. Because of the lattice

mismatch between the Fe and MgO, the Fe atoms near the MgO interface are strained out and does not

match that of lead Fe. Taking the right coordinates is essential for the problem as it will determine the

correct interfacial chemistry between the contacts and the insulator. Following the prescription similar to

that used to calculate Σk‖ , we can calculate current through the tunnel junction by:
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Green’s function:

Gk‖ = (ESk‖ −Hk‖ − Uk‖ − Σleftk‖
− Σrightk‖

)−1 (B.20)

Broadening matrices:

Γleftk‖
= i(Σleftk‖

− Σleftk‖
) (B.21)

Γrightk‖
= i(Σrightk‖

− Σrightk‖
) (B.22)

Current: Current through the entire device is calculated by[101]:

I =
q

~

∫
BZ

dk‖

∫ ∞
−∞

dETrace[Γleftk‖
Gk‖Γ

right
k‖

G†k‖ ](f
left − fright) (B.23)
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where f left and fright are 1-D Fermi function.

Figure B.11: On-site atomic coordinates for strained Fe/5 [100] layers of MgO/Fe magnetic tunneling junction.
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