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 Abstract 

 As Moore's law states, the number of transistors in an integrated circuit doubles every 

 two years. The increase in transistor density and operating frequency produces heat problems in 

 semiconductor devices, limiting further advancements. To resolve thermal issues, the 

 performance criteria in modern computing have transitioned from higher frequency and denser 

 transistors to more advanced integration processes, algorithms, and architecture. However, due to 

 data‐intensive computing, the performance has been degraded from the bandwidth limitation 

 between processor and memory. Processing‐in‐memory and 3D chiplet are preeminent solutions 

 for the degraded performance due to the "memory wall." Processing‐in‐memory prevents 

 performance degradation by migrating a portion of the computation load to the memory, while 

 3D chiplet integration does this by shortening data movement and increasing bandwidth. The 

 high bandwidth memory is a 3D integrated circuit with memory dies stacked on top of a logic 

 die. The 3D-stacked memory is the core technology in processing-in-memory architecture and is 

 a region where thermal issues usually occur in the 3D chiplets. The computation in the 

 3D-stacked memory induces a higher power density in the 3D stacks. The higher power density 

 increases the volumetric heat flux, while the heat sink removes the heat only from the top 

 surface. This volumetric thermal hazard also occurs in other 3D chiplets in the same manner. To 

 manage thermal issues in 3D semiconductor devices, a thermal management solution with a 

 cost-efficient volumetric cooling system is essential. 

 In this dissertation, we propose a new thermal management method with microfluidic 

 cooling to enable processing in-3D-memory. This dissertation presents the thermal management 

 solution in two aspects: device design and thermal simulation. In the device research aspect, we 

 develop a cost‐effective microchamber cooling structure for 3D‐stacked memory devices. While 

 the conventional microchannel method has a high fabrication cost due to the additional fluidic 

 structures, the proposed method reduces the fabrication cost by exploiting the gap between the 

 upper and lower stacks and the 3D printing package. We demonstrate the validity of the 

 microfluidic chamber cooling method with an experimental setup. The prototype shows the 

 feasibility of the proposed method. In the second part of this study, we simulate the thermal 

 behavior of the 3D chiplet with the microfluidic cooling system. First, we model the thermal 

 characteristics of the 3D stacked memory from a 4‐layer stack to a high‐rise stack. For further 
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 investigation, we use HotSpot for fast and accurate thermal simulation. We run thermal 

 simulations using HotSpot in different cooling configurations for a processing-in-3D-memory 

 system, where memory layers sit on top of a logic layer. The HotSpot simulation results are 

 validated with a Multi‐Physics simulation, COMSOL. When a detailed fluidic behavior is 

 observed, the cooling capacity of the microfluidic cooling system is degraded by the thermal 

 boundary. We minimized the impact of the thermal boundary layer by creating a more detailed 

 thermal model of the fluidic chamber with micropillars inserted. 

 We investigate the thermal characteristics of modern chiplet systems. The temperature of 

 the 3D stacked high-performance processors has significantly increased from that of the 2.5D 

 integration. We lower the temperature below the operating temperature limit by implementing 

 novel thermal management methods such as alternating flow directions and applying multi-layer 

 cooling. We also investigate a heterogeneous processor-memory chiplet system in 2.5D and 3D 

 integration. While the heatsink cooling system cannot maintain the temperature of the 3D chiplet 

 below the operating temperature limit, the microfluidic cooling system reduces the temperature 

 with a cost-affordable hybrid cooling method. We conclude that our proposed thermal 

 management method provides a cost-effective and 3D chiplet-compatible solution that guides 

 chip designers and architects in understanding the thermal behavior of modern computing 

 devices. 
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 1. Introduction 

 1.1 Motivation 
 The semiconductor industry has been developing at the pace of Moore’s Law for the past 

 decades. The number of transistors in an integrated circuit (IC) doubles about every two years 

 with the continuation of transistor scaling.  The advancement in semiconductor technology also 

 led to an increase in operating frequency, performance, and power consumption of integrated 

 circuits. The trend toward “performance at any cost,” resulting in an increase in transistor density 

 and operating frequency, came to an end due to the inherent thermal limits with increasing power 

 consumption  [1]  . The restriction of maximum power density and frequency imposed 

 semiconductor industries on developing superseded methods such as parallel computing, 

 advanced integration, algorithm, and architecture. 

 In the modern computing era, the “memory wall” between the processor and memory is 

 the primary performance bottleneck for data‐intensive workloads. The limited bandwidth 

 between the processor chip and memory chip causes performance deterioration. There are two 

 principal solutions among the emerging technologies, one in architecture and the other in the 

 integration process. One solution is processing‐in‐memory (PIM) which solves this problem by 

 migrating a portion of the computation load to the memory. The other solution is 3D chiplet 

 integration which prevents deterioration by shortening data movement and increasing bandwidth. 

 Processing-in-memory and near-data-processing manage restricted power and 

 performance by migrating a portion of the computation load to the memory. For conventional 

 architecture, the processing unit is far from the data storage, causing 62.7% of the total system 

 energy to be spent on the data movement  [2]  . Migration of the processing unit to near the 

 memory contributes to energy saving due to the shortened data path and reduced data movement. 

 In addition, the hierarchical and parallel structure of dynamic random-access memory (DRAM) 

 enables parallel data processing of PIM architecture. 3D memory, such as high bandwidth 

 memory(HBM)  [3]  , provides a suitable technology for memory-centric computing by stacking 

 heterogeneous layers together. On the other hand, the processing in the 3D memory induces a 

 higher power density in the stack. Additional processing features in the memory system utilize 

 more power than the typical memory read and write operation.  The higher power density causes 
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 the PIM architecture to encounter the principal thermal issue of the semiconductor, limitation of 

 power, and performance. 

 Chiplet technology achieves better performance metrics with reduced power consumption 

 by increasing the data bandwidth. Chiplet integration has multiple dies in a single package 

 integrated on a silicon interposer providing higher bandwidth between the chips and a board. An 

 example of such an interconnect is the embedded multi-die interconnect bridge (EMIB) from 

 Intel to enable die-to-die integration on the package  [4]  . While chiplet-based systems offer more 

 significant advantages over the monolithic chip approach, it is mainly limited to 2D integration. 

 3D integration is limited to low-power units such as 3D HBM. The 2.5D chiplet locates 

 3D-stacked devices and other dies side by side on the interposer. Consequently, the 2.5D chiplet 

 system has a limited bandwidth compared to the 3D integration  [5]  . Thus, from the 

 interconnection aspect, 3D IC is even more advantageous in performance and power-saving 

 because it significantly reduces the interconnection distance compared to the interposer. 

 For the 3D integration, multiple dies are stacked as a single chiplet utilizing 

 through-silicon-vias (TSVs). An actual 3D IC chiplet system enables an advanced package to 

 stack memory on a processor or processor on a processor. Several recent 3D integration 

 demonstrations have been explored to allow for opportunities in high-performance computing 

 [6]  , image sensors  [7]  , or gas sensing  [8]  . These are also known as monolithic 3D integration. 

 However, one of the most critical factors that obstruct the 3D IC development is the thermal 

 issue resulting from the increased power density. Power density is already an issue for 

 high-frequency 2D monolithic chips in advanced technology nodes  [5]  . The temperature of 3D IC 

 rises over operating temperature because of the dimension mismatch between heating and 

 cooling. While the 3D IC generates volumetric heat with increased power dissipation, the top 

 surface dimensions limit the conventional cooling capacity. This thermal problem will get 

 progressively worse as more computing-intensive units (such as AI computing units or GPUs) 

 stack on top of each other or a CPU  [9]–[12]  . Moreover, thermal issues have become more 

 critical in modern interconnection technologies, such as front‐end‐of‐the Line (FEOL), 

 Back‐End‐of the‐Line (BEOL), and Through‐Silicon‐Vias (TSV), as they increase the thermal 

 resistance in the chiplet and accordingly worsen the thermal issues  [13]  . 
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 Engineers and researchers in academia and industries have been actively seeking cooling 

 solutions for the thermal challenges  [1], [10]–[13]  .  Recent studies have investigated microfluidic 

 cooling as one of the most promising thermal management solutions for future 3D integrated 

 systems  [14]–[17]  .  But there is still no practical solution that can fully resolve the thermal issues 

 in 3D integrated circuits. A cost-efficient thermal management method is required to resolve the 

 issues. In addition, the importance of identifying and developing a detailed understanding of the 

 capabilities and limitations of critical thermal technologies in thermal aspects arose.  Chip 

 designers or architects would like to find the thermal characteristics of the chiplet design in the 

 early stage of development. By exploring the design space, chip designers can make early 

 decisions and shorten the development cycle. This is critical, especially for 3D IC, as thermal 

 management is a crucial factor for stacking strategies. Therefore, a fast and accurate simulation 

 framework that integrates the most advanced microfluidic cooling modeling is necessary. 

 1.2 Conventional thermal management methods 

 1.2.1 Heatsink 

 A heatsink is a heat exchanger that transfers thermal energy from a high‐temperature chip 

 package to a low‐temperature ambient medium. The fin structure enlarges its surface area to 

 maximize the heat transfer to the ambient fluid, such as air. A fan can be attached on top of the 

 heatsink to enhance the airflow so that the heat transfers. Depending on the presence or absence 

 of a fan, it can be a passive or active heatsink. We chose four different heatsinks to evaluate the 

 expected cooling capacity: one passive heatsink and three active heatsinks with different cooling 

 capacities and costs  [18]  . 

 1.2.2 Throttling 

 Previous studies investigated memory throttling control using temperature information 

 from a thermal sensor on a Dual Inline Memory Module (DIMM)  [3]‐[6]  . The temperature can 

 be lowered by throttling with reduced memory traffic on the memory bus  [21]  . Because the 

 throttling method manages the memory performance depending on temperature information, it 

 cannot consider temperature variations over the system. As a result, it leads to excessive 
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 throttling of the memory system and underutilization of the system budget. Liu et al. proposed a 

 control technique for minimizing the temperature variations over the DIMM  [20]  . This method 

 manages data traffic with expected temperature change based on a superficial thermal model of 

 the DIMM. Meanwhile, Lee et al. investigated the memory cell's thermal behavior with 

 extensive consideration of the device and circuit behavior  [22]  . From this approach, they 

 optimized operating time with latency control. Despite the efforts of previous researchers, the 

 throttling method has a critical limitation: the deterioration in the memory performance. 

 1.2.3 Liquid cooling for 2D and 2.5D chiplet 

 Microfluidics is the technology of manipulating fluids in channels with dimensions from 

 tens to hundreds of micrometers. The heat generated from dies can be removed by the coolant 

 flow on the top surface, the flow through the inside channels, or the flow through the cavity 

 between the dies. The first approach is cooling the chip by jet impingement onto the top surface 

 of the die  [15], [23]  . This method can achieve highly efficient cooling by eliminating the thermal 

 interface material and applying a high flow rate onto the die. However, this structure can be 

 applied only to the top surface, which is disadvantageous to the 3D‐ICs similar to the 

 conventional heat sink methods. Another microfluidic solution is called the intra‐chip cooling 

 method, where the flow removes the heat through the channels that are integrated on the 

 backside of the dies. The embedded microchannels are advantageous because of their water-tight 

 structure. However, in the case of 3D‐stacked ICs, additional vertical fluidic interconnections 

 such as fluidic via and pipe are required to enable vertical coolant movement. The additional 

 fluid structures increase fabrication steps, costs, and chip dimensions. In addition to the 

 difficulties in the fabrication process, the microchannel cooling method conflicts with TSVs by 

 occupying the die area  [24], [25]  . The electrical interconnection between the dies, such as TSVs, 

 micro‐bumps, or Cu‐pillars, occupies most of the chip dimensions in high‐bandwidth devices. 

 Therefore, the microchannel cooling method has an inherent limitation to be applied for 

 multi-layer 3D‐ICs. Lastly, the inter‐chip cooling method is another candidate for the cooling 

 solution of 3D‐IC. The coolant removes the heat by the flow between the dies. By exploiting the 

 inherent gap between the dies, this approach does not require additional fluidic structures and 
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 can save fabrication costs. It also has multi-layer scalability, which is suitable for multilayered 

 3D stacked IC cooling systems. 

 1.3 Heterogeneous Integration Roadmap 
 We proposed the thermal study in 2018 to provide a low‐cost thermal management 

 solution for processing‐in‐memory devices aligning with the  Thermal and Power Management 

 project in the  Center for Research on Intelligent Storage and Processing‐in‐memory (CRISP) 

 funded by Semiconductor Research Corporation (SRC)’s  Joint University Microelectronics 

 Program  (JUMP). Our study referenced the request for a thermal solution from the 2015 

 International Technology Roadmap for Semiconductors (ITRS)  by  Semiconductor Industry 

 Association  (SIA)  [1]  . The ITRS roadmap predicts an increased power density of over 100 

 W/cm  2  , while the hotspots have four times larger power densities in the local area. 

 Figure 1. Power density trend for a single package [1] 

 Concurrently with our study, the IEEE Electronics Packaging Society launched the 

 publication of the Heterogeneous Integration Roadmap (HIR) international roadmap in 2019. 
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 HIR is an organization of task working groups continuing the discontinued ITRS roadmap in 

 2015  [13]  . The HIR roadmap described the current challenging thermal situation and demand for 

 novel thermal management methods. The requirements for the thermal management methods 2D 

 and 3D ICs are to manage thermal issues for the average power density of 2W/mm  2  and to 

 manage two‐to‐four times higher hotspot power density with power‐cost‐architectural 

 considerations. For the thermal community, it is also essential to investigate thermal behavior to 

 understand the capabilities and limitations of the promising thermal management methods  [13]  . 

 Accordingly, developing a thermal management method with high peak‐power cooling capacity, 

 low cooling power, low‐cost fabrication, low area overhead in silicon design, and providing 

 thermal behavior is required. 

 Figure 2. Nominal Thermal Demand Envelopes covering average and hotspot peak power 

 density for both 2D and 3D Architectures [2] 
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 1.4 Thesis Contributions 
 This thesis identifies the thermal issues that the modern chiplet will need to address due 

 to increasing device and power densities and limited cooling capacity, along with demands for 

 cost‐effective thermal management. The current thesis aims to develop low-cost thermal 

 management solutions focused on hotspots investigating thermal behavior in device and design 

 aspects. The main contributions of this thesis are summarized as follows: 

 1.  Proposing a cost‐effective microchamber cooling method exploiting an existing die 

 cavity and 3D printing package. The conventional heatsink has several drawbacks in the 

 application of modern chiplets. The cooling capacity is limited due to the limited cooling 

 surface and modern interconnection layers such as FEOL and BEOL. In the case of 3D 

 stacked IC, the heat dissipation transfers from the bottom to the top layer generating a 

 thermal gradient. This vertical thermal distribution causes thermal issues in 

 heterogeneous integration. In the case of processing‐in‐memory devices, the processor 

 and memory have different operational temperature limitations, and the high temperature 

 of the processor affects the operation of the memory. Microchannel cooling is a 

 promising solution offering an embedded cooling system removing the heat directly from 

 the silicon layer. However, the additional microfluidic structure significantly increases 

 the fabrication cost and chip dimension. We propose a microfluidic cooling system using 

 the gap between the layer as a fluidic channel and a 3D printing package as a body of 

 inlet and outlet. By eliminating the additional cooling structure, the proposed method 

 prevents the increase in fabrication cost and chip dimension. In addition to the 

 cost‐effectiveness, the open floor plan of the fluidic chamber is advantageous in cooling 

 behavior. The interconnection between layers such as microbumps or micropillars 

 expands the area of the heat exchange surface. 

 2.  Validating the proposed microchamber cooling method through an experiment. We 

 designed and fabricated an experimental test setup to validate the proposed microfluidic 

 cooling system. The main question is, “does the microfluidic flow through the 

 microchamber cooling structure with a 3D printing package can cool the chip?”. To 

 demonstrate the idea, we fabricated a fluid chamber with a thermal test chip attached to 

 the PCB substrate. The dielectric coolant has been injected with a pipet and pulled out 
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 with a paper pump. While the thermal resistors generate heat flux, the thermal sensing 

 diodes sense the temperature in real-time. Our results show that the proposed method is a 

 promising alternative to conventional microchannel methods with advantages in low‐cost 

 fabrication. In addition, we demonstrated low cooling power consumption through the 

 thermal circuit modeling and flow rate calculation. Our cooling system is affordable with 

 a low-cost hydraulic pump with a low power consumption of under ten watts. 

 3.  Implementing thermal modeling. Thermal modeling is an essential tool for understanding 

 the thermal behavior of chiplets. Through the thermal model, we can calculate the 

 temperature of the chiplet for given power consumption. We demonstrated the thermal 

 model of the microchamber thermal test system and processing‐in‐memory device. We 

 calculated the temperature in the logic and memory layer of the processing‐in‐memory 

 system with different heatsinks. We also calculated the hydraulic pump’s required flow 

 rate and pressure for microfluidic cooling for processing‐in‐memory devices. We also 

 investigated the thermal behavior of high‐rise 3D‐stacked IC. 

 4.  Investigating the thermal behavior with HotSpot 7.0. We recently released a new version 

 of the HotSpot simulator with the microfluidic cooling feature. The HotSpot is a thermal 

 circuit model-based, fast and accurate thermal simulation tool for chip designers. We can 

 simulate the temperature of the design in the pre‐RTL stage with inputs of the floor plan 

 and power traces. We model and simulate the thermal characteristics of the microchamber 

 embedded in processing-in-3D-memory devices. Next, we compared the cooling 

 performance of the microchannel and microchamber methods. Additionally, we 

 compared the simulation results from Hotspot with results from the multiphysics 

 simulator COMSOL. We found differences in temperature between different simulators 

 and identified an effect from the thermal boundary layer. The thermal boundary layer has 

 a severe impact on microchamber cooling capacity due to the abstract thermal model. In a 

 natural microchamber cooling system, the interconnection structures such as microbumps 

 or micropillars mitigate the thermal boundary layer effects. Lastly, the simulation results 

 of HotSpot have been validated with COMSOL simulation. 

 5.  Providing thermal characteristics of modern chiplet and processing‐in‐memory systems. 

 The thermal modeling and simulation of modern processors are investigated. 

 20 



 Microfluidic cooling is advantageous to the heatsink, especially when the 

 high-performance processors are stacked face‐to‐face. The thermal behavior of 

 processing‐in‐memory architectures is investigated and focused on the transition from 

 2.5D integration to 3D integration. The 2.5D chiplet has a processor and memories 

 integrated side by side on the silicon interposer layer, and the 3D chiplet has memories 

 stacked on top of the processor layer. Microfluidic cooling is superior in heat spread and 

 alleviates the hotspots with higher power densities. Although we can increase the cooling 

 performance by increasing the flow rate of coolant in the embedded channel or chamber, 

 increasing the flow rate is accompanied by an increase in cooling cost and mechanical 

 stress. Our proposed thermal management method is suitable for high-power 3D chiplets 

 that are not relying on a higher flow rate. Firstly, we can add multiple microfluidic 

 cooling layers between the dies. Because the microchamber cooling exploits the existing 

 die cavities and 3D‐printing package, we can integrate multiple cooling layers without 

 additional hydraulic fabrication on silicon. Secondly, we can apply the novel microfluidic 

 features such as the control direction of flows. By alternating the flow direction, the 

 lateral thermal gradient problem can be solved. Lastly, for the current cutting-edge 

 technologies such as processing‐in‐memory devices, the hybrid cooling method of 

 heatsink on the top and microfluidic at the bottom shows superior thermal management 

 performance. 

 1.5 Thesis Organization 
 The remaining chapters of this dissertation are organized as follows: 

 Chapter 2 presents the proposed thermal management method using a microfluidic 

 chamber. We describe the limitations of conventional cooling methods of the heatsink, throttling, 

 and microchannel. The Microchamber cooling structure exploits the existing die cavity as a 

 fluidic chamber, hence achieving advantages in low‐cost fabrication and fluid flow control. 

 Chapter 3 presents the experimental validation of the proposed microchamber cooling 

 method. Details of experimental setup, device and system designs, and test results are covered in 

 this chapter. Fluidic circuit modeling and design results are described. We show the flow rate 

 range of given pressure with an affordable hydraulic pump with a reservoir. 
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 Chapter 4 presents thermal circuit modeling of the modern chiplet cases. The properties 

 of the chiplets are modeled as thermal elements and circuits to evaluate the thermal behavior. We 

 investigate the thermal behavior of processing‐in‐3D‐memory and high‐rise 3D devices by using 

 the thermal circuit modeling method. 

 Chapter 5 presents the thermal study result with HotSpot 7.0. We release the new version 

 of HotSpot, including the microfluidic cooling feature and use in this chapter. Details of 

 microfluidic behavior in the microchannel and microchamber layer are covered in this chapter. 

 Simulation results of HotSpot 7.0 are validated with a multiphysics simulator. 

 Chapter 6 presents thermal simulation results of modern chiplets. We evaluate the 

 operating temperature of high‐performance 3D IC and processing‐in‐memory systems with 

 conventional cooling methods and microfluidic cooling. Our results suppose that our proposed 

 thermal management method provides a cost‐effective solution for the thermal issues in modern 

 chiplets. 

 Chapter 7 concludes the thesis. We summarize the major contributions and also discuss 

 the future directions in this chapter. 
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 2. Thermal management with Microfluidics 

 2.1 Microchannel cooling for 3D‐IC 

 2.1.1 Conventional microfluidic cooling methods 

 Microfluidics is the technology of manipulating fluids in channels with dimensions from 

 tens to hundreds of micrometers. Microfluidic cooling is a cooling method for semiconductors to 

 remove heat directly from the silicon dies of the chip using microfluidics. The heat generated 

 from the dies can be removed by coolant flow on the top surface or through the inside of the 3D 

 stack. For the volumetric flow to cool down the volumetric heat from the stack, embedded 

 cooling is desirable. Previous studies have defined embedded microfluidic cooling as intrachip 

 and interchip cooling methods, in which the coolant flows inside channels or flows through the 

 cavity between the dies, respectively  [26]  . The microfluidic cooling solutions are described 

 below depending on the location where the coolant flows. 

 The first approach describes a cooling method that removes the heat from the chip by jet 

 impingement onto the top surface of the die  [15], [23]  . This method can achieve highly efficient 

 cooling by eliminating the thermal interface material and applying a high flow rate onto the die, 

 which becomes a compatible cooling technique for high‐power devices. In addition, the vertical 

 inlets and outlets can eliminate undesired heat transmission due to lateral coolant flow. This 

 structure, however, can be applied only to the top surface and is not applicable to 3D volumetric 

 cooling. 
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 Table 1. Comparison of different microfluidic cooling solutions for 3D‐ICs 

 Cooling type 

 Heat sink  Direct Jet  [23]  Microchannel  Microchamber 

 Structure  Assembly  level  Package level  Die level  Package level 

 Cost  ↓~↑  ↓  ↑↑  ↓ 

 Dimension  2D  2D  3D  3D 

 Hotspot cooling  X  O  X  O 

 Convection 
 Thermal 
 Resistance (°C/W) 

 Passive 4.0 
 High‐end 0.2 

 < 0.1  N.A.  N.A. 

 Maximum Power  1000 W/cm  2  200 W/cm  2  200 W/cm  2 

 Fluid flow rate  N.A.  8.3 e  ‐6  m  3  /s  1.2 e  ‐6  m  3  /s 

 Pump Power  N.A.  1.3 W  ‐ 

 # of Heat 
 Exchanger 
 (A cpu, B GPU, C 
 Memory) 

 A+B+C  >1  >1  >1 

 Main‐hurdle  3D‐IC  3D‐IC  Fabrication cost  Dielectric 
 Coolant 

 The second microfluidic cooling solution is the intrachip cooling method. Heat is 

 removed by the coolant flow through the microsize channels, which are integrated on the 

 backside of the dies. The integrated microfluidic channels can offer stable and effective liquid 

 cooling inside of the die. This method is extensively studied and verified in various prototypes 

 [27], [28]  , and its simulator development has been completed  [29]  . However, in the case of 

 3D‐stacked ICs, additional vertical fluidic interconnections between the dies are required to 
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 enable vertical coolant movement  [30]  . This complex fabrication process becomes increasingly 

 challenging as the number of stacks increases. In addition to the difficulties in the fabrication 

 process, the microchannel cooling method conflicts with TSV by occupying the die area. The 

 electrical interconnection between the dies, such as TSVs, micro‐bumps, or Cu‐pillars, occupies 

 most of the chip dimensions in high‐bandwidth devices. Therefore, the microchannel cooling 

 method is inherently limited for multilayer 3D‐IC with a large amount of inter‐layer electrical 

 connections. 

 Lastly, interchip cooling is another technique for cooling 3D‐IC. In contrast to the 

 matured intrachip cooling studies, interchip cooling has only been conceptually investigated 

 [31]–[33]  . Despite considerable success in microchannel cooling, a cost‐effective and 

 multilayer‐compatible technology is required. Previously, we proposed a microchamber cooling 

 method with a 3D printing package. We experimentally verified the feasibility of this method. By 

 exploiting the inherent gap between the dies, this approach does not require additional fluidic 

 structures and can save fabrication costs. In addition, this method is suitable for multilayered 3D 

 stacked IC cooling because of its vertical scalability. 

 The aforementioned microfluidic solutions have advantages and disadvantages depending 

 on their flow locations, as described in table 2. The jet impingement has the highest flow rate as 

 well as a relatively low risk of physical stress. In addition, cooling can happen in local areas 

 preventing the heat from spreading. Since the cooling feature is only on the top surface, the 

 fabrication is low cost. However, this solution has a major disadvantage: it is not applicable to 

 the 3D‐IC. On the other hand, the embedded cooling methods, such as intrachip and interchip, 

 are more compatible with 3D‐ICs. 

 2.1.2 Disadvantages of Microchannel cooling method 

 The microchannel cooling method, also known as the intrachip structure, is considered 

 the most promising microfluidic cooling solution  [24]–[30], [34]–[38]  . This method is 

 advantageous for cooling high‐power IC due to its direct cooling feature. However, it has 

 inherent structural disadvantages in 3D‐IC cooling applications. 
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 Figure 3. (a) Schematic diagram of 3D‐IC with Fluid via and microchannels [6] and (b) images 

 of integrated microchannels, fluidic via, and fluid pipe [11]. 

 One of the disadvantages is the cost and complexity of the fabrication of the 

 microchannels. The microchannel can be fabricated with a trench process on the backside of the 

 wafer and sealed with a capping layer. In addition, fluid vias should be trenched to construct 

 inlets and outlets to circulate the flow. Two additional patterning processes and trench processes 

 are sources of increasing cost. Attaching a  capping layer is another process obstacle in achieving 

 low-cost requirements. 

 Another disadvantage is the vertical flow discontinuity. While microchannels can be 

 configured in the lateral flow, additional structures are required to build vertical flow between 

 the layers. For example, fluidic pipes can be constructed between the layers to connect the fluid. 

 During the reflow process of micro‐bumps, the distance between the layers is determined  [24], 

 [34]  . Therefore, to prevent an electrical interconnection issue, the fabrication process of the 

 fluidic pipes cannot affect the reflow process of the micro bumps. Additionally, since the fluidic 

 pipes are several hundred micrometers in size, the die area needs to be expanded for the fluidic 

 pipes to fit in. This additional structure affects not only the fabrication complexity and cost but 

 also fluid circulation. The flow rates differ layer by layer due to the fluidic resistance difference. 

 The most significant disadvantage of the microchannel cooling method is the conflict 

 between microchannels and existing interconnection structures. In the lateral floorplan view, the 

 microchannels collide with through‐silicon via (TSV) in the limited chip area. While the TSVs 
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 have occupied the backside of a silicon wafer, there is no available space for microchannels to be 

 trenched  [39]  . In addition to the lateral conflict, the microchannel method also conflicts in the 

 vertical aspect. Because the TSV interconnects layers vertically, TSV needs to penetrate the 

 entire layer. Hence, the capping layer should be attached before the formation of TSVs. The 

 trenching process requires penetration through heterogeneous layers of a silicon wafer, an 

 adhesion layer, and the capping layer. Additionally, the capping layer must contain metal pads 

 for contact and needs to match the thermal expansion coefficient with the silicon wafer during 

 the interconnection process. The conflict between the lateral and vertical structure impedes the 

 realization of microchannels in 3D‐IC applications. 

 Figure 4. Heat Spreads due to fixed flow direction from 3D‐ICE simulation [15]. 

 In addition to the aforementioned structural disadvantages, the microchannel method has 

 cooling disadvantages due to the fixed channel feature. The direction of flow in the 

 microchannels is fixed due to the inlet and outlet being settled. This fixed direction flow 

 generates a thermal gradient along with the flow direction. While the fresh coolant injected 

 through the inlet has a low temperature, the temperature of the coolant gradually increases, 

 exchanging heat with the target chip. Hence, there is a gradual temperature increase from inlet to 

 outlet. Previous researchers tried to resolve this problem by non‐uniform microchannel 

 design  [40]  , 4‐port design  [41]  , or arbitrary design  [42]  methods to suppress the temperature 

 gradient. However, the hotspots in the modern chiplets are arbitrary and modified by the 

 computation tasks. In a worst-case scenario, hotspots can be located near the inlet and outlet. The 
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 coolant removes the heat from the hotspot near the inlet and diffuses the heat along with the fluid 

 direction. When it comes to the hotspot near the outlet, the heated coolant exacerbates the 

 hotspot. This thermal gradient problem is the major drawback of the microfluidic cooling 

 system. 

 2.2 Low‐cost microchamber cooling method 
 The microchannel cooling method has the advantage of direct cooling from the flow 

 through the isolated microchannels. However, it is unsuitable for 3D‐IC applications due to the 

 inherent structural disadvantages. This study proposes a cost‐effective microfluidic cooling 

 method for 3D‐ICs, also known as the microchamber cooling method. Instead of fabricating the 

 microchannels, fluidic vias, and pipes on wafers, the proposed method utilizes the cavity that 

 already exists between the dies and the 3D printing package. 

 A device structure of the previous microchannel cooling method is described in Figure 5 

 (a). The conventional approaches require microchannels along with the silicon dice and trenched 

 thermal vias through the silicon dice for circulating fluid. Instead of fabricating additional 

 structures, we propose a microfluidic cooling method that exploits the gap between the silicon 

 dice. By using the empty space as a microfluidic chamber, the proposed method can achieve 

 coolant flow. The device structure in Figure 5 shows the proposed device structure consisting of 

 3D stacked ICs and a 3D printing package. The method does not require additional 

 micro‐structure on the wafers for circulating fluid. Rather, the 3D‐printing apparatus constructs 

 inlet, outlet, and channels for the coolant flow of the stacked 3D‐IC structure. This approach can 

 reduce the process complexity and the cost by eliminating the additional structures on the silicon 

 wafers. 

 28 



 Figure 5. Schematic diagram of the microchannel and microchamber cooling method 

 In addition to the fabrication and cost advantages, this method has structural advantages 

 in fluid flow control. The microchannel cooling system has a limitation due to the fixed 

 one‐directional straight coolant flow  [40], [42]  . After the microchannel is designed and fabricated 

 on the backside of the silicon, the location and direction of the microchannels are fixed. 

 Therefore, the microchannel cooling system has difficulties in managing arbitrary hotspots. This 

 is especially an issue in some modern technologies, such as Processing‐In Memory (PIM) or 

 FPGAs, that can have thermal issues caused by multiple hot spots at changing locations. On the 

 contrary, the microchamber is a multidirectional structure, a vacuous plane with sustaining 

 Cu‐pillars or micro bumps. By controlling inlets and outlets on the sides, we can configure 

 optimized cooling features for multiple hot spots at changing locations. 
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 3. Experimental validation of Microchamber cooling with 3D 

 printed package 

 3.1 Device design 

 3.1.1 Microchamber cooling Structure 

 When the silicon dies are stacked up to construct a 3D‐IC, the electrical signals between 

 two layers are connected through micro bumps or Cu‐pillars. This electrical interconnection 

 leaves a gap between the layers, as shown in figure 6. Coolant flows through this empty chamber 

 and can directly remove the heat from the chip. The microchannel device requires an airtight 

 path, inlet, and outlet to circulate the coolant flow. On the other hand, the microchamber cooling 

 system enables these features by using a 3D printing package. Figure 10 shows a chip 

 surrounded by a 3D printing package. The 3D printing package encapsulates the airtight 

 microchamber while the inlet and outlet are excavated for coolant circulation. The details of the 

 3D printing package design will be discussed in the following sections. 

 Figure 6. Side view of 3D‐stacked IC [18] 

 3.1.2 Microchamber integration 

 For the thermal test, we chose an existing commercial chip instead of designing a custom 

 chip. The chip used in this study is TTC‐1002 by Thermal Engineering Associates, Inc. and 

 provides control of heat flux generation and temperature measurement. Figure 7 shows the image 

 of the thermal test chip. The thermal test chip has a 2540 µm × 2540 µm dimension: two heat 

 generating resistors and four thermal sensing diodes. The six components allow the independent 
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 heat flux generation and temperature sensing features in the test system. Twenty‐four micro 

 bumps of 80 µm in height were attached to the silicon chip before assembling the thermo‐fluidic 

 chamber. The test chip is fabricated on top of the PCB substrate using a reflow oven LPKF 

 ProtoFlow. The stacked thermal chips in Figure 8 show the gap between the chips. The height of 

 the chamber is measured using a digital caliper and a profilometer. The average gap between the 

 four samples is 68 µm. Note that due to the reflow process, the height of the micro bumps 

 decreased from 80 µm. 

 Figure 7. Layout image of thermal test chip [19] 

 Figure 8. Images of thermal test chips, microfluidic chamber, and schematic diagram of the 

 microfluidic chamber. 
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 3.1.3 3D Printing Package design 

 For the 3D‐printing package, we designed and fabricated three types of packages. The 

 packages consist of the body attached to the substrate and the insert, which covers and seals the 

 top surface of the chip. The inlet and outlet are fabricated into the insert located on top of the 

 channel region. Figure 9 (a)  is a rectangular shape insert with a 0.1‐inch thickness to seal the gap 

 in the upper direction. This design can encapsulate the gap, but the fabrication of the inlet and 

 outlet hole was out of range for the accuracy of the 3D printer. Figure 9 (b) has two separate thin 

 bodies and the gap between the two forms of a fluidic channel. The encapsulation on the top can 

 be made with a flat glass attachment. However, this structure has a void between the top glass 

 and the chip to secure an assembly margin. Figure 9 (c) is used in the experiment, which is an 

 improved version of the type A package. The insert has a trapezoid shape aligning with the 

 fluidic channel and 0.02‐inch thickness. We could reduce the thickness of the insert while 

 maintaining the encapsulation using UV polymer sealing on the top. 

 Figure 9. Three types of 3D‐printing packages 

 3.2 Experimental setup 

 3.2.1 Driving system 

 To investigate the fluidic‐cooling experiment, the thermal test chip was directly mounted 

 on the printed circuit board. The gap between the chip and the board constitutes the thermal 

 chamber in this configuration.  A Fused Deposition Modeling (FDM) type 3D printer Stratasys 
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 F170 is used for printing the apparatus. Figure 10 shows the 3D design result using SolidWorks, 

 and Figure 11 shows the image of the actual device. The device has an inlet and an outlet for 

 circulating the coolant. It also embeds a distribution structure for the coolant and acts as a cue for 

 the fluid chamber structure. 

 Figure 10. Design of microfluidic chamber experiment system 

 Figure 11. Image of the microfluidic chamber device using 3D printing package. 

 The temperature of the test chip can be controlled and sensed by the electrical system. 

 Two thermal resistors on the chip generate the heat flux up to 6W each. An external power 

 source is connected to the system to sustain a stable power supply. Texas Instrument  AMC 7823 

 is an analog monitoring and control system with 8 DACs, 8 ADCs, and a constant current source. 
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 Under a constant current driving condition, the forward voltage of sensing diodes varies with the 

 temperature change. The forward voltages of the diodes are read through the 12‐bit ADC of TI 

 AMC 7823. The sensing diodes have a nominal forward voltage of 0.71 V under a current 

 feeding of 1mA per diode. TI AMC 7823 is reconfigured to generate 1mA of the precision 

 current source. 

 Heat flux generation and temperature sensing operations are controlled by a Raspberry Pi 

 3 Model B system. The TI AMC 7823 and the Raspberry Pi communication are connected 

 through a Serial Peripheral Interface. While the system has 8 ADCs to sense the forward voltage, 

 only one current source exists. Hence, the current feeding is required to be shared with four 

 sensing diodes. The current is shared with time‐division multiplexing using the TS3A5017 

 analog switch. The switches are controlled by the Raspberry Pi with a time margin of 10 ms. 

 Figure 12. PCB Layout image of the thermal testing board 

 3.2.2 Cooling and sensing system 

 A dielectric coolant of EC120 ElectroCool® was used as the coolant for the fluid 

 chamber. The dielectric coolant has a high resistivity of 1x1014 Ω/cm and dielectric constants of 

 2.1. Dielectric coolant is required to ensure proper electric insulation of the micro bumps that act 

 as pillars between stacks. The dielectric coolant has a kinematic viscosity of 5.02 cSt, which is 

 higher than the 0.658 cSt of deionized water at 40°C. 
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 A constant current of 100 µA drives the thermal sensing diode, and a heat flux of 0.5W is 

 applied to the resistor. The forward voltage of the diodes decreases when the resistor generates 

 heat. The forward voltages of the diodes are sensed using the 12‐bit ADC. The change in 

 temperature can be represented by the difference in the forward voltage with a correlation 

 constant K. The equation is written as 

 𝐾 =
 𝑇 

 𝐻𝑖𝑔ℎ 
    -     𝑇 

 𝑙𝑜𝑤 

 𝑉 
 𝑙𝑜𝑤 

    -  𝑉 
 𝐻𝑖𝑔ℎ 

   
|||

|||

 The unit of constant K is °C/mV, and the calibrated value in the experimental set‐up is 0.2°C/mV. 

 Figure 13. Schematic diagram of driving and sensing system image 

 3.2.3 Fluidic pump 

 The microchamber cooling system is composed of a fluidic pump, driving‒sensing 

 system, thermal test board, and control system. A Fluidic pump is a source to generate the flow 

 through the microchamber and remove the heat from the chip. A paper pump is commonly used 

 in microfluidic experiments using passive elements and is simply absorbing fluid using a pulp's 

 capillarity. Although the paper pump is valid for preliminary research, it lacks precise control of 

 fluidic flow. Next, microfluidic syringe pumps are advantageous in precise flow rate control. 

 However, the syringe pump has limitations in maximum flow rate and transient cooling because 

 the coolant is flowing from one syringe to the other. Lastly, a pump with a reservoir is 

 35 



 advantageous in the cooling system. The liquid cooler is commercially available in computer 

 systems and has a closed loop system composed of the radiator, cooling fan, reservoir, and pump. 

 The closed loop system provides a continuous flow rate and chilled coolant through the radiator. 

 In addition, the system already has a compact size and appropriate power supply level, which can 

 be applied to consumer electronics. The disadvantages of the system are the precision of the flow 

 rate while the flow rate is controlled by pulse‐width modulation (PWM) signal, not by the 

 hydraulic aspect. We need fluidic circuit modeling to calculate the expected flow rate in the 

 cooling system. 

 3.2.4  Fluidic circuit design 

 The flow rate and pumping requirement for the cooling system is another design factor to 

 consider in the microfluidic system. Although a higher flow rate could be beneficial for cooling 

 capacity, a higher flow rate can cause mechanical stress on the channel or burden on the pump. 

 Figure 14 shows the designed cooling system and its fluidic circuit model. The flow rate of the 

 fluidic cooling system can be calculated by using the fluidic circuit and Hagen‐Poiseuille 

 equations  [43]  . The microchamber has 68 µm in height and is square in shape with an area of 8 x 

 8 mm  2  . The hydraulic resistance (Pa‐s/m  3  ) of the rectangular‐shaped microchamber can be 

 calculated from the equation, 

 𝑅 
 ℎ𝑦𝑑  _  𝑐ℎ𝑎𝑛𝑛𝑒𝑙 

=  12η  𝐿 
 1-0 . 63 ( ℎ  /  𝑤 )

 1 

 ℎ  3     𝑤 

 where viscosity η is 1.05 ⨯ 10  ‐3  Pa⋅s, length L is 8mm, height h is 68 µm, and width w is 8mm. 

 Also, the hydraulic resistance of the inlet‐outlet pipes can be calculated from the equation, 

 𝑅 
 ℎ𝑦𝑑  _  𝑝𝑖𝑝𝑒 

=  8 
 π  η  𝐿  1 

 𝑎  4    

 where viscosity η is 0.00105 Pa⋅s, length L is 0.01m, and radius a is 0.5 mm. The hydraulic 

 resistance of the system is 6.65 x 10  10  Pa‐s/m  3  , where the internal hydraulic resistance of the 

 pump is 2.15 x 10  8  Pa‐s/m  3  , and the hydraulic resistance of the inlet and outlet is 2.68 x 10  10 

 Pa‐s/m  3  . The required pumping hydraulic pressure for the flow rate is described in figure 15. 
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 Figure 14. a) 3D‐printing design and (b) schematic fluidic circuit diagram of microchamber 

 cooling system 

 Figure 15. The flow rate through the microchamber with given Pump power. 

 3.2.5 Prototype 

 The previous experimental results show the validity of the proposed cooling method. In 

 order to deliver the feasibility of the proposed method, we built a prototype in figure 16 that 

 conceptually shows the thermal management system with microfluidic chamber cooling. The 

 thermal management system controls electrical, thermal, and microfluidic parts simultaneously. 

 The system drives the thermal test chip and senses the thermal information from the test chip. 

 37 



 The thermal test chip generates heat flux while sensing the temperature through the sensing 

 diodes. The thermal sensing data can be used to control the flow rate. We expect the thermal 

 feedback, 3D‐printing package, and closed‐loop cooling system to be a low‐cost thermal 

 management solution for the modern high‐performance ICs such as 3D‐IC and 

 processing‐in‐memory devices. 

 Figure 16. Image of fluidic circulation prototype 

 3.3 Result and discussion 

 3.3.1 Microfluidic cooling through the fluidic chamber 

 Figure 17 shows the converted temperature obtained as the product of the forward 

 voltage and constant K. After 90 seconds of the heat flux generation period, the flux generator is 

 turned off. The black and red curves are the baselines to show the temperature behavior with and 

 without heat flux generation. 10 μl of the dielectric coolant at 10ºC is injected through the fluid 

 chamber to wet the surface and facilitate the fluid flow. A micropipette tip was used as a coolant 

 reservoir at the inlet, and a passive pumping mechanism was placed at the outlet. The passive 

 pumping mechanism we used consisted of a paper pump that acts upon the capillary effect and 

 the porosity of the paper to withdraw coolant from the fluid chamber. 
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 When the chilled coolant flows for 60 sec, the temperature drops 10°C for 3 seconds and 

 is re-heated by the heat flux generator. The blue curve of figure 18 shows the cooling effect of 

 the coolant flow. This change of temperature due to the coolant flow confirms that the pumping 

 effect of the coolant through the microcavity effectively cools down the thermal test chip. 

 The green curve of figure 18 shows the microfluidic cooling behavior of the fluidic 

 chamber method. During the 90 seconds heat flux generation period, coolant flow is applied at 

 60 seconds. The paper pump is used at an outlet, and a 1ml pipette tip is attached to the inlet. The 

 1ml of coolant gradually runs down by gravity until the pressure between inlet and outlet is 

 balanced, and then the paper pump is placed at the outlet with a primer coolant drop to enable 

 paper pumping by capillary effect. During 14 seconds of the cooling period, despite the 0.5W 

 heat flux being generated, the temperature gradually decreased by 14 °C and started to be 

 re‐heated by the heat flux generator after the end of the coolant flow. These preliminary results 

 show that our thermo‐fluidic chamber cooling method is feasible for a 3D stack of IC. 

 Figure 17. The converted temperature change from the forward voltage of the thermal sensing 

 diode of the thermal test chip baselines without microfluidic cooling 

 (a) 
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 Figure 18. The converted temperature change from the forward voltage of the thermal sensing 

 diode of the thermal test chip with microfluidic cooling. 

 3.3.2 PDMS package 

 The aforementioned experiment demonstrates that the microfluidic chamber method with 

 a 3D printing package is a valid alternative to the micro‐channel method. This method can 

 achieve controllable coolant flow with a low‐cost fabrication process. Structural and material 

 improvements are required to achieve a watertight 3D‐printing package for microfluidic cooling 

 of 3D‐IC. 

 One of the main parts of the fluidic system is a watertight package. We investigated a 

 Polydimethylsiloxane(PDMS) package made with SU‐8 molding. Figure 19, 20, and 21 show the 

 fabrication steps, designing results, and fabrication results. 

 Figure 19. The process step of the SU‐8 molding and PDMS package for microfluidic cooling 
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 Figure 20. Photomask design of SU‐8 molding 

 Figure 21. Images of the fabricated SU‐8 molding 

 As a UV curing adhesive, we used Norland Optical Adhesive(NOA) 78. This curing 

 adhesive is widely used in the display industry offering easy handling with high viscosity of 

 9000 CPS and a tight bond between plastic‐to‐plastic or glass‐to‐plastic. The disadvantage of the 

 NOA 78 is yellowing color after curing, but it did not affect the microfluidic experiment. 

 However, the adhesion between PDMS and PCB surface was not enough to sustain the 

 watertight package. The surface flatness and existing via holes under the curing area are not 

 suitable for the attachment of the PDMS package. In addition, controlling issues of thickness and 

 placement of UV polymers may increase the fabrication cost of the proposed method. Because of 

 these fabrication issues, we consider the 3D printing package as a low‐cost cooling package 

 candidate. The conventional package has a rough surface which affects microfluidic flow. By 
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 using a specific microfluidic 3D printer, a solid 3D printing package with higher resolution 

 enables a low‐cost cooling solution. We suggest the following improvements to ensure the 

 encapsulation and fluidic channel region. First, the 3D printing package depends upon a UV 

 transparent material. The current 3D printing package blocks the UV rays and obstructs the 

 curing process. Second, the surface around the thermal test chip of the PCB requires a flat area 

 without holes. Lastly, the precise UV dispensing and curing process is required. Excessive or 

 misplaced UV adhesive causes failure in encapsulation or encroachment to the channel region. 

 These requirements can be improved with commercially available adhesive dispenser systems 

 and do not significantly increase the fabrication cost of the system. 

 Figure 22. Images of the PDMS package are attached to the thermal testing board. 

 Figure 23. (a),(b) Design of  PDMS package with a 3D‐printing jig and (c) Fabrication result of 

 PDMS package with a 3D‐printing jig 

 3.3.3 Multiplexing flow method 

 The validity of the low‐cost fabrication of the proposed cooling system has been shown 

 in the previous chapters. As well as the cost-effectiveness, the microchamber is advantageous in 
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 the cooling capacity aspect. The conventional microchannel method has the disadvantage of 

 fixed flow and consequent thermal gradient problems. On the contrary, the microchamber has an 

 open floor plan, and it can be applied to the multiplexing flow control method. The multiplexing 

 method controls the on and off of inlets and outlets. Accordingly, the flow directions and 

 locations can be controlled by the thermal management system. In figure 24 (a), the hotspots on 

 the left pane are located, one near the inlet and the other near the outlet. In this case, the coolant 

 gets heated at the first hotspot and spreads the heat along with the streamline. Moreover, at the 

 second hotspot, the heated coolant exacerbates the second hotspot. Figure 24 (b) shows the inlet 

 and outlet multiplexing method, avoiding the thermal gradient by changing the flow streams. 

 This thermal management method is a promising way to solve the arbitrary hotspot problem of 

 modern ICs. 

 Figure 24. (a) thermal gradient problem with fixed flow direction and (b) multiplexing flow 

 control to manage arbitrary hotspots. 
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 4. Thermal modeling 

 4.1 Thermal Circuit modeling 

 4.1.1 Thermal resistance 

 Thermal modeling is a significant process of thermal management to evaluate a variety of 

 techniques for investigating the thermal issue. The properties in the ICs can be modeled as 

 thermal circuits by using a duality between heat transfer and electrical phenomena  [44]  . Thermal 

 resistance is defined as the ratio of the temperature difference, dT, to the heat transfer Q. 

 𝑅 = ∆ 𝑇 
 𝑄 

 In addition, the heat flux generated in the ICs can be described as a power source in the 

 circuit, and the heat transfer can be described as a thermal current flow through a thermal 

 resistance. Hence, the temperature difference can be described as voltage. For example, the 

 processor core, cache, and I/O blocks can be modeled as separate heat flux generators according 

 to their power consumption. In the DRAM case, each vault and memory controller unit can be 

 modeled as a heat source. Based on the thermal circuit elements, the 3D‐stacked DRAM can be 

 modeled as a circuit. The thermal circuit of the 3D stack of DRAM vaults comprises heat source, 

 conduction resistance, and convection resistance. In this model, the heat generated from the 

 memory stack and heat dissipation to the top surface are ignored. The conduction thermal 

 resistance R  Conduction  varies with the thermal conductivity of the silicon wafer. The convection 

 thermal resistance R  Convection  represents the heat transfer from the silicon wafer to the ambient. 

 The following equations express these thermal circuit elements. 

 𝑅 
 𝐶𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛 

=
 𝑡 

 𝑆𝑖 

 𝑘 
 𝑆𝑖 

· 𝐴𝑟𝑒𝑎 

 𝑅 
 𝐶𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 

=  1 
 ℎ 

 𝐴𝑖𝑟 
· 𝐴𝑟𝑒𝑎 

 4.1.2  Thermal Modeling of thermal test system 

 The temperature of a system with microfluidics can be calculated with thermal circuit 

 modeling including fluidic circuit modeling in the cooling aspect. In this chapter, we evaluate the 
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 the required volumetric flow at given power consumption to maintain the operating temperature 

 under 85°C.  The flow rate in the channel was calculated using the Hagen‐Poiseuille equations 

 [43]  with channel height of 68µm, length of 8mm, and width of 8mm, as well as inlet and outlet 

 pipes. The power is applied and consumed in the heat flux generator. The heat flux is generated 

 and conducted across the chrome layer with Conduction of 93.7 W/(m·K). The heat is 

 conventional through the coolant liquid boundary layer from the test chip. The thermal modeling 

 results are shown in figure 25. Figure 26 and 27 show the thermal circuit and fluidic circuit 

 calculation result with different coolants. From the thermal circuit calculation result, the EC120 

 coolant can cool down a power density of 140W/mm  2  consumed in the thermal testchip 

 maintaining the operating temperature under 85°C under the volumetric flow of 1.67 × 10‐7 m  3  /s 

 with 200 mbar pump system. 

 Figure 25. (a) Cross‐section diagram and (b) Schematic diagram of a thermal circuit model of the 

 thermal test system 

 45 

https://www.zotero.org/google-docs/?r12orf


 Figure 26. Required volumetric flow to maintain the operating temperature with increasing 

 power density in the test chip with coolant of (a) water and (b) EC120. 

 Figure 27. The temperature of the source with given flow rate and the volumetric flow rate for 

 given pressure supply. 

 4.2 Thermal circuit model of 3D IC 

 4.2.1  Thermal issue of 3D‐IC 

 A typical example of 3D‐IC would be a 3D‐stacked memory such as High Bandwidth 

 Memory (HBM), which can achieve higher memory density and shorter data movement by 

 stacking dies  [19], [21], [45]  . The stacked logic and memory layers are a key basis for 

 integrating in‐memory computing architecture. However, one of the critical challenges of 

 integrating in‐memory‐computing architecture in 3D‐stacked memory is the thermal issue. 
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 In‐memory computing brings about severe thermal problems in the 3D memory, generating 

 volumetric heat in the stack, and causing increased heat flux. However, the cooling capacity is 

 restricted to the top surface area of 3D‐IC. In turn, the lack of cooling capacity limits power 

 consumption in the 3D‐IC. The power limitation suppresses the performance of in‐memory 

 computing architecture. 

 4.2.2  Thermal Modeling of 3D‐stacked memory 

 The conventional passive heat sink is attached to the top surface, as shown in figure 28 

 (a). The logic and memory dies attached to the silicon interposer and a substrate. Figure 28 (b) 

 shows the thermal circuit model of the system. The thermal convection to the bottom direction is 

 negligible, and the heat dissipation in the logic layer is modeled as a heat source. 

 Figure 28. (a) Cross‐section diagram and (b) Schematic diagram of a thermal circuit model of the 

 3D‐stacked memory 

 The thermal circuit‐based temperature calculation is a fast and straightforward way to 

 predict the memory's temperature with different power consumption configurations. For 

 example, the logic layer at the bottom can integrate arithmetic functions to increase processing 

 performance,  in particular in near‐memory computing architecture. The additional integration of 

 the processing function increases power consumption in the logic layer. The calculation result of 

 the 3D memory is described in figure 29. The temperature of the logic layer rises as power 
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 density increases. The increasing trends have different slopes due to the cooling features. The 

 passive heat sink has the least cooling capacity of 4.0 K/W. The maximum available power 

 budget of the memory system with heatsinks is described in table 2. The active heat sinks have 

 more robust cooling capabilities of 2.0, 0.5, and 0.2 K/W for low‐end, commodity‐server, and 

 high‐end‐server active coolers  [18]  . As the cooling capacity of the heatsink increases, the power 

 budget in the memory system increases. 

 Figure 29. The temperature of the logic die in the 3D‐stacked memory 

 Table 2. Simulation result of 4‐layer stack 

 Cooling Method 
 Max. power < 85°C 

 Total  Logic layer 

 Passive heat sink  23.2 W/cm  2  14.9 W/cm  2 

 Low‐end active heat sink  45.9 W/cm  2  29.4 W/cm  2 

 Commodity‐server active heat sink  173 W/cm  2  110.7 W/cm  2 

 High‐end‐server active heat sink  388 W/cm  2  248.3 W/cm  2 

 48 

https://www.zotero.org/google-docs/?f9T8ME


 4.2.3  Thermal Modeling of Processing‐in‐Memory 

 Recently, advanced memory technologies such as HBM achieved performance 

 enhancement by stacking memory layers on top of the logic layer. The 3D memory system has a 

 limited power budget because of the inherent thermal issue. While heat is generated in the 

 volume, the cooling capacity is limited to the heatsink attached on the top surface. Due to the 

 heating and cooling imbalance, the temperature increases. The maximum temperature allowed 

 for operating a DRAM system is 85°C. If any hotspots in any layer exceed the limit temperature, 

 it causes thermal failure in the memory system. Consequently, the power budget is determined by 

 the maximum temperature of the memory layers. The total power density of the memory system 

 with four layers of memory on the logic die is limited to 17.3 W/cm  2  and 11.2 W/cm  2  dissipated 

 in the logic layers  [18]  . This tight power budget of 3D‐stacked memory restricts integration of 

 in‐memory computing architecture. Recent research shows that in‐memory computing 

 architecture requires more power budget in the memory systems  [46], [47]  . Server‐on‐chip  [46] 

 proposed two memory dies stacked on a logic layer structure, which consumes 16W/cm  2  in the 

 logic layer. Tesseract  [47]  accomplished a 30X speedup with PIM while the power density in the 

 logic layer is 33.2 W/cm  2  . Despite the computing advantages, the increase in power consumption 

 obstructs the integration of Processing‐in‐3D‐memory. Consequently, an extensive understanding 

 of the thermal behavior of the 3D‐IC is required. The modeling and simulation of thermal 

 behavior can be investigated from the most superficial level of thermal circuit to the most 

 elaborate level of multiphysics simulation. We propose a simple thermal circuit model for PIM 

 integrated 3D‐stacked IC. With a simple model simulation, we can predict the power budget of 

 many layers of 3D‐stacked in‐memory computing. Moreover, we can offer a power consumption 

 guideline for in‐memory computing in either the logic or memory layers. 

 The processing unit can be integrated into the logic layer or in-memory layers  [48]–[50]  . 

 In the first case, most of the power of in‐memory computing architecture is consumed in the 

 logic layer alone. When we assume that the power consumption is weighted on the logic layer, 

 the thermal circuit can be modeled with one heat source at the logic layer. The near memory 

 computing model is the same configuration as the figure 28. The power dissipation from the 

 logic layer is modeled as a heat source, but from the memory layers are neglected. If the 

 in‐memory computing function is distributed over the memory dies, then each memory layer's 
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 power consumption should be considered as well. Figure 30 shows the thermal circuit model of 

 the in‐3D‐memory computing device. This model offers a glimpse of the power budget design of 

 in‐3D‐memory computing devices. 

 Figure 30. Schematic diagram of (a) thermal circuit model of the 3D‐memory with PIM on the 

 memory dies and (b) simplified circuit 

 Figure 31. Superposition to calculate the temperature of each nodes 
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 Figure 32. The temperature of the logic and memory layers with power density in each logic 

 layer of 1 W/cm  2  (up) and0.01 W/cm  2  (down) 

 Figure 31 shows the superposition of heat sources to calculate the temperature of each 

 node. Figure 32 shows the resulting temperature of logic and memory layers with increasing 

 logic die power density. When the power consumption in each memory layer is negligible, the 

 temperature of the logic die and memory dies are identical. However, when the logic layer 

 consumes at least 1 W/cm  2  , each model predicts a different logic layer temperature. Figure 33 

 shows the results from two different simulators. The fourth memory layer on the top is the 

 highest, while the logic layer temperature is the lowest. This temperature variation is due to the 

 superposition circuit calculation method. However, the overall temperature value and trends of 

 the two simulators are identical. The result of the thermal circuit model calculation is validated 

 using the simulation results from 3D‐ICE  [29]  . 
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 Figure 33. Comparison of simulation result from thermal circuit calculation and the 3D‐ICE 

 4.2.3  Thermal Modeling of high‐rise 3D‐IC 

 Based on the thermal modeling investigation, we simulated high‐rise 3D‐stacked memory 

 for potential power budget design to integrate in‐memory computing. The proposed thermal 

 modeling method is easily scalable to the many layers of 3D stacks. We simulated 16, 64, and 

 128 layers of 3D‐stacked memory for the potential power budget design to integrate in‐memory 

 computing. A passive heat sink can sustain the operating temperature for a maximum stack of 4 

 layers. For more than four layers of the stack, an active heat sink is required. Figure 34 shows the 

 abstract thermal model of 3D memory of 16 layer stack. In the case of 16 layers, the low‐end 

 active heat sink allows the memory system to operate under 85°C with 2W/cm  2  in each logic 

 layer and 14.4 W/cm  2  total power. However, the low‐end active heat sink is only sufficient for 

 conventional memory operation. The simulation results are described in figure 35 and table 3. 

 The low-end active heatsink cannot manage the system for the normal memory operation power 

 budget. More cooling capacity is required to accommodate the high power dissipation of 

 in‐memory computing architecture. 
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 Figure 34. Cross‐section diagram of 16‐layer 3D‐memory with PIM on the memory dies 

 Figure 35. The simulated temperature of the logic layer with different heat sink features. 

 Table 3. Simulation result of 16‐layer stack 

 Cooling Method 
 Max. power (< 85°C) 

 Memory layer  Logic layer 

 Passive heat sink  1 W/cm  2  2 W/cm  2 

 Low‐end active heat sink  2 W/cm  2  14.4 W/cm  2 

 Commodity‐server active heat sink  10 W/cm  2  20.0 W/cm  2 

 High‐end‐server active heat sink  25 W/cm  2  24.5 W/cm  2 
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 In high‐rise stacks, such as 64 layers or 128 layers, the passive or low‐end active heat 

 sink has a low cooling capacity to keep the operating temperature under 85°C. Table 4 and 5 

 show the maximum power budget of the memory system of 64 layers and 128 layer stacks. In the 

 case of 64 layers, the robust commodity‐server active heat sink can maintain the system 

 temperature with power dissipation of 2W/cm  2  and 20 W/cm  2  in the memory and logic layers, 

 respectively. For 128 layers, the high‐end‐server active heat sink can allow power to dissipate at 

 1.4 W/cm  2  and 16 W/cm  2  in memory and logic layers, respectively. The high-rise 3D memory 

 requires high-end active heatsink for the normal memory operation. Although the high‐rise 3D 

 stacking is advantageous for processing parallelism, the thermal limitation due to the lack of 

 cooling capacity of conventional air‐cooling heat sinks restricts in‐memory computing 

 integration in the 3D‐stacked memory. 

 The power budget limitation of in‐3D‐memory computing devices is investigated by 

 using thermal modeling and simulation. The in‐memory computing architecture can be modeled 

 as a logic layer concentrated model or a distributed processing load model. Since in‐memory 

 computing architecture dissipates more power in the memory layers than the conventional 

 memory operation, the distributed processing model model becomes more appropriate for 

 investigating thermal behaviors. The proposed modeling method is validated through comparison 

 with a simulator 3D‐ICE. We find the operating condition with different power consumptions in 

 memory and logic layers, which sustains the operating temperature of the memory system below 

 85 °C. 

 Table 4. Simulation result of 64‐layer stack 

 Cooling Method 
 Max. power (< 85°C) 

 Memory layer  Logic layer 

 Passive heat sink  Not working  Not working 

 Low‐end active heat sink  Not working  Not working 

 Commodity‐server active heat sink  2.5 W/cm  2  20.0 W/cm  2 

 High‐end‐server active heat sink  6.5 W/cm  2  8.5 W/cm  2 
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 Table 5. Simulation result of 128‐layer stack 

 Cooling Method 
 Max. power (< 85°C) 

 Memory layer  Logic layer 

 Passive heat sink  Not working  Not working 

 Low‐end active heat sink  Not working  Not working 

 Commodity‐server active heat sink  1 W/cm  2  14.9 W/cm  2 

 High‐end‐server active heat sink  1.4 W/cm  2  16.0 W/cm  2 

 One of the advantages of in‐memory computing is the processing parallelism in the 

 memory system. However, due to the limited cooling capacity and power budget, the number of 

 layers should be limited to 16 layers. The limited number of stacks degrades the parallelism in 

 the memory system. The high‐rise 3D‐stacked memory has a thermal limitation in integrating 

 in‐memory computing architecture due to the inherent thermal issues. However, the robust 

 server‐level active heat sink cannot accommodate sufficient power for in‐memory computing 

 architectures. The potential solution for the thermal limitation in the 3D‐stacked memory is the 

 microfluidic cooling method. Contrary to the heatsink that removes the heat only from the top 

 surface, microfluidic cooling can remove the heat directly from each layer. The proposed 

 modeling method can also be used to simulate microfluidic cooling integrated with 3D stacked 

 memory. Thermal issues notwithstanding, in‐3D‐memory computing architecture is a promising 

 hardware solution for the demand for big data computing. Thermal modeling and an appropriate 

 cooling solution will set forward the integration of in‐memory computing architecture in the 

 3D‐stacked memory. 
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 5. Thermal Simulation with HotSpot 7.0 

 5.1 Microfluidic simulation feature of HotSpot 7.0 

 5.1.1 Thermal simulation tool 

 Temperature‐aware design is a key design consideration in modern electronics. Without a 

 thermal simulation tool, thermal research was typically done by a post‐chip study which takes 

 the worst‐case power scenario. The worst‐case design arranges a package to handle the severe 

 hotspots, causing an increase in package and cooling costs. On the other hand, insufficient 

 cooling capacity causes chip failure. Thermal simulation tools can help chip designers to predict 

 the resulting temperature by the chip designs. HotSpot is a fast and accurate thermal simulator 

 that uses floorplan and power traces as inputs and generates the temperature of the chip as output 

 based on thermal circuit modeling  [51]–[53]  . 

 3D‐ICE is a thermal simulation including microchannel cooling for 3D‐ICs  [29], [41]  . 

 The limitation of the 3D‐ICE is the fixed geometry support in microchannel and microfluidics. 

 The fluidic flow in the simulator is limited to one fixed direction from north to south. This fixed 

 unidirectional flow brings out the thermal gradient problem. Consequently, recent studies 

 [40]–[42]  to solve the thermal gradient problem are not applicable to the simulator. 

 Multiphysics simulation tools such as ANSYS or COMSOL can be used as thermal 

 simulation tools. However, these tools require a separate thermal modeling process. Thermal 

 modeling is a separate time‐consuming design process based on the layout of the chip and the 

 power numbers from the simulation or experiment. As well as the modeling process, the 

 simulation process requires a high degree of resources and time for calculation. These tools are 

 suitable for investigating the detailed thermal behavior but not suitable for fast simulation in the 

 pre‐RTL stage. 

 5.1.2 Thermal modeling of HotSpot 7.0 

 While microfluidic cooling is very promising, it comes with a complex design space. 

 Perhaps the most impactful decision in microfluidic cooling is choosing where exactly to place 

 the channels. Microchannels can be placed in a heat sink or heat spreader, but we believe that for 
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 3D ICs, they will be most effective when placed between layers. It has also been shown that the 

 geometry of the microchannels can have significant effects on both the effectiveness of the 

 cooling and the efficiency of the pumping system  [54]  . Furthermore, there are closely related 

 cooling techniques to consider, like pin fin cooling and pumping coolant through the micro‐gaps 

 present between layers, such as the inter‐chip cooling proposed in DARPA’s ICECool project 

 [26]  . 

 With such a large design space to explore, the research community needs a tool for 

 modeling and simulating microfluidic cooling. We need a tool that is flexible enough to support 

 many different microfluidic cooling techniques, including those that are already discussed and 

 novel techniques yet to be discovered. It should also be employed early in the design process 

 (pre‐RTL) to enable researchers to quickly investigate new designs and hone in on the promising 

 ones. 

 To create a tool that allows for thorough early‐stage design space exploration, we start 

 with HotSpot 6.0  [51]–[53]  , an existing thermal simulator capable of simulating 3D ICs, and 

 extend its thermal model to support microfluidic cooling. HotSpot requires very little 

 information (such as a 3D IC’s dimensions and power dissipation values) to perform a 

 simulation, making it suitable for the pre‐RTL design space exploration that we want to achieve. 

 HotSpot 6.0 models a 3D IC by discretizing it into an array of 3D cells, then modeling 

 each cell as one node in a thermal circuit. This circuit can then be analyzed using 

 well-established circuit analysis techniques to find the temperatures at each node, which 

 corresponds to the temperatures within each cell throughout the 3D IC. One of the limitations of 

 HotSpot 6.0, however, is that it can only model heat transfers due to conduction. We extend the 

 thermal model to include the modeling of heat transfers due to convection to provide the 

 microfluidic cooling feature. In the following sections, we discuss how conductive heat transfer 

 is modeled in HotSpot 6.0 and the extensions that we’ve made to allow modeling convective heat 

 transfer. 
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 5.1.3 Modeling conductive heat transfer 

 Conductive heat transfer may occur between any two adjacent solid cells or any two 

 adjacent fluid cells in the discretized 3D IC. To model this, we connect each node in the thermal 

 circuit to all adjacent nodes of the same type (solid or fluid) through thermal resistances. 

 We model heat flow from the center of one cell to the center of the adjacent cell. Since 

 adjacent cells may be different materials, we can think of the thermal resistance connecting the 

 nodes as being two thermal resistances in series: one modeling the conductive heat transfer from 

 the center of the first cell to the edge of the first cell, and one modeling the conductive heat 

 transfer from the edge of the second cell to the center of the second cell. The value of the total 

 thermal resistance is given by the equation, in which t is the distance between the centers of the 

 cells, k  1  is the thermal conductivity of one cell’s material, k  2  is the thermal conductivity of the 

 other cell’s material, and A is the cross‐sectional area of the interface between the cells. 

 𝑅 
 𝑡ℎ 

=  𝑡 
 2  𝑘 

 1 
 𝐴 + 𝑡 +  𝑡 

 𝑘 
 2 
 𝐴 

 For transient simulations, we also need to take into account each cell’s thermal 

 capacitance. We model this by connecting each node to the ground through a capacitance whose 

 value is given by the equation, where C is the cell’s volumetric heat capacity, t is the cell’s 

 thickness, and A is the cell’s cross‐sectional area. 

 𝐶 
 𝑡ℎ 

=  𝐶𝑡𝐴 

 5.1.4 Modeling of convective heat transfer 

 We adopt a model very similar to the 4RM‐based Compact Transient Thermal Model 

 (CTTM) used in 3D‐ICE  [29], [41]  for convective heat transfer. This thermal model uses the 

 fluid flow rate between every pair of fluid cells. However, finding these fluid flow rates is 

 nontrivial since, in HotSpot, we do not make any assumptions about the microchannel geometry. 

 To find out the flow rates, we model each microfluidic cooling layer using a pressure circuit by 

 taking advantage of the similarities between Ohm’s Law and the Hagen‐Poiseuille Law  [43]  . In 

 58 

https://www.zotero.org/google-docs/?pswa8c
https://www.zotero.org/google-docs/?iGyqFb


 the pressure circuit, voltage is analogous to pressure, current flow is analogous to fluid flow, and 

 electrical resistance is analogous to hydraulic resistance. Next, we describe how we use the 

 pressure circuit to find these flow rates and how we then use the flow rates to derive component 

 values in the thermal circuit. 

 In order to derive the component values for the thermal circuit, we need to know the fluid 

 flow rates between any given pair of fluid cells. To find these, we model each microfluidic 

 cooling layer as a pressure circuit. The pump is modeled as a voltage source, and the hydraulic 

 resistances of the channels are modeled as electrical resistances. The resistance between a pair of 

 cells is given by (3), where h, w, and L are the height, width, and length of the cells, respectively, 

 and η is the dynamic viscosity of the fluid. 

 𝑅 
 ℎ𝑦𝑑  _  𝑐ℎ𝑎𝑛𝑛𝑒𝑙 

=  12η  𝐿 
 1-0 . 63 ( ℎ  /  𝑤 )

 1 

 ℎ  3     𝑤 

 After calculating the hydraulic resistances between every pair of fluid cells, we perform 

 node‐voltage analysis to find the pressure in each fluid cell. Once we have found the pressure 

 and resistance between every pair of fluid cells, we find the flow rates using a simple application 

 of the Hagen‐Poiseuille Law. Figure 36 (b) shows a schematic of the pressure circuit for the 

 microchannel given in Figure 36. 

 Figure 36. (a) Example Microfluidic Network and (b) Corresponding Pressure Circuit 
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 Convective heat transfer from a solid cell to an adjacent fluid cell is modeled using a 

 thermal resistance between the two cells. We again assume heat flow between the centers of the 

 cells so that the thermal resistance can be thought of as two resistances in series: one 

 representing conductive heat transfer from the center of the solid cell to the edge of the solid cell 

 and one representing convective heat transfer from the edge of the fluid cell to the center of the 

 fluid cell. The total thermal resistance is given by the equation, where t is the distance between 

 the centers of the cells, k is the thermal conductivity of the solid cell, h is the heat transfer 

 coefficient, and A is the area of the interface between the cells. 
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 To model the heat flow between fluid cells due to the movement of the fluid, we connect 

 adjacent fluid cells via current sources. A current source connecting one fluid cell to another 

 fluid cell models heat transfer from the first fluid cell to the second. The values of the current 

 sources are given by the equation, where  C  is the volumetric heat capacity of the fluid,  V  is the 

 volumetric flow rate of the fluid (which we found using the pressure circuit), and  T  i  is the 

 temperature at the interface between the fluid cells. 

 𝐽 =  𝐶𝑉  𝑇 
 𝑖 

 In practice, we approximate  T  i  as the average of  T  1  and  T  2  , where  T  1  is the temperature of 

 the cell from which the coolant is flowing, and  T  2  is the temperature of the cell to which the 

 coolant is flowing:  T  i  = (  T  1  +  T  2  )  /  2. Figure 37 (b) shows a schematic of the thermal circuit for the 

 microchannel shown in Figure 37 (a). For simplicity, we have omitted the thermal capacitances, 

 vertical thermal resistances to different layers, and the thermal resistances between fluid cells 

 (adjacent fluid cells are connected via both thermal resistances and current sources). 
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 Figure 37. (a) Example Microfluidic Network and (b) Corresponding Thermal Circuit 

 5.1.5 Implementation 

 The implementation of the thermal model into the HotSpot simulator is a credential to 

 Robert E. West. He led the development of HotSpot 7.0 and released it to GitHub  [55]  . HotSpot 

 6.0 uses a 4th‐order Runge Kutta (RK4) algorithm with adaptive step sizing as its transient 

 differential equations solver  [51]  . However, we’ve found that our changes to the thermal model 

 have increased the time required for the RK4 solver to converge. In some larger simulations, this 

 convergence time is prohibitive. As a result, we choose to implement a differential equations 

 solver using the backward Euler method. We choose this method because it is the algorithm used 

 in 3D‐ICE  [29], [41]  , which we use as a basis for our changes to HotSpot 7.0  [56]  . 

 The choice of differential equations solver comes with a tradeoff. The RK4 method is 

 more accurate since it has a local truncation error of O(h  5  ), while the backward Euler method has 

 a local truncation error of O(h  2  ). However, the backward Euler method is A‐stable, while the 

 RK4 method is not. We’ve found that the RK4 method provides a better balance of accuracy and 

 simulation time for simulations not including microfluidic cooling, while the backward Euler 

 method provides a better balance for simulations that include microfluidic cooling. The rest of 

 this section describes the backward Euler solver and how we’ve implemented it in HotSpot in 
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 more detail. To use the backward Euler solver, we first represent the thermal circuit using the 

 following equation. 

 𝐺𝑇 +  𝐶  𝑑𝑇 
 𝑑𝑡 =  𝑃 

 For a circuit with n nodes, G is an n × n connectivity matrix that describes how all cells 

 are connected via thermal resistances and current sources, C is an n×n diagonal matrix that 

 contains the thermal capacitance of each cell, T is an n × 1 vector of the temperatures of each 

 cell, and P is an n × 1 vector of the power dissipation of each cell. Before the simulation, G, C, 

 and P are known, and we wish to find the temperatures, T. 

 To solve the thermal circuit with the backward Euler method, we use the equation below, 

 where h is the step size, and f is a function representing the derivative dT /dt. 

 𝑇 
 𝑛 + 1 

=  𝑇 
 𝑛 

+  ℎ𝑓 ( 𝑡 
 𝑛 + 1 

,  𝑇 
 𝑛 + 1 

)

 After solving the original equation for dT /dt, inserting the result into the above equation 

 and rearranging it to isolate T  n+1  , we get below. 

 1 
 ℎ  𝐶 +  𝐺 ( ) 𝑇 

 𝑛 + 1 
=  1 

 ℎ  𝐶  𝑇 
 𝑛 + 1 

+  𝑃 

 Finally, we write the equation as the matrix equation AT  n+1  = B and solve it using the 

 SuperLU matrix solving library  [57], [58]  . 

 Solving the thermal circuit in steady‐state simulations is much simpler. In steady‐state 

 simulations, we assume that all thermal capacitances have been fully charged and thus are 

 effectively open circuits. This allows us to zero out the capacitance matrix C and solves the 

 resulting equation with SuperLU. 
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 5.2 Microfluidic behavior in the 3D‐IC 

 5.2.1  Thermal Modeling of processing‐in‐3D‐memory 

 We used thermal circuit‐based simulations such as HotSpot to investigate the temperature 

 of 3D‐IC. Although the thermal circuit‐based simulations are fast and accurate, a deeper 

 investigation into the microfluidic behavior is required for verification. We used COMSOL 

 Multiphysics to verify the thermal behavior of microfluidic in the thermal chamber. The 

 COMSOL simulation has identical conditions to the thermal circuit configurations. Figure 38 

 shows the 3D design result of the thermal model of the 3D memory system using SolidWorks. 

 The memory stack is composed of memory dies, logic dies, a fluidic chamber, and a silicon 

 interposer. The memory vault area is 64 mm  2  , and the power consumption in the logic die is 64 

 W and 128W, representing a power density of 100 W/cm  2  and 200 W/cm  2  , respectively. Figure 

 39 shows the COMSOL simulation results of 3D‐stacked memory with microfluidic cooling. 

 When the memory stack consumes 64 W of power with a power density of 100 W/cm  2  , the 

 memory stack reaches 85.7°C with 1 ml/min of flow rate. With a higher power density of 

 200W/cm  2  , the maximum temperature was 147°C and 67°C with a volumetric flow rate of 

 coolant of 1ml/min and 10 ml/min, respectively. 

 Figure 38. 3D thermal modeling result of the PIM integrated 3D‐stacked memory 
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 Figure 39. 3D COMSOL simulation result of the PIM integrated 3D‐stacked memory 

 5.2.2  Thermal behavior comparison on Microchannel and Microchamber 

 The microchamber cooling method has many structural merits over the microchannel 

 method by exploiting the existing cavity. In addition, the double layer of microfluidic cooling 

 shows significantly superior cooling behavior than the conventional methods. Microchamber 

 cooling is advantageous to multilayer cooling because of the simple structure and the vertical 

 scalability. We compared the cooling capacity of the microchamber and microchannel cooling. 

 Figure 40 shows the temperature of the logic layer of 3D memory with different microfluidic 

 cooling structures. The first simulation condition has 100μm of channel and wall widths. The 

 second and third have larger channel widths of 400μm and 900μm. In the last case, there is one 

 chamber with a width of 7900μm. The other simulation variables, such as power dissipation, wall 

 thickness, and flow rates, remain the same. Although the width of channels is different, the 

 thermal behaviors show identical results. Consequently, the proposed microchamber cooling 

 method is more suitable for high‐performance 3D‐stack IC than the conventional microfluidic 

 cooling methods. 
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 Figure 40. 3D‐ICE simulation results of microchannels with widths of (a) 100μm, (b) 400μm, (c) 

 900μm, and (d) microchamber with a width of 7900μm. 

 5.2.3  Thermal boundary layer 

 We investigated the thermal behavior of microfluidics in the channel and chamber by 

 using 2D and 3D COMSOL simulations. Figure 41 shows a cross section view of the COMSOL 

 3D simulation result. As we see in the close-up view in figure 42, the results show that the 

 temperature of the coolant in the channel has a temperature gradient from the vertical direction 

 of the channel wall. This thermal gradient region is called a thermal boundary layer. 
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 Figure 41. Side view of the COMSOL simulation result of the PIM integrated 3D‐stacked 

 memory 

 Figure 42. Detailed image of the thermal boundary layer in the side view of the COMSOL 

 simulation result of the PIM integrated 3D‐stacked memory 

 The thermal boundary layer created at the slick heat exchanging surface with laminar 

 flow condition affects the cooling capacity of the microfluidic cooling method  [59], [60]  . As the 

 coolant flows in the channel, the fluid at the interface between the wall and the fluid satisfies a 

 no‐slip boundary condition hence the velocity drops to zero  [61]  . As the distance from the 

 interface increases, the velocity of coolant increases, and the temperature decreases. Figure 43 

 shows a schematic image of the thermal boundary layer. The thickness of the thermal boundary 
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 layer can be determined where the temperature of the coolant reaches 99% of the free‐stream 

 temperature T0. The thermal boundary layer effect decreases the cooling capacity due to the 

 limited heat exchange between the coolant and the silicon. For ideal turbulent flow, there is no 

 thermal boundary layer, and all portions of the coolant contribute to the cooling behavior. On the 

 other hand, when the thermal boundary layer exists, it means that only the coolant within the 

 boundary layer contributes to thermal exchange. When the flow rate is slow, more portion of the 

 coolant is participating in heat transfer, and the thermal boundary is thick. When the flow rate is 

 fast, the coolant moves too fast before the heat is transferred, and the thermal boundary is thin. 

 With a higher flow rate in the channel, the thickness of the thermal boundary layer decreases 

 while significantly decreasing the heat transfer from the solid wall to the fluid. Moreover, while 

 the 3D‐ICE or HotSpot has not considered the thermal boundary layer in the calculation, the 

 thermal boundary layer causes a simulation error between the tools. 

 Figure 43. Schematic drawing depicting fluid flow over a heated flat plate [42]. 

 5.2.4  Microchamber with micropillars 

 The thermal boundary layer is pervasive when the heating object is a flat plate. The 

 previous 3D thermal modeling of the PIM integrated 3D‐stacked memory has a simplified 

 structure and flat surfaces. In fact, the microfluidic chamber is filled with microbumps or 
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 micropillars. These electrical interconnections contribute to the turbulent flow in the channel 

 region and mitigate the thermal boundary layer effect. The figure 44 and 45 show the designed 

 fluid chamber area with micropillars. The pillar has a 100 µm diameter and a 100 µm height. 

 Figure 44. The design and spacing of micropillars in the fluid chamber 

 Figure 45. 3D thermal modeling of (a) fluid chamber with pillars and (b) PIM integrated 

 3D‐stacked memory 
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 We applied the interconnection pillars between the logic layer and the interposer for a 

 more detailed simulation. Figures 46 and 47 show the COMSOL simulation results without and 

 with pillars in the microchamber. The 3D COMSOL simulation result shows that the maximum 

 temperature of the 3D‐stacked memory has decreased from 83.87°C to 66.3°C.  The temperature 

 difference between the multiphysics simulation and thermal circuit simulation in figure 48 is 

 significantly reduced by adding the pillars. The electrical interconnections between the dies can 

 behave as protruding structures, increasing the cooling area. Cu‐pillars between dies can increase 

 the cooling capacity because copper has a higher thermal conductivity of 401 W/(m·K) than the 

 149 W/(m·K) of silicon. The thermal boundary layer effect is reduced, resulting in the 

 microfluidic cooling through the chamber becoming more effective. 

 Figure 46. 3D COMSOL simulation result of the PIM integrated 3D‐stacked memory 
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 Figure 47. 3D COMSOL simulation result of the PIM integrated 3D‐stacked memory with micro 

 pillars in fluid chamber 

 Figure 48. Simulation results comparison. 
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 5.3 Simulation Result Validation of HotSpot 

 5.3.1 Microchannel thermal modeling 

 In previous chapters, we investigated the microfluidic cooling behavior of the proposed 

 microchamber structure. The fluidic chamber has a thermal boundary layer which causes the 

 mismatch between the simulation methods. The resulting gap between simulators has been 

 reduced by adding a detailed 3D modeling structure in COMSOL simulation and minimizing the 

 impact from the thermal boundary layer. Granted that the proposed method is advantageous in 

 fabrication and cooling aspects, the novel structure is not suitable for the validation of the new 

 simulation tools. Therefore, we designed a conventional microchannel device to validate the 

 microfluidic cooling feature of HotSpot 7.0. Figures 49 and 50 show the 3D designs of the 

 microchannel cooled processing-in-3D-memory system. The channels and channel walls have 

 the same height of 100 µm and width of 200 µm, except for the edges with 300 µm width. Hence 

 there are 19 microchannels integrated into the backside of the silicon substrate. 

 Figure 49. 3D thermal modeling of the PIM integrated 3D‐stacked memory with microchannels 
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 Figure 50. 3D thermal modeling of (a) microchannels and (b) PIM integrated 3D‐stacked 

 memory 

 The power dissipation of the device is 100 W/cm  2  in the logic layer. And we investigated 

 the volumetric flow speed of  10ml/min and 1ml/min. In the case of the volumetric flow of 

 1ml/min, the total volumetric flow in the cooling systems is 19ml/min, and this requires around 

 power consumption of 4W from the hydraulic pump. 

 5.3.2 HotSpot simulation result validation 

 Figures 51 and 52 show the simulated temperature distribution with COMSOL and 

 HotSpot simulators. The thermal modeling, system configuration, material properties, power 

 dissipation, and cooling condition are the same. The height and width of microchannels are 100 

 µm and 200 µm, respectively. The power dissipation in the logic layer is a power density of 100 

 W/cm  2,  and the volumetric flow in the channel is 10ml/min. The maximum temperature logic 

 layer from COMSOL and HotSpot is 40.8°C and 49.3°C, respectively. In the same way, in the 

 memory layer, 40.8°C and 49.3°C, respectively. The temperature distribution shows identical 
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 thermal behaviors, such as more effective cooling in the center rows than the top and bottom 

 rows, thermal gradient from inlet to outlet, and temperature step across the channel regions. 

 Figure 51. Simulated temperature with COMSOL of (a) logic and (b) memory layer, and with 

 HotSpot of (c) logic and (d) memory layer with the volumetric flow of 10ml/min. 

 With 1ml/min volumetric flow, the maximum temperature logic layer from COMSOL 

 and HotSpot is 96.6.C and 76.8°C, respectively. With a lower flow rate, the quantitative result 

 shows bigger differences, but is still identical to qualitative thermal behaviors. The color pattern 

 in the center area shows a round shape in both simulation results, while it was more straight in 

 the higher volumetric flow condition. 
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 Figure 52. Simulated temperature with COMSOL of (a) logic and (b) memory layer, and with 

 HotSpot of (c) logic and (d) memory layer with the volumetric flow of 1ml/min. 

 The graphs in figure 53 show the maximum and average temperature of the simulated 

 temperature distribution. We have fewer data points in the COMSOL simulation result because 

 the simulation process takes longer time than HotSpot. For HotSpot simulation, it takes only 

 seconds but takes several hours, in some cases a few days COMSOL to produce simulation 

 results. The temperature trend provides that the HotSpot simulator can be an alternative thermal 

 simulation method to the multiphysics simulator including the 3D‐IC and microfluidic cooling 

 features. 
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 Figure 53. Simulated (a) average and (b) maximum temperature with HotSpot and COMSOL 

 5.4 Design flexibility of HotSpot 

 5.4.1 Flexibility of the fluid flow 

 The fixed unidirectional flow of the microfluidic cooling causes a thermal gradient 

 problem in the chiplets. As shown in figure 54 (a), the temperature on the left side is as low as 

 55°C, while the temperature on the right side is over 90°C. This thermal gradient is produced 

 when the chilled coolant is injected through the inlets, removing heat from the surface, and the 

 heated coolant sinks out through the outlets. In the worst case scenario, if the hotspots are located 

 on the right side of the floor plan, the microfluidic cooling not only decreases the cooling 

 capacity, but also exacerbates the thermal problem. 

 The microfluidic feature in HotSpot 7.0 has a design flexibility that allows users to 

 control the fluidic directions in the channels. After placing the inlet and outlets in a fluidic floor 

 plan, the HotSpot calculates the pressure and flow rate in the channels. Figure 54 (b) shows the 

 temperature distribution of microfluidic cooling with the alternating flow direction. The direction 

 of the fluidic flow alternates every even and odd row.  The thermal gradient left to right 

 disappeared, and the uniformity of the temperature distribution increased significantly. 
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 Figure 54. Temperature distribution diagram of the microfluidic cooling system of (a) fixed 

 1‐directional flow and (b) alternate directional flow 

 5.4.2 Flexibility of the fluid geometry 

 The HotSpot 7.0 also has design flexibility in microchannel geometry design. While 

 conventional simulation tools have strict fluid design criteria, the HotSpot provides design 

 freedom to the chip and thermal designers. Figure 55 shows two types of design results of 

 microchannel geometry. There is a designed diversity in the aspect of the number and location of 

 inlets and outlets and effective channel width and geometries. HotSpot calculates the pressure 

 and flow rates in the microfluidic channels and calculates the temperature of the chiplet with a 

 microfluidic cooling layer. 
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 Figure 55. Two types of design results and thermal simulation results. 

 5.4.3 Layer scalability 

 HotSpot 7.0 included a layer design flexibility in the layer configuration of chiplets and 

 the cooling layer. The design can place the microfluidic cooling layer on the bottom and top 

 surface of the chiplet for thermal design purposes. In addition, it is possible to add a heatsink or 

 additional microfluidic cooling layers to the system. This feature provides design flexibility in 

 thermal aspects. 

 77 



 6. Thermal investigation of 3D‐IC 

 6.1 Thermal simulation of high‐performance multicore processor 

 6.1.1 Chiplet modeling 

 We have modeled a 2.5D and 3D integration of a hypothetical high-performance 

 processor, which produces extreme heat. The hypothetical processor architecture is modeled 

 based on the Intel i7-3960X  [62], [63]  . Figure 56 shows the layout image and the floorplan of a 

 still square with a side length of 20.8 millimeters generated with ArchFP. Each processor has 

 integrated side by side for the 2.5D chiplet integration, and for the 3D chiplet, one processor is 

 stacked directly on the other processor. We also created a hypothetical power map based on the 

 i7-3960X’s published TDP of 130 watts. The power-thermal characteristics are investigated 

 under the heat sinks with convection thermal resistance of 4.0, 2.0, 0.5, and 0.2 K/W. And we use 

 the same two configurations for the microfluidic cooling layer with 31 microchannels with a 

 height of 100 um and a width of 325 um. 

 Figure 56. (a) Image[43]  and (b) floor plan diagram of i7 processor 
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 6.1.2 Thermal simulation with HotSpot 

 The  thermal  characteristic  of  high-performance  processors  is  investigated  using  the 

 HotSpot  simulator.  The  hypothetical  power  map  assumed  that  six  of  eight  cores  are  active  and 

 consuming  20.5W  per  core  and  two  cores  are  disabled  for  thermal  management.  The  other 

 blocks,  IO,  L3-cache,  and  memory  controller,  are  consuming  3W,  2W,  and  2W,  respectively. 

 When  the  power  consumption  of  the  processor  is  130W,  the  maximum  temperature  of  the  2.5D 

 chiplet  with  passive,  high-end,  and  server  heat  sinks  are  600.54°C,  143.79°C,  and  102.34°C, 

 respectively.  In  addition,  we  simulated  the  maximum  temperature  of  the  2.5D  chiplet  with 

 increasing  power  consumption.  We  normalized  the  power  consumption  with  a  maximum  TDP  of 

 130  watts.  As  shown  in  figure  57,  the  thermal  distribution  over  the  chiplet  has  the  same  trends 

 and  hotspots  with  different  heatsinks.  With  increasing  power  consumption,  the  heatsink  with 

 lower  cooling  capacity,  in  other  words,  with  higher  convection  thermal  resistance,  shows  trends 

 that steeper increasing temperature over the increase of the power consumption. 
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 Figure 57. Temperatures throughout a 2.5D high-performance chiplet with (a) passive heat sink, 

 (b) high-end heatsink, and (c) server heatsink 

 Figure 58. The temperature of 2.5D high-performance chiplet with heat sinks 
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 Figures  59  and  60  show  the  thermal  simulation  results  of  a  2.5D  chiplet  with  microfluidic 

 cooling.  The  microchannels  have  a  flow  rate  of  53.5  ml/min  under  a  200  mbar  pressure  supplied 

 by  a  hydraulic  pump.  The  coolant  flows  from  inlets  on  the  left  side  to  the  outlets  on  the  right 

 side.  Hence,  a  thermal  gradient  appears  along  with  flow  direction.  The  hotspot  cores  on  the  left 

 plane  have  a  lower  temperature  of  around  70°C,  and  hotspots  on  the  right  plane  have  a 

 temperature  of  106.29°C  at  maximum.  Hence,  the  maximum  temperature  of  the  microfluidic 

 cooling  is  higher  than  the  server  heatsink,  while  the  average  temperature  decreases  from 

 102.34°C to 97.78°C. 

 Figure 59. Temperature distribution of high-performance processor with microfluidic cooling 
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 Figure 60. The temperature of 2.5D high-performance chiplet with a server heatsink and 

 microfluidic cooling 

 6.1.3 3D‐stack of high‐performance processors 

 The  3D-stack  of  high-performance  processors  has  advantages  in  parallel  computing, 

 higher  transistor  density,  and  shortened  data  movement  length.  However,  it  also  comes  with  a 

 higher  power  density  and  thermal  problems.  Figure  61  shows  the  thermal  behavior  of  the  3D 

 chiplet  with  the  server  heatsink  and  microfluidic  cooling.  The  overlapped  hotspots  exacerbated 

 the  inherent  thermal  problem.  While  the  temperature  of  the  steady  state  diverged  with  the 

 heatsink,  the  microfluidic  cooling  case  has  increased  the  maximum  temperature  from  106.29°C 

 to  166.57°C.  Although  the  temperature  of  the  hotspots  is  higher  than  operation  temperatures,  the 

 microfluidic  cooling  system  sustained  the  severe  thermal  cases  with  superiorities  of  heat 

 distribution  and  direct  cooling  capacity.  The  severe  hotspot  problem  due  to  the  thermal  gradient 

 of  the  microfluidic  system  can  be  solved  with  an  alternating  flow  method.  The  advanced  thermal 

 management technique will be described in chapter 6.3. 
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 Figure 61. Temperatures throughout a 3D high-performance chiplet with (a) the server heatsink 

 and (b) the microfluidic cooling 

 6.2 From 2.5D to 3D chiplet integration 

 6.2.1 Thermal issue of Processing-in-memory stack 

 Heterogeneous stacking of processor and memory in a single package shortens the data 

 movement and enables the processing to be placed in the main memory system. Without 

 integrating the PIM, 3D stacked memory has a tight thermal budget issue due to the inherent 

 thermal issue. In the case of four memory layers and a logic layer stack with 64 mm  2  areas the 

 total power density can be 17.3 W/cm  2  and 11.2 W/cm  2  dissipated in the logic layer alone [7]. In 

 the thermal analysis, the maximum available power density in the logic die is 13.3 W/cm  2  with 

 passive heat sink cooling that allows the operating temperature to remain under 85°C [9]. 

 The processor-memory stack causes an increase in power consumption, exacerbating this 

 power budget issue in the 3D memory. Recent studies indicate that the PIM integrated 

 3D-stacked memory suffers from the power budget issue. Milojevic et al. reported that the logic 

 die consumes 16W/cm  2  , stacked with two memory dies. The temperature of the logic and 

 memory dies with a passive heatsink increased up to 200°C and 175°C, respectively [14]. 
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 Additionally, Ahn et al. accomplished a 30X speedup with PIM while the power consumption 

 increased by 40% compared to a conventional system [15]. Despite these performance 

 improvements, the power density of the logic layer is 33.2 W/cm  2  , which violates the power 

 dissipation limit of DRAM. In brief, Processing-in-memory is an efficient computation method 

 for big-data processing that allows for performance scalability with the size of the data. 

 However, the realization of this concept in a 3D-stacked memory is extremely challenging 

 without a thermal management solution. 

 6.2.1 Chiplet modeling 

 We model the processor-memory chiplet system with two cases. The first case is a 2.5D 

 chiplet integration, and it has one processor chip in the center and six high bandwidth memory 

 (HBM) on the sides. The 3D integration counterpart is configurable by stacking the memories on 

 the processor. The size of the processor and memory chips are 552mm  2  and 92mm  2  , respectively. 

 The floorplans shown in figures 62 and 63 of the chiplets are generated using ArchFP. We also 

 hypothesized the power consumption as 100W for the processor and 18.4 W for the HBM. It is 

 simulated with microfluidic cooling as well as conventional heatsinks. We assumed that the 

 microchannel had integrated into the interposer layer. The 2.5D chiplet has 32 microchannels of 

 a height of 100 um and a width of 346 µm. And the 3D chiplet has 62 microchannels of 100 um 

 height and a width of 191 µm. The microchannel cooling features of 2.5D and 3D chiplet have a 

 flow rate of 35.5 ml/min and 36.3 ml/min under the 200 mbar pump supply pressure, 

 respectively. 200 mbar is affordable fluidic pressure to the 9V reservoir pumps of 

 commercialized liquid cooling systems. 
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 Figure 62. Floor Plan diagrams of 2.5D chiplet integrating processor and memories 

 Figure 63. Floor Plan diagrams of (a) processor and (b) memories of 3D chiplet integration. 

 6.2.2 Thermal simulations chiplet with heatsinks 

 To investigate the thermal implications of the transition from 2.5D to 3D chiplet, we 

 perform thermal simulations using HotSpot 7.0. By exploring different cooling features, we 

 evaluate allowed maximum power densities and operating temperatures in 2.5D and 3D chiplet. 

 In our first example, we model a chiplet composed of a processor and 3D memories. Figure 64 

 and 65 show the maximum temperature of the 2.5D and 3D chiplet with increasing power 

 consumption in the processor. The power consumption of the memories remains at a constant 

 18.4 W. 
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 Figure 64. The temperature of 2.5D chiplet with heatsink cooling 

 Figure 65. The temperature of 3D chiplet with heatsink cooling 

 The passive and low-end active heat sinks cannot remove the heat flux generated from 

 the 3D stacked memory alone. When the power consumption of the processor is 100W, the 

 maximum temperature of the 2.5D chiplet with high-end and server heat sinks are 138.66°C and 

 106.78°C, respectively. The maximum temperatures of 3D chiplet at the same condition are 
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 157.01°C and 125.09°C. The temperature of the 3D chiplet is higher than 2.5D due to the higher 

 power density, but in either case of the chiplet, the cooling capacity by the air-cooling heat sinks 

 has reached the limit. Therefore, novel thermal management methods such as microfluidic 

 cooling are required to maintain the operating temperature under the limit. 

 6.2.3 Thermal simulations chiplet with microfluidic cooling 

 Figures 66 and 67 show the temperature comparison of a 2.5D chiplet with a heatsink of 

 convection thermal resistance is 0.2 K/W and microfluidic cooling. The maximum temperature 

 of chiplet with microfluidic cooling is approximately 9.5°C lower than the heat sink. 

 Microfluidic cooling has superior heat spreading characteristics as well as higher heat removal 

 capacity. Although microfluidic is advantageous to heat sinks in cooling behavior, it still lacks 

 the cooling capacity to maintain the operating temperature under the limit. Increasing pump 

 pressure could be a solution, but adding another cooling layer is more effective. When the 

 microfluidic cooling is integrated at the interposer with the top surface heat sink, the operating 

 temperature decreases to 47.2°C. 

 Figure 66. Temperatures throughout a 2.5D chiplet with (a) server heat sink, (b) microfluidic 

 cooling, and (c) hybrid of heat sink and microfluidic cooling at power dissipation of 100 watts. 
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 Figure 67. Temperature comparison of 2.5D chiplet with server heat sink, microfluidic cooling, 

 and hybrid of heat sink and microfluidic cooling. 

 Next, the 3D chiplet simulation results are shown in figures 68 and 69. The 3D 

 integration has a critical thermal issue in the memory layer. As the heat generated from the 

 processor is diffused through the layer to the heatsink layer on the top, the vertical thermal 

 gradient produces an increase in the temperature from the memory layer exceeding the operating 

 temperature limits. 

 Microfluidic cooling reduces the  maximum temperature of the chiplet by 29.17°C with a 

 flow rate of 36.3 ml/min under the 200 mbar supply. While the microfluidic cooling is located in 

 the interconnecting interposer layer, the vertical thermal gradient problem has also been 

 alleviated. The figure 68 (c) and (f) shows the hybrid cooling system with the server heatsink on 

 the top surface. The hybrid cooling system decreases the maximum temperature of the chiplet by 

 63.83°C lower than the heatsink system. For the 3D chiplet system, the advantages of 

 microfluidic cooling can have a larger impact when compared to 2.5D integration. 

 88 



 Figure 68. Temperatures throughout a 3D chiplet with (a) and (d) server heat sink, (b) and (e) 

 microfluidic cooling, and (c) and (f) hybrid of the heat sink and microfluidic cooling at a power 

 dissipation of 100 watts. 

 Figure 69. Temperature comparison of 3D chiplet with server heat sink, microfluidic cooling, 

 and hybrid of the heatsink and microfluidic cooling. 
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 6.3 Thermal management of 3D chiplet 

 6.3.1 Multilayer cooling 

 The thermal behavior of 3D stacks of high-performance processors is investigated in 

 chapter 6.1. Although microfluidic cooling is superior to the conventional heatsink methods, 

 there is still a lack of cooling capacity to handle the high-power density. One possible solution is 

 increasing the flow rate with a higher pressure supply. With 400 mbar pressure of hydraulic 

 pump supply, the maximum temperature of the device decreases from 166.57°C to 123.1°C. 

 However, increasing the flow rate is not a suitable solution for the consumer electronics 

 application because of limited resources such as cooling power budget, size of the pump, and 

 device robustness. Multi-layer cooling is a promising solution to remove heat from the 

 overlapped high-temperature hotspots in 3D chiplets. By adding another microfluidic layer 

 between the processors, the maximum temperature drops to 85.41°C and 90.13°C under the same 

 flow rate condition. Although multi-layer cooling is superior in the cooling aspect, this method 

 may increase fabrication costs in the microchannel cooling method. The microchannel method 

 requires additional fluidic structures, such as vertical pipes and fluidic vias, for vertical coolant 

 flow between the layers. On the contrary, the microchamber method can configure multi-layer 

 cooling in a cost-effective way by exploiting the existing gap between the layers and the 

 3D-printing package. 

 Figure 70. Cross section diagram of (a) heatsink cooling (b) microfluidic cooling, (c) multilayer 

 cooling, and (d) hybrid cooling 
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 Figure 71. Thermal distribution of (a) lower and (b) upper processors of 3D-stacked 

 high-performance processors with multi-layer cooling 

 6.3.2 Alternating flow direction 

 The thermal gradient is an inherent problem in microfluidic cooling methods. When the 

 coolant flows through the microchannel or microchamber, the thermal energy is emitted to the 

 coolant from the silicon surface. Then the heated coolant delivers the thermal energy along with 

 the flow direction. In the worst case, this thermal gradient can be a source of a thermal failure of 

 the chiplet. We proposed a microchamber system for the possibility of flow control in the 

 chamber with the inlet-outlet multiplexing method. The multiplexing method is beneficial in 

 real-time fluid control and hotspot management. For the thermal gradient problem in a 

 microchannel system, the alternating flow direction method is an alternative to flow control. As 

 shown in figure 72, The alternating flow direction method can significantly reduce the thermal 

 gradient problem and peak temperature in hotspots in microchannel cooling. 
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 Figure 72. Temperature distribution results with (a) heatsink, (b) microchannel cooling, and (c) 

 microchannel cooling with the alternating flow direction. 

 Figure 73. Temperature distribution results with (a) heatsink, (b) microchannel cooling, and (c) 

 hybrid of the heatsink and microchannel cooling 

 6.3.3 Hybrid cooling 

 The aforementioned thermal management techniques are cooling-efficient and 

 cost-effective methods for high-performance 3D chiplets with high-temperature hotspots. For the 

 multi-layer stack of high-performance processors, advanced microfluidic cooling is crucial to 

 maintain the operating temperature of the chiplets in future applications. However, in 

 energy-efficient applications like processing-in-memory architecture, the cost of the advanced 
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 cooling method is not appropriate for integration in the system package. For this reason, the 

 hybrid cooling methods are suggested as an affordable option for the processing-in-memory 

 device. An additional cooling layer on top of the chiplet can significantly reduce the temperature. 

 As shown in figures 73 and 74, the hybrid cooling method reduces the peak temperature from 

 149.17°C to 109.19°C. 

 In conclusion, the thermal management methods of 3D chiplet can be chosen by the 

 designers according to their application and system limitations. The new microfluidic cooling 

 feature in HotSpot 7.0 is fast, accurate, and design flexibility to design and optimize thermal 

 management of modern chiplets. 

 Figure 74. . Temperature comparison of 3D chiplet with microfluidic cooling and hybrid of heat 

 sink and microfluidic cooling. 
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 7. Conclusion and Future directions 

 7.1 Microchamber cooling method 
 We proposed the microchamber cooling method with low-cost production and superior 

 cooling capacity. The proposed method exploits an existing die cavity between dies to build a 

 fluidic chamber hence being able to remove heat directly from the dies with coolant flow. The 

 microchamber structure is advantageous in fluidic control and multi-layer scalability. Also, the 

 microchamber method achieves low-cost production by utilizing the die cavity and 3D printing 

 package. In contrast to the conventional microchannel cooling system, the microchamber system 

 does not have to fabricate the additional fluidic structures on the silicon wafer causing an 

 increase in fabrication cost and chip dimensions. 

 The validity of microchamber device design is experimentally proven with a thermal test 

 system. We designed and fabricated a microchamber with a height of 68 µm using the thermal 

 test chip TTC-1002. The system senses the temperature with four sensing diodes while 

 generating heat flux with resistors. The temperature drops to 21°C with coolant flowing through 

 the microchamber using a paper pump. 

 In addition to proving the basic concept, we investigated the thermal behavior of the 

 microfluidic cooling device. We modeled the system as a microfluidic circuit and a thermal 

 circuit to predict the temperature of the chip with coolant flow through the microchamber of a 

 specific flow rate under a given pressure supply. The fluidic circuit is calculated by using 

 Hagen‐Poiseuille equations  [43]  with the supply of the hydraulic pump with the reservoir. The 

 thermal circuit is calculated by using thermal resistance of conduction in layers and convention 

 between silicon and coolant. 

 We validated the proposed microchamber cooling system with experimental results and 

 the conceptual prototype. The 3D printing package and encapsulation process can be improved 

 from the experimental aspect using UV transparent and microfluidic compatible material and an 

 adhesive dispenser system. The multiplexing flow method is another promising thermal 

 management method to manage the peak temperature problem of arbitrary hotspots. 
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 7.2 Thermal management with HotSpot 
 We implemented the thermal model to calculate the temperature of the chiplet under the 

 specific thermal and power budgets. Processing-in-3D-memory is a commonly used example of 

 3D chiplets for thermal aspects. As the logic layer at the bottom generates heat flux from the 

 increased power consumption of the integrated processing unit, the heat diffuses through the 

 memory layers to the heatsink on the top. This vertical thermal gradient causes the thermal issue 

 in the 3D chiplet. We calculated the temperature in the processing‐in‐3D‐memory system for the 

 different heatsinks and high‐rise 3D‐stacked IC. Because processing-in-memory computing 

 presupposes parallel computing, the cooling budget is limited in consumer applications. Under 

 the limited cooling capacity, the processing-in-3D-memory is limited to under a 16‐layer stack 

 due to the tight thermal and power density budget. 

 We investigated the thermal behavior of the chiplets with HotSpot 7.0. The recent update 

 of the 20 years old simulation tool includes a microfluidic cooling feature for future thermal 

 management. We simulated the thermal behavior of the microchamber embedded in the 

 processing-in-3D-memory device and compared it with the microchannel cooling method. We 

 found that the thermal boundary layer at the surface affects the cooling capacity of the 

 microchamber system. However, with a detailed thermal model including interconnection 

 micropillars in the chamber, the thermal boundary layer effects have been reduced. 

 We validated the result of the HotSpot simulator with the multiphysics simulator, 

 COMSOL. The thermal behavior with an increasing flow rate in the two simulators shows 

 identical trends in average temperature and qualitative thermal behaviors shown in thermal 

 distribution. 

 The thermal management design using HotSpot can achieve a more detailed system 

 description by integrating a performance simulator into a toolchain. McPAT generates and 

 delivers to the HotSpot power and thermal information based on performance simulation results. 

 PIMSim  [64]  configured a toolchain based on the gem5 simulator, and CoMeT  [65]  configured 

 one based on the sniper simulator. The microfluidic feature of HotSpot 7.0 can provide a detailed 

 thermal management design combined with the toolchains. 
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 7.3 Thermal behavior in modern chiplet 
 We investigated the thermal characteristic of a high-performance processor in 2.5D and 

 3D chiplet integration. Current processors have already reached the thermal limit with passive 

 heatsinks and are spending resources on active cooling methods. In 2.5D integration, 

 microfluidic cooling has a higher peak temperature of 106.29°C than 102.34°C of the server 

 heatsink system. While the average temperature in the microfluidic cooling system is 97.78°C, it 

 is lower than that of the server heatsink which is 102.34°C. The current hotspot issue is caused 

 by the thermal gradient along with the coolant flow direction. By alternating coolant flow 

 direction in the adjacent channels, the heatsink problem can be solved with higher uniformity of 

 temperature distribution. In 3D integration, conventional heatsink cooling cannot manage the 

 high power density of 3D stacked processors. Similarly, the peak temperature of the microfluidic 

 cooling system increased to 166.57°C. Even with two times larger pressure of 400 mbar supply, 

 the peak temperature drops only to 123.1°C, which is higher than the operating temperature of 

 ICs. By adding an additional fluidic cooling layer between the processors, the temperature was 

 reduced to 90.13°C. The novel thermal management methods such as alternating flow directions 

 and multi-layer scalability are the outstanding features of HotSpot 7.0. 

 We also investigated a heterogeneous processor-memory chiplet system in 2.5D and 3D 

 integration. By stacking the 3D memories on top of the processor, the chiplet can shorten data 

 movement and enhance the processing-in-memory capability. From a thermal perspective, 3D 

 stacking of processor and memory causes a significant temperature accretion from 106.78°C to 

 125.09°C. A microfluidic cooling with a 200 mbar pressure supply can reduce the peak 

 temperature by 29.17°C. The 200 mbar pressure is chosen because it is a nominal value from a 

 commercially available liquid cooler and hydraulic pump system. The novel thermal 

 management method can be applied to secure a sufficient thermal budget for the 3D chiplet. 

 While multi-layer cooling is the most effective cooling solution for 3D chiplet, a hybrid cooling 

 system of microfluidic cooling and heatsink is an affordable solution for commercial 

 applications. When the microfluidic cooling is integrated at the interposer with the top surface 

 heat sink, the operating temperature decreases to 47.2°C. The heatsink on the top can be replaced 

 with a liquid cold plate by sharing the resources with the microfluidic cooling system. 
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 Appendix B. HotSpot 7.0 Tutorial 
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 Appendix C. ArchFP Tutorial 

 This tutorial is based on the HOWTO of ArchFP released on Github. 

 (https://github.com/uvahotspot/ArchFP) 

 1.  Download ArchFP, read Howto.txt 

 2.  Tar -xvf ArchFP  into your work folder 

 3.  Edit Main.cc  - chip is the top level and mandatory. You can make many subunits. 

 4.  Recompile →  make  at your work folder 

 5.  Run →  ./ArchFP 

 6.  Draw →  ../visualize_floorplan.py Sample.txt sample.png 
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 Appendix D. HotSpot 7.0 Tutorial 

 Before Start: order 3D printing 
 -  We can order 3d printings to the prototype lab using FDM or polyjet. 
 -  https://rpl.mae.virginia.edu/rapid-prototyping-lab 
 -  Difference between FDM and polyjet 

 -  Polyjet requires support, but more precise 
 -  http://engatech.com/difference-fdm-polyjet-3d-printing/ 

 -  How to order 
 -  https://rpl.mae.virginia.edu/order-form 
 -  The design should use inch metrics. 

 Before Start: SolidWorks 
 You can download solid works through  UVA Software Gateway 

 -  Change default unit system in SolidWorks to IPS for ‘inch-feet-oz’ 
 -  https://grabcad.com/tutorials/how-to-change-default-unit-system-in-solidworks 

 -  We should stick to the IPS metrics for the 3D printing order. 
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 Design a jig 

 1.  Design dummy PCB < 2 x 1 x 0.06 inch > 
 -  Create a simple box 
 -  http://www.solidworkstutorials.com/how-to-create-simple-box/ 
 -  Change the color using ‘Appearance’ 

 2.  Make a base with cut-Extrude 
 -  http://www.solidworkstutorials.com/how-to-create-simple-plate/ 
 -  Create a simple box <1x2x 0.3 inch>  (0.08 PDMS + 0.06 PCB + 0.16 Base) 
 -  Cut a rectangle with half depth 
 -  Cut four circles with full depth 
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 3.  Design a dummy chip with bumps 
 -  Create simple box 0.1 x 0.1 x 0.02 box, change appearance to metal 
 -  Create a flat sphere using 0.0018 Resolve. 

 4.  Assemble chip 
 -  Toolbar - New - Assembly 
 -  We can assemble parts and other assemblies 
 -  Add instants, add a chip first. 
 -  Add a bump. We can copy it shift + drag 

 5.  Assemble pcb 
 -  Add pcb first, and then add the assemble chip 

 6.  Design fluid jacket 
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 7.  Design cover 

 8.  Assembly 
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 Design a fluid jacket 

 1.  Draw the sketch with pcb dimensions 

 Sketch and the 3D model 
 0.1 x 0.1 inch square chip, 0.12 x 0.12 chip box 
 0.12-inch wide channel 
 0.16-inch low diameter, 0.25-inch upper diameter for insert 

 2.  Start with a simple box.     <1 x 0.7 x 0.5 inch box> 

 3.  Chip box Extruded cut        <0.12 x 0.12 x 0.05> 

 4.  Channel Extruded cut         <0.5 x 0.12 x 0.02> 

 5.  0.16-inch diameter low hole Extruded cut 

 6.  0.25-inch diameter upper hole Extruded cut 

 7.  Assembly 
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