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ABSTRACT
In the world of distribution and
warehousing, where efficiency is the number
one priority, scanning 1D barcodes is
expensive. By using state-of-the-art
computer vision and deep learning
techniques, my team at Coros was able to
create a solution to 1D barcode scanning
that significantly reduces the cost. We
combined image segmentation, Hough
transforms, and deep learning deblur
models, to create a system that was able to
locate and decode barcodes in an image
around 40% of the time. While this is not
acceptable in an industry setting, it is a
promising result that is still being
experimented with and improved upon.
Future improvements should enable us to
reach performance levels comparable to the
technology being used today.

1. INTRODUCTION
Efficiency in a warehouse is one of the
paramount priorities. Many warehouse
technologies aim to improve cost, time, and
accuracy to reduce the overall resources
spent on a task. One task that often is not
thought about by people who are not in the
industry is barcode scanning. Barcodes are a
physically compact and standardized way of
encoding lots of information about whatever
item carries the barcode.
Anyone who buys products from stores is
likely to be familiar with the 1D barcode, a

series of thick and thin vertical lines with
whitespace in between. Every character to
be encoded corresponds to a series of thick
and thin lines, similar to Morse code. In
order to decode them, people have used laser
scanning since the 70s. Today, industry-level
handheld scanners can cost more than
$2500, and larger rigs can cost much more
than that.
With the rapid development of techniques
and models in the field of computer vision,
one would think we should be able to
accurately decode barcodes using cameras
instead of lasers, which would significantly
reduce the cost. Using cameras would also
increase the utility and flexibility of a larger
system, since one could read text on a
shipping label or on the side of a package in
a warehouse. It could also count the number
of packages that pass by, or track the
package while in the field of view.
My proposed approach to barcode detection
and decoding uses state-of-the-art computer
vision, such as Hough transforms, deblur
models, and detection models. Beyond
barcode decoding, this approach can locate
and track packages in a video, count the
number of packages passing by, and read
text printed on the packages.

2. RELATEDWORKS
Many previous projects have applied
computer vision techniques to decoding 1D



barcodes. One example from Zamberletti, et
al. [3] applied a Hough transform to an
image of a barcode to detect the strong lines
in the image. They then used a small neural
network to filter for any points in the Hough
transform [5] that were likely to indicate
barcode lines. By doing this, they then could
easily find an angle which had many lines
parallel to each other, which almost certainly
meant the angle of the barcode. Then they
could rotate the image so that the barcode
lines were vertical within a few degrees of
error. They found that applying this
transformation to the barcode image resulted
in a higher success rate in decoding
barcodes using various 1D barcode decoding
libraries publicly available. It is important to
note that this project did not actually locate
barcodes in an image, but rather focused on
improving the decode rate after locating the
barcodes.
Another approach done by Wang, et al. uses
a rotation-decoupled detector (RDD) [4] to
locate barcodes in an image. This provides
an advantage over traditional detection
models, since the bounding boxes returned
by the model will come with an angle of
rotation, rather than just having horizontal or
vertical bounding boxes. Rotated bounding
boxes allow one to crop the image much
tighter to the barcode, removing potential
noise that could result in an inability to
decode. Wang, et al. then fed those barcodes
through a generative adversarial network
(GAN) based model to improve the
sharpness of the barcode image. More
specifically, they used a model known as
DeblurGAN-v2 [1]. By training this model
with blurry barcode images and the
corresponding sharp images, they were able
to achieve a 14% increase in the decode rate
of their barcodes.

3. PROJECT DESIGN
I only worked on the software aspect of the
proposed system. Other members of the

team were responsible for designing and
constructing the hardware, so I will not be
able to provide details for those parts. On
the software side, the system can be viewed
as a pipeline for images. There are three
parts of the pipeline: detection,
enhancement, and decode.

3.1 Detection
The proposed approach uses YOLOv8, a
detection and segmentation model from the
YOLO [7] family developed and improved
by Ultralytics. YOLOv8 has many
capabilities, but this system only uses
detection.

Figure 1: Example YOLOv8 detections
YOLOv8 is an extremely large model and
requires many thousands of images to
converge. However, my model can take
advantage of transfer learning, which uses a
pretrained version of the model.
Theoretically, this significantly reduces the
number of training images required, since
the model will already be familiar with
important features of objects for detection.
For training data, I used a pre-existing
dataset at Coros which consisted of
hand-labeled images collected from initial
trips to warehouses of potential customers.
Each image was labeled with bounding
boxes for parcels, shipping labels, and 1D
barcodes.
After the model was trained, it was placed in
the overall pipeline, where parcel and
shipping label detections could be used in
other projects, and 1D barcode detections
were sent further along the pipeline.



3.2 Enhancement
Once the barcodes are detected, the system
crops out each of the individual barcodes. It
then enhances these images to improve the
sharpness and decode rate. Image
enhancement can be split into two parts:
barcode rotation and deblurring.

3.2.1 Barcode Rotation
To rotate the barcode straight up and down,
we use a slightly modified method from
Zamberletti, et al. [3] In their method, they
first applied a Canny edge filter to collect
edges, or points of high contrast in the
image. Afterwards, they applied a Hough
transform which is essentially a collection of
all possible lines through every edge point.
By determining which lines have many
points that intersect with it, one can deduce
which lines are prevalent in the image.
Zamberletti, et al. use a small feed-forward
network to filter out these lines. My method,
however, simply uses a threshold. If a line is
above the 50th percentile in strength relative
to the other lines, then keep it. After filtering
out weak lines, the barcode angle can be
found by searching for many parallel lines.
Once the angle is found, the system rotates
the barcode to be completely vertical.

3.2.2 Deblurring
Deblurring is simply a matter of feeding the
barcode images through a pretrained
DeblurGAN-v2 [1]. Our current method
takes the publicly available version of
DeblurGAN-v2 and runs the rotated
barcodes to improve the contrast between
the black and white sections of the barcode.

3.3 Decode
To decode the barcodes, our system uses
Pyzbar, a Python wrapper for the zbar
library, which is built for decoding barcodes.
For our purposes, we only use the 1D
barcode functionality of zbar. The zbar
library claims to have performance
independent of barcode rotation, but we
found that rotating the barcode improves the
decode rate. For the decode step, we feed
both the image without deblur and with
deblur to Pyzbar, since the deblur model
sometimes created artifacts in the barcode
that did not exist.

4. RESULTS
Any quantitative results collected are
proprietary to Coros, so I will discuss them
qualitatively. For every portion of the
system, we performed ablations to determine
how effective each individual part is.
YOLOv8 was very successful in detecting
1D barcodes in images similar to the ones in
the training dataset, but struggled slightly
with generalization. The previous iteration
of the system used a Mask-RCNN model
[2], which performed worse than YOLOv8
in experiments.
Barcode rotation was extremely accurate,
with the removal of the feed-forward
network from [3] resulting in an immense
speedup without loss of accuracy.
Previously, the system tried to use the
tightest rectangle that could fit around a
detection mask, which was faster but
significantly less accurate.
DeblurGAN-v2 had very promising initial
results, but did not reach an acceptable level
without training it specifically for barcode
deblurring. Comparing this to a smaller
U-Net model trained specifically for barcode
deblurring, it performed slightly worse, but
this should be remedied by training
DeblurGAN-v2 on 1D barcodes.



Overall, the system did not perform at an
acceptable level for industry, but had very
promising results for the future.

5. CONCLUSION
The proposed system will have a significant
impact on how retail and distribution
companies manage warehouses. By
replacing laser-based barcode scanners with
camera-based ones, it allows companies to
have the same level of surveillance of
parcels in the warehouse, while decreasing
cost and increasing the flexibility of their
systems. Another benefit of the proposed
design is that the parts of the pipeline are
modular. As more powerful techniques and
models are developed, one can easily
substitute part of the pipeline for something
else. If the system reaches a point where the
performance is industry standard, it will
almost certainly result in a transition
towards vision-based systems in
warehouses.

6. FUTUREWORK
Development of this system is not nearly
completed. Future work on it should focus
on the enhancement and decode parts of the
pipeline. Image enhancement is still a very
new innovation and is being constantly
improved and researched. I would do more
research and experiments on various
methods and models to determine what
works best for 1D barcodes. Since the
current system uses a premade barcode
decoding library, more work could be done
to make custom decode software that is
more robust than the publicly available
libraries.
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