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Abstract

The continual drive for nanoscale electronic devices to shrink toward atomic length scales poses

direct challenges to both our understanding of thermal processes and our implementation of heat

dissipation techniques. At the nanoscale, not only does the power density forced through semi-

conductor devices increase, but the laws that govern thermodynamic processes begin to fail. In

conventional theory, thermal transport in solids is mediated by vibrational resonances and elec-

tromagnetic waves, phonons and electrons, which store and propagate heat energy within the

stretching of crystal bonds and electric charge. Focusing down beneath the characteristic length

scale of the average carrier exchange, thermal gradients and even temperatures begin to take on

different definitions. It is at these length scales where the intrinsic property of a material to dis-

sipate heat energy, that is thermal resistance, becomes restricted by the boundaries of the system

and understanding how to move heat across these boundaries is a major obstacle when engineering

and designing microelectronics.

Typically, it is thought that the flow of phonons, or conductive transport, across interfaces dom-

inates over any other thermal process, such as radiation or convection. However, recent innovations

in calculating radiation across nanometer-scale vacuum gaps in several measurements have begun

to challenge that claim. Some measurements show that the evanescent light available at distances

below the Wien’s Law characteristic wavelength can transmit fluxes that rival conduction.

The main driver in these intense fluxes is phonon resonances in the mid-infrared (MIR) spectral

region, so-called optical phonons. Conductively speaking, because of their low group velocity,

optical modes are often assumed to negligibly contribute to thermal conductivity. However, when

exposed to the intense flux of near field radiation, these MIR oscillations can resonate with light and

produce quasi-particles, a.k.a. polaritons, which are accelerated well beyond their group velocity.

The investigation of these emergent quasi-particles is a highly active field of research in optics;
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most experimental studies neglect their contribution to thermal transport processes.

The goal of this thesis is to investigate how thermal energy can be transmitted by light across

solid state interfaces via near-field transport of evanescent radiation. To this end, I will character-

ize and quantify the thermal transport processes such as thermal boundary conductance (TBC),

radiative flux, mode-specific conductance, and polariton velocity at non-equilibrium interfaces in

polaritonic systems. To begin, I will develop a theoretical framework for predictions of near-field

radiative transport in solid state non-equilibrium systems. I will then design an experimental tech-

nique to probe thermally excited polaritonic modes. To demonstrate this effect, I will explore

near-field radiative transport from a gold radiator into hexagonal boron nitride (h-BN). I will then

engineer an ideal system to quantify the speed at which these modes travel while carrying heat in a

cadmium oxide (CdO) structure, while demonstrating a mechanism for an ultrafast heat sink and

thermal rectification.
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Chapter 1

Background and Motivation

In the first few decades of the 21st century, technological advancement has been at a fever pitch,

developing ever smaller electronics dropping the scale of a single transistor to < 5 nm [1], which

is the size of 10 atoms [2, 3]. In terms of engineering, this pace of innovation requires a profound

understanding of how to manage the heat at nanoscale regimes [4, 5]. At these scales, the average

mean free path of heat carriers can be an order of magnitude longer than the critical dimension.

The traditional model used to predict heat transfer and temperature rises in integrated circuits and

transistors is Fourier’s Law [6], which describes the heat flux, q [W m−2], as:

q = −κ∇T (1.1)

where ∇T [m−1 K] is the vector form of the thermal gradient present in the medium, and κ

[W m−1 K−1]is the thermal conductivity of the material. Thermal conductivity is an intrinsic

material property that quantifies the ability of a material to sustain and transmit thermal currents.

By the definition of temperature, there must be a local thermodynamic equilibrium established

within the medium to assume Eq. 1.1 is valid [7]. However, during operation heat carriers may

be ballistic with respect to the boundaries and therefore cannot establish a gradient, and thus the

Fourier law fails. As a result, to keep up with the decreasing dimensions of devices, we must have

a more intricate map of thermal processes at boundaries that restrict heat flow.

The forced scattering of carriers at the interface between two media provides its own bottle-

neck to thermal transfer. In fact, at these nanoscale dimensions, the resistance at the interface

Rbd[W
−1 m2 K] = 1/hbd, where hbd is the thermal boundary conductance, can rival the internal

resistance between a source and the interface [8]. This means that within a transistor stack or an

integrated circuit package, the interfaces can impose a large hurdle to thermal management [9, 10].
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1.1 Motivation

Most of the work on heat transport across interfaces has been focused singularly on the conductive

contributions of the phonon-phonon boundary scattering (hbd) and the electron substrate scattering

(hes), see Fig. 1.1. However, with the recent developments on the formalism of radiation in the

near field, a new opportunity has opened for investigations and optimizations of interfacial heat

fluxes under the umbrella of thermal radiative transfer ξ.

Figure 1.1: Diagram of the proposed interfacial transport process. Within each medium,
(m)etal or (i)nsulator, the e-p coupling parameter Gep controls the rate by which energy is ex-
changed within the two thermal baths. Across the metal insulator interface, there are two standard
conductive processes: hes the conductance associated with the transition of electronic energy of
the metal to the phonons in an insulator, and hbd the phonon-phonon boundary conductance. The
mechanism introduced in this proposed work, ξ is the transfer of photonic energy (hν) across the
interface, which depends primarily on the dielectric function of the metal and insulator.

1.1.1 Nanoelectronics

The production of nanoscale electronic devices has surged in the past 20 years with the rise of

convenient portable computers and phones. This progress in the development of the field effect

transistor has made it possible for intense high-frequency cycles of charging and discharging in

transmitters and radars [11]. The fluxes experienced can exceed 1 [kWcm−2] which translates to

large thermal gradients throughout a chip [12, 13].

With thermal dissipation being stymied at bottlenecks such as Vias and interfaces within the

2
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Figure 1.2: Schematic of a 3D chip stack. A simplified transistor stack highlighting the many
metal dielectric interfaces. Hot electrons both transfer electric information for functional compu-
tation and account for a nonequilibrium thermal problem when optimizing the thermal dissipation
away from bottlenecks, such as under the gate of a transistor, interconnects, through silicon vias,
or at the micorbump/ solder contacts.

transistor geometry, internal sources of heat emerge, increasing operation temperature. Prolonged

thermal cycling such as this can cause the overall degradation of the device [14] and even catas-

trophic failure [15]. This is compounded by next-generation devices stacking transistors in all three

dimensions to maintain the rate of innovation [16].

Figure 1.2 is a simplified schematic of such of a chip configuration. At the uppermost level, there

is a dielectric passivization layer that serves to reduce the oxidation of the transistor region and

electrically insulate the metal legs. Under that would be a series of field-effect transistors (FETs),

where hot electrons are shuttled from the source to the drain legs mediated by the gate [17].

Due to the physics of FET devices, the electric field required to activate transmit data trends

as (E ∝ V
L )where V is the voltage from source to drain, and L is the width of the depletion

region beneath the gate. This implies that as the gate region is pushed thinner and thinner, the

electrons are pushed into a stronger nonequilibrium with higher fluxes [13]. This is the first obstacle
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for heat dissipation, the heat that is produced by electrons at the gate contacts and within the

semiconductor device must be thermalized with the lattice, and removed through thermally and

electrically insulating passivization layers and active device regions. The next layers can be any

manner of transistor or RF chips; however, the interconnects and vias between chips and layers

highlighted in 1.2, also substantially bottleneck thermal transport. These thin metallic strips and

micro-bumps (in some cases much thinner than the mean free path of thermal carriers [18, 19])

direct hot electrons deep within the stack. Entire chips are then soldered to large packages, which

can finally efficiently dissipate the heat with bulk fin-type sinks. However, with the current trends

within the semiconductor industry, thermal sinks are being pushed further and further away from

thermal sources which requires innovative solutions to shuttle the heat across many interfaces as

quickly as possible.

1.1.2 Radiative Engineering

In solid-state thermal engineering, the focus of most dissipation efforts have been on maximizing

the conductive efficiency. However, recent advancements in radiative techniques present compelling

opportunities not only to expel heat [20–23] from the system, but also to harness waste energy for

useful work [24–29].

To achieve this, we must engineer the emitted radiation from media and optimize the absorption

of the receiver. Radiation is essentially the evaporative cooling of internal energy via the emission

of electromagnetic waves. The flux (Qr) out of a subsystem in local thermodynamic equilibrium

and hotter than its surroundings is proportional to the surface area exposed to the surroundings

(A) and the quartic difference of the system temperature (T ) and the surroundings’ temperature

(Ts), described by the Stefan-Boltzmann Law [30]:

Qr = σϵA(T 4 − T 4
s ) (1.2)

where the constant of proportionality (σ) is the Stefan-Boltzmann constant, and ϵ describes the

spectral emission character of a sample where ϵ = 1 is the perfect emitter, the so called black-body.

Interestingly, a radiating system can be isolated from both the conductive and convective processes

of heat transport. However, as radiation comes from the internal oscillations of a system, it is
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ever-present even within the vacuum.

Due to the speed of light, the energy of internal oscillations of a media can only be emitted

at set frequencies and momenta. The spectral distribution of the emitted radiation is given by

Kirchhoff’s law [31], which is precisely the absorbance of the system, and can be calculated from

the dielectric function as one minus the reflectivity (1-R), assuming an opaque material at normal

incidence. However, this simple parameter is not the entire picture. We are implicitly assuming that

the emitted energy can propagate in the surrounding medium. For example, consider a system at a

set temperature embedded in a material of near perfect reflectance, i.e. = (1−R) ≪ 1; we cannot

expect that the internal thermal energy of the system will ever be emitted to its surroundings. We

thus introduce the idea that there can be modes of light that should contribute to thermal emission,

but do not because they are disallowed by an interface based on dielectric mismatch. The converse

of this argument can also be extended to a material/vacuum interface. The radiative implications

of these disallowed modes are explored in the works of Greffet [32] and Zare [33]. They prove that,

by tuning the surface of an emitter, we can engineer thermal emission; however, we should not

limit ourselves to the allowed wave-vectors, but push the limits of the entire dispersion of light

available as distances shrink below the wavelength of emission. These intense evanescent modes

are the foundation of thermal rectifiers [23] and thermo-photovoltaic(TPV) cells [27].

An example of a TPV cell is provided in Figure 1.3. These devices leverage the tunable emission

from a surface that is maintained at a high temperature for some useful purpose or consequence

(the walls of a foundry, or internals of a combustion chamber [34]). By applying a photonic pattern

to the emitting surface, the spectrum of not only propagating photons, but also evanescent photons

may be engineered to match the absorption profile of a photovoltaic(PV) cell [35]. The PV cell may

work in the standard p-n junction configuration [36], but is often also spectrally tuned to maximize

the voltage across the device. This beautiful solution is deriving order and work from the chaos

of high entropy waste heat. There is one design consideration of such devices that has extremely

limited the scope of current implementation, which is not immediately obvious in Fig. 1.3. To

maximize the intensity of evanescent radiation, while not losing large temperature differences to

conductive transport, devices are designed with a nanometer scale vacuum gap [37, 38] between

the emitter and the TPV cell. We can devise fully solid-state devices which both exhibit near field

enhancement and remain simple to manufacture, only by tuning the transmission spectrum of a
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Figure 1.3: Schematic of a Thermo-photovoltaic. A sample diagram of a thermo-photovoltaic
device for harvesting waste heat energy. The emitter is often heated passively with auxiliary
processes, and the emitting surface is patterned to spectrally tune the emission in line with the
photovoltaic cell. The cell is a stack of dielectric thin films that absorb the near and far field
emissions from the emitter and convert the optical energy into electronic energy.

transparent thermally insulative interlayer.

1.2 Outlines and Objectives

This Dissertation investigates the role of radiation at the interface of two solid media. The major

thrust of this work will focus on polaritonic absorption and the contribution of near field thermal

emission to the conductance across a metal-dielectric interface. The second thrust will be the

design and use of pump probe methodologies to investigate ultrafast thermal transport events

within specific carrier sub-systems via spectral tunability.

• Chapter 2, Heat transport, Phonons, and the Dielectric function: The fundamentals of solid

state thermal transport and radiation are discussed with emphasis on the role of heat carriers
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and their dispersion. A general description of the dielectric function is offered along with the

relationship of the dispersion of heat carriers and the resultant coupled particles.

• Chapter 3, Experimental Design and Simulations: The relevant design of experimental pro-

cedures to investigate thermal processes is provided to address the principal thrusts of this

work. An introduction to each thermal and optical simulation is detailed, focusing on the

interpretation of experimental results.

• Chapter 4, Interfacial Heat Transport via Evanescent Radiation by Hot Electrons: Predic-

tions of an additional thermal transport pathway across metal/non-metal interfaces with

large electron-phonon nonequilibrium via evanescent radiative heat transfer are made. In

such systems, electron scattering processes vary drastically and can be leveraged to guide

heat across interfaces via radiative heat transport without engaging the lattice directly. The

formalism of fluctuational electrodynamics to simulate the spectral radiative heat flux across

the interface of a metal film and a non-metal substrate is expanded to encompass interfacial

near field transport at electron-phonon nonequilibrium.

• Chapter 5, Thermoreflectance of optical phonon resonances: Analytically quantify and exper-

imentally measure the thermoreflectance coefficient associated with optical phonon resonances

through ultrafast pump–probe measurements and variable angle spectroscopic ellipsometry.

Due to the intensity of modes in the mid-wave Infrared region, the thermoreflectance coef-

ficient, dR
dT , of SiO2, SiC, and AlN can exceed the thermoreflectance of metal transducers in

the visible range. This result opens the door for in-situ thermal characterization of dielectrics

and spectrally tuned transient thermoreflectance pump probe measurements.

• Chapter 6, Demonstration of the thermal excitation of polaritons: A demonstration of a new

avenue for interfacial heat transfer based on broadband radiative coupling from a hot spot in

a gold film to hBN via hyperbolic phonon polaritons is presented. This, being the first direct

experimental evidence for both the thermal excitation of phonon polaritons and interfacial

radiative heat transport, resulted in the confirmation of the calculations described in Chapter

4.

• Chapter 7, Engineering ultrafast thermal tunneling : The prospect of the utilization of the

7



1.2. OUTLINES AND OBJECTIVES 8

interfacial transport via meta-material engineering is explored. The propagation speeds of

thermally dominant optical modes are extracted from the spectrally tuned transient ther-

moreflectance. Radiative interface conductance is extended to interfacial interlayer for use as

an ultrafast thermal diode and more comprehensive solid-state radiative devices.

• Chapter 8, Summary, Relevance, and Future Directions: In this chapter, the relevant findings

are summarized, and the scientific impact of the dissertation is outlined. Some of the future

experiments, and follow-up studies which would extend the findings of this work, are provided.

Investigating these would shed light on the conclusions presented here and help engineer device

level applications of the solid-state interfacial radiative process.

8



Chapter 2

Concepts of Solid State Thermal

Transport

Fundamentally, the transfer of thermal energy can be classified into three mechanisms: conduc-

tion, convection, and radiation. Conduction describes the transfer of thermal energy through the

random motion of energy carriers, namely, phonons and electrons, which propagate within solid-

state media and across interfaces via energy carriers. In contrast, convection distinguishes how heat

can be exchanged though intermolecular collisions within fluids at surfaces. Finally, radiation is the

emission of thermal energy as electromagnetic waves, present in all media. This dissertation serves

as a bridge between conduction and radiation, as such this chapter serves as a brief introduction

to the concepts of thermal transport.

2.1 Conduction

In cases of thermal nonequilibrium, we must rely on the heat diffusion equation:

Cv
∂T

∂t
= ∇ · (κ∇T ) +Qsource (2.1)

where Cv is the volumetric heat capacity of the material, t is time and Qsource is any thermal

source that generates heat within the closed system. Fourier’s Law given in the previous chapter is

a simplification of the heat diffusion equation when t→ ∞, the steady state limit. In this regime,

the effect of thermal capacitance on thermal transport is negligible and thus, Eq. 2.1 reduces to

Eq. 1.1.

The two key parameters in the heat equation above are: thermal conductivity and heat capacity.

Thermal conductivity can be derived from the basic thermodynamics of ideal gasses, so-called

kinetic theory [31],

9
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κ =
1

3
Cvvλ =

1

3
Cvv

2τ (2.2)

where v is the velocity of the carrier and λ is the mean free path that a carrier travels between

successive collisions while propagating. Similarly, τ is the time between successive collisions, the

so-called relaxation time, where τ = v/λ. Due to the complexity of scattering processes present

within a medium, it is common to apply Mathiesson’s rule [31] to the carrier lifetime, such that

the total lifetime is given by the inverse sums of the lifetimes of known independent sub-processes

or τ−1
total = τ−1

a + τ−1
b + ... .

Finally, for the sake of completeness, the heat capacity of a carrier, Cc, can be defined from

basic thermodynamics

Uc =

∫
ϵ
ϵDcfcdϵ (2.3a)

Cc =
∂U

∂T
(2.3b)

where D and f are the amount and the distribution of carriers, at a given energy ϵ. D, the

density of states, can be found, assuming we know the dispersion relation between the frequency

(ω) and wavevector (k) of the energy carrier, by summing the number of states that exist in a

N − 1 dimensional space with thickness dk per unit cell of momentum space LN , where N is the

dimension the carrier propagates in. Put simply, if we assume a 3D system, we need to consider the

number of states contained within a two-dimensional surface in k-space multiplied by the thickness

dk per unit volume L3. f is determined by the unique statistics of each carrier subsystem. Now,

using the first law of thermodynamics∗, the isochoric heat capacity for any system is defined as:

Cv =
∂Q

dT

∣∣∣∣
V=const.

=

(
∂U

∂T

)
V

=

∫ ∞

0

∂f(ϵ)

∂T
· ϵD(ϵ)dϵ (2.4)

The following two sections will detail the derivation of the thermal statistics and transport proper-

ties for the two most common thermal baths, the vibrations of the lattice sites, phonons, and the

∗The first law of thermodynamics requires that dU = ∂Q - ∂W ; where the change in internal energy, dU , is related
to the change in the heat of the system, ∂Q, minus the work done to or performed by the system, ∂W . In an isochoric
process, no work is done, thus, dU = ∂Q

10
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motion of free charges, electrons.

2.1.1 Phonons

In non-metal systems, the principal energy carriers are phonons. The wave-like collective vibrations

of lattice sites around their equilibrium positions. The preferred modes of these vibrations are

quantized into bands, called phonons. Originally proposed by Einstein [39], phonons can behave

as both waves and particles propagating through a lattice as in Fig. 2.1

Figure 2.1: Phonon Propagation: Heat is stored within the energy of the tension and compression
of bonds between lattice sites.

The dispersion of phonons, relates the frequency of a given phonon mode, ω, to a wavevector,

k = 2π/λ. As we are attempting to describe the propagation of heat, we must consider the equations

of motion for any one lattice position in a crystal. The most common simplification in this regard is

the assumption of a 1D chain of lattice positions. In other words, a lattice consisting of only the top

layer of depiction in Fig. 2.1. We then assign each lattice site, j, with some weight, M, separated by

the lattice constant, a, and the bonds between each lattice position having some elasticity described

as a spring with force constant, K. Then, summing the forces on any site returns,

Fj = K(uj+1 − uj) +K(uj−1 − uj) (2.5)

where uj = xj − x0j is the displacement of the lattice site away from its equilibrium position x0j .

We can then apply Newton’s Second Law for the differential equation of motion:

11
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Müj = K(uj+1 − uj) +K(uj−1 − uj) (2.6)

where üj is the second time derivative of uj , acceleration. We can assume the solution to the above

equation takes the form

uj ∝ ei(jka−ωt) (2.7)

where, ω and k are exactly the frequency and wavevector described above. Furthermore, we can

then apply this solution to the equation of motion in 2.6 to get,

Mω2 = 2K(1− cos(ka)) (2.8)

Thus, when solving for ω(k) the dispersion relation is found for a 1D chain as

ω(k) = 2

√
K

M

∣∣∣∣sin [12ka
]∣∣∣∣ (2.9)

we need only consider the solutions to Eq. 2.9 when k is within ± π/a, as this is the period of the

mode; in other words, the solutions to Eq. 2.9 do not change under the substitution k = k+2πn/a

for any integer n. This periodicity is integral to the band structure of vibrational modes when

increasing the 1D solution to higher dimensions, therefore, the reciprocal lattice vector (b = 2π/a)

is often used instead of the real space lattice vector, a. All vibrational information is contained

within this range of ±b/2, referred to as the Brillouin zone. A graph of the dispersion relation for

the case of a mono-atomic lattice is provided in Fig. 2.2a

Phonon dispersions describe two critical aspects of phonon modes, which describe the amount of

heat energy a phonon can propagate with. Firstly, from the dispersion relation provided in Eq. 2.9,

it is apparent that each phonon with energy E = ℏω† has a distinct momentum, p = ℏk. This

may seem obvious, but is important when considering the storage and exchange of energy between

the carriers within different bands. Finally, the velocity of a “wave-packet”, vg
‡ propagates at the

†ℏ, refers to Plank’s constant, h, which describes a finite quantum of action [40], reduced by division on 2π.
‡Schrödinger used this to describe the groups that emerged when impressing modulation on a carrier fre-

quency. [41], We can think of these groups more simply as wave pulses.

12
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Figure 2.2: Phonon Dispersion Curves: calculated for (a) a monoatomic lattice, and (b) a
diatomic lattice. These correspond to the solutions to Eq. 2.9 and 2.12, respectively. (a) The
“dispersion” associated with the Debye model is also provided which, as shown, over-predicts the
velocity of the band near the edge of the Brillouin Zone. (b) Both cases for m=M and m=1

2M
are provided to show the effective “zone-folding” in the diatomic case, as well as build intuition on
the emergence of the opto-acoustic phonon band gap. A close approximation for the dispersion of
optical modes is the Einstein model, where the phonon branch exists at the same frequency ω0 at
all wavevectors.

speed:

vg =
∂ω

∂k
(2.10)

the slope of the dispersion curve at some given wavevector. The phonon branch shown in Fig. 2.2a

is referred to as an acoustic mode due to it physically describing in-phase vibrations at the center

of the Brillouin zone, the speed of which approaches that of the sound speed,vs.

It is this value which Debye famously made to simplify understanding the dispersion and phonon

propagation. Debye assumed that phonons propagate in a perfectly elastic continuous media and

therefore all waves propagated at a constant vs. Thus, the expression of the Debye dispersion is

ω(k) = vsk. We can see from Fig. 2.2a that this approximation far overpredicts the speed and

frequency of phonons at wavevectors near the edge of the Brillouin zone, and thus, the Debye

approximation is a poor predictor of the propagation of phonons at temperatures where high

wavevectors contribute, but when predicting the heat capacity of phonon modes it can be quite

powerful.
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The two atom basis is of particular interest to the focus of this dissertation, as most semicon-

ductors have a polyatomic basis. The simplest example of a poly-atomic lattice is the two-atom

basis shown in Fig. 2.2b where, m, is the mass of a lighter atom and, M, is a relatively heavier mass

identical to the one used in the monoatomic chain. To describe the phonons in a diatomic lattice,

the dispersion relation can be described by a similar derivation as above in Eq. 2.5-2.6. However,

we must alter the lattice vector that describes the periodicity of the “m, M” unit. This new lattice

vector A is twice that of the monoatomic lattice vector a. We also must simultaneously solve two

coupled equations of motion:

Müj = K(wj+1 − uj − wj−1) (2.11a)

mẅj = K(uj+1 − wj − uj−1) (2.11b)

where w is the displacement of the smaller m mass, and again assuming wavelike solutions to these

equations, and solving for ω2 gives:

ω2 = K

(
1

M
+

1

m

)
±

((
1

M
+

1

m

)2

− 4

Mm
sin2[kA]

)
(2.12)

This dispersion relation, unlike the monoatomic chain, supports two solutions for each wavevec-

tor, the lower branch is the acoustic branch and the upper is referred to as the optical branch.

The physical picture of the differences in these branches can be seen in the ball and spring car-

toons above the phonon dispersion curves in Fig. 2.2a, and b. The acoustic branch is in both the

monoatomic and diatomic lattices but is depicted in Fig. 2.2a. The modes at zone center propagate

with a k = 0 thus by, Eq. 2.9, ω = a
√
K/Mk. In other words, the Debye approximation holds,

and the lattice can be approximated as a continuous medium where waves propagate in-phase with

each other as sound waves. In the optical phonon shown above the dispersion in Fig. 2.2b above

the dispersion, we can see that, every other lattice site moves out of phase with the one before.

We call these phonons “optical”, as they correspond to the oscillations of small dipoles at the same

wavevector and energy as light.

All of the derivations presented here can be extended to three dimensions and anisotropy, but
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this process is not always trivial. For each atom in the basis of the crystal, N number of equations

will be needed to describe each degree of freedom, where N is the dimensionality of the structure.

Thus, the dispersion relation for solutions to the equations of motion have N acoustic branches

and B(N − 1) optic branches, where B is the number of unique atoms in the basis.

To formalize the phononic system, in thermal transport we will now derive the density of states

for an isotropic solid in the third dimension. We will assume a Brillouin zone of size 2π/a and

for simplicity we will construct a unique treatment for the acoustic and optical branches. As

alluded to above, the Debye approximation provides a simple and relatively accurate model of the

low frequency acoustic modes of a system. Formally, the Debye approximation assumes a linear

relationship between frequency and wavevector, the equation in Fig. 2.2a. In three dimensions, we

also know that D represents the number of modes, n, within a spherical shell of thickness dk per

unit volume, V, where V = L3. In other words,

D(ω) =
1

V

dn

dω
(2.13)

then applying the Debye approximation ω = kvA for some acoustic mode A with velocity vA. We

also note that the volume of a phonon mode in k space is (2π/L)3 = (2π)3/V . Applying these to

Eq. 2.13 for any acoustic branch, A, again gives:

D(ω) =
∑
A

4πk2dk/(2π/L)3

V dω
=

2ω2

2π2vTA

∣∣∣∣
0→ωmax,TA

+
ω2

2π2vLA

∣∣∣∣
0→ωmax,LA

(2.14)

where vTA, and vLA are the velocities for the longitudinal and transverse branches, respectively.

The max evaluation frequencies ωmax,TA, and ωmax,TA, define the values of each branch at the edge

of the Brillouin zone, which under the Debye approximation is ωmax,j = vj(6π
2Na)

1/3, with Na

being the atomic density. [31]

Due to their dispersive nature [42], the optical modes cannot be approximated with the Debye

approximation. However, depending on their frequency, these optical modes can contribute signif-

icantly to thermal transport both directly and indirectly. The simplest approach to describe the

density of these optical modes is following Einstein’s model assuming that the phonon mode only

exists exactly at a single phonon frequency across all wavevectors, highlighted in the optical modes

of Fig. 2.2, implying D(ω) = δ(ω0) where, δ is the Dirac-delta function.
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This approximation, while useful, neglects the frequency envelope that real optical modes oc-

cupy. Instead, for a wider optical branch reminiscent of reality, a Lorentzian from is used

D(ω) =
Γ

π [(ω − ω0)2 + Γ2]
(2.15)

where Γ is a dampening term describing the spectral width of a phonon mode. The Lorentzian

model here is merely a convenient substitution for Einstein’s model§. Later, this form will be

used in later sections when discussing the line-widths of the optical phonon branches, in Lorentz’s

original context [43].

Figure 2.3: The Density of phononic states and Bose-Einstein distribution: (a) An example
of phonon density of states computed for a sample 3D dipole system. The gray shaded region is
the total phonon density of states accounting for all branches. Both transverse acoustics (TA), and
the longitudinal (LA) were simulated with the Debye density of states described in Eq. 2.14, with
vL = 8433 m s−1, and vT = 5843 m s−1. The optical modes were positioned at ωTO = 95 THz and
ωLO = 90 THz. The optical modes were simulated as Lorentzians for a more realistic estimation of
the Einstein model, with each dampening term was set to 2 THz. (b) The Bose-Einstein distribution
Eq. 2.16 computed at T= 100 K (black), 300 K (blue), and 1500 K (red).

Finally, the distribution of phonons varies with temperature based on Bose-Einstein statistics

[39, 44]:

fBE(ϵ) =
1

e
ℏω
kbT − 1

(2.16)

where kb is Boltzmann’s constant, which relates the total thermal energy contained in the particles

§The Lorentzian, L, is consistent with the Einstein model as L(ω)|Γ→0 = δ(ω)
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2.1. CONDUCTION 17

of a gas to the thermodynamic temperature of the ensemble. We can see from Fig. 2.3 that low

frequency modes, i.e., acoustics modes, dominate the system at room temperature and therefore,

should dominate thermal transport at lower temperatures. We can then plug Eqs. 2.16, 2.15,

and 2.14 into Eq. 2.4 ensuring to apply the temperature derivative to the distribution function.

Cv,ph =
∑
j

∫ ωmax,j

0

ℏ2ω4e
ℏω
kbT

2π2kbT 2v3j

(
e

ℏω
kbT − 1

)2dω (2.17)

Finally, the thermal conductivity can be assessed from Eq. 2.2, and the Debye heat capacity:

κph =
1

3

∑
j

∫ ωmax,j

0
Dj(ω)

ℏ2ω2v2j e
ℏω
kbT

kbT 2

(
e

ℏω
kbT − 1

)2 τjdω (2.18)

Each of these expressions should be computed in accordance with the real dispersion, and thus

density of states, but the Debye model is a sufficient approximation for first estimates, at low

temperatures, where phonons are nearly all zone-center acoustics. τj , and vj are the most notable

contributors to the trends in thermal conductivity. The velocity can be simply computed as the

slope of the dispersion, implying that the relatively sluggish optical modes should not contribute

strongly to the thermal conductivity. Experimentally, optical modes have been shown to contribute

much as 5% in bulk systems, confirming this intuition. The impact of scattering rate, however, is

less intuitive. We can make the simplifying assumption of Mathiesson’s rule, but the most dominant

scattering mechanisms must be rigorously computed. I have provided the three most significant for

the discussions of this work, but this is not nearly an exhaustive list:

1

τj
=

1

τpp,j
+

1

τb,j
+

1

τpi,j
= ATω2e−C/T +

vj
d

+Dω4 (2.19)

Where τpp,j , τb,j , and τpi,j are the scattering rates among three phonons, phonons and boundaries,

and phonons and static impurities, respectively. A, C, and D, are material properties that define

the intensity of the respective scattering events detailed in Ref. [45]. At the nanoscale, scattering

at the boundary becomes dominant as mean free paths of carriers become limited.

Some notable temperature trends for the thermal properties discussed above are shown in

figure 2.4.
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2.1. CONDUCTION 18

Figure 2.4: The Temperature Dependence of the Phonon Contributions to Thermal
Transport Properties:(a) Estimated contributions to the volumetric heat capacity for each
phonon branch, reproduced, from Ref. [7]. θD, the Debye temperature, defines the temperature be-
yond which all the phonon modes are active in the system. Thus, the constant region in Cv referred
to as the Dulong-Petit limit. (b) Contributions of each phonon branch to thermal conductivity of
a 20 nm Silicon nanowire reported in Ref. [46].

We can see that the optical phonon modes contribute significantly to the heat capacity even at

relatively low temperatures, where not all phonon modes are represented in the structure. With

their low group velocity, you can approximate them to be “standing” phonon waves in the medium,

their localization means they contribute as a scattering mechanism for the higher velocity acoustic

modes [47], locally storing and exchanging energy mediating transport. Counterintuitively, it has

been shown that optical phonons can contribute up to 20% of thermal conductivity as the critical

dimension of a system is reduced [46], highlighting the need to understand the transport mechanisms

of the optical phonon modes in nanoscale systems.

2.1.2 Electrons

In electrically conducting systems, the principal energy carriers are electrons. In the presence

of bonding and a periodic structure, electrons collect in bands and, based on the total number of

electrons in the system as well as the binding strength of the bond, the electrons can exist in a band

which is bound, below the Fermi energy, or free above the fermi energy. To describe the thermal

motion of these particles, we have to begin with the quantum theory pioneered by Schrödinger [48]

which describes their dispersions. A graphic describing this thermal motion is shown in Fig. 2.5

We begin with Scrodinger’s Equation,
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Figure 2.5: Electron Propagation: Heat is stored within the energy levels or bands of the system,
thermal energy is transmitted through the smearing of the of electrons into higher energy bands. At
bands higher than the Fermi energy, the electrons are “unbound” and may propagate freely across
lattice sites, contributing to conduction. At temperatures above absolute zero, electrons populate
higher bands opening holes below the Fermi energy, increasing total electron mobility. In metals,
this Fermi energy intersects a band allowing for free electronic conduction of both electronic and
thermal energy.

− ℏ2

2me

∂2Ψ

∂x2
+ VΨ = iℏ

∂Ψ

∂t
(2.20)

where me is the mass of the electron, Ψ is the electron wave function which is a function of both

space, x, and time t, and V is the potential that the electrons exist within. Only a fundamental

understanding of this equation is required to describe the motion of electrons within solid media.

Therefore, for more detailed of derivations of this equation, Ref. [49] can be used.

Electrons within crystals are subject to a periodic potential, Vlattice, or the interatomic potential.

This potential is a functionalization of the electrostatic tension holding the lattice together, a simple

periodic potential well is used in Fig. 2.5 for illustration but when solving for the band structure of

real systems a more complex model can be used [50, 51]. These potentials are often simplified to

be independent of time. We therefore can solve Eq. 2.20 with a separation of temporal and spatial

variables, giving Ψ(x, t) = ψ(x)ϕ(t) = ψϕ, where for brevity the functional dependence of ψ, and

ϕ are dropped. Then we have,
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[
− ℏ2

2me

∂2ψ

∂x2
+ V ψ

]
1

ψ
= iℏ

∂ϕ

∂t

1

ϕ
= E (2.21)

where E is an eigenvalue solution to Eq. 2.21. The LHS of Eq. 2.21 can be solved easily giving,

ϕ ∝ e
−iEt

ℏ E (2.22)

This is simply a plane wave in time with a frequency of ω = E
ℏ ⇒ E = ℏω, thus, the eigenvalue E

is precisely the energy states of the electron. Now analyzing the spatial component of Eq. 2.21,

− ℏ2

2me

∂2ψ

∂x2
+ (V − E)ψ = 0 (2.23)

This equation contains all the information on the electronic states E subject to a periodic crystal.

On the structure of the model presented below, we will make an effective, albeit extreme,

simplification to the complex interatomic potentials present in real 3D crystals. This simplified

system called, the Kronig-Penny model, assumes a repeating finite square potential well, separated

by the interatomic spacing a. We can define it mathematically as a piecewise function,

V =


0 for 0 < x ≤ b

V0 for − c ≤ x ≤ 0

(2.24)

we subject these wells to the periodicity of the lattice, such that V (x+ b+ c) = V (x), and where

a = b+ c, then using exponential solutions to Eq. 2.23, we retrieve,

Ψ =


AeiMx +Be−iMx for 0 < x ≤ b

CeiLx +De−iLx for − c ≤ x ≤ 0

(2.25)

where A,B,C,D can be found from applying the boundary conditions and,

E =
ℏ2M2

2m
(2.26a)

V0 − E =
ℏ2L2

2m
(2.26b)
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M, and L are the eigenstates of the electron in question. The characteristics at the boundaries

will not be fully computed here, however the most crucial to develop the thermal statistics in real

crystals is the periodic boundary, in other words an application of Bloch’s Theorem [52],

ψ(x+ (b+ c)) = ψ(x)e−x(b+c) = ψ(x)eika (2.27)

where k is the wavevector. Then, by application of this boundary condition and others can be

found explicitly solved in [7], we achieve our goal being the dispersion relation between energy, E

and k indirectly via the relation between M and k, recognizing the relationship between M and E.

rearranging Eq. 2.26a into M =
√

2mE
ℏ2 . The dispersion relation we retrieve is,

M2 − L2

2ML
sinh(Lc) sin(Mb) + cosh(Lc) cos(Mb) = cos[k(b+ c)] (2.28)

where sinh(x) and cosh(x) are the hyperbolic trig functions. Now for any wavevector, k, the only

unknown in Eq. 2.28, is E which is embedded in both, M and L. To simplify, let us imagine where

c→ 0 and V0 → ∞, while maintaining L2cb/2 being equal to some constant P. We see under these

conditions that sinh(Lc) ≈ Lc, and cosh(Lc) ≈ 1 Eq. 2.28 reduces to,

P

2Mb
sin(Mb) + cos(Mb) = cos[kb] (2.29)

The RHS of Eq. 2.29 restricts the solutions of this dispersion relation to the range of [-1,1]. The

LHS of this equation exists beyond this range, however, under the Kronig-Penny model, these

solutions are forbidden, indicating the existence of what we now call “band gaps” between allowed

electronic states within certain interatomic potentials. We also observe a similar periodicity about

±π/(b + c) = ±π/a, which is exactly the Brillouin Zone discussed in the prior section. The final

simplification we will make is that of the free electron, the states in which the electrons do not

“feel” the interatomic potential which other lower energy electrons are bound by. This type of

system emerges in conducting media, so is pertinent to our discussion on metals. We thus apply

the condition that L =M¶, and as such P=0, our dispersion Eq. 2.29,

¶equivalent by Eq. 2.24 where V0 = 0
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cos(Mb) = cos[kb] (2.30)

and we therefore, by inspection, retrieve the free electron dispersion relation,

E =
ℏ2k2

2m
(2.31)

A less circuitous route to achieve this relation is to solve Eq. 2.20 under the condition V = 0, an

electron under no potential, this derivation is discussed further in [49]. An example of both the

realistic Kronig-Penny model, and the more idealistic free electron model is provided in 2.6.

Figure 2.6: Electron band structure: The folded zone representation of the electron band
structure or energy dispersion, showing both the Kronig-Penny model and the Free electron model.

Interestingly for electrons, they do not obey the same filling rules as phonons, and for that

matter, bosons in general. This is due to the spin characteristics of these particles, which we will

not discuss in detail, but can be found in Ref. [49]. These rules dictate that the energy levels of

electrons must be filled from the lowest energy to the highest energy, and by Pauli exclusion [53],

only two electrons may occupy the same state. This is opposed to phonons, and other bosons, which

may have an infinite number of particles at a given state. For each medium, we follow this filling

procedure for each state and band until no other electrons remain for a given element. We define

this final energy level at absolute zero, the Fermi-Energy (ϵF ), and particles that obey this filling

procedure Fermions based on the foundational theory of Fermi [54] and Dirac [55] in the 1920’s.
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This leads us to the definition of a semiconductor, that being some medium where the uppermost

electronic state lies within a forbidden region of the dispersion. This is contrasted by the Fermi

energy laying at the center of a band, as in the case with metals. Any Fermion, in either of these

two cases, obeys a statistical distribution referred to as the Fermi-Dirac distribution,

fFD =
1

e
(ϵ−ϵF )

kbT + 1

(2.32)

We may now begin to interrogate the thermal statistics governing electronic heat flow. On this

point, for the sake of brevity, we will only follow the derivation for the case of the free electron.

The density of electronic states, given the free electron dispersion

De =
1

V

dN

dE
=

1

2π2

(
2m∗

e

ℏ2

)3/2

(E − ϵF )
1/2 (2.33)

A depiction of such a density of states is given in Figure 2.7, after applying the Fermi-Dirac

distribution and several temperatures.

Figure 2.7: Electron Occupied Density of States: The density of occupied electronic states
at several temperatures of (a) A free electron metal where the Fermi energy lies in the middle of
a parabolic band, and (b) A semiconductor with a band gap of ϵGap. The insets in each depicting
the Fermi-Dirac distribution at the given temperatures.

Note the given temperatures are much higher than the temperatures simulated in the previous

subsection due to the higher energies within electronic systems. There is also an example of a

semiconducting system with a small band gap of 0.2 band gap and a Fermi energy lying precisely

in the center of the two bands.
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By these definitions, we then arrive at the electronic specific heat we must make the simplifying

assumption that the thermal changes in density of states occur near the Fermi energy, and as

the Fermi energy is also much larger than the thermal energy present in the system at room

temperature, that we can simply use the density of states at the Fermi energyD(ϵF ) as a substitute

for D(ϵ). We can plug in Eqs., 2.33, and 2.32 into the form of Eq. 2.4 for the heat capacity of

electrons,

Cv,e = De(ϵF )

∫ ∞

0

(E − ϵF )
2

kbT 2

e
(E−ϵF )

kbT(
e

(E−ϵF )

kbT − 1

)2 (2.34)

and similarly we can retrieve the thermal conductivity as,

κe =
1

3
v2F τeDe(ϵF )

∫ ∞

0

(E − ϵF )
2

kbT 2

e
(E−ϵF )

kbT(
e

(E−ϵF )

kbT − 1

)2 (2.35)

where vF is the slope of the electronic dispersion at the Fermi energy, the so-called Fermi velocity,

which describes the speed at which electrons at the Fermi energy propagate. τe is the scattering

rate of the electrons, which needs to be computed via Boltzmann transport theory [56] but can be

more simply decomposed by Mathiesson’s rule as,

1

τe
=

1

τee
+

1

τep
+

1

τeb
= AeeT

2
e +BepTp +

vF
d

(2.36)

Whereτee, τep, and τb are the scattering rates between, an electron and, the other electrons on the

Fermi surface, the phononic subsystem, and boundaries respectively. Aee, and Bep are related to

the collisional frequencies intrinsic to the electrons, and between the electrons and the phonons

which can be computed from the theories of Fermi liquid Theory [57] and the Cerenkov radiation

of sound waves [58], each of which is detailed in the below investigations.

2.2 Radiation

Now that we have established the thermal statistics governing conduction, we must discuss the

same for the most prevalent form of heat transport, by definition the fastest carriers, which is
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radiation. Any time a charged particle moves the resultant undulation in electric field emits light.

We intuitively understand this emission as the “glow” of hot steel as it exits a forge. However,

this emitted energy happens at all temperatures and circumstances as it is merely a consequence

of thermal motion, a universal default ensuring the second law of thermodynamics‖.

The electromagnetic laws governing light and therefore radiant heat are known as Maxwell’s

Equations, which, under the assumption of a non-magnetic material, are [59],

∇×E(r, ω) = iωµ0H(r, ω) (2.37)

∇×H(r, ω) = −iωε(ω)E(r, ω) + J(r, ω) (2.38)

∇ ·E(r, ω) = 0 (2.39)

∇ ·H(r, ω) = 0 (2.40)

where E, H, and J are the electric, magnetizing, and current fields, respectively. r is the spherical

spatial variable,µ0 is the magnetic permeability of the vacuum, and ε(ω) is the electric permittivity

of the media in which the light is present in, for the vacuum ε(ω) = ε0. Hidden inside the equations

specifically when assessing a region of vacuum with no charge or currents, taking the curl (∇×) of

Eqs. 2.37, and 2.38, we get,

µ0ε0
∂2E

∂t2
+∇2E = 0 (2.41)

and,

µ0ε0
∂2H

∂t2
+∇2H = 0 (2.42)

These equations describe a wave with a speed, vwave =
√
µ0ε0 = c0 where c0 is the speed of light.

Maxwell did not immediately draw this conclusion in his earliest works, but recognizing this as a

constant among all light, implies that the dispersion relation must be simply,

‖The second law of thermodynamics is, as stated by Clausius, dS ≤ 0 or, more colloquially, heat seeks equilibrium.
Implying that the temperature of an object held in a perfect vacuum chamber at a lower temperature must lose energy
in some way to equilibrate to the walls of the chamber. Electromagnetic radiation is the only thermodynamic process
capable of achieving this in this instance.
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k =
ω

c0
(2.43)

Furthermore, the distribution of photonic states, avoiding the pitfalls of an ultraviolet catastrophe∗∗

was first described by Planck [40] understanding the fundamental quantum nature of light. Planck

wrote that the maximum spectral energy density per wavelength of light λ = ω/2πc0 emitted from

a radiating body is,

uλ(λ, T ) =
8πhc0
λ5

1

e
hc

λkbT − 1
(2.44)

Figure 2.8: Spectral Energy Density of a Blackbody: The spectral energy density of photonic
states plotted versus wavelength in microns at several temperatures given in the colorbar.

Figure 2.8 depicts the spectral energy density emitted from a perfectly black emitter. Finally,

by integrating Eq. 2.44 across all wavelengths, we obtain the total emissive power of a perfect

emitter,

∗∗The discrepancy between measurements of radiant heat and theoretical formulations based around classical
statistical mechanics.
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qtotal =

∫ ∞

0
uλ(λ, T )dλ = σT 4 (2.45)

and thus we have, The Stefan-Boltzmann law. This emissivity term is key to understanding the

realistic emitted power from a body. By Kirchhoff’s law [60] the spectral distribution of the emitted

radiation is exactly the absorbance of the system, which can be calculated from the dielectric

function as one minus the reflectivity (1-R) assuming an opaque material at normal incidence.

Therefore, to fully understand the emitted spectra of a body we must assess the absorption and

transmission of a body, given by the relative permittivity of a medium εr(ω) in Eq. 2.42 or, the

dielectric function.

2.2.1 Dielectric function

In real systems, the intrinsic electric and magnetic structures of a medium distort and restrict the

range of possible electromagnetic states. We quantify this effect as the dielectric function ε in

order to describe the response of a medium to an incident electromagnetic field. We intuitively

understand that light, when interacting with a non-scattering non-magnetic medium, can behave

in three ways, reflection, R, absorption, A, and Transmission, T.

To compute the coefficients of each of these modalities, we will begin with factorizing the

generally complex ε(ω) into the optical constants, n and k,

ε(ω) = ε′(ω) + iε′′(ω) = (n2 − k2) + 2ikn (2.46)

where ε′(ω) describes the changes in phase experienced by incident light, and ε′′(ω) represents

the energy lost as light propagates through the medium. In this form n refers to the index of

refraction, which is the ratio of the speed of light in the medium, and k is the extinction coefficient,

detailing the absorption of the medium. From these constants, angle of incidence and polarization,

the percentage of light that is absorbed, reflected to transmitted can be calculated via the Fresnel

coefficients with details outlined in Ref. [61].

Importantly for our discussion, ε is a function of the internal fields of a system; therefore,

it depends on the electronic band structure, as well as dipole vibrations, such as optical phonon

branches. As the speed of light c0 produces a dispersion of light with such an intense slope on
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the scales of the electron and phonon dispersion can be treated as the vertical axis. Thus, due

to conservation of momentum, when looking for modes which directly interact with light, they

must exist in the dispersion intersecting the vertical axis. In other words, based on its dispersion

light can interact directly with, optical phonons, electronic transitions from sub-band to the Fermi

surface††, or the direct oscillation of free charges at the Fermi energy for metals. Each of these

modes is classically treated as a Dirac-delta function at the frequency of the resonance, as in the

Einstein model, however, due to scattering in real systems, these modes are spectrally broader than

such an approximation. We will therefore make a similar generalization as we did when we plotted

Einstein’s model for density of states, by substituting the Dirac-delta for a Lorentzian [43]. This

leads us to the simple formulation of the dielectric function as the sum of Lorentzians, however,

as we will focus on the interactions of metals and dielectrics for this work, we will have different

treatments for each.

For metals, we will assume pure elemental metals, and therefore we will assume a monoatomic

basis with no contribution from the lattice to the dielectric function. We then would only have

the contributions of free electron oscillations described by Drude theory [62], and the inter-band

transitions [63]

εm(ω) = 1−
fpω

2
p

ω2 − iωΓp
+
∑
j

fjω
2
p

ω2
j − ω − iωΓj

(2.47)

with,ωj , fj , and Γj describes the wavelength, strength, and dampening of the jth inter-band tran-

sition oscillations. ωp, fp, and Γp are the wavelength, strength, and dampening of the free carrier

oscillation. It is important to note that the dampening of each oscillation is exactly the τ−1 com-

puted in the prior section associated with the thermal statistics of the mode, with the free carrier

dampening representing the total scattering rate of a conducting electron described in Eq. 2.36, and

the inter-band transition dampening term specifying the electron-electron collision rate between the

sub band being promoted and the conduction band.

Dielectrics are far simpler when calculating the dielectric function we need only consider the

optical phonon branches, and the behavior of the medium at high frequencies ε∞ giving,

††The Fermi surface is a generalization of the Fermi level in three-dimensional k space
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εd(ω) = ε∞ +
∑
j

fj
ω2
j − ω − iωΓj

(2.48)

where the terms ωj , fj , and Γj , refer again to the wavelength, strength, and dampening of the

jth optical phonon. Γj is also again correlated with the phonon scattering term calculated for the

thermal conductivity prediction.

Thus far, we have computed the general forms for dielectric function used throughout this the-

sis, however, we have only considered the reaction of a medium to incident light. To thoroughly

understand the nature of radiation, we must identify how light propagates from hot internal vibra-

tions, and into vacuum. This can be done with the Maxwell’s equations as listed above, however,

we must consider the interaction between light and internal currents associated with the carrier

oscillations, the coupled modes that emerge are called polaritons.

Polaritons: Coupled Modes

Fundamentally, polaritons are the electromagnetic modes of solid state media: light trapped by

matter that arise when electromagnetic fluctuations propagate through solids and resonate with

internal degrees of freedom. For example, polar insulators exhibit the optical phonon modes which

are so called infrared active, that is, they contain within their dispersion wave vectors that infrared

light can also propagate in free space. These electromagnetic waves can then couple to dipole

vibrations within the lattice, which leads to the propagation and creation of polaritons. These

oscillations fall purely out of Maxwell’s equations where both waves cannot be solved alone and

must be solved together, i.e., they are coupled.

Polaritons exist in many varietals, including the ones described above and shown in the dis-

persion in Fig. 2.9: Phonon-polaritons (PhPs) which are light coupled with lattice oscillations

or plasmon-polaritons (PlPs), and many more corresponding to several quasi-particles and their

coupled light mode. Regardless of the sort, polaritons exist mainly in two flavors with respect to

dispersion of light: evanescent or propagating. That is, either the polariton has a correct momen-

tum such that it can freely propagate in the bulk of the material, whether that be with photon-like

or phonon-like propagation. Evanescent polaritons are heavily spatially confined and thus can only

propagate at specified directions or momenta, and are exponentially decaying elsewhere. When

29



2.2. RADIATION 30

Figure 2.9: Schematic dispersion space of phonon polaritons in SiC [64]: There is an
anti-crossing condition associated with the free space light line (ω = ck) and the transverse optical
phonon (ωTO = 794 cm−1) which gives rise to two branches of phonon polaritons, Bulk, and surface
modes. The plot on the right is the corresponding real and imaginary components of the dielectric
function (ε′) for SiC, highlighting the significant features that give rise to polariton modes

discussing the surface confined modes, I will use the prefix S- for specificity. There also exists

polaritonic modes that can both propagate volumetrically but have similar spacial confinement

to the surface modes called hyperbolic H-; these hyperbolic modes are evanescently confined to

specific momenta such that an iso-frequency surface of a hyperbolic mode resembles a hyperbola

when plotted with respect kx and ky . With the definitions aside, we can examine the impact of

these modes at large, and specifically through a thermal transport lens.

2.2.2 The Near-Field

In the entirety of this section, we have been implicitly assuming that the emitted energy can prop-

agate in the surrounding medium, which is not a complete description of radiation. For example,

we would not expect that a black body system embedded in a material of perfect reflectance to

ever lose any energy. We have then stumbled upon the idea that there can be modes of light

that should contribute to thermal emission but do not because they are disallowed by an interface

on the basis of dielectric mismatch or reflection. The converse of this argument can also be ex-
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tended to a material/vacuum interface. There exists some modes of radiant heat that are hindered

at the material-vacuum interface which remain within the medium referred to as “frustrated” In

general, these disallowed modes are classified as “evanescent” as they exponentially decay away

from the interface shown in Fig. 2.10. They extend a distance away from the surface proportional

to wavelength, within this distance, neighboring bodies can absorb these high wave-vectors. For

this reason, the idea of a classical “black body” breaks down, and the available radiation does not

follow the expected spectral distribution. This region is referred to as the near-field. This is best

illustrated by the plots of Fig. 2.10 where we see that the spectral energy density radiating from

a SiC surface can be dramatically enhanced as the distance to the surface, d, reduces to the near

field.

Figure 2.10: Graphic showing the different mechanisms of thermal radiation. Evanescent
modes will only extend exponentially into the near field but, they do not have correct momentum
to propagate into the far field. The three plots from top to bottom represent the emitted spectral
distribution observed at a distance d above the surface of SiC [65]. The far field (d = 100µm) is
limited to an emissivity of 1 and the flux is similarly limited, however as you move to the near field
the spectrum of emitted radiation becomes both spectrally local and, as it has no upper-bound on
intensity, going well beyond the black body limit.

There has been considerable work to decipher and model radiation in the near field [65, 66].

We begin by obtaining the oscillating electric and magnetic fields using dyadic Green’s functions

GH , and GE with a thermally stochastic current field at a given position r JT (r′, ω) [67]:
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E(r, ω) = iωµ0

∫
V
GE(r, r′, ω) · JT (r′, ω)dV (2.49a)

H(r, ω) =

∫
V
GH(r, r′, ω) · JT (r′, ω)dV (2.49b)

where V is the volume of the sample, and the current fluctuations are given by the fluctuation

dissipation theorem [66, 68].

〈
JT (r′, ω)⊗ JT∗(r′′, ω)

〉
=

4

π
ωε0Im[ε(ω)]Θ(ω, T )δ(r′ − r′′)δ(ω − ω′) (2.50)

Where, the delta functions account for the locality of the dielectric constant, and Θ(ω, T ) is the

mean energy of an electromagnetic state [65],

Θ(ω, T ) =
ℏω

e
ℏω
kbT − 1

(2.51)

The energy flux thermally emitted in the near field is then given by the time averaged Poynting

vector S,

〈
S(r, ω)

〉
=

1

2
Re

[〈
E(r, ω)×H∗(r, ω)

〉]
= qprop(ω) + qevan(ω) (2.52)

where ∗ refers to the Hermitian conjugate. qprop(ω) and qevan(ω) represent the propagating and

evanescent contributions of the flux given by,

qprop(ω) =
Θ(ω, T )

π2

∑
q=s,p

∫ k0

0
k

[
(1− |rqE |2)(1− |rqR|2)
|1− rqEr

q
Re

2ikz,0d|2

]
dk (2.53)

and,

qevan(ω) =
Θ(ω, T )

π2

∑
q=s,p

∫ ∞

k0

ke−2ikz,0d

[
Im(rqE)Im(rqR)

|1− rqEr
q
Re

2ikz,0d|2

]
dk (2.54)

where rE,R are the Fresnel coefficients between the vacuum and the emitter, receiver respectively.

kz,0 is the z component of the vacuum wavevector, k0, and q refers to the polarization of light [68].

For the propagating case, this solution reduces to the flux predicted by Planck’s law, where emis-

sivity is equal to 1-R. The evanescent case we see two features to note: one this flux is exponentially
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decreasing as we separate the emitter and receiver implying the intensity we can expect in contact

to greatly exceed the classical black body, and secondly the flux depends primarily on the imaginary

component of the dielectric function. This dependence on the dielectric function is precisely the

root of the intense radiation in the near field shown in Fig. 2.10 around the TO mode of SiC. [64]

2.3 Transport across interfaces

From the above discussion on intrinsic thermal transport, we can see that as critical dimensions

of electronic devices reduce, the most significant contribution to scattering and, therefore, thermal

resistance is the interface by limiting the mean free path of thermal carriers. There is also a

competing effect to this, which is defined by the ability of an interface itself to transfer energy.

This interfacial conductance, h, was first defined by Kapitza, when interrogating the temperature

difference between liquid helium and the walls of a pipe:

h =
Q

∆T
(2.55)

Where, Q is the heat flux applied to the interface and ∆T is the change in temperature across

the interface. There are many models that compute the thermal transport across interfaces, they

vary based on the character of the scattering event experienced by the thermal carrier at the

interface. [69]. The standard assumption is that carriers scatter elastically, with the interface, as

an example, for phonons this implies that a phonon of frequency ω1 will emit a phonon of ω1 across

the interface. This equal energy exchange will be assumed for this section but, it has been shown

to lack nuance when considering real-world systems due to the emergence of interfacial modes [70],

or large subsystem nonequilibrium [71]. As the focus of this dissertation is the interfacial transport

at the interfaces of the electron dominant metals and phonon dominated dielectrics, I provide two

models to describe energy transfer at the interface between the phonons within the metal and

phonons of a substrate, and electrons of a metal to phonons of a dielectric substrate.

To formulate the heat flux Q in Eq. 2.55 in the case of phonon transport, we can use the equation

of phonon radiative transfer (EPRT) [10]:
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q =
∑
j

∫
Ω=4π

∫ ωmax,j

0
cos(θi)Ij(z, t, ω, v,Ω)dωdΩ = hbd∆T (2.56)

where θi is the angle of incidence for the phonon relative to the interface normal, Ω is the solid

angle relative to the same normal. The differential solid angle is simply dΩ = dφ sin(θi)dθ under

spherical coordinates. I is the directional spectral intensity of phonons per unit area, and as with

the phonon formalism above, each phonon branch, j, is calculated and summed separately. I can

be calculated as,

Ij =
1

4π
vjfBEℏωDj (2.57)

the factor of (4π)−1 accounts for the intensity per solid angle,Ω. Which finally gives a general form

of the heat flux at the interface under the EPRT,

hi→3−i
bd =

1

2

∑
j

vi,j

∫ π
2

0

∫ ωmax
i,j

0
ℏωDi,jζ

i→3−i
j (ω)

∂

∂T ∗ [fj ] cos(θi) sin(θi)dωdθ (2.58)

where i here refers to the phonons in the medium before the interface and 3−i refers to the medium

beyond the interface. T ∗, is an effective temperature if the distribution of f is not sufficiently

thermalized. ζi→3−i
j (ω) refers to the transmission probability of a flux of mode j from side i to

side 3− i. We will use this form in our further derivations for interfacial thermal transport in this

section.

In the special case of phonons of a metal which impinge on an interface with a dielectric,

we cannot expect the low frequency thermal modes in the metal to spectrally match the higher

frequency modes in the dielectric. Therefore, to estimate the phonon-phonon interface conductance,

we must understand the vibrational mismatch at the interface, to account for this, Swartz and Pohl

used the EPRT to develop the diffuse mismatch model (DMM) at a realistic interface. [69].

Applying DMM, we assume the phonons to “forget” their incident polarization at the interface,

i.e., diffuse scattering. For an isotropic Debye solid, the most simplified form of DMM is,

hDMM
bd =

1

8π2

∑
j

1

v2i,j

∫ ωi
max,j

0
ζi→3−i(ω)

∂

∂T

[
ℏω3

e
ℏω
kbT − 1

]
(2.59)
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Everything else is known in this formulation except for the transmission coefficient, ζi→3−i, which

is the heart of the calculation. According to the principle of detailed balance [72] and elastic

scattering, the phonon flux with energy ℏω originating on side i must be equal to the flux on the

3-i side. Thus,

∑
j

1

v2i,j
fBE ω2ζi→3−i

j =
∑
j

1

v2i−3,j

fBE ω2ζ3−i→i
j (2.60)

as described above, by the definition of diffuse scattering ζi→3−i = 1 − ζ3−i→i. We can therefore

re-arrange Eq. 2.60 to solve for the transmission coefficient:

ζi→3−i =

∑
j

1
v2i−3,j

fBE ω2∑
j

1
v2i,j
fBE ω2 +

∑
j

1
v2i−3,j

fBE ω2
(2.61)

This can be simplified further by noticing that for elastic scattering, no phonons at frequencies

above the lowest ωmax, between side i and 3-i can participate in energy transport, and therefore,

ζi→3−i =

∑
j

1
v2i−3,j∑

j
1

v2i,j
+
∑

j
1

v2i−3,j

(2.62)

with the simplifying assumptions made, we have a frequency independent expression for the trans-

mission coefficient.

The form presented here can even be further extended to an upper limit, where the transmission

coefficient for all modes is set to 1, Swartz and Pohl call this upper bound to interfacial transport,

the phonon radiation limit, a model of the total phonon flux that can possibly be “pushed” through

an interface.

hPRL
bd =

1

8π2

∑
j

1

v2i−3,j

∫ ωmax
i,j

0

∂

∂T

[
ℏω3

e
ℏω
kbT − 1

]
(2.63)

When in equilibrium conditions, conduction across the interface is dominated by the scattering

and transmission of phonons across an interface. However, under the conditions present within

microelectronics, and laser irradiation, the electronic subsystem can be skewed and thrown into

nonequilibrium with respect to the lattice, in this state the Fermi surface, widens massively, see

Fig. 2.7. This results in many more electronic states available to scatter into for both the electrons
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and phonons, thereby increasing the transmission of energy across the interface. To simulate the

effect of this we can make a similar approximation to the EPRT but instead of the phonon modes

incident to the interface we consider the electronic carriers incident to the interface. We then

approach Eq. 2.58 under the assumption that the i modes follow the electronic thermal statistics.

In turn, the electron-substrate boundary conductance hes becomes [73],

he→p
es =

1

4

∫
ϵ
vF (ϵ− ϵF )Deζ

e→p(ϵ)
∂

∂T ∗ [fe] dϵ (2.64)

where ζe→p(ϵ) is the transmission coefficient between the electronic energy in the metal to the

phononic structure within the dielectric, and ϵF , and vF are the Fermi velocity and Fermi energy

respectively. Conveniently, this process is similar to the mechanism of electron-phonon equilibration

described briefly above, in which a hot electron may relax within a single media via the emission

of a phonon. During this process, the transition probability can be estimated from as a three-level

system, E1 = ϵF −ℏω, E2 = ϵF , and E3 = ϵF +ℏω, and thus, ζe→p(ϵ) = JϵF+ℏω→ϵF +JϵF−ℏω→ϵF +

JϵF→ϵF+ℏω + JϵF−ϵF→ℏω. Due to the scale of the energies between the electrons and phonons, the

phonons above and below the electronic transition ±ℏω, are extremely close to the Fermi energy.

By Pauli exclusion we know that these transitions must occur extremely close to the Fermi surface,

therefore using the thermal statistics developed above, the transition probability of emitting or

absorbing a phonon in this system JϵF±ϵF→ℏω is,

JA = JϵF+ϵF→ℏω = fFD(ϵF + ℏω)[1− f(ϵF )]PE (2.65a)

JE = JϵF−ϵF→ℏω = fFD(ϵF − ℏω)[1− f(ϵF )]PA (2.65b)

Where, in a homogeneous medium, the probabilities of the absorption and emission of a phonon

PA, and PE are given by [74],
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PA(ω, T
∗
e , T0) =

fBD(ℏω, T0)(kT + 2kL)

fFD(ϵ− ℏω)vF
[
kL
vL

+ 2kT
vT

]
fBD(ℏω, T0)(kL + 2kT )

(2.66a)

PE(ω, T
∗
e , T0) =

(fBD(ℏω, T0) + 1)(kT + 2kL)

fFD(ϵ− ℏω)vF
[
kL
vL

+ 2kT
vT

]
(fBD(ℏω, T0) + 1)(kL + 2kT )

(2.66b)

where T0 is the lattice temperature, kT , and kL are the wavevectors of the transverse and the two

degenerate longitudinal phonons respectively.

Figure 2.11: The temperature dependence of Thermal boundary conductance models:
(a) Thermal boundary conductance across the Aluminum sapphire interface, with calculations of
the DMM and PRL models. Data was acquired from [75], and [76]. The two models dramatically
overpredict the transport across the interface, which Hopkins attributes to the influence of inelastic
processes. (b) A supplemental model describing the role of nonequilibrium electrons at the interface
of Gold and Si(blue), Ge(red), and Diamond(Black) [73]. As this model leverages the Debye model
for the phononic structure it has limits in its application to real interfaces, but based on the
calculations described there is plenty of flux in a non equilibrium electron distribution to influence
interfacial transport.

Figure 2.11, provides exemplar calculations for each of the models presented in this section.

Specifically, the predictions of the PRL and DMM fail to fit the trends across temperature, which

necessitates further theoretical understanding of interfacial transport phenomena. The hes predic-

tions highlight the magnitude of flux available during phonon-electron nonequilibrium, and how

those large fluxes might translate to strong coupling across the interface. It should be noted

that more sophisticated models exist for computing the transfer probabilities in the above mod-

els, namely the Boltzmann transport [56, 77] and nonequilibrium greens functions [78], but a full
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description of those models is outside the scope of this thesis. These large fluxes do not necessar-

ily have to sink directly in to conductive pathways, instead intensely hot carriers also radiate via

radiative processes.
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Chapter 3

Metrology

3.1 Transient Thermoreflectance

After the invention of the laser, its uses in emergent measurement techniques have been widespread.

With the ability to probe intimate material properties such as the interaction of electrons and

vibrations, the overall structure of electronic bands, and thermal transport at the nanoscale, opti-

cal techniques have opened the door for novel investigations of previously only theoretical works.

Cleverly, with the principles set forth by Scouler [79], Paddock and Eesley [80] used the changes in

reflectivity of a thin metal film as a thermometer to measure the transient temperature changes at

picosecond timescales. This transient thermoreflectance (TTR) method relied on the small thermal

perturbations induced by a laser heater as a controlled input flux and a time delayed probe laser to

interrogate the temperature induced reflectance changes as a thermometer. Although the relative

thermoreflectivity
(
∂R
∂T

)
of different material systems can vary wildly as long as the thermal event

is kept small, the relationship is assumed to be linear as below,

∆R

R
=

(
1

R

∂R

∂T

)
∆T = CTR∆T (3.1)

where R is the reflectivity of the surface of the material in vacuum at the baseline temperature,

and CTR is the coefficient of thermoreflectance.

TTR is the foundational method on which all pump probe thermometry techniques are based.

It relies on the absorption of optical energy into the material by a “pump” laser beam, creating

a temperature rise. Then, the reflectivity of the surface is measured with a “probe” beam during

thermalization. With a fast enough sampling rate of the reflectivity, one can determine the surface

temperature as it conductively cools to the larger cooler thermal bath of the substrate, thus de-

termining the thermal properties governing this cooling mechanism. This process takes an amount
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Figure 3.1: Outline for thermoreflectance based pump probe measurements: (a) A dia-
gram of the table optics required for data collection; (b) a sample ultrafast thermoreflectance curve,
with each non-equilibrium regime highlighted; (c) an example view of the relationship between the
incident pump events and the detected reflectance signal. The magnitude R refers to the amplitude
of the received waveform and the phase ϕ describes the physical lag between the input heat and
the reaction of the physical system.

of time on the order of the conductive characteristic time described in the previous chapter. More

critically for the present work, with even faster sampling rates one can determine non-thermal

relaxation events such as those within the electronic or phononic subsystems. A generic diagram

of laser-based transient thermoreflectance techniques is provided in Fig. 3.1 a. The characteris-

tic timescales referenced here are laid out in Fig. 3.1 c, outlining the dominant non-equilibrium

processes at each timescale.

The reflected signal is then compared to the incident beam to record the change in intensity

and phase relative to the incident beam. This differential signal is then filtered for any oscillations

at the pump modulation frequency, retrieving the phase, ϕ, the magnitude, R, of the reflected (see

Fig. 3.1 b). Each of these signals can be selected for different thermometry techniques in order to

extract the thermal properties of the system. Steady-state thermoreflectance (SSTR), uses only

the magnitude at low modulation frequencies (where the phase difference is negligible) to compare
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the maximum temperature rise at different absorbed powers. Frequency domain thermoreflectance

(FDTR) sweeps across the modulation frequency, measuring the phase change of the reflected signal.

Finally, time-domain thermoreflectance (TDTR) uses the curvature of the tangent of phase in time

to predict the thermal gradients within the sample. As the main thrusts of this work are the use

of a transient thermoreflectance method to observe mechanisms of heat transfer, rather than the

direct determination of thermal properties in nanoscale systems, a full description of the auxiliary

thermoreflectance methods used in my study have been omitted. The works of Cahill, Braun, and

Schmidt can be referenced for more detailed and thorough design of FDTR [81], SSTR [82], and

TDTR [83].

3.1.1 Spectrally tuned transient thermoreflectance

To study the ultrafast heat transfer processes of the optical phonons, we utilize an ultrafast pump-

probe system with tunable probe wavelengths. Our experiment is built around a regenerative

amplified laser system (Spectra Physics Spirit) emanating ∼400 fs, 1040 nm pulses at a repetition

rate of 500 kHz. The output of this laser is directed into two paths, the “pump” and “probe”. The

pump path is frequency doubled to 520 nm then passed down a mechanical translation stage, which

changes the path length relative to the probe pulse; in our configuration, we advance the delay line

of the pump with respect to the probe to generate our transient reflectivity data. The pump beam

is then chopped at a rate of 451 Hz and focused onto the surface of the sample of interest. The

probe pulse gets passed through a mid-Infrared (MIR) optical parametric amplifier (OPA) which

then outputs a range of wavelengths from 2 to 16 microns. The OPA splits the input beam into

two paths. The first is used as a high-energy “Pump” (520 nm, the second harmonic, SH, of the

seed), which is primarily used for power amplification of the input via a nonlinear crystal. After

this amplification step, the result is referred to as the “Signal” beam (680-840 nm) and is used

in mixing to generate the desired output. The second internal path is sent though a white light

generation (600-1100 nm, WLG) crystal and is subsequently used for the process of amplification.

Each amplification step results in additional photons which constitute the “Idler” beam (1350-2060

nm). These three beams have a simple relationship (below) between their wavelengths given by
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the conservation of energy.

1

λIdler
=

1

λPump
− 1

λSignal
(3.2)

A similar process of amplification is repeated using the Signal (680-850 nm) from the first ampli-

fication step, and the SH Pump are combined in a nonlinear crystal amplifying the Signal. This

amplified Signal from the second amplification step and the fundamental seed (1040 nm residual

after the SH generation) is combined one final time, resulting in the tunable Signal (1350-2060

nm) and Idler (2060-4500 nm) beams used as outputs. This tunability is derived from the spectral

overlap of the pump and WLG pulses in the first amplification step. The two beams resultant

from the final amplification step can finally be combined into a difference frequency generation

(DFG) crystal for tunable output from 4-16 µm. In this work, we spectrally filter the Idler and

Signal out of the path using a Germanium window and use wavelength from the DFG beam as

the probe, allowing us to access probe wavelengths at 15 nm increments through a broad MIR

spectrum based on the application. This probe is then focused onto the sample surface, centered

around the pump. The relative positions and spot-sizes for each beam are measured via scanning

slit broadband pyro-electric beam profiler, and are found to be 30± 5 µm2 for the pump beam at

520 nm, and 50± 7 µm2 for the probe beam at 5000 nm.

The sample is oriented on a sample holder such that the probe light incident on the surface is

p-polarized. P-polarized light was chosen somewhat arbitrarily due to physical limitations on the

measurement table. Transfer matrix method calculations (detailed below) were used to assure that

the signals would be polarization-independent for each sample tested. The reflected probe signal

is then measured by a HgCdTe photodetector sensitive to our frequency range (Vigo PC-4TE-14-

1x1). Then, to filter out some noise in the raw signal, a lock-in amplifier is used at the chopper

frequency of the pump modulation. The system used throughout this work then further filters the

reflected signal by the native repetition rate of the pulse train to amplify the small signals present

in the Infrared region even more. This data is then averaged for 1–3 seconds at each time delay to

reduce overall variance of the reported data. We monitor this transient thermoreflectivity scans at

different probe wavelengths, shown in the chapters??.
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Figure 3.2: Transient Infrared Thermoreflectance. A 400 fs 500 kHz pulsed Nd:YVO4 seed
laser is piped across an optical table and path length matched with an second harmonic generated
optical pump pulse.

3.2 Variable-Angle Spectroscopic Ellipsometry

The dielectric function of samples is often at the heart of any optical measurement technique, and

even simple metallic systems can vary dramatically from sample to sample [84, 85]. For this reason,

when a testing a novel material, we must measure the dielectric properties before investigating the

thermal transients within the system. To determine the dielectric character of a system, we use

variable-angle spectroscopic ellipsometry (VASE). The principle of the technique relies on light’s

interaction with a medium changing the polarization of the reflected beam, best summarized by

what is called the ellipsometry equation [86],
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rp
rs

= ρ = tan(Ψ)ei∆ (3.3)

where rp and rs are the Fresnel reflection coefficients for p and s polarized light respectively∗. ρ,

Ψ and ∆ are frequency dependent fitting terms used in the analysis of data. The measurement

is performed by linearly polarizing a broadband light source and reflecting this light off of an

unknown sample at a set angle. The reflected light is then analyzed across spectra to find its exact

polarization components determined. The resultant fitted terms can then be used to calculate the

exact complex dielectric function ε,

ε = ε′ + iε′′ = (n+ ik)2 = sin2(θi)

[
1 + tan2(θi)

(
1− ρ

1 + ρ

)2
]

(3.4)

where θi is the angle of the incident beam.

Figure 3.3: Variable-angle spectroscopic ellipsometry. A linearly polarized broadband light
source incident on a sample surface will be reflected as elliptically polarized.

A schematic of the VASE technique is provided in Fig. 3.3. The dielectric measurements detailed

in this thesis were performed primarily on the JA Woollam IR-VASE system. This system measures

in the spectral range of 2000 to 30000 nm. Some auxiliary measurements were made using the JA

Woollam M2000 VASE system in the range from 200 to 1700 nm. As the VASE technique measures

the ratio of the s− and p− polarized light for analysis, it is highly accurate, and can reproducibly

∗The polarization of light is often de-convolved into components that are in-plane, relative to the sample surface,
s, and out of plane to the sample surface, p [87].
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measure the optical constants or even the thickness of individual layers in a stack [88, 89].

3.3 Simulations and Analysis

3.3.1 Density Functional Theory

Determining the intrinsic scattering parameters of individual carriers of a system relies on the

assumptions made in the prediction of exact dispersions of thermal carriers and interactions between

thermal baths. To reduce the total assumptions in the simulations in this thesis, we determine

the electronic and phononic interactions with an ab initio approach to predict the ground state

configuration of the electronic structure. Every interaction between the electrons and the lattice is

governed by some Hamiltonian, (H). Under the assumption that the electrons and lattice behave

based on coulombic interactions, Born and Oppenheimer [90] separated the degrees of freedom

between the electrons and the nuclei. Furthermore, by this approximation, electronic motion is

governed by the time independent Schrödinger equation,

HeΨn = EnΨn (3.5)

where En and Ψn refer to the nth energy and wavefunction of the nth eigenstate of the electronic

Hamiltonian He, which depends on the exact repulsion and attraction kinetics between the electron

and a lattice site or nuclei .

Density functional theory (DFT) was first postulated by Hohenberg and Kohn’s seminal work [91],

where they posit that knowledge of the ground state electron density we can determine all elec-

tronic properties in both excited and ground states. By the Rayleigh-Ritz variational principle, the

universal energy functional takes the form,

E(n) =

∫
Ve(r)ρe(r) + F (ρe) (3.6)

where F is the functional of the electron density ρe, valid for any number of particles and any

potential. Minimizing this energy functional will reveal the ground state energy of the electronic

system and therefore, can predict the properties for a given potential. In modern approaches to

this minimization process, it is common to shift this complex form of the energy functional to the
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Kohn-Sham approach [92],

E(n) = 2

N/2∑
n=1

En + Ex(n)−
e2

2

∫ [
VSCF (r

′)n(r)− vx(r)n(r)
]
drdr′ (3.7)

where N is the total number of electrons in the system, VSCF refers to the self-consistent field,

and Ex and vx refer to the exchange correlation energy and potential, respectively. This equation

can be now solved in various self-consistent ways giving all electronic properties, that is assuming

one can find some exchange correlation energy Ex. Over 200 approximations have been attempted

to obtain Ex.
† These methods range from the simplest, the local density approximation [92], to

a more complex the Hartree-Fock method [93], or even Monte-Carlo numerical solutions. Once

an approximation is made, small perturbations can be made to the interatomic potentials and

electronic density, resulting in a perturbative theory which can result in a numerical solution to not

only the electronic structure and properties, but also output the phonon bands and interactions

as well [94]. An aggregation of these ab initio methods is provided in the open-source software

Quantum Espresso [50]. The dissertation work below uses this software, with a self-consistent field

approach under standard pseudo-potentials [95].

3.3.2 Two-Temperature Model

For TDTR, the two-temperature model (TTM) [96, 97] can separate the temporal dynamics of

two thermal baths. As another pulsed pump-probe technique, the IR-TTR system will utilize a

similar, but more general framework. There are three different temporal regimes that the IR-TTR

measurement is sensitive to: thermal excitation, ultra-fast coupling, and diffusive propagation. At

timescales before thermal equilibrium, we see at least two competing temperatures. The temper-

atures of the non-equilibrium bath and the diffusive bath. The dynamics of the non-equilibrium

bath can vary with sample, probe frequency, and nature of the thermal event. As an example, we

can devise a measurement of the thermal oxide on a Si wafer. Using a visible pump and an infrared

probe centered at the edge of the Reststrahlen band of SiO2 IR-TTR will be sensitive to three

subsystems. First, we would have ultrafast electronic heating of the electrons in Si proportional

†The exchange correlation energy is so confounding that even Richard Feynman referred to it as the stupidity
energy, as the accuracy of DFT models depends on the approximations used.
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to the pulse width of the pump. Then, as it has been shown that non-equilibrium electrons can

preferentially heat TO phonon modes [98–100], we must consider the coupling of heat across this

pathway first. Finally, the reflectivity will trend with the diffusive processes at play within the

SiO2. Even in this simple thought experiment, TTM is insufficient to describe the dynamics at

play.

To remedy this, we can use different models to describe thermal systems in non-equilibrium, such

as the Boltzmann transport equation (BTE) [101, 102] and non-thermal lattice model (NLM) [103].

As each has its merits, our hypotheses and intuition on the thermal dynamics of the system should

infer what model is used. In general, for unknown monolithic samples, BTE informed by prerequisite

density functional theory (DFT) [50] will require the least number of assumptions. This makes it

the most realistic simulation of thermal transfer. However, when in more complex systems such as

layered structures with physically predictable parameters, the simpler NLM or TTM can be used.

In the below work, we will primarily use the NLM for our analysis as it is the simplest model that

can still describe systems with a complex quasi-particle landscape. The NLM is at its foundation

a solution to the heat equation with multiple thermal baths. We begin with the heat equation as,

∂T

∂t
=

κ

Cv
∇2T (3.8)

NLM then makes the approximation that the temperature in the system is broken into Nµ + 1

different equations, where Nµ is the number of different phonon modes that are activated plus one

more associated with the individual modes’ coupling to the electronic subsystem (gµ),

Cµ
p

∂Tµ
p

∂t
= ∇ · (κµp∇Tµ

p ) + gµ(Te − Tµ
p ) +

∑
µ

Tµ′
p − Tµ

p

τµ′µ
(3.9)

Ce
∂Te
∂t

= ∇ · (κe∇Te) +
Nµ∑
µ

gµ(T
µ
p − Te) + S(x, t) (3.10)

where τµ′µ is the lifetime of the non-thermal phonon µ′ and the thermal phonon µ collision, and

Cµ
p , κ

µ
p , gµ and Ce, κe are the heat capacities, thermal conductivities and coupling parameters [103]

of the µth phonon band and electrons, respectively. These equations can be solved numerically

at each node of space and each time-step with the Crank-Nicolson finite difference method [104].

47



3.3. SIMULATIONS AND ANALYSIS 48

Finally, S(x, t) is a pulsed laser source term applied to the surfaces as a pump to the electrons, or

phonons depending on the pump frequency. The laser source term is defined as ,

S(x, t) =

√
4 ln(2)

π

(1−R)ϕ

δtp
× exp

{
−x
δ
− 4 ln(2)

[(
t

tp

)2
]}

(3.11)

tp, ϕ, R and δ are the pulse duration, applied laser fluence, reflectivity of the surface, and the

optical penetration depth respectively. NLM is general enough to be sufficient to calculate any

heat capacity, thermal conductivity and scattering rate from p to p’ or e to p. Thus, with clean

and artifact-free temporal information, we can extract the thermal collision rates and dominant

carriers in each layer. We can also simplify the above model to a simple TTM used in TTR

experiments by stetting Nµ = 1, essentially simplifying the phononic subsystem to a single bath of

carriers, appropriate for cases of thermalized phonons.

3.3.3 Scattering and Transfer Matrix Methods

When simulating the reflection and absorption of light for some bulk material, the classical Fresnel

coefficients [87] are ideal. However, for complex multilayer stacks maintaining the bookkeeping for

all polarizations and all frequencies at each interface can become nontrivial. To simplify this, A

matrix method is used where each layer and interface can be assembled into a large matrix to which

the incident wave can be applied and the reflected and absorbed electric field can be solved.

There are two main matrix methods which treat the interface between materials differently,

but foundationally they are solutions to the electric fields of Maxwell’s Equations. Therefore, each

method is merely a functional change in formalism, and solutions are equivalent. The scattering

matrix method (SMM) [105, 106], relates the incident fields to the outgoing electric fields at a given

interface. The transfer matrix method (TMM) [107, 108] instead relates the incident and outgoing

fields on one side of an interface to those across an interface. In the near field radiation formalism

given by Francoeur [66], he uses a scattering matrix approach to solve Maxwell’s Equations under

the fluctuation dissipation theorem. However, to solve for the final transfer coefficients between

radiating bodies, the TMM must be used.

As the methods are mathematically equivalent, for convenience I will briefly describe the for-

mulation of TMM. Fig. 3.4 depicts the system our simulation will be approximating, where the
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electric field |
−→
E | is to be computed at any position z within the stack, via the transfer matrix.

Figure 3.4: Transfer Matrix Method. The distribution of the electric field at any point within
a multilayer stack can be calculated by multiplication of each propagation matrix P and interface
matrix L.

The transfer matrix Γn is,

Γn = Ln+1

n∏
n=0

LnPn (3.12)

where L, and P are the interface and propagating matrices defined at each position below,

Pn(z) =



ei
ω
c
q1,nz 0 0 0

0 ei
ω
c
q2,nz 0 0

0 0 ei
ω
c
q3,nz 0

0 0 0 ei
ω
c
q4,nz


(3.13a)

Ln = A−1
n−1An (3.13b)

where qj,i is the j
th eigen mode for layer, i, which specify the polarization and propagation direction

for the electric field. The intermediate matrix, A, is,
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An =



γn,11 γn,21 γn,31 γn,41

γn,12 γn,22 γn,32 γn,42

1
µn

(qn,1γn,11 − ξγn,13)
1
µn

(qn,2γn,21 − ξγn,23)
1
µn

(qn,3γn,31 − ξγn,33)
1
µn

(qn,4γn,41 − ξγn,43)

1
µn
qn,1γn,12

1
µn
qn,2γn,22

1
µn
qn,3γn,32

1
µn
qn,4γn,42


(3.14)

where ξ, and qn,j are eigenmodes of the incident and intrinsic electric field, respectively solved

in Refs. [108] and [109]. γn,jk, and µn are both direct functions of the dielectric function of the

media at layer n and are also provided in Refs. [108], and [110]. We then obtain the reflection and

transmission coefficients for the entire structure [111],

rpp =
Γ∗
21Γ

∗
33−Γ∗

23Γ
∗
31

Γ∗
11Γ

∗
33−Γ∗

13Γ
∗
31

tpp =
Γ∗
33

Γ∗
11Γ

∗
33 − Γ∗

13Γ
∗
31

(3.15a)

rss =
Γ∗
11Γ

∗
43−Γ∗

41Γ
∗
13

Γ∗
11Γ

∗
33−Γ∗

13Γ
∗
31

tss =
−Γ∗

11

Γ∗
11Γ

∗
33 − Γ∗

13Γ
∗
31

(3.15b)

rsp =
Γ∗
41Γ

∗
33−Γ∗

43Γ
∗
31

Γ∗
11Γ

∗
33−Γ∗

13Γ
∗
31

tsp =
Γ∗
31

Γ∗
11Γ

∗
33 − Γ∗

13Γ
∗
31

(3.15c)

rps =
Γ∗
11Γ

∗
23−Γ∗

21Γ
∗
13

Γ∗
11Γ

∗
33−Γ∗

13Γ
∗
31

tps =
Γ∗
13

Γ∗
11Γ

∗
33 − Γ∗

13Γ
∗
31

(3.15d)

where r and t are the new Fresnel-like coefficients of a complex stack, and Γ∗
xy are the components

of the transfer matrix, Γ, transformed to comply with the formalism set out by Ref. [111].
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Chapter 4

Interfacial Heat Transport via

Evanescent Radiation by Hot Electrons

This section focuses on the development of current near field radiation theory to envelop the ra-

diation transported through metal-dielectric interfaces in the presence of nonequilibrium electrons.

The work presented in this section has been accepted in Physical Review Letters.

4.1 Background

The thermal boundary conductance (TBC) between two solids relates the heat flux, q, to the

temperature drop ∆T across the interface. Over the past few decades, theories that describe

the interactions among electrons and phonons at interfaces have elucidated various fundamental

carrier scattering and conversion processes that drive these interfacial thermal transport pathways

[69, 112–116].

One of the most fundamental and ubiquitous transfer mechanisms, thermal radiation, has been

neglected in this interfacial heat transfer discussion and concomitant thermal boundary conductance

theories. The relatively small fluxes inhibited by the blackbody limit seem negligible when compared

to traditionally studied conductive pathways driven by electrons and phonons. In recent years, there

has been a renewed interest in this field due to the verification of the prediction of super Planckian

enhancement due to the contribution of evanescent modes [117–119]. This is of special importance in

the ‘near-field’ regime, when the separation distances are smaller than the thermal wavelength [120].

The contribution of evanescent radiative modes can be the dominant thermal transport mechanism

within these distances [121]. With the ability of evanescent radiative heat transfer (RHT) to exceed

the blackbody limit, many experiments have been performed for a range of different geometries,

materials, and gaps ranging from micrometers down to nanometers [122, 123]. Due to this new
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capability, there is growing interest in the effect that evanescent RHT can have on various thermal

technologies such as thermophotovoltaics (TPVs) [124], heat-assisted magnetic recording (HAMR)

devices [125, 126], scanning thermal microscopy [127, 128], and coherent thermal sources [32, 129,

130]. Hence, we must envelop our standard thermal theory of interfacial transport [69] to leverage

evanescent RHT in the solid state.

The largest RHT enhancements in natural materials have been reported in polar dielectrics,

such as SiC, SiO2, and hBN, where phonon polariton (PhPs) dominate the evanescent modes [131,

132] in the near field as predicted via Rytov’s formalism of fluctuational electrodynamics [67, 133].

This theory predicts thermal radiation mediated by all propagative, frustrated and surface modes

at an arbitrary distance from an emitting body. The frustrated and surface modes are not allowed

to propagate outside the emitting body (i.e., they are evanescent), as the parallel component of

the wavevector (kρ) for these modes is greater than the free-space wavevector (k0). However, when

another medium is brought close to this body, the evanescent modes can be coupled to the receiving

system, and the heat is transported radiatively. The interfaces adjacent to polar dielectric systems

are also the source of major thermal boundary resistances due to the large phononic mismatches

that occur at metal/dielectric interfaces in devices [113, 116], thus heavily reducing the possible

thermal management at these scales. To compound this, the electrons of metal interconnects are

often an order of magnitude hotter than the phonon subsystem during operation [134]. Capitalizing

on evanescent RHT, the thermal boundary conductance across metal/dielectric interfaces can be

tuned by using the electron-phonon non-equilibrium.

4.2 Simulation details

In this Letter, we model the transduction of thermal radiation from a metallic emitter into an in-

sulating dielectric substrate, specifically under the case of strong electron-phonon non-equilibrium.

By leveraging the formalism of fluctuational electrodynamics (FED) as well as the classic Drude-

Sommerfeld theory of free electrons [60], we also examine the effect of electron temperature in

the metallic thin film on interfacial radiative conductance, hrad, in the presence of polaritonic and

hyperbolic insulators. By doing so, we demonstrate that there can be more than two-fold increases

in overall thermal interfacial transport at high electron temperatures due to the contribution of
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Figure 4.1: (a) Diagram of interfacial transport phenomena. The schematic depicts energy transfer
processes between electrons (e), phonons (p), and boundary (b) immediately after an ultrashort
laser pulse is absorbed. The evanescent and propagating radiation due to ballistic hot electrons
is absorbed into the substrate based on the dielectric properties beneath the interface. (b) The
spectral energy density due to radiation of propagating and evanescent modes from a gold film at
a distance d (shown in the color bar) away from the surface calculated using FED. The solid black
line shows the far-field blackbody limit.

evanescent radiative heat flux at metal-insulator interfaces.

The configuration studied here is schematically depicted in Fig. 4.1a, where non-equilibrium

is illustrated as the separation in thermal energy immediately after excitation from short pulsed

laser absorption. Another example of this non-equilibrium occurs in the gate of high-frequency

electronic devices [130, 135, 136]. These events can cause the electronic bath at temperatures

of thousands of Kelvin while maintaining a cold lattice. This non-equilibrium manifests as the

opening up of the Fermi surfaces, resulting in an increase in the population and the scattering rates

of conducting electrons [137–140]. These increases open up possible radiative photonic states in

both the propagating and evanescent regions of the photonic dispersion. The proposed mechanism

of RHT across interfaces is fueled by the absorption in insulating dielectrics. These dielectric

materials with high indices can courie the evanescent modes from the metal into high-wavevector

photonic states, enhancing thermal transport.

All the processes of the thermal transfer across the interface are depicted in Fig. 4.1a, where

‘e’ and ‘p’ refer to the electronic and phononic subsystems, respectively. Each material has its

electron-phonon coupling rate, Gep [96], at which electronic energy is converted to phonon energy.

The conductance across the interface includes the phonon contribution to the boundary resistance

(hpb) [69] and the contribution associated with electron collisions at the interface producing phonons
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in the insulator (heb) [73]. Finally, there exists a conductance associated with the mechanism

proposed by this work, where the thermal radiation emitted by the electrons may be absorbed

into the phonons or electrons in the substrate (hrad). To represent the scale of available energy

contained in thermally excited evanescent modes of a metallic emitter, we calculate the energy

density at a distance d away from a gold layer with bulk properties (Fig. 4.1b) using FED [65, 67,

118]. As d decreases, the emitted flux increases due to the evanescent contribution, such that it

exceeds the blackbody limit by several orders of magnitude.

The formalism for thermal emission by a system with non-equilibrium carriers was provided

by Greffet et al. [141] asserting that the subsystem temperature of a carrier in non-equilibrium

should be used along with its contribution to the dielectric function. Thus, the emission of the

metallic layer is dominated by the free-electron contribution during non-equilibrium and before

electron-phonon thermalization (i.e., at timescales less than ∼ 10 ps after an electronic excitation).

At this short time scale, there is an opportunity to sink this heat before the bulk system reaches a

high-entropy equilibrium dominated by diffusive processes. The dielectric behavior of free electrons

is described by the Drude model as

εm(ω) = 1−
ω2
p

ω2 + iωΓtot
(4.1)

where ωp is the plasma frequency and Γtot is the total electronic scattering term. As the Drude

model predicts a broadband dielectric function across the infrared region of the spectrum (where

most of the RHT occurs), the spectral energy density due to thermal emission by the metallic layer

also exhibits a broadband behavior, as shown in Fig. 4.1b for gold as an example.

When considering a non-equilibrium system with elevated electron temperatures, we need to

investigate the scope of the Drude oscillator parameters (i.e., ωp and Γtot) which varies noticeably

with electron temperature. The strength of the Drude oscillator is given by the plasma frequency

defined as

ωp(Te) =

√
ne(Te)e2

4πm∗(Te)ϵ0
(4.2)

where e and ϵ0 are the elementary charge and free-space permittivity, respectively. The parameters

which depend on the electron temperature, Te, are the effective mass (m∗) and the number density
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Figure 4.2: (a)-(c) Electron-electron, electron-phonon, electron-boundary, and total scattering rates
in a film of gold, copper, and tungsten, respectively. The thickness of the film is set to 10 nm. (d)
Electron temperature trend of the plasma frequency for each metal film.

of electrons (ne) given by integrating the occupied density of electronic states over all energies. The

temperature dependencies of m∗ and ne can be computed from the total electron density of states

(eDOS) and the chemical potential, µ, detailed in the Supplemental Materials.

There is also a sizable increase in the total electronic scattering rate, Γtot, at high temperatures

due to the increase in average collisions experienced by electrons at the broadened Fermi surface.

The classic Drude model assumes independent electrons, but at the nanoscale, elastic collisions

between electrons and boundaries become significant. To account for this effect, we extend the

Drude model using Matthiessen’s rule [142], providing a more accurate total relaxation time, Γtot,

as

Γtot = Γee + Γep + Γeb (4.3)
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where Γee, Γep, and Γeb are the electron-electron, electron-phonon, and electron-boundary scattering

rates, respectively. Each of these rates can be calculated from first principles under the theories

of Fermi liquid theory (FLT) [57, 143], electronic Cerenkov radiation of sound waves [58], and

inelastic electron scattering from a vibrating boundary [71], with the inputs taken from refs. [50,

137] (see Supplemental Materials for details). Throughout the simulations performed in this work,

we consider a metal film thickness of 10 nm with a ‘cold’ lattice, i.e., Tp = 300 K. This assumption

represents the initial transient phase of strong electron-phonon non-equilibrium following an intense

electronic excitation. During this scenario, Te can reach thousands of Kelvin while Tp remains nearly

constant on the timescale of picoseconds due to the relatively slow electron-phonon energy exchange.

This isolates the impact of hot electrons on radiative heat flux in non-equilibrium conditions, such

as after ultrafast laser excitation [144] or during high-power electronic device operation [134, 145].

The temperature dependence of these scattering rates along with the total scattering rate in

three representative metals (i.e., Au, Cu, and W) are shown in Fig. 4.2a-c. At the low-temperature

limit of Te ∼ 300 K, the dominant mechanism is electron-phonon scattering as the system is close to

equilibrium and the phonons scatter more readily since they have higher heat capacity than the free

electrons. At electron temperatures higher than 2500 K, this trend inverts and the self-interaction

of the electronic sea, i.e., the electron-electron scattering, dominates over the electron-phonon

counterpart. While all three metal films show somewhat similar electron-electron scattering rates,

the gold film exhibits a higher electron-phonon scattering rate than copper and tungsten. Although

gold has the lowest electron-phonon coupling among these three metals [137], the electron-phonon

scattering rate is the highest since gold has the lowest sound speed (see Supplemental Materials).

Additionally, the lower sound speed in gold causes electron-boundary scattering to be the dominant

contributing mechanism to the total scattering.

Fig. 4.2d shows the trends in the plasma frequencies, where Au and Cu exhibit a characteristic

downturn, in contrast to the relatively stable trend in tungsten. Gold and copper are both noble

metals that conduct via their outer s-band at lower temperatures. The general trend for these noble

metals is a trend upward in number density at moderate electron temperatures (Te < 2000 K) due

to Fermi smearing into the d-bands, resulting in a increase in ωp. However, at higher temperatures,

the tail of Fermi smearing starts to gain access to the heavy d-bands. Hence, while the number

density keeps increasing, the competing effect of the effective mass of the d-band electrons dominates
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the trend at Te > 2000 K and thus, decreases ωp . Tungsten, a non-noble transition metal, has

a much smoother trend with electron temperature due to the d-bands participating in conduction

throughout the temperature ranges simulated.

Figure 4.3: (a) FED predictions of radiative TBC at varying electron temperatures. The highest
hrad can be expected from the absorption into high-wavevector phonon polaritons in hBN and
SiC. The lack of polaritonically active optical modes in the Si results in small values of hrad
during non-equilibrium. (b) Comparison of non-equilibrium hrad calculated in this work (red stars)
with measured TBC values at non-equilibrium (green diamond [146]) as well as room-temperature
phonon-phonon TBCs (blue squares [113]). The values of TBC are plotted against the ratio of
the film and substrate Debye temperatures, which gives a first approximation to the effective
acoustic impedance matching used to estimate the efficiency of interfacial phonon transport. (c)-(e)
Representative dispersion of evanescent radiative spectral heat flux per unit wavevector transferred
from the metal to the substrate in the cases of 10-nm Au film with Te = 5000 K on Si, 3C-SiC, and
hBN, respectively.

With the Drude parameters calculated at high electron temperatures, we can utilize FED to

determine the radiative heat flux associated with propagating and evanescent modes across the

interface between the metallic thin film and an insulator substrate [66, 147] , as described in

Appendix C. This flux is then used to calculate the thermal boundary conductance with ∆T =

Te − Tp. We considered three semi-infinite substrates (i.e., Si, 3C-SiC, and hBN) with different
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dielectric behaviors in the infrared region. While Si does not support any optical features that would

significantly enhance the radiative heat flux, 3C-SiC and hBN can support evanescent polaritonic

modes [148] that cause a resonant increase in the heat flux. 3C-SiC is an isotropic polar wide-

bandgap semiconductor with a large transverse optical (TO) absorption peak in the infrared region

and supports phonon polaritons [65, 149, 150]. Also, hBN is an anisotropic uniaxial medium

with different in-plane and cross-plane dielectric functions. hBN possesses two hyperbolic spectral

regions, in which the in-plane and cross-plane dielectric functions have opposite signs and hyperbolic

phonon polaritons can be excited resulting in a broadband enhancement of radiative heat flux [151].

The dielectric functions of these substrate materials are found using available literature parameters

[64, 148].

4.3 Near Field Radiative Calculation

Fig. 4.3a shows the calculated results for evanescent radiative conductances, hrad, for all nine

interfaces. We observe a two-order-of-magnitude increase in the interfacial radiative conductance

at high electron temperatures when compared to near-equilibrium conditions (i.e., low Te). The

magnitude of these radiative conductances, however, is only significant for polar substrates with

strong dipole oscillators supporting strong resonant modes at high wavevectors. For polaritonically

active substrates, the value of hrad approaches the order of conductive transport (∼ 100′s MW m−2

K−1) [113] at electron temperatures above 3000 K. Fig. 4.3b presents a range of literature values for

total TBC measured during local thermodynamic equilibrium, i.e., Te = Tp = 300 K. Comparing

our calculated values at Te = 5000 K to the literature values, we see that hrad can be the dominant

mechanism under non-equilibrium. Au and W show the highest evanescent transfer to polaritonic

substrates, up to 333.7 MW m−2 K−1 at Te = 5000 K. In the case of tungsten, this is due to the

dramatically lower ωp of the metal (see Fig. 4.2d), resulting in a small negative dielectric function

allowing more modes through the metal-insulator interface. Gold compensates for a high ωp with

overall higher scattering rates which broaden the envelope of evanescent modes and results in a

comparable flux to that of W (see Section B of the Supplemental Materials for sensitivity of heat

flux to each Drude term).

We focus on electron temperatures up to 5000 K to model scenarios of strong electron-phonon
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non-equilibrium, where electrons transiently reach high temperatures before thermalization with

the lattice. The only measured value of radiative TBC in such non-equilibrium conditions is for

Au/hBN interface, reported by Hutchins et al. [146]. The ultrafast heat transfer measurement

described in Ref. [146], involving evanescent coupling between hot electrons in gold and hyperbolic

phonon polaritons in hBN, aligns with the theoretical predictions presented here. The reported

“polaritonic interface conductance” of 500 MW m−2 K−1 at high electron temperatures agrees

within uncertainty with our calculated hrad.

To elucidate the effect of substrate on the radiative flux, we show the spectral heat flux per

unit kρ emitted by the gold film with Te = 5000 K into the three substrates in Figs. 4.3c-e. The

absorption from the Drude oscillator in Si results in a weak broadband heat flux. In the case of

3C-SiC (Fig. 4.3d), the radiative heat flux is dominated by the excitation of bulk phonon polaritons

at lower wavevectors and the TO absorption at high wavevectors. The latter occurs at a narrow

spectral region, resulting in a quasi-monochromatic heat flux between the metallic layer and the

substrate. The transfer of flux across the interface is dictated by the allowed electromagnetic

modes at each side of the interface; thus, the strongest optical phonons and/or polaritons result in

the most radiative flow. The metal-substrate paring that resulted in the highest hrad was that of

W on hBN due to the intense absorption into the high-wavevector hyperbolic phonon polaritons

excited within two hyperbolic regions of hBN, as illustrated in Fig. 4.3e. These hyperbolic modes

result in a directional volumetric sinking of heat from the emitting metal layer. Such enhancement

of radiative interfacial heat transport under strong electron-phonon non-equilibrium has potential

applications in hot electron transistors [152, 153], thermal switching [154, 155], thermophotovoltaics

[29, 124, 156], and nanophotonic devices [125, 126, 157]. This work provides a foundation for

designing advanced materials and devices that leverage these radiative mechanisms for efficient

energy transduction. The presented results in Fig. 4.3 show that while the photonic energy transfer

across solid-state dielectric interfaces is often overlooked when tuning the efficiency of thermal

transport, the evanescent flux emitted can become significant in cases of extreme non-equilibrium.

In summary, we investigated evanescent RHT under extreme non-equilibrium in various thin

film metals in contact with several dielectric absorbers. Using fluctuational electrodynamics, we

predicted interfacial radiative conductance for electron temperatures ranging from 300 to 5000 K.

We found that polaritonic substrate supporting surface or hyperbolic phonon polaritons in the
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infrared region could achieve radiative conductance comparable to its conductive counterpart. The

highest conductance was observed for a tungsten film on hBN at high electron temperature due to

hyperbolic phonon polaritons, surpassing 300 MW m−2 K−1 and rivaling typical phonon-phonon

interfacial conductances. The trends observed in radiative TBC suggest that electrons impinging on

an insulating interface can emit energy not only via e-p coupling but via the transduction of thermal

energy into polaritonic and photonic modes of the absorber, providing an additional pathway for

thermal transport and energy transduction at the nanoscale.
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Chapter 5

Infrared Phonon Thermoreflectance in

Polar Dielectrics

This section focuses on the development of current near field radiation theory to envelop the ra-

diation transported through metal-dielectric interfaces in the presence of non equilibrium electrons.

The work presented in this work is being prepared for submission.

5.1 Background

Modulation spectroscopy techniques, such as thermoreflectance, piezoreflectance, and electrore-

flectance [158], have been fundamental in probing the physics of material systems. In thermal

sciences, these methods are employed to measure periodic reflectivity perturbations induced by the

absorption of light, forming the foundation of optical pump-probe techniques such as time-domain

thermoreflectance (TDTR) [83], frequency-domain thermoreflectance (FDTR) [159] and, more re-

cently, steady-state thermoreflectance (SSTR) [82]. The non-contact and adaptable nature of these

techniques has enabled the study of thermal transport across a wide array of material systems,

ranging from meso- to nano-scales. These techniques and their derivatives have led to advances

in understanding electron-phonon coupling [160, 161], ballistic phonon transport [162], and the

thermal management of electronic devices [163]. Optical approaches are also well-suited for in-situ

growth characterization and device quality assurance [164, 165]. However, a fundamental aspect

of these techniques is the presence of a thin film at the top surface that absorbs optical energy

from the pump and serves as a thermometer to characterize the resulting temperature rise with the

probe. This “transducer” film is central to the design of thermoreflectance methods.

A thorough understanding of the physical and chemical properties of the transducer, including

thermal conductivity, thermal stability, specific heat, adhesion, and dielectric function, is essential
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for accurate measurements. Thereby, extensive research has been conducted on the optimal choice

of transducer [79, 166–168]. FDTR, TDTR, and SSTR techniques all utilize a metal transducer,

which serves two primary functions: efficiently converting an optical excitation into a broadband

thermal response and acting as a reflective surface with well-characterized thermoreflectance, en-

abling the assessment of thermal gradients. Metal transducers have become the standard for this

role due to their high thermoreflectance [169, 170] and strong absorption from inter-band transi-

tions in the visible range [170, 171], allowing for effective flux reception. The signal strength in

a thermoreflectance technique is therefore directly influenced by the pump beam’s absorption at

the inter-band transitions, which dictates the thermal amplitude of heating, as well as the magni-

tude of thermoreflectance, which determines sensitivity to any thermal variations. Since the most

commonly used transducers are thin metal films deposited after the growth procedure, thermore-

flectance techniques have primarily been limited to post-growth characterization.

Various qualitative assessments have been conducted on metallic transducers by measuring the

thermoreflectance coefficient, dR/dT . However, these studies have been limited in both the range

of materials examined [79, 172] and the spectral regimes explored [169]. In most applications, re-

stricting transducers to metals is intuitive, as pulsed laser systems typically operate in the visible

to near-infrared range, where metals exhibit strong electronic absorption and thermoreflectance.

Metals are also advantageous as transducers due to their small optical penetration depth at the

pump wavelength, ensuring the heat deposited by the beam is purely absorbed into the surface,

simplifying analysis. For decades, the prevalence of laser wavelengths in the visible range of spec-

tra [173, 174] reinforced the use of metal transducers. However, with advancements in optical

parametric amplification [175], the spectral range of optical pump-probe techniques has expanded,

necessitating a reassessment of optimal transducer materials [146, 176, 177].

While metallic transducers have played a critical role in thermoreflectance measurements, their

reliance on inter-band transitions for high thermoreflectance [170] inherently limits their applica-

tion to specific wavelength ranges. Expanding transducer options beyond metals could unlock new

capabilities in thermal metrology, particularly in the mid-infrared regime, where strong phonon res-

onances in dielectric materials can enhance sensitivity. Dielectrics offer additional flexibility, as their

transparency in certain spectral regions enables thermal event transduction at various depths within

a multilayer system. By shifting the focus from metallic absorption to optical phonon modes, new
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transducer materials can provide improved thermoreflectance performance while offering greater

versatility in probing buried interfaces and sub-surface thermal transport.

In this letter, we expand the range of viable transducers into the mid-infrared regime, specif-

ically by leveraging the optical modes present in dielectrics to achieve higher thermoreflectance

coefficients for stronger signals and enhanced absorption for more intense thermal events. Using

variable-angle spectroscopic ellipsometry, we measure ∆R/∆T for a series of dielectric materials

across the mid-infrared range. Our temperature-dependent ellipsometry results provide precise cal-

culations of dn/dT and dk/dT for these materials, allowing for a direct comparison of transducer

efficiency. To quantify the effectiveness of materials in pump-probe thermoreflectance measure-

ments, we introduce a transducer figure of merit (FOM) accounting for the absorption of pump

energy as well as the intensity of the probe thermoreflectance signal. Notably, we observe that the

thermoreflectance of dielectric materials can exceed that of commonly used metal transducers, re-

sulting in an enhanced FOM and demonstrating the potential of dielectrics as superior alternatives

for mid-infrared thermoreflectance applications.

5.2 Infrared pump-probe

The principal parameter needed to transduce the optical response of a material to temperature,

is the functionality of the material’s reflectivity. At a normal incidence, a material’s reflectivity is

found from the Fresnel equations as

R =
(n− 1)2 + k2

(n+ 1)2 + k2
(5.1)

where the optical constants n and k represent the refractive index and the extension coefficient,

respectively. Both n and k can be derived from optical measurements, and are related to the

complex dielectric function ε = n2+ ik2. The dielectric behavior of polar dielectrics in the infrared

region can be modeled by use of standard Lorentzian modes [43] of the dielectric function as

ε(ω) = ε∞

1 +
∑
j

A2
j

ωj − ω2 + iΓjω

 (5.2)

where Aj , and ωj are the amplitude and centroid frequency of the jth mode, respectively. The
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breadth or dampening associated with each mode is given by Γj .

To experimentally determine the magnitude of induced reflectance following a thermal excita-

tion, we employ a standard transient thermoreflectance technique. A 32W Spectra-Physics 1040

nm seed laser is split into two paths. The probe path utilizes an optical parametric amplifier (OPA)

to tune the wavelength within the range of 2–16 microns, while the pump path is directed through

a second harmonic generation crystal to produce a 520 nm wavelength beam, as shown in Fig. 5.1a.

The probe is delayed relative to the pump (via advancing the pump) and guided to the sample

surface in an off-angle configuration to minimize the pump bleed-through. The reflected probe is

then spatially filtered from the pump and focused onto an MCT detector.

Figure 5.1: (a) Transient thermoreflectance data for dielectric substrates with an optically thin
gold transducer. Measurements were performed on AlN and HPFS using a probe wavelength at
the peak of thermoreflectance and a visible (520 nm) pump to transduce the optical energy into
heat, ensuring identical heating events for direct thermoreflectance comparison. The AlN substrate
exhibits overall higher signals due to the stronger relative contributions of its transverse optical
phonon oscillators compared to HPFS. (b) Schematic of the transient thermoreflectance system
used in the experiments shown in (a).
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This configuration is designed to isolate the reflected response of the optical phonons of the

substrate. We use a 5 nm gold transducer to create a reproducible heating event, ensuring that

the pump energy is uniformly absorbed within the metal film. Since the selected substrates, in-

cluding high-purity fused silica (HPFS) and aluminum nitride (AlN), are transparent to the pump

wavelength, heat deposition is restricted to the surface. Additionally, an optically thin transducer

is chosen to ensure that the reflected light contains thermoreflectance contributions from both the

metal surface and the underlying substrate. This experimental design allows us to investigate the

spectral dependence of the thermoreflectance response of the substrate. By comparing the ther-

moreflectance response on an optical phonon resonance to the response further away from the same

peak, we isolate for the variance in thermal properties of the sample stack. To achieve this, we

select probe wavelengths near the center of a known optical mode resonance for maximium signal,

and with an identical system de-tune the probe by ∼ 1µm. A direct comparison, such as this,

also minimizes the thermoreflectance contribution of the metal transducer as the Drude dielectric

function lacks any spectral features in the MIR spectrum. The measured data, shown in Fig. 5.1a,

demonstrate that for an identical applied flux, the net thermoreflectance response in AlN at 11 µm

is nearly 4 times higher than in HPFS at 9 µm. In both cases, the thermoreflectance response

of the gold transducer alone is staggeringly low at the wavelengths, shown in the off resonance

data at 10 µm and 8.5 µm. This observation aligns with theoretical predictions, since the major

modulated reflectance response in metals in the infrared region primarily arises from free electron

contributions, which are relatively weak at the wavelengths measured [171]. As such, the difference

between AlN and HPFS signals suggests a ∼4-time difference between their thermoreflectances in

the mid-infrared region.

5.3 Temperature dependent ellipsometry

With the thermoreflectance of optical phonons experimentally verified, we expand our search for

optimal transducer candidates by extracting the thermoreflectance of multiple dielectric materials

using spectroscopic ellipsometry. The spectroscopic ellipsometry method measures the change in

polarization in light after it interacts with a material surface. The wavelength-dependent complex

refractive index of the measured sample can then be extracted. The measured sample set in this
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study includes HPFS, AlN, quartz, sapphire, gallium nitride (GaN), silicon carbide (SiC), and

magnesium oxide (MgO). We perform measurements in the wavelength range of 2-30 µm using a

J.A. Woollam IR-VASE. When determining the temperature dependence of each optical parameter,

we integrate a Linkam TSEL1000 heater stage into the IR-VASE system. To maintain consistency

with previously reported thermoreflectance measurements [169], each sample is measured at 300 K

and 500 K.

It is evident from Eq. 5.1 that the refractive index plays a crucial role in defining optical

behavior, leading to significant variations in transparency and reflectivity across different sub-

strates. This transparency region can be leveraged in experiment design, allowing the probe in

a thermoreflectance technique to penetrate the surface and observe thermal transport at deeper

interfaces. Conversely, selecting an opaque region enables the technique to mimic conventional

metallic transducer-based thermoreflectance methods. This flexibility underscores the importance

of a detailed characterization of the complex refractive index, which is provided for each material

in Section A of the Supplementary Materials. For an opaque transducer configuration, determining

the exact absorption mechanism requires careful consideration.

Figure 5.2: Calculated temperature dependence of the (a,b) refractive index and (c,d) extinction
coefficient for SiC, AlN, sapphire, MgO, HPFS, Quartz, and GaN.
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We present the measured values for the temperature dependence of refractive index and extinc-

tion coefficient, i.e., ∆n/∆T and ∆k/∆T , for our dielectric sample set in Fig. 5.2. A key obser-

vation from these measurements is the rapid variation in ∆n/∆T and ∆k/∆T near TO phonon

wavelengths, which occurs due to temperature-induced shifts and broadenings of optical phonon

resonances. At elevated temperatures, the TO phonon modes redshift due to anharmonic effects,

altering the refractive index profile. Simultaneously, phonon scattering rates increase, leading to

broadened absorption features and enhanced damping effects. These changes collectively result in

a strong temperature-dependent modulation of the optical properties, making spectral regions near

TO phonon resonances highly sensitive for thermoreflectance-based thermometry. Additionally,

changes in n and k with temperature are minimal for spectral regions above ∼15 µm, due to the

diminished influence of optical phonon resonances at far-infrared wavelengths. In contrast to the

strong dispersive effects near TO phonon frequencies, the refractive index at longer wavelengths is

primarily governed by the low-frequency dielectric response, which is relatively stable with temper-

ature. As a result, materials in this range exhibit weak optical perturbations, leading to smaller

reflectivity variations under thermal excitation.

Figure 5.3: Thermoreflectance coefficients extracted from infrared spectroscopic ellipsometry for
(a) quartz, AlN, sapphire, and (b) HPFS, SiC, GaN, MgO.
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The computed thermoreflectance coefficient (∆R/∆T ) for the tested dielectrics is calculated

from the complex refractive indices at different temperatures, as presented in Fig. 5.3. Our results

indicate that thermoreflectance is highly sensitive to optical phonon resonances, with the largest

∆R/∆T values occurring near TO phonon frequencies. As shown in Fig. 5.3, the tested polar

dielectric samples exhibit pronounced thermoreflectance peaks, where strong phonon absorption

modulates both the refractive index and extinction coefficient.

These results confirm that phonon-driven modulations dominate thermoreflectance in these di-

electrics. The high sensitivity of the refractive index to temperature fluctuations results in a large

thermoreflectance coefficient. This effect arises from both the steep dispersion of the refractive

index and the rapid modulation of optical absorption, which directly influences reflectivity. There-

fore, wavelengths close to TO phonon modes exhibit enhanced thermoreflectance sensitivity, making

them optimal for high-precision thermometry. As the material becomes optically transparent or

weakly absorbing, dn/dT and dk/dT are relatively small, leading to a lower thermoreflectance re-

sponse. In this regime, reflectivity changes primarily depend on background dielectric behavior,

which varies weakly with temperature. This observation extends to all materials in the test set, re-

inforcing the importance of selecting appropriate spectral regions when designing thermoreflectance

experiments. By choosing probe wavelengths that align with TO phonon resonances, one can max-

imize the thermoreflectance coefficient, thereby improving the signal-to-noise ratio and enhancing

sensitivity in thermal characterization techniques. At these peak wavelengths, ∆R/∆T for these

dielectrics in the mid-infrared range surpass that for commonly used metallic transducers [169].

Specifically, the thermoreflectance coefficient of sapphire, quartz, and AlN exceed the highest val-

ues reported for metallic transducers by about an order of magnitude, reaching peak |∆R|/∆T

values of 2.6×10−3, 1.7×10−3, and 2.1×10−3 near their corresponding TO phonon wavelengths of

∼21, ∼26, and ∼11 µm, respectively. In comparison, The metal transducers reported in Ref. [169]

have FOMs which never exceed 1.1×10−4. This highlights the superior sensitivity for thermal mea-

surements shown in polar dielectrics. Moreover, unlike metals, which rely on inter-band electronic

transitions for reflectivity modulation, dielectrics allow precise selection of probe wavelengths to

maximize thermoreflectance based on phonon dispersion. The narrow, resonance-driven thermore-

flectance peaks in dielectrics enable targeted thermal sensing applications, whereas metals exhibit

broader, less selective responses.
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While our results demonstrate that thermoreflectance is maximized near TO phonon resonances,

the overall effectiveness of a transducer is not solely determined by the magnitude of ∆R/∆T at the

probe wavelength. For a transducer to efficiently generate a detectable signal, it must also exhibit

strong absorption at the pump wavelength, ensuring sufficient optical-to-thermal energy conver-

sion. Thus, the optimization of transducer performance requires a combined evaluation of both

thermoreflectance sensitivity and pump light absorption. To systematically quantify this trade-off,

we introduce a figure of merit (FOM) that integrates both factors, providing a comprehensive met-

ric for assessing transducer efficiency across different materials and spectral regions. This FOM is

expressed as:

FOM = k(λpump) ∗
∆R

∆T
(λprobe) (5.3)

Figure 5.4: Computed maxima of (a) the thermoreflectance coefficient and (b) the figure of merit
(FOM). The maximum values obtained for polar dielectrics in this work are compared with those
reported for metal transducers measured by Wilson et al. [169]. The color axis in panel (b) Indicates
the maximum FOM magnitude achieved by each material system, evaluated at the pump and probe
wavelengths corresponding to that maximum.

This formulation ensures that maximizing the FOM leads to both large temperature rises within

the transducer and strong thermoreflectance signals, optimizing the overall sensitivity of the mea-

surement. In standard thermoreflectance experiments, the choice of pump and probe wavelengths

has been optimized for metallic transducers [169] to maximize the signal-to-noise ratio. Following

this approach, we summarize our findings in Fig. 5.4, where we plot the maximum FOM, and ther-

moreflectance for each prospective transducer studied in this work and in Ref. [169]. The FOMs
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are plotted alongside their corresponding pump and probe wavelengths at which these maxima

occur. A complete contour map of the FOM for each material is provided in Section B of the Sup-

plemental Materials. As shown in Fig. 5.4, the polar dielectric substrates analyzed in this study

exhibit higher FOM values than commonly used metallic transducers. Specifically, the maximum

FOM values for polar dielectrics are up to two orders of magnitude higher than those of metal-

lic transducers, with sapphire and AlN reaching maximum FOMs of 0.05 and 0.04, respectively,

as compared to 1.1 × 10−4 shown in Au. In metallic transducers, thermoreflectance is primar-

ily driven by absorption due to inter-band transitions, which occur predominantly in the visible

to near-infrared range. Consequently, the highest FOM values for metals are confined to these

shorter wavelengths, where optical absorption is strongest. In contrast, polar dielectrics exhibit

their largest FOM values in the mid-to-far infrared, where optical phonon resonances dominate

absorption. These phonon-driven mechanisms lead to strong temperature-dependent modulations

of the refractive index and extinction coefficient, significantly enhancing thermoreflectance sensi-

tivity at infrared wavelengths. The enhanced FOM of dielectrics opens the possibility of designing

spectrally selective thermoreflectance transducers, where specific probe wavelengths can be chosen

to target different functional layers within a device stack. This capability is particularly valuable

for next-generation semiconductor technologies, where high spatial and spectral resolution thermal

mapping is critical for optimizing device performance and reliability.

5.4 Conclusions

To summarize, we investigate the potential of dielectric materials as effective alternatives to tradi-

tional metallic transducers for thermoreflectance-based temperature transduction, particularly in

the mid-infrared spectrum. Using infrared spectroscopic ellipsometry, we show that, by capitalizing

on optical phonon resonances, dielectric transducers can achieve thermoreflectance coefficients that

are up to an order of magnitude higher than the widely used metal transducers, showcasing their

ability to detect thermal variations. We introduce a new figure of merit that allows for a compre-

hensive assessment of transducer efficiency, integrating both thermoreflectance response and pump

light absorption. Our measurements demonstrate that dielectric materials such as sapphire and AlN

exhibit up to two orders of magnitude improvement over conventional metal transducers in FOM,
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with the highest recorded value being 0.05 K−1 for sapphire (over two orders of magnitude larger

than Al and Au, current metal transducers at visible wavelengths), which confirms their exceptional

potential for high-precision thermal detection. The capability to fine-tune probe wavelengths to

match phonon dispersion properties opens new possibilities for refined thermal metrology, facilitat-

ing more accurate and targeted measurements in semiconductor diagnostics and in-situ material

assessments.
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Chapter 6

Demonstration of the thermal

excitation of polaritons

This section focuses on the experimental observation of near field radiative coupling via an

enhancement of flux across the interface of Au and hBN.The experiments and optical simulations

were performed by myself, whereas the construction and growth of the measured samples were

completed by the groups of Joshua Caldwell and James Edgar, respectively. The work presented

in this section has been published in Nature Materials [146].

6.1 Background and Motivation

Boron nitride has been revered in the literature in the fields of optics and heat transport due to

its dielectric properties [178] and high thermal conductivity [47, 179, 180]. Specifically, the highly

anisotropic hexagonal boron nitride (h-BN), supports thermal transport properties higher than most

metals in-plane while being quite resistive through its depth. This opens the door for strong control

of thermal energy leading to a multitude of engineering possibilities. At the same time, because

of the structural ansiotropy, the allowed optical propagation within h-BN are highly confined and

support strong HPhP resonances with the lattice [148]. With their high confinement, there has been

many works highlighting the possible uses in optics such as sub-diffractional imaging [181], wave-

guiding [182] and focusing [183]. However, due to generally low group velocities, optical modes are

not typically thought to contribute considerably to the thermal conduction [184] within the lattice

and instead serve as scattering sites for acoustic vibrations [185]. There has been considerable work

on understanding the thermal conduction of PhPs [186, 187], that is optical phonons which have

been accelerated by strong coupling with light. The work in literature focuses on understanding

the PhPs as fast polaritons. In the completed work below, which is published in Nature Materials
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[146], we combine the conductive and radiative approaches to give a more holistic picture. The

work detailed in this chapter represents a collaboration between Joshua Caldwell’s group, who

provided the exfoliated and patterned flakes, grown by James Edgar, and my contributions were

the measurments and simulations presented which describe observed mechanisim.

6.2 Motivation

Across nearly all heterogeneous dielectric interfaces, heat is dissipated via conductive processes

driven by acoustic phonons, or other vibrational interactions, which limit thermal boundary con-

ductance [69, 113, 188]. Bose-Einstein statistics of nearly thermalized phononic distributions dictate

that the typical vibrational energies that contribute to heat transfer across and away from inter-

faces are lower-energy, higher-group-velocity acoustic phonons, which, at room temperature, are on

the order of a few to 10 THz. Due to their larger heat capacities [189], optical phonon branches

play an important role in mediating thermal transport [190]. However, the intrinsically slow group

velocities [191] restrict these modes’ abilities to spread heat away from interfaces and hot spots,

thereby putting the burden of thermal dissipation back on the acoustic modes.

In this work, we examine an alternative mechanism to transfer energy across and away from

all-solid heterogeneous interfaces by harnessing the local evanescent fields resulting from a hot ra-

diating source to directly launch volume-confined, hyperbolic phonon polaritons (HPhPs) within

the frequency range bound by the transverse (TO) and longitudinal (LO) optical phonons of a

polar crystalline material, which is referred to as the Reststrahlen band. Hyperbolic polaritons are

supported within spectral ranges where a material or structure exhibits dielectric permittivity that

are opposite in sign along different crystal axes [192]. Originally explored in metal/dielectric super-

lattices in the form of hyperbolic metamaterials, HPhPs have been of significant research interest as

they can be supported in a homogeneous, low-loss film, with hexagonal boron nitride (hBN) serving

as an exemplary material in this regard [193–195]. Isotopic enrichment can also be leveraged to

tune the Reststrahlen band and significantly increase the phonon lifetimes (and thus, polariton

propagation lengths) of hBN and therefore tune the efficiency of the coupling mechanism [148,

194, 196], which here was employed to provide optimal propagation lengths. More recently, it has

been demonstrated that natural, low-symmetry (highly anisotropic) crystals such as orthorhombic
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MoO3 [197, 198] and V2O5 [199], and monoclinic crystals such as β−Ga2O3 [200] and CdWO4 [201]

can support HPhPs that can be restricted to propagate along a specific direction in space, with

the latter two supporting so-called hyperbolic shear polaritons that are not only highly directional,

but also exhibit a propagation direction that is frequency-dependent. As such, if these modes can

be induced to carry heat, similar studies could also be widely applied to other hyperbolic materials

along specific crystallographic directions via optimal material selection. Specifically, MoO3 [198]

and twisted metastructures [202] also support highly directional confined HPhP modes, and heating

of such modes would allow for directional thermal mitigation of hot spots across interfaces.

While optical phonons typically cannot be used to efficiently conduct heat away from interfaces

due to their slow group velocities, this seemingly insurmountable intrinsic material limitation can

be overcome by transducing the broadband radiative thermal energy from a thin metal film in

the near field into the HPhPs supported within the underlying anisotropic medium, passing this

energy across the heterogeneous interface. Previously, HPhPs in hBN have been demonstrated to

have propagation lengths of several micrometers, [202, 203] enabling applications such as hyper-

lensing [181, 204, 205] and chemical sensing, to enhance thermal transport beyond phonon-limited

processes, [147] and a Reststrahlen band that can exhibit reasonable emission even at near room

temperatures. [206] Literature has even suggested that this process can occur at interfaces between

2D van der Waal materials, [119, 207, 208] warranting the study of this process at 3D contacts, a

direct experimental measurement of which would demonstrate the broad applicability of this unique

heat transfer process. Through exploiting time-resolved infrared pump-probe measurements, we

directly measure the picosecond cooling of indirectly heated optical modes [209, 210] in a nearly

isotopically pure hexagonal boron nitride (h11BN; > 99%) flake after the optical pumping of an

adjacent gold contact, thereby demonstrating a mechanism for interfacial cooling that is orders of

magnitude faster than typical phonon-mediated processes. Previous works have demonstrated fast,

efficient near field radiative heat transfer (NFRHT) across narrow vacuum gaps between metallic

and dielectric plates, [206] but this approach relies on the inclusion of a nm-scale vacuum gap, thus

limiting its utility in certain practices. Our work proves that thermal boundary conductance across

heterogeneous interfaces and thermal dissipation in a material away from interfaces can be signif-

icantly enhanced through the coupling of a broadband radiating hot spot into propagating PhPs,

a finding that surpasses intrinsic material limitations of thermal coupling at interfaces. In doing
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so, we establish a new paradigm for interfacial thermal transport that moves beyond the nearly

century-old concepts and theories of phonon coupling at dielectric interfaces originally discovered

by Kapitza. [211]

Enhanced thermal dissipation in solids via polaritonic heat transfer has been theoretically pre-

dicted [186] and the prospect of enhanced speeds and even directional control of heat transfer is

enabled by the exotic properties of PhPs, such as long propagation lengths, [202, 203] anisotropic

and nonuniform control of their propagation [200, 212–214] and speeds that approach percent levels

of the speed of light. [215–218] Experimental works have shown the ability of HPhPs to enhance

thermal conductance in dielectrics, [147, 219]. However, experimental evidence differentiating the

coupled PhP modes from the thermalized phonon modes intrinsic to the material is still lacking.

Thus, the first major finding of our work is the ability to both spectrally and temporally resolve

the thermally excited HPhP modes in hBN, providing clear evidence of the more efficient thermal

transport that these hot HPhP carriers can provide.

Secondly, our results illustrate that HPhP thermal coupling can occur across an all-solid het-

erogenous interface, and further, that the HPhP modes do not need to be coherently excited, but

rather can be optically stimulated by a graybody radiating in the near field. The latter observation

is consistent with Ref. [32] where thermal radiation from a heated SiC diffraction grating resulted in

the excitation of propagating SPhPs, which once stimulated were outcoupled via diffraction, giving

rise to spatially coherent IR radiation. It is well known that polaritonic modes can enhance heat

transfer via NFRHT processes between two radiating bodies separated by a vacuum gap that is

less than the Wien wavelength. [220–225] Our work unlocks the possibility of utilizing this NFRHT

enhancement at solid-solid interfaces in intimate atomistic contact, by showing that this broadband

radiative cooling effect is driven by PhP coupling that can delocalize the thermal energy from a

radiating spot into an adjacent hyperbolic medium. This finding will redefine cooling of hot spots

in materials and systems limited or dictated by interfacial resistances, such as high power or high

frequency electronics, [226] photonic circuits, [163] memory, [227] and thermophotovoltaics. [228]
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6.3 Pump-Probe Measurements

Our sample geometry is designed to provide a direct observation of spectrally dependent radiative

thermal coupling from a thermally excited source (50-nm Au pad) into HPhPs supported in h11BN,

referred to hence forth at hBN (Fig. 6.1a). In our pump-probe experiments, we excite the Au pad

(Fig. 6.1b) with a 520-nm pump pulse (incident fluence of 0.3 GW m−2) and a 200-µm 1/e2

diameter probe pulse centered on the Au pad. The central Au pad acts as the focal point of

our experiment. We first overlap our pump and probe on the Si substrate. Then, we alter the

position of the sample such that the green pump is focused on the circular pad. The rectangular

pads serve as reflectors for the polaritons. This configuration creates standing polaritons, similar

to Ref. [202] in the space spanned by the probing region, which should increase our pump-probe

signal. The different distances were used in order to be agnostic to the mean free paths of different

HPhP modes. The thermoreflectance changes, measured by the reflected probe pulses from the

hBN as a function of time after pump absorption by the Au, are monitored as a function of probe

wavelength, which are tuned from below to above the Reststrahlen band of hBN (≈ 1355 – 1610

cm−1). [148] Immediately following the pump absorption on the surface of the Au, the Au pad

is rapidly volumetrically thermalized via ballistic electron transport, [144] which despite the low

thermal emissivity of metals within the mid-IR will radiate efficiently in the near field due to

the large imaginary contribution to the Au dielectric permittivity or optical loss. Such near-field

radiation is composed of high-momentum, evanescent fields that can directly match the momenta

of the HPhPs within the hBN slab. This coupling mechanism is present through the entire area of

the Au/hBN interface, a mechanism that our experiment is designed to detect with our tunable IR

probe energies. The enhanced coupling between the optical modes and the radiation underneath

the pad give rise to large thermoreflectance optical signals within the Reststrahlen band and at

the TO phonon frequency of hBN, as shown in the contour plots of the thermoreflectance spectra

vs. Pump-probe delay time in Fig. 6.1c. In contrast, in the absence of the Au pad, we do not

observe any such increase in thermoreflectance signal, as the hBN is transparent to the pump

wavelength. This large spectral dependence on our thermoreflectance signal clearly illustrates that

the underlying Si substrate is not playing any significant role, as even though it will absorb the

pump photons, it does not induce a significant transient spectral response, further demonstrated
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by supplemental spectral measurements on identical Si substrates (see Fig.S5 in Supplementary

Information of Ref. [146]).
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Figure 6.1: Experimental details and spectral-temporal response of HPhP modes in
hBN. a) Illustration of the proposed mechanism and experimental measurement. A pump pulse
(520 nm) heats a gold pad, while a sub-picosecond tunable mid-IR probe pulse measures the
modulated reflectivity response of the hBN patterned flake. After pulse absorption in the Au,
both phonons and ballistic electrons spread from the hot spot in the Au, depicted by the small
blue particles and the background waves emanating from the hot spot. Radiation from the hot
electrons (the red arrows) escapes and couples into the HPhP modes of hBN (pump and probe
spot sizes not to scale). b) The sample geometry the reliefs in the image show the position of Au
excitation pads used for both s-SNOM characterization (see Methods), as well as thermal HPhP
launching. c) The measured thermoreflectance signal of the 116-nm hBN flake as a function of
probe energy and pump-probe delay time for an incident pump fluence of 95.5 J m−2. The strong
∆R/R response within the Reststrahlen band (indicated by the span of the dotted lines) and near
the TO phonon frequency of hBN shows the high thermal activity within the region that can be
attributed to ultrafast heating from near-field radiation emitted by the Au-pad. d) For reference,
a similar pump fluence of an uncoated (no Au) hBN flake is provided, noting that in this case, no
temporal thermoreflectance response is observed within the range of the hBN Reststrahlen band,
illustrating the critical role of the Au pad as a thermal transducer in this experiment. The dark
band that appears in the middle of the blank hBN contour is attributed to PMMA residue, a photo-
resistive polymer in the lithographic patterning process. e) Waterfall plots of the data shown in
c) at a variety of pump-probe time delays (80-2030ps) following transient Au heating, indicating
more clearly the ultrafast optical response surrounding the TO phonon mode and within the hBN
Reststrahlen band (indicated by the span of the dotted lines).
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The observation of a strong thermoreflectance signal within the Reststrahlen band at picosecond

timescales indicates the role that HPhPs play in this thermal dissipation process. As evidence of

this, when we tune our probe energy to frequencies above the Reststrahlen band of hBN following

the pumping of the adjacent gold pad, we see minimal temporal changes in the probe thermore-

flectance signal (Fig. 6.1c, e; see dashed vertical lines to designate the TO phonon mode and the

surrounding active region). However, as the probe energy is tuned to energies within the Rest-

strahlen band, the thermoreflectance signal exhibits large increases in the thermoreflectance that

is maximized at the earliest times, indicative of large optical phonon temperature changes [229]

(with an additional peak at the TO phonon energy – dark vertical dashed line in Fig. 6.1e). This

significant increase in thermoreflectance drops off at frequencies below the TO phonon, with the

broadening below this band potentially due to the deeply subwavelength modes that can also be

stimulated in hBN due to the exceptionally high refractive index within this spectral range, as pre-

viously discussed for Mie resonators in 4H-SiC nanopillars. [230] The hBN dielectric function does

not vary with thickness in this spectral region [178, 231] To support this posit, similar observations

were performed measurements on hBN flakes with varying thicknesses ranging between 89 nm and

195 nm, an example of which is presented in Fig.S6 of the Supplementary Information of Ref. [146];

as expected, no size effects are observed.

The sample was constructed such that only ≈ 6% of the probed region is covered with gold (see

Fig. 6.1b), effectively diminishing any effect that it might have on the measured thermoreflectance.

Yet, we observe a spectrally local thermal event occurring in the Reststrahlen band of hBN. Our

lock-in detection scheme isolates any optical effects of the probe. Further, the polaritonic modes in

the hBN cannot be directly launched due to the lack of a momentum matching condition from the

520 nm pump. Due to the long time constant of phonon conduction (1000’s of ps) compared to the

decay time of our observed modal heating, we posit that the Au-to-hBN interfacial heat transfer

mechanism is driven by evanescent pumping of the hyperbolic modes in the hBN flake from the

radiating Au pad. This mechanism is mediated by the excited carriers in the Au pad. Due to the

short timescale of our observed modal heating (10’s of ps), we assert that these carriers are the

ballistic electrons in the Au that release their heat radiatively at the Au-hBN interface, initiating

the ∆T required for radiative transfer.

To further explore the role of HPhPs in the ultrafast interfacial thermal transport between
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Figure 6.2: Spectral response of hBN after heating from radiating Au pad. a) spectral
cross sections from the contour of the 116-nm flake (Fig. 6.1e), fitted with and without a polaritonic
coupling layer for pump-probe delay time of 45 ps. The spectral-temporal range is representative
of the entirety of the activity surrounding the TO phonon mode and shows the improvement of the
“Polaritonic” model compared to the standard ambient model (“Air”). The inset plot highlights
the advantage of using the high-index layer for momentum matching in the TMM calculation. This
“high-index layer” is a better analog to the near-field radiation from the central gold pad effectively
increasing sensitivity to the TO phonon band and the polaritons therein. b) Calculated spectral
heat flux per unit wavevector between Au and hBN layers in contact. The inset is a schematic of the
simulated stack. The white dotted lines show the dispersion relation of HPhPs in hBN, and the blue
horizontal lines show the upper and lower limits of the hBN Reststrahlen band. The fluctuational
electrodynamics (FED) derived contour directly shows the majority of radiative heat flux across
the interface is dominated by modes at the same momentum as HPhPs and thus satisfying our
proposed launching condition. This plot begins at a normalized wave vector of 1 which means that
all representative momenta are considered in the evanescent regime.

Au and hBN discussed above, we examine the thermoreflectance changes as a function of probe

energy measured at short (45 ps, Fig. 6.2a) pump-probe delay times. We employ the transfer matrix

method (TMM, [108] details in Section B of the Supplemental Information of Ref. [146]) to simulate

the thermoreflectance spectra in the vicinity of the Reststrahlen band using two models. First, we

simulate this differential reflectance spectra by employing a plane wave excitation (“Air”), which

lacks the high-momenta modes sufficient to launch HPhPs in hBN (Fig. 6.2a, dashed blue line). In

contrast, we also perform these TMM calculations using a fictional high-index prism to increase

the momentum of optical modes to enable the direct launching of HPhPs (Fig. 6.2a, red line) [232].

This bending of the light line is effectively a simulation of the reflectivity from an attenuated

total reflection (ATR) module of an FTIR system which has been experimentally shown to launch

polaritons [233–235]. This simulation is therefore an approximation of the reflectivity of a system
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while there are active polaritons in the system. A full list of fitted parameter perturbations is

available in Section B of the Supplementary Information of Ref. [146] of Ref. [146]. While no prism

is employed in the experiments, this is employed as a simple method for simulating the role of the

dramatically increased momenta of light, akin to using local dipole coupling to illustrate the role of

polaritonic modes within this process. Note that this polaritonic-driven model provides a significant

improvement in the fit as compared to the same model without the momentum-matching conditions

(“Air”), providing further evidence for the role that HPhPs play in this thermal dissipation process.

This effect is significantly muted at longer timescales, whereby other thermal dissipation processes

such as phonon-mediated conduction across the Au/hBN interface begin to dominate (See Section

B of Supplementary Information of Ref. [146]).

Radiative transport calculation To determine the exact radiative conditions at the Au-hBN

interface explored in Fig. 6.2b, we explored the distribution of the spectral radiative heat flux over

different momenta. Using the framework of FED [236], the radiative heat flux between the Au pad

and hBN slab can be calculated as:

q′′ω =
θ(ω, TAu)− θ(ω, ThBN)

4π2

∑
γ=TE,TM

(∫ π/a

0
kρξ

γ(kρ, ω)dkρ

)
(6.1)

where kρ is the parallel component of wavevector, θ is the mean energy of an electromagnetic

state, a is the lattice constant of hBN, and TAu and ThBN are the temperatures of Au and hBN

layers, respectively. Also, ξγ is the energy transfer function, representing spectral radiative heat

flux per unit kρ, between gold and hBN for γ (TE or TM) polarization. Assuming one-dimensional

(that is infinitely long) layered media, the energy transfer function is numerically calculated using

scattering matrix method and dyadic green’s functions [66]. The contour in Fig. 6.2b shows the

energy transfer function between the gold and hBN layers. The white dotted lines in Fig. 6.2b also

exhibits the dispersion relation of the HPhPs in hBN, found from the following equation [195]:

kρ = Re

{
−ψ
d

[
tan−1

(
εAu

ε⊥ψ

)
+ tan−1

(
εSiO2

ε⊥ψ

)
+ πl

]}
(6.2)

where,

ψ =

√
ε||

i
√
ε⊥

(6.3)
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Also, εAu and εSiO2 respectively represent the dielectric functions of gold and silica, ε|| and

ε⊥ are respectively the parallel and perpendicular dielectric functions of hBN, and l is an integer

number corresponding to the order of the HPhP modes. Fig. 6.2b shows that the radiative heat

emitted by gold is predominantly received by HPhPs in hBN as the heat flux mostly occurs at

wavevectors that precisely match the dispersion of HPhPs. As such, the radiative heat flux at any

temperature differential between gold and hBN will be carried predominantly through HPhPs.

Beyond the spectral response, it is also critical to quantitatively analyze the temporal relaxation

of the thermoreflectance signals within and outside of the Reststrahlen band to delineate the role

that HPhPs play in this process. The stark contrast between the time-dependent thermoreflectance

signals under these two distinct conditions are provided as a function of pump-probe delay at a probe

energy approximately “on resonance” (Fig. 6.3a, black squares) with the TO phonon (probe energy

of 7.4 µm = 0.17 eV = 1351 cm−1) compared to the signal with a probe energy “off resonance”

(Fig. 6.3a, pink triangles), which is spectrally separated from the Reststrahlen band of hBN (probe

energy of 6 µm = 0.21 eV = 1667 cm−1), where hBN is nominally transparent to the probe beam

(Fig.S3 in Supplementary Information of Ref. [146]). Additionally, at these photon energies, the

thermoreflectance changes in Au provide nearly an order of magnitude smaller thermoreflectance

signal compared to that measured from the hBN within the Reststrahlen band, thereby precluding

any significant transient response from Au in driving the observed response. Thus, as the large

bandgap of hBN ( 5.95 eV) precludes direct absorption of the incident pump energy (2.38 eV), the

measured thermoreflectance signal is instead driven by the changes in the temperature of the hBN

that are the result of thermal transport from the heated gold across the interface. The dominant

signatures at picosecond timescales occur within the Reststrahlen band of hBN, illustrating the

strong correlation of these excitations with thermal transport mediated by optical phonons and

HPhPs. Further, our control measurement of pumping and probing directly on the hBN in the

absence of Au results in a negligible response (Fig.S4 in Supplementary Information of Ref. [146]),

clearly indicating that the measured signal (Fig. 6.33a) is due to a remote heating effect initiated

via pump absorption within the Au pad. Thus, the correlation between the ultrafast heating of

Au with the dramatic changes in the hBN thermoreflectance within the Reststrahlen band at ps

timescales clearly illustrates that the mechanism is mediated through the launching of HPhPs via

near-field thermal radiation from the heated gold pads. Our results therefore qualitatively suggest
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Figure 6.3: Results from thermal analysis of IR Thermoreflectance. a) Thermoreflectivity
response of hBN as a function of pump-probe delay time after Au pad heating near the TO resonant
frequency (black squares, 7.4 µm) of hBN alongside the analytical model fit to the on-resonance
data (red solid line). The best fit for the on-resonance data shown resulted in a HPhP-mediated
thermal boundary conductance of >500 MW m−2 K−1. The standard model (blue dashed line)
shows the calculated thermoreflectance signal expected at the surface of the Au pads assuming
literature thermal parameters as well as a Au/hBN phonon-phonon thermal boundary conductance
of 12.5 MW m−2 K−1 measured with TDTR (see section D Supplementary Information of Ref. [146]
for details) the inset shows a comparison of the raw signal magnitude on resonance (black squares,
7.4 µm) to off resonance (red triangles, 6 µm). The inset represents the difference in magnitude and
curvature between the off-resonance and on-resonance data past time zero, highlighting the strong
response from the hBN when compared to the Si substrate as well as the extended duration that the
hBN remains heated for; b) The current state of experimentally measured bulk thermal boundary
conductances across 3D/3D material interfaces (filled blue squares) [113] as well as predicted 2D/3D
interface conductances (open red circles region) [237] as well as the best fit Au/hBN HPhP thermal
boundary conductance measured in this work with error bars derived from ±5% contour uncertainty
presented in figure S9 of the Supplementary Information of Ref. [146], all plotted against film to
substrate ratio of Debye temperatures. c) The phonon density of states for hBN was reproduced
from a figure in ref. [196] using Density Functional Theory (DFT) plotted with the occupied density
of states the at two temperatures showing the lack of activity in the TO phonon mode 150 K above
the ambient temperature, implying that the measurements in this work are due to optical phonon
activity measured via IR probing, and not from thermally excited phonon modes from conduction
alone.

that the Au/hBN thermal boundary conductance (TBC) can be significantly influenced by energy

transfer across the Au/hBN interface at ultrafast time scales (sub-nanosecond) mediated by HPhPs.
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6.4 Determination of polaritonic conductance rate

The data on resonance with the hBN Reststrahlen band shown in Fig. 6.3a exhibits an exponential

decay with a time constant of ≈ 1300 ps. After laser pulse absorption of the gold and the resultant

electron-phonon equilibration and thermalization, the majority of the temporal thermal decay is

driven by the discharge of energy from the thermalized Au pads into near-field thermal radiation and

direct launching of the HPhPs in the hBN. The thermal boundary conductance across the Au/hBN

interface from this process can be approximated by Cv dτ −1 ≈ 100 MW m−2K−1, where Cv is

the heat capacity of the gold, d is the Au film thickness, and τ is the time constant of the thermal

decay. [75] While this calculation is approximate, it suggests that the heat transfer mechanisms that

describe the on-resonance data take place at a rate that is nearly an order of magnitude faster than

the phonon-phonon driven TBC across the same Au/hBN (12 +/- 2 MWm−2 K−1 on the same hBN

sample) measured using time-domain thermoreflectance (details in Section D of the Supplementary

Information of Ref. [146]). To quantify this Au/PhP hBN thermal boundary conductance more

rigorously, we solved the analytical solution to the cylindrical heat equation commonly used to fit

standard TDTR data, [83] and fit this solution to our data. This solution predicted a TBC of at

least 500 MW m−2K−1, restricted to a lower bound due to sensitivities (details in Section C of

Supplementary Information of Ref. [146]). This Au/PhP hBN thermal boundary conductance is

roughly 1-2 orders of magnitude higher than phonon-phonon TBCs measured across a plethora of

3D and 2D material interfaces (Fig. 6.3b).

It is of note that our model (shown in Fig. 6.3a) predicts a ×300 increase in effective in-

plane polariton conductance in the hBN, consistent with the literature showing enhanced thermal

transport in the in-plane direction of hBN due to polaritonic coupling [119, 207, 208]. These relative

increases in local polaritonic conduction can be reasoned based on examining the maximum allowed

near-field heat flux, q′′max, which is predicted as [238]:

q′′max =
k2b
(
π
a

)2
48ℏ

(T 2
emitter − T 2

absorber) (6.4)

where the maximum flux allowed in the near field for a Au/hBN interface can lead to a maximum

TBC
(
Gmax = q′′max

TAu−ThBN

)
of 2.5 GW m−2 K−1 . Thus, with the coupling of emitted Au energy into
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hBN hyperbolic modes and non-ideal transfer within this process, the predicted TBC of 500 MW

m−2 K−1 is reasonable. In the same regard, the group velocity of the local phonon modes which

harbor HPhPs is given by the slope of the dispersion [239] which is near zero at the zone center.

In contrast, the velocities of the launched hyperbolic modes can be approximated similarly from

their dispersion [195]. From Kinetic Theory [31], the thermal conductivity of a system is directly

proportional to these velocities, and as the group velocities of hyperbolic modes approach large

percentages of the speed of light, the radiative energy flow within these modes will be transferred

by the polaritons, thus increasing heat transfer. This enhanced thermal boundary conductance is

also supported using a fit to the solution of the 1D heat equation described previously (details in

Section C of Supplementary Information of Ref. [146]), [179] further supporting that the value for

Au/hBN thermal boundary conductance is quantifiably larger than that due to phonon-phonon

conduction alone, and is not a derivative of the assumptions used in our data reduction. We repeat

these measurements and fits on three different Au patterns across two different hBN samples, with a

consistent enhancement in Au/hBN thermal conductance observed among all “on-resonance” data.

Measurements of polaritonic launching are often performed directly with the use of a scattering-

type scanning near-field microscopy (s-SNOM) which allows for the direct excitation and measure-

ment of polaritonic modes [148, 201–204, 215, 232]. However, by the nature of measurements

in the near field, the system requires careful alignment and interpretation to isolate the effect of

the tip launching and nearby reflecting sites. Using far-field optics, our measurement scheme is

able to lock-in to the thermal event in the Au pad and probe the thermal trace of the polaritons

through changes in reflection of the Brillouin zone center transverse optical modes and neighboring

scattering sites (details in section A of the Supplementary Information of Ref. [146]). Thus, our

measured signal is isolated temporally from any optical effect caused by the probe and, due to the

high Debye temperature of hBN [240], the TO phonon would be frozen out at even the maximum

lattice temperature predicted by conduction (Fig. 6.3b). This confluence of factors points directly

to the launching of heat carrying thermally excited polaritonic modes.

Our solution to the heat equation predicts a maximum temperature rise in the hBN of approx-

imately 150 K under these experimental conditions. While the absolute value of this increase is

certainly prone to uncertainties in assumed input values, it is still orders of magnitude lower than

temperatures required to thermally activate a substantial portion of the high frequency TO phonon
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and HPhP modes, and thus during the experimental measurements, the optical modes are nearly

entirely frozen out from conductive lattice heating alone (Fig. 6.3c). The temperature needed to

obtain a sufficient population of these modes is upwards of 1000 K, which is clearly not the case in

our experimental measurements. Thus, this implies that the HPhPs are not excited simply by laser

induced changes in the thermal populations, and instead are stimulated non-thermally through

direct launching from near-field radiation emitted from the hot Au pad, further supporting our

observations of indirect polaritonic coupling, and resultant energy transfer via HPhP-driven TBC.

6.5 Ultrafast heat sink effect

To further confirm this conclusion, we measured the NIR pump-probe response of the Au surface.

Fig. 6.4a illustrates the normalized magnitude of the data taken from a pump probe scan on the

surface of the gold in the cases of a silicon substrate and an hBN flake. The Au seems to be

dramatically cooler in the case of the hBN substrate at early times, strengthening the evidence

for the ultrafast cooling mechanism described above. The models outlined in the insets are similar

to those used in the case of the MIR probe, where the two temperatures (Tp, and Te) of the Au

transducer couple to the temperatures in the substrate. In the case of silicon, when there is no

polaritonic coupling in the substrate, only one temperature (Tp) is considered for the substrate,

resulting in a two-temperature model (TTM). For an hBN substrate, however, it was found that

the early time curvature could not be fit unless a third temperature (THPhP) to sink the heat to

was considered to account for the polaritonic coupling, hence leading to a three-temperature model

(3TM). The insets further describe the coupling mechanisms that were fit for. Fig. 6.4b shows the

raw data in the same scans as in Fig. 6.4a for comparison of raw magnitude showing that the surface

was overall cooler at all times when comparing the two substrates, indicating the superior heat sink

capabilities of hBN in the ultrafast time regime. Fig. 6.4c illustrates the relative sensitivity of the

NIR and MIR measurement techniques to the polaritonic interface resistances. We can see that

the MIR experiment is an order of magnitude more sensitive to the mechanism than the surface

of the Au beyond 10 ps, whereas the Au surface dominates sensitivity before 10 ps as it is in this

time regime that the heat from the electrons is being sunk to the polaritons.

The above observations coupled with the prior demonstrations of direct launching of propagating
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Figure 6.4: Ultrafast pump-probe response of Au on silicon and hBN substrates using
a 520 nm pump and 2.1 um probe.. At this probe wavelength, the Drude response of the
thermoreflectivity of the probe results in sensitivity to the lattice temperature changes in the
Au [160, 229]. (a) The solid squares show the measured transient lattice temperature changes in
Au when on a Si substrate as well as when on an hBN substrate. The Au lattice temperature
changes on hBN during and after the 520-nm pump heating is suppressed at shorter pump-probe
delay times and takes longer to rise and equilibrate when coupling to the excited electrons in
the Au. This is due to an additional energy loss pathway of the hot electrons in the Au to
the hBN substrate, the trends of which we capture with a three-temperature model (3TM) that
accounts for a gold electron to hBN HPhP/optical phonon energy transport pathway, shown as
a solid blue line assuming this pathway’s thermal boundary conductance is 500 MW m−2K−1.
Note, these ultrafast Au thermoreflectance trends are not captured with a two-temperature model
(TTM), which shows a much faster lattice temperature rise when this Au electron-to-substrate
thermal boundary conductance is not considered, shown as red solid line. (b) Un-normalized
thermoreflectance signal from the data presented in (a), where the reduced magnitude in the signal
indicates the overall enhanced cooling of the Au surface. (c) The relative sensitivity of the presented
measurements to the HPhP interface coupling.

phonon polaritons via thermal emission reported by Ref. [32] and later by Refs. [241, 242] indicate

instead a different model whereby HPhPs serve as the dominant thermal transport mechanism at

early timescales. Specifically, we propose the following process. First, the ultrafast visible pump is

absorbed by the gold pad, which increases its temperature causing it to radiate. Consistent with

phonon-polariton launching via thermal radiation, [32, 242] the local incoherent dipole moment

of the thermal radiation provides the energy- and momentum-matching to directly launch HPhPs

within the hBN flake. This in turn stimulates a broad spectrum of HPhP (and TO phonon) modes.
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Once launched, due to the part optical phonon, part light nature of the HPhP quasiparticles, these

modes can carry the thermal energy away from the heat source due to the high heat capacity of

the former and the high group velocity (with respect to acoustic phonons) of the latter. A similar

mechanism has been recently demonstrated in Ref. [187] where under steady state conditions,

the thermal conductivity is enhanced by to surface confined PhPs in silicon carbide. Our work

extends these findings to volumetric hyperbolic modes and into the ultrafast regime. This ultrafast

mechanism is of critical importance, as while the HPhPs will eventually decay back to conductively

heat the local hBN lattice and thus, thermalization of the energy will result in uniform heating of

the flake, at ultrafast timescales this provides opportunities for extracting the heat from localized

hot-spots before catastrophic processes occur (such as device failure). Our results should lay the

groundwork for a new generation of photonic sources and an efficient transport mechanism for mode

specific heat sinks in high frequency electronics.

Here, we have experimentally established the potential for ultrafast, thermal transport across

solid-solid interfaces via the transduction of thermal energy from a transiently heated gold pad into

HPhPs supported within hBN. This mechanism provides insight into the role that polaritonic modes

can offer in the realm of interfacial heat transfer, overcoming the traditional limitations of phonon-

dictated TBC. Specifically, we demonstrate that polaritonic coupling can facilitate the optical modes

to move heat across and away from a Au/hBN interface over an order of magnitude faster than

acoustic phonon conduction in the same system. These investigations provide the initial forays into

understanding the fundamental guiding principles of such ultrafast transport phenomena. Thus,

through further studies of polariton-phonon scattering rates and a quantification of energy tunneling

through different interlayers, we hope to elucidate the effectiveness of this energy transfer, including

quantifying the maximum heat flux and capacity. The mechanism demonstrated in this work

holds significant potential for cooling interconnects via radiative absorption. Subsequent research

endeavors can leverage this study as a basis for expanding thermal transport to include transducer

cooling, as well as enhancing interfacial flow through more precise nonequilibrium experiments.

The impact of this new mechanism has two main features that stand out: speed and controllability.

Once the thermal energy is being carried by a polariton, it is travelling at ultrasonic speeds, which

means that for high power or high frequency electronic devices that accumulate heat via joule

heating, this mechanism can remove heat faster than it is accumulated. This would help next-
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generation devices to maintain safe operating temperatures, even at higher current densities or

near local defect-induced hot-spots. The ability to design polaritonic modes through selection of

materials and patterning of optical devices also allows for several advancements in novel computers,

and thermal management. This new mechanism also serves to employ thermal energy to launch

polaritons, meaning that photonic circuits may be able to have a useful nanoscale source for photons.

Thermally, these results let us design and optimize new devices “shielded” from evanescent radiation

by polaritonic absorbers.

6.6 Methods

6.6.1 Device Preparation

The hBN flakes were prepared from 11B isotopically enriched source crystals by the standard

mechanical exfoliation process onto oxygen plasma treated silicon substrates. As reported in ref.

[148] of the main text and [243, 244] the hBN source crystals were produced by precipitation from

a molten metal solution using isotopically enriched precursors (nominally 99.4 % 11B) provided

by a commercial source. To fabricate the samples, the hBN flakes were initially exfoliated onto

a bilayer resist transfer wafer where they were imaged optically and via AFM to down select the

ideal flakes for these experiments. Transfer of the flakes onto a standard thermal SiO2 film on a

silicon substrate was performed via standard approaches in a home-built two-dimensional material

transfer microscope. The gold pads were patterned using electron beam lithography, development,

electron-beam deposition of a 50-nm thick gold film, followed by a standard liftoff procedure in

n-methyl pyrrolidone (NMP). The flake sizes were characterized by atomic force microscopy and

patterned using electron beam lithography, followed by electron beam deposition of a 50 nm gold

film.

6.6.2 Polariton Characterization

Near-field nano-imaging experiments were carried out in a commercial Neaspec s-SNOM based

around a tapping-mode atomic force microscope. A metal-coated Si tip of apex radius R ∼ 20

nm that oscillates at a frequency of Ω ∼ 280 kHz and tapping amplitude of about 100 nm was

illuminated by a monochromatic quantum cascade laser beam at a free-space incident wavelength
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λ = 6.9-6.6 µm and at an angle 60° off normal to the sample surface, with the incident light

being p-polarized. Because s-SNOM predominantly couples to p-polarized component, the signal

detected is dominated by HPhP signals, which can only emerge from p-polarized light (see ref.

[216] of the main text). Scattered light launches HPhPs in the device and the tip then rescatters

light for detection in the far-field. [182] Similar to previous studies of HPhPs using s-SNOM, the

presence of the metallic tip will lead to the presence of a tip-launched mode. Background signals

were efficiently suppressed by demodulating the detector signal at the third harmonic of the tip

oscillation frequency and using pseudo-heterodyne interferometric detection. In s-SNOM images,

HPhPs can be observed in two ways: first, polaritons launched by light scattered from the s-SNOM

tip propagate radially away from the tip and reflect back from sample boundaries for example,

a flake edge, creating interference fringes with spacing λHPhP divided by two (as in ref. [195]

of the main text and [245, 246]) which are scattered back to free space by the tip and detected.

Alternatively, polaritons can be directly launched from the edge of h11BN flakes and then propagate

across the surface and interfere with the incident field at the tip, producing fringes with spacing

λHPhP .(see refs. [148, 233, 234] of the main text)The simulated dispersion plot is generated using

a transfer matrix method to determine the reflection coefficients from Fresnel’s equations using the

reported dielectric function from reference [148] of the main text and [108](See Section B of the

Supplementary Information of Ref. [146]).
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Chapter 7

Engineering ultrafast thermal

tunneling

With the experimental observation of ultrafast transfer via polaritonic absorption confirmed,

the design and optimization of thermalization from polaritons to the substrate can now be engi-

neered. In this chapter, I use an infrared time-domain thermoreflectance (TTR) system to quantify

the effectiveness of an ultrafast heat sink. The samples presented were designed, and grown in

collaboration with Jon-Paul Maria’s group. I then apply the formalism outlined in 4 to explore

the phenomenon of thermal tunneling through a resistive interlayer. The work presented here is

currently being prepared for journal submission.

7.1 Motivation

Photonic metamaterials are nanocomposite structures engineered to optimize their dielectric char-

acter. In recent years, there have been significant advances in far- and near-field optical control,

such as hyperlensing [181, 247–249], radiative cooling [250–255], and invisibility cloaks [256], bring-

ing rich depth to the field of optics. Many metamaterials are constructed by periodically stacking

alternating sub-wavelength thin films, forming so-called superlattices. These architectures can be

carefully constructed not only to control the reflected light, but also to manipulate the entire dis-

persion relation of light. Another striking feature of many of these engineered superlattices, which

are typically anisotropic, is the emergence of the bulk propagation of vibrational modes [70], which

otherwise would be restricted to the interfaces between the superlattice layers. This phenomenon

has led to the development of a class of metamaterials featuring quasi-particles with hyperbolic

dispersion, so-called hyperbolic metamaterials (HMM) [117, 248, 257]. These HMMs enable sub-

diffractional confinement of light due to extreme anisotropy and can enhance the propagation of
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engineered quasi-particles.

Among various HMM systems, cadmium oxide (CdO) superlattices have emerged as a particu-

larly promising platform for supporting novel polaritonic behavior. Highly doped CdO superlattices

have recently been shown to support the first known hyperbolic plasmon polariton (HPP) [258].

The high carrier mobilities allowed by CdO have been shown to exhibit strong coupling [259],

epsilon near zero (ENZ) emission [260], and Tamm plasmon polaritons [261], all with high tunabil-

ity. Despite these promising features, direct experimental probing of thermal energy transfer in

such systems presents unique challenges. As previous experiments have shown [146, 187], intense

near-field emission can result in heat being absorbed into PhPs of h-BN and SiC more efficiently

than via conductive processes across the same interface. However, optical phonons alone exhibit

relatively slow thermal transport unless polaritonically accelerated [47], and strong reflectivity in

the Reststrahlen band can obscure direct probing of energy transfer from polaritonic absorbers to

substrates.

To address these limitations, I explore an alternative energy extraction strategy based on spec-

tral matching and tunneling principles. The high tunability of hyperbolic CdO superlattices [258]

makes engineering their dielectric function more feasible than with phonon polaritons. This tun-

ability enables direct investigation of thermal transport via hyperbolic modes, not only during

absorption and generation, but also during intrinsic and substrate scattering. Once the heat is

transferred to ultrafast polaritonic modes, it should be extracted just as equally fast; otherwise,

the energy will dissipate into the lattice, causing the same bulk heating expected from conduction

into the substrate, merely accelerated at early timescales. To avoid this, we employ a spectrally

selective thermal sink designed to absorb near-field modes generated in the hyperbolic absorber.

This is achieved by using a CdO layer with ENZ mode matched in absorption. Additionally, we

explore the principle of thermal tunneling by separating the ultrafast sink and hyperbolic absorber

with a thin dielectric.

7.2 Growth and Design

High-power impulse magnetron sputtering (HiPIMS) was used to grow CdO superlattices with

alternating carrier concentrations at 3× 1020 cm−3, and 3× 1019 cm−3. The resulting thin film has
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a complex dielectric structure from strong anisotropy between the intrinsic in-plane carrier density

and manufactured variance through plane. These were grown on an alumina substrate as a control,

a tuned ENZ CdO to investigate the speed of a polarionic heat sink, and finally a magniesium

oxide/ENZ CdO stack to tunnel the thermal energy through a conductively resistive interlayer. The

resultant stacks were then optically analyzed with Infrared variable angle spectroscopic ellipsometry

(IR-VASE) to determine the dielectric function of each layer, as well as the overall superlattice

dielectric function. With the dielectric functions known, predictions of the evanescent transfer (ξ)

within each layer were calculated from the fluctuational electrodynamics (FED) formalism detailed

in Ref. [66].

To measure the thermal events within the stack, we employ a spectrally resolved infrared (IR)

transient thermoreflectance (TTR) technique similar to Ref. [146], which measures the temperature

of the superlattice surface within the polaritonic range. To act as a thermal transducer, we pattern

a central 50 nm Au pad sized to match the spot size of the visible pump beam, minimizing any

heating of the superlattice. Surrounding the Au pad is a reflector ring to confine the hyperbolic

plasmon polaritons (HPPs) within the radius of the MIR probe, effectively increasing sensitivity

to the reflectance changes that signify HPP activity. The stack is constructed to support a Type I

hyperbolic mode in the range of 1.9-2.5 µm and a Type II hyperbolic mode in the range of 2.6-5.3

µm. Both of these are within the spectral sensitivity range of IR-TTR and within the transparency

region of alumina. The ENZ sub-layer is selected to be spectrally matched to the translucent edge

of the hyperbolic region of the HMM. When heated via a laser source, the electrons in the gold are

expected to reach temperatures above 2500 K. The resulting broadband near-field emission from

the Drude oscillator directly excites the hyperbolic modes in the superlattice. Those hyperbolic

modes will then sink into the CdO ENZ film preempting any thermalization of the heat within the

superlattice.

Figure 7.1(a) outlines the experimental design utilizing the IR-TTR system along with the

polariton heat sink mechanism proposed for thermalizing the polaritonic energy. The calculated

transfer function between the CdO superlattice and the ENZ sink, shown in 7.1(b), indicates

that the modes between the type 1 and type 2 hyperbolic regions are the most active in thermal

transport. This is confirmed with the experimental IR-TTR data in Fig. 7.1(c), where increased

activity can be seen in this region. More information on the thermal process and propagation of
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Figure 7.1: Experimental schematic and radiative transfer in CdO meta-materials: (a)
A schematic of the experiment performed in this work, where a green pump laser is focused onto
a circular gold pad exciting hot electrons to radiate energy into the hyperbolic superlattice (SL)
inducing polariton launching. A gold ring is used as a reflector to contain the polaritonic energy
within the region where a larger infrared probe beam measures the surface temperature of the
SL. The polariton then evanescently transfers its energy into a spectrally matched epsilon-near-
zero (ENZ) CdO heat sink. (b) The spectral transfer function (ξ) between the hyperbolic SL and
the ENZ CdO, specifically around the Type 1 hyperbolic mode. (c) The measured thermal decay
spectra from the surface of the SL to the CdO heat sink highlight enhanced thermal transfer at the
type-I edge, indicative of polaritonic transport.

energy into the heat sink can be extracted by taking a temporal slice of the measured contour in

Fig. 7.1(c) at 2.5 microns, the peak of polaritonic absorption shown in Fig. 7.1(b).
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7.3 Discussion

Once polaritonic heat is launched into the superlattice, in the case of no spectrally matched heat

sink, the energy remains confined within the CdO superlattice. In this scenario, the heat within

these ultrafast modes, physically restricted by the resonating ring, is scattered into slower, conven-

tional conductive transport channels. We see an exhibition of this behavior in Fig. 7.1(a), where,

in the absence of an ultrafast sink, the surface of the superlattice cools following a characteris-

tic exponential decay. This decay profile reflects single-mode thermal transport, where the decay

lifetime is inversely proportional to thermal conductance.

In contrast, when a thermal heat sink is present, we see a distinctly different transport signature

emerging at times shorter than 13.5 ps. In this regime, an additional mode of transport is present

quickly reducing the temperature at the surface. This timescale aligns closely with that reported

in Ref. [146] as the characteristic duration of interfacial energy exchange between a gold emitter

and a hyperbolic absorber. However, in the case measured in this work, we are instead measuring

the decay of the polaritonic heat within a hyperbolic material; the 13.5 ps interval observed here

marks the characteristic timescale of polaritonic propagation from within the superlattice to the

CdO heat sink. This implies that the energy initially present in the polaritonic system at 0 ps is

substantially dissipated by 13.5 ps, requiring propagation across a 240 nm interface within that

time. Using this, we can estimate the propagation speed of the thermal polaritons as

vpolariton =
d

τ
=

240nm

13.5ps
= 17, 778 m.s.−1 (7.1)

However, this speed is a dramatic underestimation, as it assumes that the duration of the polaritonic

launching is a Dirac delta function at t = 0 ps. Prior work shows that the magnitude of electron-

phonon nonequilibrium required for polaritonic launching in gold is on the order of 10 ps. We then

can reassess the propagation speed by subtracting out the duration of the pump event, giving a

propagation speed as

vpolariton =
240nm

3.5ps
= 68, 571 m.s.−1 (7.2)

This estimation suggests that the propagation of thermal polaritons is up to ∼ 10× faster than the
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Figure 7.2: Measured thermal decays at 2.5 µm. (a) A comparison of normalized thermal
decays with and without an ultrafast heat sink, with an accompanying schematic of the heat
sink mechanism labeled with the duration of the heat sink effect. Conductive processes dominate
at longer times, implied by the convergence to identical slopes. (b) Thermal decays with and
without a 30nm magnesia spacing layer, with an example schematic showing back heating caused
by conductive thermal wave propagating to the surface after the sinking of thermal energy into the
ENZ.

sound speed in the CdO superlattice.

Finally, when separating the superlattice from the heat sink, as depicted in Fig. 7.2(b), we

see an identical cooling rate within 3-4 ps after excitation; this mirrors the timescale discussed

above, affirming rapid heat extraction. Additionally, a strong secondary signature appears at 48

ps, indicating thermal energy reflecting back to the surface. Both signatures show the effect of

an ultrafast thermal tunneling event cooling the superlattice. This delayed signal is consistent

with a back-propagating thermal wave moving at the average sound speed of the material stack.

Assuming a known literature value for the sound speed in the magnesium oxide (MgO) spacer (9500

m.s.−1) [262], we derive an effective sound speed for CdO as

vs,eff =

[
48ps− 30 nm

9500 m.s.−1

]−1

= 5, 352 m.s.−1 (7.3)
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This value agrees with experimental measurements of CdO and confirms the tunneling of ther-

mal energy beneath the magnesia spacer [263]. It represents the first thermal quantification of

evanescent heat tunneling, providing direct evidence of energy transfer through non-radiative, near-

field interactions in nanostructured systems. The confirmation of this phenomenon has significant

implications for the development of ultrafast thermal diodes, particularly for heat management

in sensitive nanoscale devices. Moreover, this discovery opens promising avenues for engineering

evanescent transport from the hot electrons of field-effect transistors [7], thermophotovoltaics [228,

264], and tuning the flow of slow-light [181, 182].

7.4 Conclusion

In this study, I experimentally investigated and modeled near-field radiative heat transfer from

a radiating gold source into the hyperbolic plasmon polaritons (HPPs) of a CdO metamaterial,

followed by the evanescent tunneling of heat across a cold insulating magnesia interlayer into a

spectrally matched ENZ CdO absorber. First, radiative predictions from fluctuational electro-

dynamics guided the design of an ultrafast polaritonic heat sink using an ENZ absorber. Next,

spectrally and temporally resolved measurements quantified the magnitude and dynamics of energy

extraction. These measurements were then extended to a system with a 30 nm magnesia interlayer,

enabling the first experimental demonstration of room-temperature thermal tunneling. Finally, the

propagation speeds of polaritonic thermal transfer were found to be approximately 10× faster than

the speed of sound, highlighting their potential for rapid heat management. These findings pave

the way for the development of ultrafast electronic coolers for high-power circuits and inspire new

designs for nanoscale thermal tunneling devices.
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Chapter 8

Summary and Future Directions

In this thesis, I investigate the fundamental thermal transport across solid state interfaces,

combining conductive transport and near-field radiation formalisms. In Chapter 2, I provide an

overview of the basic concepts governing thermal transport for both conductive and radiation.

Chapter 3 outlines the metrology used to observe and quantify the mechanisms investigated in

this thesis. In Chapter 4, I establish the theoretical framework of interfacial radiative transport

in electron-phonon non-equilibrium, and identify the dominant physical parameters dictating the

speed and magnitude of the evanescent transfer. An experimental validation and design of a

transient thermoreflectance technique, tuned to measure the temperature of specific resonances,

is detailed in Chapter 5. The IR-VASE measurements provided in this work also highlight the

effectiveness of mid-infrared resonances as thermometers, which exceed the sensitivity of standard

metal transducers used in TDTR. In Chapter 6, I employ both the theoretical formulations and

experimental design developed thus far to quantify the magnitude of ultrafast interfacial transport

from a gold radiator to a hexagonal boron nitride absorber. This represents the first-ever measure-

ment of solid-state near field heat transport across and interface at room temperature. Finally, in

Chapter 7, I present the first steps toward functional devices leveraging the implications of my prior

work. This work identifies an estimate of the propagation speed of thermal energy, and presents

proposed techniques for dissipating polaritonic heat before it thermalizes with the lattice.

Based on the works in this thesis, there are many opportunities for future investigations,

• In chapter 4, I develop current radiative theory to be congruent with conductive heat trans-

port. Extending this, intrinsic and interfacial radiative conduction can be extended to the

cases of extreme lattice temperature (i.e., Tp > 1500 K). In this case, the radiation across solid

state interfaces, especially in the near field, would rival conduction even in weakly absorbing

media. Quantifying this process would greatly aid the design of efficient thermal management
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systems in extreme environments.

• in chapter 5, I quantify the effectiveness of optical phonon resonances as thermometers. I

find that due to the sharpness of these modes, their thermorefectance exceeds the standard

metal transducers. The implication of this is that a thermometry technique optimized in the

MIR spectral region could provide the most precise optical technique for measuring thermal

properties. Furthermore, the transparent regions of dielectric transducers allow for spacial

separation of the pump and probe events through the depth of a sample, reproducing a

nano-laser-flash measurement.

• In chapter 6, I measure the diffuse thermal transport from a thin gold film into the confined

polaritonic modes in h-BN. This effectively focuses and rectifies the thermal energy into

momentum confined optical modes. With this idea, one could explore manipulating the

optical modes with highly confined hyperbolic systems, or develop a simple thermal circuit

triggered by a polaritonic interaction to prevent thermal runaway at the nanoscale.

• In chapter 7, I engineer ultrafast heat CdO heat sinks and quantify the propagation speed of

polaritonic heat. Extending the observations at 2.5 microns to the entire hyperbolic region

would reveal a spectrally resolved propagation speed of hyperbolic heat transport. Towards

this goal, we are currently growing the dataset beyond what was presented in Chapter 7.

98



Chapter A

Appendix and Supplementary materi-

als for Chapter 4

A.1 Appendix A: Plasma Frequency Calculation

The plasma frequency of the metallic thin film was found as described in Eq. 2 of the manuscript,

given by

ωp(Te) =

√
ne(Te)e2

4πm∗(Te)ϵ0
(A1)

where ε0 and e are the vacuum permittivity and electron charge, respectively. The temperature-

dependent parameters in this equation are ne and m∗, which represent the number density and

effective mass of electrons, respectively. The number density of electrons, ne, was calculated from

the integration of the occupied density of states (ODOS), g(ϵ, Te), across all energies, ϵ. The ODOS

was obtained by multiplying the ground state density of states (DOS), D(ϵ), by the Fermi Dirac

distribution, fFD(ϵ, Te), as

g(ϵ, Te) = D(ϵ).fFD(ϵ, Te) (A2)

To find DOS for each metal film, we conducted self-consistent field calculations in the Quantum

ESPRESSO package [50] using a 8× 8× 8 grid of k-points. The number density of states was then

calculated as

ne(Te) =

∫ ∞

0
g(ϵ, Te)dϵ =

∫ ∞

0
D(ϵ)f(ϵ, Te)dϵ (A3)

The thermal effective mass for each metal film was retrieved by the Ashcroft and Mermin

formulation [60] as

m∗(Te) =
γ(Te)

γfree(Te)
(A4)
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where γ and γfree are the actual and free-electron Sommerfeld Coefficients, respectively. The values

of γ and γfree for each metal film at given Te is found as

γ(Te) =
Ce(Te)

Te
(A5)

γfree(Te) =
π2ne(Te)k

2
b

2µ(Te)
(A6)

where Ce is the heat capacity of electrons, µ is the chemical potential, and kb is the Boltzmann

constant. Finally, with electron effective mass and number density calculated, the plasma frequency

of each metal film was found.

A.2 Appendix B: Electron Scattering Rate Calculation

The electron-electron scattering rate was obtained using the Fermi liquid theory formulation, de-

scribed in Ref. [57], as

Γee(Te) =
e4k2F

16π3ℏ4ε20v3F q2s

[
2kF

4kF + q2s
+

1

qs
arctan

(
2kF
qs

)]
×

[
π2 +

(
ϵ− ϵF − µ

kBTe

)2
]
(kBTe)

2

(B1)

where kF and vF are the Fermi momentum and velocity respectively and are related to the Fermi

energy, ϵF , and the rest mass of the electron, me, as

kF =
√
2meϵF /ℏ (B2)

vF = kFℏ/me (B3)

where ℏ andme are the reduced Planck constant and the rest mass of an electron, respectively. Also,

qs represents the screening length of the electron, that is the distance at which the electrostatic

force of the electron is attenuated. The screening length in the above formulation is given by Bohm

and Pines [143] as

q−1
BP =

4πε0ℏ21.47r
1/2
s

e2me
(B4)
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where rs is the inter-electron distance of the simulated metal given by

rs =
4πε0ℏ2(3/4πne)1/3

e2me
(B5)

The electron-phonon scattering rate for each metal film was found by following the formula

reported in Ref. [58]:

Γ−1
ep (Te) =

π2

6

m∗(Te)C
2
sne(Te)

Gep(Te)Te
(B6)

where Cs is the Debye sound speed of the metal given by

3

C3
s

=
1

u3L
+

2

u3T
(B7)

In Eq. (S13), uL and uT are the longitudinal and transverse sound speeds, respectively. The values

of the longitudinal and transverse sound speeds for each simulated metal can be found in Table S1.

To find the electron-boundary scattering rate, we followed the formula reported in Ref. [71] as

Γeb(Te) =
3π

35ζ(3)Γ−1
ep (Te)qT t

[
1 + 2

(
uL
uT

)3
]

(B8)

where ζ is the Riemann-Zeta function, qT is the wavevector of a thermal longitudinal phonon

(qT = Tp/uL), and t is the thickness of the metal film.

A.3 Appendix C: Radiative Heat Flux Calculation

Fig. A1 represents a schematic of the radiative heat transfer problem under consideration as a

one-dimensional layered configuration with two solid-state layers. In this configuration, layer 1 is

a thin metallic film emitter (with a thickness of t) with a bulk vacuum layer on top, and layer

2 is a receiving dielectric half-space. The dielectric response of each layer is described using a

frequency-dependent dielectric function, ε(ω) = ε′(ω) + iε′′(ω). As layers are infinitely long in x-

and y-directions, we only consider heat flux along z-axis. Utilizing the framework of fluctuational

electrodynamics [66] in Cartesian coordinates, the spectral radiative heat transfer (qω) from the
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thin film to the substrate is given by the time-averaged z-component of the Poynting vector, as

qω = 2Re[< ExH
∗
y − EyH

∗
x >] (A1)

where ∗ denotes the complex conjugate. Here, Ex and Ey (Hx and Hy) are respectively the x- and

y-components of the electric (magnetic) field E (H), thermally emitted by the thin film. These

thermally emitted fields can be found using the fluctuation-dissipation theorem and formalism of

dyadic Green’s function [66]. By adopting a polar coordinate system and considering the azimuthal

symmetry of the configuration, the radiative heat flux is then found as

qω =

∫ kmax

0

k20Θ(ω, T )

π2
×

Re

i ∫ t

0

∑
α=ρ,θ,z

ε′′(ω)(gE
ραg

H∗
θα − gE

θαg
H∗
ρα )dz

 kρdkρ (A2)

where Θ is the mean energy of electromagnetic states, k0 is the vacuum wavevector, and kρ is the

parallel (relative to the surface) component of the wavevector. In this study, we set the upper

wavevector limit kmax = π/a, where a is the lattice constant of the material. This choice reflects

the physical limit imposed by the material’s atomic structure and photonic response [147]. Also, g

is the Weyl component of DGFs, given by

gE(ω, kρ) =
i

2kz1



(ATE
2 ŝŝ+ATM

2 p̂+
2 p̂

+
1 )e

−ikz1z

+(BTE
2 ŝŝ+BTM

2 p̂−
2 p̂

+
1 )e

−ikz1z

+(CTE
2 ŝŝ+ CTM

2 p̂+
2 p̂

−
1 )e

ikz1z

+(DTE
2 ŝŝ+DTM

2 p̂−
2 p̂

−
1 )e

ikz1z


(A3)

gH(ω, kρ) =
k2
2kz1



(ATE
2 p̂+

2 ŝ−ATM
2 ŝp̂+

1 )e
−ikz1z

+(BTE
2 p̂−

2 ŝ−BTM
2 ŝp̂+

1 )e
−ikz1z

+(CTE
2 p̂+

2 ŝ− CTM
2 ŝp̂−

1 )e
ikz1z

+(DTE
2 p̂−

2 ŝ−DTM
2 ŝp̂−

1 )e
ikz1z


(A4)

Here, superscript TE and TM refer to the transverse electric and transverse magnetic polar-

izations, respectively. Also, ŝ and p̂±
i are respectively the Sipe unit vectors inside ith layer for TE-
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Figure A1: Schematic diagram of the configuration considered for radiative heat flux calculations.

and TM-polarizations, given by

ŝ = −θ̂ (A5)

p̂±
i =

1

ki
(∓kz1ρ̂+ kρẑ) (A6)

where ki =
√
εik0 and kzi =

√
k2i − k2ρ. Finally, the coefficients Aγ

2 (Bγ
2 ) and C

γ
2 (Dγ

2 ) represent the

amplitude of waves traveling toward the positive (negative) direction of the z-axis in γ-polarization

(where γ = TE or TM) due to thermal sources emitting in the positive and negative directions

of the z-axis, respectively. These coefficients can be found using the scattering matrix method

described in Ref. [66].

A.4 Supplemental Material for Chapter 4

A.5 Section A: Temperature Dependence of Electronic Properties

To find the temperature dependence of plasma frequency, the variation of ne, found from Eq.

A3, with electron temperature was calculated as shown in Fig. S1 across the temperature range

of 300-5000 K for each metal considered in this study. We also retrieved the values of Ce and

µ across the simulated electron temperature range from the calculations performed by Lin et al.

[137], as shown in Figs. S2 and S3, respectively. Using these values, we calculated γ and γfree at
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different temperatures and, consequently, the temperature dependence of electron effective mass

was computed for each metal film as shown in Fig. S4. Finally, with electron number density and

effective mass calculated, the plasma frequency of each metal film was found as shown in Fig. 4.2

of the main manuscript.

Figure S1: Variation of the electron number density with electron temperature for gold, tungsten,
and copper.

Figure S2: Temperature dependence of the heat capacity of electrons for gold, tungsten, and copper,
retrieved from Ref. [137].
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Figure S3: Temperature dependence of the chemical potential for gold, tungsten, and copper,
retrieved from Ref. [137]. Here, εf is the Fermi energy.

Figure S4: Temperature dependence of the electron effective mass for gold, tungsten, and copper.

A.6 Section B: Temperature Dependence of Electron-Phonon Coupling

The electron-phonon coupling parameter, Gep, was retrieved from Ref. [137] for each metal film

and is depicted in Fig. S5. This work used ab initio density fluctuational theory (DFT) calculations

using VASP [265] at electron temperatures ranging from 0 to 5000 K. The functional relationship

between Γep and Gep is reported in Ref. [96] to describe the case of hot electrons after laser

irradiation similar to the situation depicted in Fig. 4.1a of the main manuscript. By inspection,

we see that Gep is relatively constant from 0 to 2000 K only increasing significantly above this.

By comparison to Fig. 4.2a-c in the main manuscript, we see a slight change in curvature in this

region for the calculated values of Γep. This implies a direct relationship between Gep and Γep as

expected from Eq. (B6). However, with the similar change in curvatures found between Gep and
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m∗, the two effects compete and contribute to the overall reduction in curvature seen in Fig. 4.2 of

the main text. Also, the values of the longitudinal and transverse sound speeds for each simulated

metal can be found in Table S1.

Figure S5: Temperature dependence of the electron-phonon coupling for gold, tungsten, and copper,
retrieved from Ref. [137].

Table A.1: Transverse, longitudinal, and Debye sound speeds for each metal film, retrieved from
Ref. [266].

uT (m/s) uL (m/s) Cs (m/s)

Au 1200 3240 1362

W 2890 5220 3219

Cu 2325 4760 2611
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A.7 Section C: Optical Constants of Dielectric Substrates

The isotropic dielectric function of 3C-SiC as well as the ordinary and extraordinary dielectric

functions of hBN were simulated using the “TOLO” model as:

ε(ω) = ε∞

(
ωLO − ω2 − iΓ

ωTO − ω2 − iΓ

)
(S1)

where ε∞, Γ, ωLO, and ωTO represent the high-frequency limit to permittivity, phonon damp-

ening, and longitudinal and transverse optical phonon frequencies, respectively. The values of these

parameters for SiC and hBN were retrieved from Refs. [64] and [193] as listed in Table S2. For the

silicon substrate, which does not support polaritonic absorption, the tabulated values of dielectric

function found in Palik’s Handbook of Optical Constants [64] were used. The dielectric functions

of these substrates, used in radiative heat flux calculations, are plotted in Fig. S6.

Table A.2: Optical constants for the dielectric substrates presented in the main text retrieved from
Refs. [64] and [193].

ε∞ ωTO [cm−1] ωLO [cm−1] Γ [cm−1]

3C-SiC [64] 6.7 969 793 4.8

hBN - Ordinary [193] 4.79 1617 1363 7.3

hBN - Extraordinary
[193]

2.95 825 760 7.3
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Figure S6: The dielectric functions of (a) hBN in ordinary direction, (b) hBN in extraordinary
direction, (c) silicon, and (d) silicon carbide.

A.8 Section D: Sensitivity of hrad to electronic properties

The possible avenues for controlling radiative heat transfer at a metal/insulator interface can be

explored through a sensitivity analysis. Fig. S7 describes the sensitivity to each Drude parameter

in the case of Au on hBN calculated by computing the change in flux for a ten percent increase in

each parameter. Among all, ωp has the strongest effect on the overall evanescent flux which causes

a ∼15% decrease in the flux across the interface. This strong impact is a result of the increase in

available photonic modes across the interface due to the significant changes in the real part of the

dielectric function with changing the plasma frequency. The scattering terms increase the total flux

available in the same way, i.e., more scattering in the metal results in a broader Drude peak. The

effect of increasing the thickness is that the electrons scatter less with the interface and thus, Γeb

decreases narrowing the breadth of the Drude peak.
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Figure S7: Sensitivity of hrad versus Te to each electronic property of the Drude model found for
the case of Au/hBN.
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