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Overreliance on Algorithms: Competition over Medical AI in Clinical Care 

“There’s nothing that I’ve seen in my 30-plus years studying medicine that could be as 

impactful and transformative,” says physician Topol, referring to the current integration of AI in 

global healthcare (Szabo, 2019). As such, physicians, hospitals, insurers, patient advocacies, and 

med-tech vendors compete to draw the line between legitimate and excessive reliance on medical 

AI in clinical care. Physician Nissen worries that “it’s only a matter of time before something 

like this leads to a serious health problem,” which has already come close with an AI incorrectly 

predicting that pneumonia patients are less likely to die if they have asthma (Matheny et al., 

2019; Szabo, 2019). As technology, such as electronic health records, has disrupted healthcare, 

physician Verghese remarks how “the real patient in the bed often feels neglected, a mere 

placeholder for the virtual record,” which is a consequence of rushing to adopt technology 

without properly applying it (Verghese, 2011). While physicians are hopeful that clinical care 

will be improved by AI that is being integrated by hospitals, insurers, and med-tech vendors, 

physicians, patients, and patient advocacies are pushing for a better balance between human and 

computer involvement. 

 

Review of Research 

Though Tonekaboni et al. (2019) and Watson et al. (2019) highlight the value of 

explainable medical AI, they do not fully examine the counterpoint that explainability may not 

be needed if there is overwhelming proof of the AI’s efficacy and that the physician relegates its 

prediction as extra evidence for their explanation and decision. While Angehrn et al. (2020) 

discuss AI applications and how poor data quality compounds bias, explainability is not 

examined. Though London (2019) analyzes the pros and cons of accuracy versus explainability, 
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other AI issues, such as patient privacy, are not discussed. The aforementioned research is 

mainly from the perspective of health and AI experts, lacking analysis of how patient viewpoints 

affect the problem. Arnold (2021) thoroughly reviews the ethical implications of AI, but 

concerns about major tech vendors entering healthcare and the resulting consequences, such as 

data collection, are exempt. 

Discussion by Topol & Verghese (2020) have motivated the preservation of social rituals 

among healthcare professionals and patients and showed the potential of AI improving that if AI 

is applied properly. Through careful thought by Wang et al. (2020) of what use cases where 

explainability may be needed, the idea of keeping AI options open is stressed. 

 

Social Rituals Between Healthcare Professionals and Patients 

Some physicians emphasize that AI should be applied to suitable, time-consuming tasks 

such that physicians can devote more time to key social rituals with other healthcare workers and 

patients. Disappointed with how electronic health records are competing with the patient for the 

doctor’s attention, physician Verghese observes how “rituals are about transformation . . . the 

cementing of the doctor-patient relationship—a way of saying: ‘I will see you through this 

illness. I will be with you through thick and thin,’” which is “key to earning their trust” 

(Verghese, 2011). While AI lacks this human dimension, Verghese notes that AI can free “more 

time for human-to-patient interaction” by automating tasks, such as medical charting, which can 

“improve care and allow physicians to record, and accurately register, more phenotypes and 

more nuance” (Verghese et al., 2018). Physician Ofri says that “we need to have the time” to 

care for and examine the patient, “but time that is not filled in by other tasks that are easily piled 

on,” referring to tasks that AI excels at, such as memorizing every type of disease (Topol et al., 
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2019). While physicians Arnold and Komesaroff admit that “if patients come to reinterpret 

technologies as ‘healers, initiates, or prophets,’ then it is distinctly possible that traditional 

therapeutic rituals will cease to operate,” they suggest that “if physicians are able to remain in 

control of these devices and techniques then they will be able to deploy them as transactional 

symbols” (Arnold et al., 2020). Physician Topol claims that “the greatest gift that AI can give us 

is to go ‘back to the future’ —to get us to the humanity in medicine, which is presence, a 

physical exam, listening, and building trust, communication, and deep empathy” (Topol & 

Verghese, 2020). 

 

Responsibility to Explain AI’s Predictions 

To avoid excessive use of AI, some physicians and patient advocacies assert that AI 

should be required to explain its predictions. According to physician Thingalaya (2019), “we 

need an Algorithm Transparency initiative as the first step for us to engage in the evidence-based 

use of health care AI tools,” implying that transparency is vital in proving the AI’s benefits. 

Physician Eckert says that “the explanation associated with this prediction can also be helpful as 

the clinician makes the decision, so with transparency the clinician can actually see and 

understand the factors associated with the prediction” (Teredesai et al., 2018). Since “physicians 

will seek insights into what AI is doing and won’t accept a black box when it comes to patient 

safety, quality and outcomes,” the American Hospital Association declare that “transparency in 

the AI algorithm is necessary to understand what went into it and why” (AHA, 2019). Though 

Alliance for AI concede that there is a trade-off between explainability and accuracy, they say 

that AI should be explainable “when fairness is critical” (e.g., cancer screenings), “when 

consequences are far-reaching” (e.g., risky operations), and “when transparency is required by 
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law” (Allgood et al., 2019). Physicians Kaushal and Khullar think that “it seems sensible to 

demand levels of explainability from different types of AI,” referring to cases where 

explainability is valued, such as “abstract or unexplored problems, in which likelihood of bias is 

high, or when such models [AI] are the primary drivers of diagnostic and treatment decisions” 

(Wang et al., 2020). Physician Sgaier promotes casual AI that explains cause and effect, arguing 

that “causal AI identifies the underlying web of causes of a behavior or event and furnishes 

critical insights that predictive models fail to provide” (Sgaier et al., 2020). 

Rather than require AI to explain its predictions, some physicians stress that physicians 

themselves should interpret and explain the AI’s predictions, provided that the AI has been 

proven to improve outcomes. According to physicians Verghese et al. (2018), “clinicians should 

seek a partnership in which the machine predicts (at a demonstrably higher accuracy), and the 

human explains and decides on action,” disagreeing with the notion that “models that are not 

causal and cannot explain the underlying process are useless.” Remarking how “transparency in 

and of itself may not be necessary,” physician Char says that, for example, “we don’t know how 

a therapy works . . . but we can demonstrate that it reliably produces the desired therapeutic 

effect and that the effect can be monitored,” implying that whether the AI works and improves 

outcomes should be prioritized over knowing how it works (Ward, 2019). Comparing AI to drug 

regulation, physician Obermeyer says that “explainability is not really part of the FDA’s 

criteria,” clarifying that “we just care that it works” (Ward, 2019). According to London (2019), 

“modern clinicians prescribed aspirin as an analgesic for nearly a century without understanding 

the mechanism through which it works,” likening AI to medicine. Because “discrete and known 

tasks” have a “low probability of incorporating unseen social biases . . . where human clinicians 

can readily intervene,” physicians Kaushal and Khullar state that they “may be relatively 
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comfortable with using black box models for image analysis, laboratory testing, or natural 

language processing of clinical notes” (Wang et al., 2020). Physician Kohane says that “we 

should be more worried about what is a false positive rate and what is a false negative rate over 

time of these programs, so that even if they are used in black box fashion like the rest of 

medicine, they are sufficiently reliable” (Bender, 2019). Though physicians may not understand 

AI predictions, physician Lehman suggests that, if AI is proven to work, then “that itself can 

teach us new explanations” and “we just have to think differently” (Bender, 2019). 

In response to criticism, some med-tech vendors are publicizing their support and 

providing tools for explainable AI. Since “it is crucial for an organization to have a full 

understanding of the AI decision-making processes with model monitoring and accountability of 

AI and not to trust them blindly,” IBM says that “explainable AI also helps promote end user 

trust, model auditability and productive use of AI” and “mitigates compliance, legal, security and 

reputational risks of production AI” (IBM, n.d.). As one of Google’s “objectives for AI,” Google 

affirms that it “will design AI systems that provide appropriate opportunities for feedback, 

relevant explanations, and appeal” and are “subject to appropriate human direction and control” 

(Google, n.d.a). Since “the human may feel that the model is wrong, when in fact it is right” and 

that “we [humans] don’t always reason rationally,” Google claims that explainability is 

important for “empowering the human” and helping them understand AI predictions (Google, 

n.d.b). To promote explainable AI, Microsoft provides InterpretML, a tool that allows developers 

to “train interpretable glassbox models and explain blackbox systems” (Microsoft, 2021). 

 

Patients’ Perspectives of Medical AI 
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Much of the public holds AI in a positive light, showing that they as patients are 

interested in AI when it is applied to suitable use cases. For general health care, 54 percent of 

people state that they are “willing to engage with AI and robotics for their healthcare needs” 

(PwC, 2016). About 80 percent of patients say that they are “ready for use of AI without human 

control” or willing to “accept AI only with human control” when presented with four use cases: 

skin cancer analysis, flare-prevention monitoring, smart clothes for physical therapy, and 

symptom assessment (Tran et al., 2019). Additionally, patients are 55 to 66 percent likely to use 

AI for certain use cases, such as blood testing, virtual coaching, DNA analysis for genetic health 

risks, and virtual nursing (Accenture, 2018). In skeletal radiography, patients rated their 

confidence in AI-assisted interpretation and management at 7.06 and 4.86 out of 10, respectively, 

suggesting that patients are assured about AI diagnoses (York et al., 2020). Some patients assert 

that AI is a “useful tool,” is “able to catch things humans can’t,” and would be a “step forward” 

because they “will make things better” by “improv[ing] speed and quality of data analysis,” 

while one patient remarked how “we’ve been waiting for a faster identification of things and this 

can only help” (Dousa, 2020). 

While some patients have positive views of AI, other patients still prefer 

recommendations from a human physician instead of a computer, believing AI to be inferior and 

less personalized. Since patients say that AI care is less unique, they hesitate to use services that 

are provided by a computer even when the computer has a higher accuracy rate than the human 

physician (Longoni et al., 2019). When deciding whether to undergo an operation, patients say 

that they are less likely to follow AI recommendations and feel less responsible for the decision 

when it is recommended by a physician (Promberger & Baron, 2006). Patients note that they 

trust both recommendations and decisions more when they are from a human physician 
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(Promberger & Baron, 2006). Though 75 percent of surveyed patients said that they trust 

physicians, only 31 percent trust diagnoses or treatments given entirely by AI (Accenture, 2020). 

Patients cite reasons, such as “I like visiting the doctor” and “AI might not understand me 

properly,” for not using AI services, which suggests that they think human care is more aware of 

their needs (Accenture, 2018). Some patients agreed that since AI represents “the prioritization 

of the collective above the individual,” it is questionable whether “there will remain a place in 

society for individual vulnerabilities” (Laï et al., 2020). One patient thinks that “it is comforting 

to have a human around you” and “to have a human be the bridge between robotics and the 

person,” concluding with “I think personally it’s still nice to get some human element of care” 

(Dousa, 2020). Another patient asserts that “it should be the way it’s done now, they give you all 

the options and the patient can make the decisions,” clarifying that the decision-maker should not 

be “the machine or anyone else” (Dousa, 2020). 

 

Patient Privacy 

As major tech vendors enter healthcare with AI services, some patients and patient 

advocacies express concern over the resulting data collection. Some of the public refer to 

“immaturity of AI technology” and “distrust of related companies” as two chief reasons why 

they dislike medical AI, believing that “AI doctors might invade personal privacy and lack legal 

supervision” (Gao et al., 2020). Some patients agree that the “notion of ‘non-belonging health 

data’ appeared to be problematic,” suggesting that patient privacy laws are unprepared for AI 

(Laï et al., 2020). 72 percent of surveyed people say that they are willing to share their health 

data with their physician, 53 percent with their health insurer, 12 percent with a government 

organization, and 11 percent with a tech company (DeSilva et al., 2020). Only 31 percent of 
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people claim that they trust Apple with their health data, whereas other tech companies fared 

worse (Wronski, 2020). In addition to many patients asserting that more regulatory safeguards 

are needed to protect them from corporate surveillance and targeted advertising, especially with 

entities beyond their healthcare provider and insurer, one patient says that “before I share my 

data, I would really need to interrogate the company and its aims” (Dousa, 2020). The American 

Hospital Association argues that “patient privacy is a key concern and affects how AI is 

developed and tested,” so “individual privacy must be protected at all times” (AHA, 2019). 

Some physicians are skeptical of AI that is offered by major med-tech vendors, implying 

that they would favor stronger patient privacy and AI alternatives that are developed only by 

hospitals. Physician Pearl argues that no services by major med-tech vendors “will make a 

substantial impact where it matters most: on the quality and cost of U.S. healthcare,” because “no 

major tech company is willing to accept medical liability,” and “tech companies will face major 

data-ownership issues ahead” (Pearl, 2019). When asked if med-tech vendors can be trusted with 

patients’ data, physician Topol says that “HIPAA isn’t enough to protect our data,” and “if the 

person doesn’t own their data and get it as inputs, then artificial intelligence is markedly 

diminished in terms of benefits for that person” (Farr, 2019). After noting how “Google’s 

DeepMind . . . caused controversy by acquiring data from 1.6 million NHS patients in a 

partnership with a London hospital without patients’ personal consent,” physician Elwyn asserts 

that “sensitive clinical data must be protected from vulnerability to hacking, inappropriate 

distribution, and microtargeting: ownership, storage, and sharing systems will need to be much 

better defined, described, and regulated” (Elwyn et al., 2018). Since “the digitized clinical 

encounter . . . interrogated by AI systems will arrive soon,” physician Elwyn proposes that “it is 

time to develop policies on how to collect, store, manage, and share these resources and to 
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maximise the value of the data to patients and to many other stakeholders” (Elwyn et al., 2018). 

Furthermore, surveyed physicians preferred AI that would be offered by a hospital system or a 

government institution over a tech company (Landi, 2019). 

Though major med-tech vendors and hospitals claim to uphold responsible data practices, 

they have shared patients’ identifiable medical data before, sometimes without consent. While 

Google says that it is “committed to treating that data responsibly and protecting your privacy 

with strict protocols and innovative privacy technologies,” the UK’s Information 

Commissioner’s Office ruled that “the Royal Free NHS Foundation Trust failed to comply with 

the Data Protection Act when it provided patient details to Google DeepMind” (ICO, 2017; 

Google, n.d.c). Though unsuccessful, a patient sued the University of Chicago Medical Center 

and Google for sharing patients’ medical data that he argued to be not properly anonymized 

(U.S. District Court, 2020). Ascension shared patients’ complete health history, including names 

and dates of birth, with Google and failed to notify patients or physicians (Copeland, 2019). 

 

Reducing Bias 

To reduce bias, inequity, and inequality in AI decision-making, some physicians, 

patients, and patient advocacies contend that medical AI should use data sets that are more 

representative and inclusive of the target population. Because “flawed or incomplete data sets 

that are not inclusive can automate inequality,” physician Verghese urges that “if AI is going to 

make clinicians better at caring for humans in distress, the data sets being used must be 

representative of society and not biased by sex, race, ethnicity, socioeconomic status, age, 

ability, and geography” (Thadaney & Verghese, 2018). In addition to one patient warning how 

“forcing learning when the data isn’t there, isn’t the right thing to do,” another patient says “to 
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make sure you are getting the best training sets from . . . all races” (Dousa, 2020). Since “AI will 

only produce results as good as the data available to it,” the American Hospital Association 

suggest that “it is critical that organizations have an effective data governance strategy,” which 

includes data quality requirements, such as accuracy, completeness, and relevance (AHA, 2019; 

Fürber, 2015). Alliance for AI say that “if the representation of the training data used contains 

features that are not related to the phenomenon being modeled they may also lead to bias” 

(Allgood et al., 2019). Because “small perturbations in the quality of data input can lead to big 

mistakes in output,” and “data provenance is important to ensure outputs are reliable and 

applicable even when the precise mechanism by which the data are produced is unknown,” 

physicians Kaushal and Khullar conclude that “careful attention must be paid to both data quality 

and origins” (Wang et al., 2020). 

While insurers and med-tech vendors claim that they take preventative measures to 

reduce bias, these efforts have not been enough to stop their AI from making biased decisions. 

Though Optum asserts that “we follow a rigorous process to create algorithms and health care 

metrics that are unbiased for their intended purpose,” they used algorithms to find patients who 

need more resources, but they determined, falsely, that black patients were less sick (Obermeyer 

et al., 2019; Optum, n.d.). Microsoft’s, IBM’s, and Amazon’s facial recognition AI were found 

to be 20.8, 34.4, and 31.4 percent less accurate for dark-skinned women than light-skinned men, 

respectively (Buolamwini & Gebru, 2018; Raji & Buolamwini, 2019). While Microsoft and IBM 

were responsive and reduced those inaccuracies to 1.5 and 16.7 percent, respectively, Amazon 

claimed that the “research paper and article are misleading and draw false conclusions” (Raji & 

Buolamwini, 2019; Wood, 2019). A year prior to that, Amazon removed an AI recruiting tool 
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that favored male candidates and insisted that the AI “was never used by Amazon recruiters to 

evaluate candidates,” despite men outnumbering women in Amazon’s workforce (Dastin, 2018). 

 

Conclusion 

Since medical AI has many benefits, physicians should partner with AI such that human 

judgment and personalized care is balanced with the vast knowledge of AI. However, the 

concerns of physicians, patients, and patient advocacies should be listened to, which is critical in 

the early stages when there is pressure to get it right and minimize harmful consequences. 

Physicians’ and patients’ distrust of med-tech vendors and the inevitable, increased data 

collection from AI integration highlight the need to reevaluate patient privacy regulations. Like 

any technology, AI is not always an appropriate solution, requiring careful analysis to isolate use 

cases where there is overwhelming proof of its efficacy as well as the least risk of causing harm 

and deepening social divisions and inequities. 
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