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Abstract

With increasingly advanced pervasive technology many applications centered on assessing

human behavior and health stand to benefit from new data and analytics. Among the new

data captured by smart technology, social signals, the stimuli exchanged via modes of online

and offline social interactions, are promising yet under-exploited source of information to

help understand and infer human outcomes. This dissertation is focused on the data mining

methodologies that transform social signals data available from smart devices in daily use into

human serving insights. Specifically, I focus on three major components: (1) using Twitter

data and protest participation theory to forecast daily civil unrest activities during the Arab

Spring, through which I demonstrate the value of theoretical underpinnings in mining online

social signals for macro-level, collective behavior prediction; (2) using smartphone-based

physical proximity data to improve cognitive stress recognition through two novel feature

engineering methods that are applicable to generic social signals for micro-level, personal

outcome inference, and; (3) the theoretical connections between inverse reinforcement learning

and relational event model in discovering group social interaction dynamics, through which

I broaden the scope of modeling methods for characterizing sequence of social signals in

cyber-human systems. I then propose future research directions incorporating and integrating

multiple sources of human-centered sensing data to contribute to aspects of personal well-being

and collective good.
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Introduction

1.1 Social Signals in Cyber-Human Systems

Humans are social animals, constantly interacting with one another in various ways.

Throughout our daily lives, we enter physical spaces occupied by other people, with whom

we maintain different degrees of physical proximity. We exchange eye contact and facial

expressions. We engage in conversations that are of different length, content, sentiment,

and purpose. The individuals and groups of individuals we interact with are of different

social significance to us, whether it is their social status, professional role, and familiarity

levels. We are likely to have a smartphone or an internet-enabled computer, with which we

call people, text people, email people, and receive phone calls, text messages, and emails.

We use social media often, on which we communicate with people by commenting on their

postings, sending them direct messages, or non-verbally, just browsing the content other

people created, or registering a follow/friend request. The users we interact with are again

of different significance to us, with some being public figures or organizations while some

being our close friends and family. Regardless of the medium, form, and content, the cues

we receive from other people in our social environment constitute social signals, which are

events that potentially elicit cognitive or behavioral responses within us and fundamentally

influence our perception, behavior, performance, and health. Therefore, the ways in which

we interact with other people, such as where, when, how often, with whom, under what

context, of what content, all affect and reveal various aspects of our individual and collective

well-being.

Social signals are a pervasive phenomenon that researchers have attempted to define

and approach in many disciplines. Biologists and ecologists have studied social signals

among animals, manifested as chemical cues such as pheromones [2] and visual cues such as

extravagant ornament in sexual selection [3]. Social signal processing [4] has been an emerging
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research area where computer scientists and electrical engineers use sensors to detect and

process human non-verbal behavioral cues, such as vocal patterns and body language, in

order to understand the “unconscious channels of communication between people” [5]. Some

others define social signals in a social media context: within the search engine optimization

(SEO) community, social signals are annotations (e.g., likes, shares, votes) made to webpages

by social media users that are visible to search engines, which contribute to the pages’ search

ranking [6]; social signals can also refer to the collective textual information circulated on

social media [7]. An effort to conceptually define and categorize comprehensive social signals

has been made [8]. I unify social signals under the notion of social stimuli, emphasizing the

potential effects social signals have on human behavior and health outcomes.

We need to quantify social signals in order to understand their effects on human outcomes.

Traditionally, survey method was used to solicit measurements of respondents’ social interac-

tion patterns. Researchers have also analyzed social signals from recordings of human social

interaction scenarios in laboratories or controlled settings such as meeting rooms [4, 5]. As

information technology becomes increasingly integrated into people’s daily life, opportunities

arise for capturing social signals data in natural, ecologically valid settings. The prevalence

of social media allows real-time, high-resolution, online social signals data to be recorded on

the population level. Smartphones, carried by many people as a companionship technology,

are equipped with sensors such as Bluetooth radio and microphone that can measure users’

physical proximity with other devices and voice patterns during conversations. The fusion of

technology and human constitutes cyber-human systems (CHS), where internet, sensors,

and computers are not only reflecting how we live our lives but also creating new functions

and reality to improve our lives. Therefore, research into cyber-human systems aims to

discover how smart, wearable, pervasive technologies can be engineered to enhance human

capabilities and well-being. Endorsed by the findings from behavioral science literature on

the effects of social stimuli, enabled by the growing amount of social signals data captured in

in-situ cyber-human systems, encouraged by the benefit we can potentially reap from deeper
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Figure 1.1: Data-Method-Application-under-Theory diagram: through this pipeline the
mission of Cyber-Human Systems research is fulfilled.

understandings and sharper predictions of human behavior and health, I propose mining

social signals in cyber-human systems as the focus of this dissertation, addressing

challenges in the process of transforming social signals data into human serving insights.

I outline the landscape of research questions and tasks for mining social signals in cyber-

human systems as a Data-Method-Application-under-Theory framework, shown in Figure

1.1. First, on the human side, human-centered applications are what drive the entire research

pipeline, therefore we ask the question: what aspects of human well-being and capability

should we better understand and improve? The answer often originates from clinical needs

and life-style objectives. Second, on the technology side, data enables all research and

solution, therefore we ask the questions: how do we measure social signals using technology?

What technologies, hardware and software, allow the capture of social signals ranging from

online communication to physical co-presence, and from face-to-face interactions to behavioral

cues? How can we develop new technologies that afford more accurate, portable, and discrete

measurement of social signals? Answering these questions often inspires new tasks in electrical

and computer engineering. Third, to bridge the gap between technology and human, we
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ask the question: how do we process and extract insights from social signals data? We

often need to resort to quantitative methods from a variety of disciplines (e.g., statistics,

machine learning, network science, signal processing) and continue to broaden the scope and

deepen the depth of these methods to build better solutions for modeling and sense-making

of social signals data, which typically falls within data science and systems engineering.

Finally, findings from domain research such as social and behavioral sciences provide rich

theoretical underpinnings that not only justify the entire analytical approach but also point

to new opportunities in coupling pervasive technology with human outcomes. The direction

of the arrows between components of Figure 1.1 indicates a working pipeline mapping from

technology to human; however, it does not necessarily reflect an intellectual order, for that

innovations can be identified within either component and inspire advancement in the others,

which naturally facilitates interdisciplinary collaboration. In the rest of this chapter, I discuss

in further details the data (Section 1.2), methods (Section 1.3), and applications (Section

1.4) of mining social signals in cyber-human systems, followed by Section 1.5 where I outline

the challenges addressed in the rest of this dissertation.

1.2 Data: online and offline

Depending on whether the social signals are received through a physical space or a virtual

channel, they can generally be divided into two categories: online and offline. Phone calls,

emails, text messages, online messages, other people’s social media postings are examples of

online or cyber social signals; whereas physical proximity, face-to-face conversations, and body

language are examples of offline or physical social signals. Each type of social signal entails a

specific measuring instrument and reflects a particular level of technological development.

Phone call records have long been utilized to understand human social networks while

in-person interactions were recorded from study participants in laboratory environments.

However, it is not until the recent proliferation of smartphone technology and internet-based

services have we been able to take advantage of social media and mobile sensor data. Social

media has been one of the hottest research topics in the last decade: social media sites have
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been popular data sources of online social signals for researchers to draw upon to tackle wide

ranges of analytical tasks and validate existing and new social and behavioral science research

questions. Almost during the same time, mobile sensing has been offering unprecedented

tools for measuring personal behavioral information (e.g., location, proximity, activity, audio,

app usage), covering social signals in the physical space that were previously extremely

difficult to obtain in daily life settings. As social media is usually accessible from smart

devices where mobile sensors are embedded, the two modes of human-centered sensing [9]

can not only be housed within the same hardware, but also considered jointly to design and

implement new human-centered applications [10, 11].

Online social signals data comes from users creating content and interacting with one

another via social media services. The number of users and their level of activity determine the

scale of the social system and the volume of data we can observe. Twitter and Facebook are

popular among choices. On Twitter, users receive social signals passively through exposure to

tweets composed by other users he or she chooses to follow; and actively take part in sending

and receiving social signals through actions such as following, @-mentioning, re-tweeting, and

replying to a tweet. On Facebook, users also passively receive other user’s content (which has

more freedom in terms of format than Twitter) and have multiple actions available to interact

with other users such as add friend, follow, direct message, reply, and share. Different social

media platforms allow different formats of content to be posted and accommodate different

social actions, which are usually annotated by timestamps and location tags, especially with

more and more people accessing social media services from GPS-activated smartphones.

When usage of a social media service is widespread within a population, textual content

created, behaviors exhibited, and networks emerged yield interesting large scale patterns [12].

Unlike social media, each different type of passively sensed physical social signal data

entails a different sensor with its own physical properties, hardware requirements, and

limitations, which makes each type of physical social signal data better suited for particular

occasions and scenarios [13]. Although video cameras are widely used in laboratory settings
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to record pose, posture, and facial features during social actions [14], to measure social signals

in the physical space in a natural, daily life setting, we are confined to the devices people

carry and use throughout the day. Due to relative ease to be built into smartphones and

wearable devices, Bluetooth radio, RFID (radio frequency identification), and infrared sensor

are three popular sensor choices in existing work for offline social signals. Bluetooth radio is

able to detect other Bluetooth enabled devices within a detection range of 10 meters [15].

Bluetooth encounters are considered evidence of physical proximity between devices [16]

and often used as proxy signals for in-person interaction [17]. Research has shown strong

correlation between Bluetooth encounters and real-life social interaction events [18] as well

as social relationships [19]. Due to its prevalent availability in smartphones and wearables,

Bluetooth encounter data is collected in most human sensing studies [20–24]. RFID is an

alternative choice for physical proximity data and can be tuned to detect other RFID tags in

close ranges (1 to 1.5 meters). Compared to Bluetooth radio, RFID transmitters are available

in far less smartphones and require additional wireless devices such as the sociometric badges

[25]; moreover, RFID requires a base station to which the contact data can be sent. As a

result we see more studies conducted within shared public spaces (e.g., office) where residents

wear the RFID tags while they were occupying the space [23, 26]. Unlike Bluetooth and

RFID, infrared transmissions detect alignment of sight in addition to physical proximity. For

an infrared sensor to detect another, the two sensors must be within a certain short distance

(e.g., 1 meter) and angle (e.g., 15 degrees) from each other. As such, infrared is considered to

be able to provide more accurate evidence of face-to-face interactions between people wearing

a infrared-enabled badge on their chest. Common to all three sensors is a transmission rate,

at which a device sends a signal into the environment in search for other devices; if another

device is detected, an encounter is registered. The number of repeated detection between two

devices usually indicates the length of proximity or interaction.
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1.3 Methods: features and prediction

Inference of human outcomes based on social signals data involves a feature extraction

step where raw data gets transformed into predictor variables, and a predictive modeling

step that outputs predicted outcome values, to which supervised learning models and tech-

niques are directly applicable. I identify four major aspects of information from social signals

in cyber-human systems that warrant feature extraction.

(1) Content. We are able to observe and record the content carried by many social

signals: when a user receives a message on social media, the words, sentences, and symbols

form the content; when two people engage in a conversation, the sound of their voice forms

the content; when someone expresses their discontent through a facial expression, the muscle

movements involved form the content. Different feature engineering techniques are employed

to process textual, auditory, or motor-sensory data. For textual content, natural language

processing tools are especially useful: a lexical approach seeks to quantify words based on

their frequency, relevance, and psychological connotation (e.g., Linguistic Inquiry and Word

Count [27]) whereas as a thematic approach focuses on the co-occurrence of words and aims

to discover composition of thematic clusters (e.g., Latent Dirichlet Allocation [28]) within

textual content. For auditory and motor-sensory content, transformation, segmentation, and

classification are often performed on raw sensor signals to extract useful annotations such

as as voice vs. non-voice status from audio recordings [29] and affective states from facial

expressions [30].

(2) Context. The context of a social signal refers to the environmental, behavioral, and

cognitive state the recipient is in. Time, location, concurrent activity, and psychological

status are all examples of context, and may be strongly indicative of the nature and effect of

the social signals situated therein. Thanks to mobile sensing technology, contextual data is

becoming increasingly available and should be represented in the feature extraction process.

(3) Network. Networks emerge over time as social signals transmit among individuals

[26]. One may quantify the patterns of these networks through structural features established
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in graph theory literature (e.g., degree, density, transitivity) and temporal features describing

the time-related properties of the social signals (e.g., duration, frequency, entropy). For

the same group of individuals, we may have observations of multiple networks formed by

different types of social signals (e.g., social media messages and face-to-face interaction).

We may aggregate these networks at different temporal resolutions to reflect the evolution

of network patterns over different time frames. We may also choose to focus on different

subsets of these networks, ranging from ego-centric to global when the unit of analysis varies.

Moreover, statistical network modeling (e.g., Exponential Random Graph Models [31]) are

formal inferential methods aimed at learning underlying factors that result in particular

network structures.

(4) Sequence. Patterns exist within the temporal order of social signals received by

an individual or circulated within a group of individuals. These patterns which may reveal

behavioral routines and preferences, and are correlated with health and performance outcomes.

Relational Event model [32] is a useful modeling framework to mine dependencies between

events that take place over time and has been predominantly applied on team communication

dynamics discovery problems [33]. Alternatively, Inverse Reinforcement Learning [34] has

been used to extract behavioral preferences from human routine activities [35], which may be

useful for mining sequence of social signals.

1.4 Applications: micro- and macro-level

The ultimate motivation for mining social signals in cyber-human systems is to help

estimate and forecast human outcomes that are critical to personal and societal well-being.

An important distinction within the applications lies in the scale of the unit of analysis, that

is whether the outcome of interest is associated with an individual or a population. The scale

of the human outcome in question stays on a micro-macro spectrum with one end being an

individual, the other end being a population, and teams and organizations occupying the

middle. On a micro level, personal social interaction patterns can be harnessed to inform

smart health and behavior change applications. On a macro level, social media platforms can
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Table 1.1: Major applications of mining online social signals

Human outcome Scale Features Predictive Model

Box office revenue [40] Collective Volume of tweets referring to a
movie per hour; sentiment polar-
ity

Linear regression

Stock market index [41] Collective Values of mood polarity (Opinion
Finder) and mood states (Google
Profile of Mood States)

Self-organizing fuzzy
neural network

Patient intake [42] Collective Volume of tweets containing
H1N1 influenza-related terms in
a region

Support vector regres-
sion

Crime rates [43] Collective Proportions of topic clusters de-
tected in recent tweets at the lo-
cation

Logistic regression

Election result [44] Collective Volume of tweets mentioning a
candidate political party; LIWC
sentiment scores

Proportion compari-
son

Citations [45] Collective Social media impact metrics of
tweets containing links to a JMIR
article

Linear regression

Political alignment [46] Personal Unigrams and hashtags in tweets
created by a user; user cluster
membership based on retweeting
and mentioning

Support vector ma-
chine

Depression [47] Personal Behavioral attributes relating to
social engagement, emotion, lan-
guage and linguistic styles, ego
network, and mentions of antide-
pressant medications

Support vector ma-
chine

be highly useful to predict emergent crowd behaviors and harvest crowdsourced knowledge

[36, 37]. On a group or organizational level (or mezzo if one will), social interactions sensed

within workplace teams, college classes, and hospital wards are crucial for understanding

performance [24, 38, 39].

We identify a large group of works tackling with predicting collective behaviors using

social media data, thanks to its broad user base often covering significant populations of cities

and regions. Particularly, Twitter data has been fueling population-level predictive analytics

since early 2000s, proving useful in applications spanning economics, commerce, politics,
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and health. Table 1.1 shows a representative sample of such research. Features extracted

are often volumes of certain content (terms, topics, messages) that is qualified as relevant.

Findings typically discover that features extracted from social media data satisfactorily

serve as independent predictors of real world response variables or significantly enhance the

performance of traditional predictive models after being incorporated. Facebook data, on

the other hand, proves more suitable for investigating personal outcomes such as personality,

preferences, and mental health [48–50]. Another type of online platforms, Massive Open

Online Courses (MOOC), where users browse course materials, complete required tasks, and

interact with one another, are gaining popularity as a testbed for online social signals mining

to understand users’ learning performance and experience [51, 52].

Compared to online social signals, offline social signals captured by smartphone and

wearable sensors in the physical space are more powerful in terms of detecting personal

behavioral patterns due to its high-resolution recording of daily life. Physical proximity

events detected among a group of people by Bluetooth radio or RFID have been used as

primary evidence to infer nature of interpersonal relationship [19, 53], type of social occasion

[18], and to inform strategies for infectious disease control [54]. A body of social sensing

studies have shown strong correlation between the physical social signals an individual receives

and emits and their personal outcomes, which I empirically categorize into four classes: (1)

health outcomes, including acute physical symptoms such as common cold and influenza

[55, 56], mental health such as affect and stress [57–60], and physiological indices such as

body mass index (BMI) [61]; (2) cognitive outcomes, such as politics- and health- related

opinions [62, 63]; (3) behavioral outcomes, such as dietary habit [56], place visit pattern

[64], and physical activity [65]; (4) performance outcomes, covering academic performance

[24, 66–68], workplace performance [23, 38], as well as effectiveness of communication at

occasions such as job interviews [69]. As evident in current literature, physical social signals

data are mostly used for personal or group level inference; applications on a population level

are still very limited due to difficulty of sensor data collection on a larger scale.
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1.5 Challenges addressed in this dissertation

In this section I identify three challenges within mining social signals in cyber-human

systems that I help address in this dissertation.

First, in the past decade there has been wide-spread enthusiasm in the computer science

community for macro-level predictive analytics using social media data. There is never a

shortage of predictive tasks as one could choose a response variable of interest, train predictive

models with social media data as input, and predict with a certain level of performance.

However, a missing part is often the social and behavioral theories that govern the process.

What do we learn? What about social media drives the predictive power? How can we utilize

the findings for future decision support purposes? These questions are often overlooked. As

such, the first challenge I address is in the identification of theoretical underpinning to a

collective behavior prediction problem using online social signals data. In Chapter 2, I look

into the domain of political science, specifically the early warning of civil unrest in politically

unstable areas [70]. I take on forecasting daily fluctuation of civil unrest activity during the

Arab Spring revolution using Twitter and automated political event data. Mapping protest

participation theory [1] to textual features, I discover driving factors of predictive power in

online social activity and real-time political event for daily civil unrest activity. With this

effort I demonstrate a process of feature engineering and predictive modeling driven by social

science theory and its value.

Second, compared to online social signals, currently we have a relative shortage of physical

social signals data in terms of both variety (i.e., sensing technologies) and quantity. Existing

works reviewed in Section 1.4 targeting micro-level outcomes are more or less based upon

the notion of dynamic homophily [63], that is an individual’s states (e.g., health, behavior,

psychology, performance) are similar to, thus can be more accurately inferred if we incorporate,

the states of the individual’s close social neighbors. However, existing research is lacking data

mining methods to utilize an individual’s smart device based in-situ physical social signal

data without their social contacts’s ground truth data available, which is normally the reality.
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To address this challenge, I make several innovations in feature engineering methods for

interpersonal proximity data for mental health inference. In Section 3.3 of Chapter 3, I tap

into the graphic aspects of Bluetooth encounter network and advance the state-of-the-art of

Bluetooth feature engineering to improve real-time cognitive stress recognition. In Section

3.4 of the same chapter, I borrow insights from natural language processing and propose and

validate a novel bag-of-words approach to representing raw Bluetooth encounter signals for

smart mental health inference.

Lastly, regardless of the space of social signals (i.e., online vs. offline), current efforts in

mining social signals data are largely focused on application-driven and data-based feature

extraction but are lacking official modeling theories that are applicable to the more generic

data structures such as network and event sequence. In Chapter 4, I look to expand the

current scope of modeling theories that are suitable for learning behavioral insights from

raw social signals data. Specifically, I identify inverse reinforcement learning [34] as a fitting

candidate for modeling social interactions and, for the first time in both machine learning

and network science community, draw theoretical connections between inverse reinforcement

learning and relational event models [32], advancing both the theory and the practice of

social signals mining and provide novel grounds for interventions for group communication

dynamics and beyond.

This dissertation is an effort towards the advancement of cyber-human systems research,

with a special focus on social signals. This dissertation covers applications, addressing two

critical human outcomes, one collective, the other one personal, in the domains of political

science and mental health respectively. This dissertation also covers data, as it encompasses

two types of sources, spanning online and offline social signal measurements. This dissertation

is about theory as well, from the social and behavioral theories guiding the cyber-human

systems research pipeline (Figure 1.1), to the theoretical modeling frameworks that offer

novel data mining methods for social signals.
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Mining Social Signals for Macro-level

Applications

Cyber social signals are relatively easy to measure and collect due to universal usage of

social media. When people log onto a social media site everyday to follow people and have

themselves followed, to send and receive direct messages, to like other people’s statuses,

and to post pictures others can see, social signals are generated and circulated among large

groups of people in the cyberspace. These cyber social signals are digital traces that are

potentially telltale of people’s real-time behavioral and psychological states. As social media

platforms are typically owned and served by commercial companies who store every piece of

information ever created by users, cyber social signals are faithfully gathered and available

for research, development, and marketing purposes. Collecting cyber social signals data

usually entails acquiring bulk data from these commercial “gathering places”, without needing

to seek out information actively from individual users or bear the brunt of direct privacy-

related negotiations. As a result, we have access to a relatively high quantity of fine-grained,

information rich cyber social signals data.

Empowered by the availability of —and relative ease of collecting— cyber social signals

data among large groups of users, there has been great interest in using cyber social signals

data to help predict collective, macro-level human outcomes, such as election results, crime

rates, and social movements. Researchers correlate these collective outcomes, which are

associated with the population that reside in a region, with cyber social signals originating

within the same population. Response variables in many application domains have been

targeted and many machine learning techniques have been implemented to forecast or detect

these response variables. With prediction performance a high priority, we sometimes claim

victory without sufficient knowledge of where the predictive power comes from within cyber
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social signals data. However, only when this question is answered can we truly understand

the implications of online social behavior on offline collective outcomes and begin to social

media based intervention methods to enhance social good. As such, what I want to address

is how to make use of existing theories in social science literature and test them on new, big

data offered by technology and create new theories and knowledge; and in the meantime

improve feature engineering and prediction performance.

In this chapter, we situate this task in the political science domain, specifically a political

crisis early warning problem, using social media data to predict development of civil unrest

activities in the near future. Activists have used social media during modern civil uprisings,

and researchers have found that the generated content is predictive of offline protest activity.

However, questions remain regarding the drivers of this predictive power. We begin by

deriving predictor variables for individuals’ protest decisions from the literature on protest

participation theory and then test these variables on the case of Twitter and the 2011 Egyptian

revolution. We find significant positive correlations between the volume of future-protest

descriptions on Twitter and protest onsets. We do not find significant correlations between

such onsets and the preceding volume of political expressions, individuals’ access to news,

and connections with political activists. These results locate the predictive power of social

media in its function as a protest advertisement and organization mechanism. We then

build predictive models using future-protest descriptions and compare these models with

baselines informed by daily event counts from the Global Database of Events, Location, and

Tone (GDELT). Inspection of the significant variables in our GDELT models reveals that

an increased military presence may be predictive of protest onsets in major cities. In sum,

this work highlights the ways in which online activism shapes offline behavior during civil

uprisings [71].

2.1 Introduction

From national political upheavals such as the protests in Thailand, Spain, Turkey, and

Brazil, to revolutionary waves such as the Arab Spring and the Occupy movements that
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reverberated across national borders, the 2010s have seen many parts of the world engaging

in contentious politics to oppose authoritarianism and demand social change. During these

civil uprisings, episodes of mass protests, riots, and even civil wars erupted sporadically,

compromising civil and military operations in the affected regions. Decision makers struggled

to anticipate the evolution of civil unrest and to initiate effective preparation and mitigation

efforts. These difficulties motivate research into predicting near-term spikes of civil unrest.

Forecasts of whether a region will transition to a significantly increased chaotic state within

the near future could assist government and non-government organizations with planning

and implementing response efforts that are more accurate, timely, and cost-effective [72, 73].

The above civil uprisings share a common characteristic: they were mediated by social

media (e.g., Twitter). Evidence indicates that activists and other participants used social

media during civil unrest to express political opinions, converse with fellow citizens, and orga-

nize future events [74–77], all of which entail the exchange of social signals in the cyberspace.

Research —predominantly from computer science— suggests a predictive relationship between

social media use and offline activities [78–82]. Political science studies [83–85] have investi-

gated the correlations between an individual’s engagement in offline political participation and

his or her online activist behavior. The extant literature in these fields indicates the following

gap: predictive analyses have not systematically identified the underlying mechanisms that

drive the predictive power of social media content, whereas political science studies have

focused on inferring static correlations between protest decisions and personal and behavioral

attributes, neglecting the ways in which online activism dynamically affects collective offline

activism. Thus, the relationship between social media usage and offline, near-term protest

activity remains an open question.

We seek to bridge this gap. We first identify variables from political science literature on

protest participation theory [1, 84, 86] that impact an individual’s decision to participate in

protests. Conventionally, these variables are measured using questionnaires. In this chapter

we (1) measure these variables within tweets composed by Cairo users during the early months
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of the Arab Spring, (2) examine the correlations between these variables and the occurrence

of protest onset in Cairo, Egypt, and (3) use the validated variables to predict protest onsets.

Our approach entails the manual curation of ground-truth data describing protest events,

followed by hypothesis testing and predictive modeling involving baseline models informed

by the Global Database of Events, Location, and Tone (GDELT) [87]. Thus, work presented

in this chapter deepens our understanding of the role played by online social networks in

modern civil uprisings.

2.2 Related Work

2.2.1 Political conflict prediction

Works on political conflict prediction have explored a host of different explanatory variables,

response variables, and machine learning techniques. Predicted phenomena include political

instability and dyadic international relations in future time periods. Example response

variables include high or low levels of conflict in the next week [88], two powers existing in a

state of cooperation or conflict [89], and whether an intra-state political upheaval will begin

in the upcoming years [90]. Prediction lead-time in these studies ranges from one month to

five years. Explanatory (predictor) variables fall into two broad categories: socioeconomic

features and historical political events. Socioeconomic features, including regime type, GDP,

demographics, state policy, and those of neighboring states [91], capture changes in the

socioeconomic landscape of a region that might lead to political crisis. Historical event

records, containing the occurrence of political events leading up to the present time, have

been used to extract patterns of social interaction within one or between multiple countries.

Methods used include predominantly logistic regression, as well as hidden Markov models,

time series analysis, and agent-based simulation [92].

In the studies reviewed above, the predicted phenomena are of low temporal resolution and

the prediction lead-times are longer than one month. Such methods do not address questions

such as “Will there be a protest onset in [CITY] in the next three days?”. This higher
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temporal resolution and more granular unit of analysis motivate extracting predictors from

online social media, where activist content is produced rapidly and is potentially predictive of

offline crowd behavior. Researchers have predicted significant protests in the next three days

using the volume of event mentions automatically extracted from social and news media [79].

Others have conducted a similar task using Twitter data and discovered that distributions over

user-centric meta-information (e.g., number of followers and followees) are more predictive

than content-based features such as topic proportions [81]. Others have found that the amount

of inequality in hashtag distributions on Twitter on a given day is predictive of the next day’s

intensity of protest activity [78]. Others have focused on extracting descriptions of future

protest events from social and news media content to generate alerts for potential events

with specific time, location, and actor information [80]. Apart from reports of prediction

performance and accounts of salient variables, a theoretical explanation of what makes social

media content predictive of real world events is lacking. This motivates our integration of

protest participation theory in hypothesis testing and predictive modeling.

2.2.2 Key roles of social media

Research indicates that social media played an important role during the Arab Spring

uprisings [74], where its impact was partially attributed to its function as an information

dissemination platform [75]. For example, active flows of revolution-related information were

detected between multiple types of Twitter users including activists, bloggers, and journalists

[76]. Social media provides a space for collective dissent to be articulated [77], political

debates to be shaped [74] and mass protests to be organized [75]. From the perspective of

resource mobilization theory, social media facilitated large-scale mobilization [93] so that

the revolution happened “sooner rather than later” [75]. Moreover, evidence suggests that

real-world civil unrest events often succeed spikes of online revolutionary conversations [74, 82].

As the vehicle of revolutionary conversations, opinions, and sentiment during the Arab Spring,

we find locally created social media content a suitable source from which to measure features

of public behaviors.
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2.2.3 Political event databases

A central task in political conflict prediction is defining variables that quantify social

and political events and then coding these variables within available information sources for

subsequent statistical analysis. A coded event is a tuple with structured elements who, did

what, to whom, where and when (sometimes augmented with a Goldstein score, an index of

the event’s impact on stability). In past work, coding an event has entailed the assignment

of these labels to news articles according to a set of coding rules such as WEIS (World

Event/Interaction Survey) [94] and CAMEO (Conflict and Mediation Event Observations)

[95]. Coding can be performed manually by reading news articles, which is the case for WEIS,

COPDAB (Conflict and Peace Data Bank) [96], ACLED (Armed Conflict Location & Event

Data Project) [97], and SCAD (Social Conflict Analysis Database) [98]. The coding process

is automated in systems such as TABARI (Textual Analysis By Augmented Replacement

Instructions) [99], which produced the GDELT (Global Database of Events, Language, and

Tone) database. GDELT is a database of political events of the form “COUNTRY A invaded

COUNTRY B” that are extracted from news articles published by global news media. Publicly

accessible, free-of-charge, and updated daily, GDELT serves as a candidate source for predictor

variables and has been used in several studies [80, 100].

2.2.4 Protest participation theory

A number of social science theories, such as relative deprivation theory [101], political

opportunity theory [102], and resource mobilization theory [103], have been proposed to

account for the causal mechanisms of social movements and revolutions. These theories help

explain the long-term development of revolutions, but not the near-term evolution of protests

during times of political upheaval. Consider the prediction of political stability within a

country. Such theories are suitable for answering questions such as “How likely is it that a

revolution will take place in COUNTRY X within the next three years?”. However, these

theories are ill-suited to questions such as “How likely is it that a mass demonstration will
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take place in CITY X within the next three days?”.

Marx [104] sees revolution as an inevitable outcome of the class conflict between the

exploited proletarians and the exploiting bourgeois. Tocqueville [105] attributes revolutions

to people’s boosted will to rebel when experiencing relaxed pressure from the authority after

an endured period of oppression. Into the 20th century, many theories were proposed: (1)

relative deprivation theory [101], or the so-called “J-curve” theory, arguing that it is the gap

between people’s expected level of well-being and what people end up experiencing, rather

than the absolute level of life conditions, that causes revolution; (2) political opportunity

theory [102], arguing that revolutions are a result of people’s will to make changes to the

society combined with people’s perceived opportunity to successfully make a difference; (3)

resource mobilization theory [103], which emphasizes the necessity of social organizations that

provide resources such as funds, supporters, and press coverage for a revolutionary movement

to happen.

On the other hand, protest participation theory aims to explain individuals’ decisions

to participate in protest events [86]. Variables described in protest participation theory fall

into three broad categories: biographical availability, political engagement, and structural

availability [1]; or —similarly— personal characteristics, political attitudes, and group effects

[86]. Biographical availability indicates the absence of constraints (e.g., marriage, children, or

employment) that would increase the cost of protest participation. Political engagement has

several dimensions, including one’s interest and knowledge in politics as well as one’s political

efficacy, the belief that one can make a difference politically. Structural availability refers to an

individual’s “presence in an interpersonal network that facilitates recruitment to activism” [1].

The most salient manifestation of such presence is being asked to or knowing to participate

in a protest event. The structure of protest participation theory can be summarized as

can participate, wants to participate, and has been asked to or knows to participate [106],

corresponding to the three categories of variables, respectively. Individuals’ propensity to

participate collectively determines the occurrence and scale of civil unrest events.
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Table 2.1: Significant variables in protest participation theory [1]

Category Variable

Biographical availability

Being young

Without children

Educated

Political engagement

Knowledgeable in politics

Interested in politics

Being liberal

Structural availability

Asked/knows to participate

Affiliated with social organizations

Having civic skills

Table 2.1 provides a list of variables associated with each category in protest participation

theory. Note that, although these variables can vary over time, some do so at faster rates

than others, especially when aggregated for a population. For example, the level of interest in

politics within a population can change overnight as a result of a provocative event, whereas

a population’s measured age distribution is likely to remain steady for years, leaving the

variable “being young” unaffected over a short time frame. Given the real-time nature of our

prediction task, we require the predictors in our models to track the rapid evolution of civil

unrest. We identify four candidate variables from protest participation theory: knowledgeable

in politics, interested in politics, having been asked to participate, and affiliated with social

organizations, and we use these variables to drive the design of predictors in our statistical

models. “Affiliated with social organizations” is included because although official membership

in an organization does not often change overnight, an internal affiliation (e.g., an individual’s

political alignment with certain social actors) can.

2.3 Hypotheses

We define a protest onset to be the commencement of one or more successive days of

gatherings that are politically motivated in the same way. Given this definition, we seek to

test the following hypotheses, that during a period of political upheaval:
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• Hypothesis 2.1: A protest onset is more likely to happen in the near future if we

observe an increase in the collective level of political knowledge in the cyberspace.

• Hypothesis 2.2: A protest onset is more likely to happen in the near future if we

observe an increase in the collective level of political interest in the cyberspace.

• Hypothesis 2.3: A protest onset is more likely to happen in the near future if we

observe an increase in the collective level of knowledge of a future protest in the

cyberspace.

• Hypothesis 2.4: A protest onset is more likely to happen in the near future if we

observe an increase in the collective level of affiliation with political activists in the

cyberspace.

We hypothesize that the timing of such onsets will correlate strongly with increases in one

or more of these collective levels. Factors originating from outside of the social system

in question, such as intervention from a foreign power, may directly or indirectly impact

the development of civil unrest and thus be predictive of future events. We will focus on

endogenous characteristics of a population derived from protest participation theory, leaving

such exogenous factors to future work.

To formalize the concepts “increase in the collective level” and “near future”, we define

two parameters: base period and prediction horizon. The base period (denoted B) is a period

of time immediately preceding the current time step; we compare the current value of a

predictor with the average value over the base period to measure the increase. The prediction

horizon (denoted H) is a period of time immediately following the current time step (i.e.,

“near future”); a predicted protest onset will be considered correct if a protest onset does in

fact occur within the prediction horizon. Both parameters take positive integer values. In

this article, we will explore different combinations of B ∈ {1, 2, 3} and H ∈ {1, 2, 3} in our

modeling process.
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Table 2.2: Manually curated timeline of Cairo protest onsets 12/1/2010-4/1/2011

Date Day Main
Venue

Scale* Theme/Demand Narrative

12/12/2010 Sunday Supreme
Court
building

2 Protest against the cheating in
recent election

Hundreds of opposition activists
protested Sunday over what they
said were bogus elections that
had produced an illegitimate par-
liament

1/2/2011 Sunday Shubra,
downtown
Cairo

2 Denounce Saturday’s church
bombing in Alexandria and show
solidarity with the Egyptian Cop-
tic minority

Some 500 Muslim and Coptic ac-
tivists, politicians and other civil
society leaders protested

1/25/2011 Tuesday Tahrir
Square

3 “Day of Revolt”: urge Hosni
Mubarak to stepdown

Thousands of people took part in
rare anti-government protests

2/18/2011 Friday Tahrir
Square

5 Celebrate the first week after the
downfall of Mubarak and pay
tribute to the people who died
in the uprising

Hundreds of thousands of
protesters returned to Tahrir
Square in a mass rally

2/25/2011 Friday Tahrir
Square

3 Urge the new military govern-
ment to purge the cabinet of min-
isters appointed by Mubarak

Thousands of protesters have
gathered once again in Cairo’s
Tahrir Square

3/4/2011 Friday Tahrir
Square

4 Show determination of Ahmed
Shafiq’s stepdown and then cele-
brate the appointment of Essam
Sharaf as new prime minister

Ten thousand people gathered as
the newly appointed prime minis-
ter Essam Sharaf spoke to them
asking for support and help

3/7/2011 Monday Multiple
locations

3 Against the burning of the church
in the province of Helwan

Coptic Christians held protests
in different areas of Cairo to de-
mand better treatment and an
end to what they perceive as dis-
crimination in Egypt

3/22/2011 Tuesday Interior
Ministry

3 Demand better pay and condi-
tions

About 3,000 police protested out-
side Interior Ministry building

3/25/2011 Friday Central
Cairo

2 Demand more reform Hundreds of people gathered Fri-
day in central Cairo in the famil-
iar tableau of chants and slogans
demanding reform

4/1/2011 Friday Tahrir
Square

3 Demand the ruling military coun-
cil move faster to dismantle lin-
gering aspects of the old regime
“save the revolution”

Thousands of demonstrators
filled Tahrir Square on Friday for
the largest protest in weeks

*Number of participants in the power of 10
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2.4 Data

This section describes data acquisition for our response variable, protest participation

theory variables, and GDELT variables. The response variable is a binary variable indicating

whether a protest onset occurred in Cairo, Egypt on a particular day of the Arab Spring.

Protest participation theory variables have been introduced in Section 2.2.4 and formalized in

Section 2.3 and are the main focus of this research. We seek to measure protest participation

theory variables automatically within Twitter data. GDELT variables will serve as predictor

variables in our baseline models, against which we compare the predictive performance of the

protest participation theory variables. The temporal scope of our data is the 121-day period

from 1 December 2010 to 31 March 2011, covering the early months of the Arab Spring.

2.4.1 Ground truth

We considered two alternatives for establishing the ground truth of our response variable:

(1) utilizing automatically curated event databases like GDELT, and (2) manually examining

news articles. Each alternative aims to produce a vector of ground-truth labels indicating

whether a protest onset occurred in Cairo during each day, and each alternative is grounded

in news articles that are written by humans. The advantage of GDELT is convenience, as

it is automatically extracted from news articles. Researchers have used GDELT as a proxy

for ground truth by aggregating daily counts of GDELT protest events on a three-day basis

and labeling statistical outliers as positive instances [81]. In addition to concerns related

to errors introduced by GDELT’s automatic coding process, we find GDELT incompatible

with our definition of protest onset. For example, sustained daily GDELT records of protest

events might result from continued coverage of a single protest. This is a single onset by our

definition, but GDELT does not make such distinctions. Manual examination of news articles

can help differentiate such patterns. This manual analysis requires considerable human effort,

but we believe the resulting ground truth will be better aligned with our stated response

variable. As such, we decided to obtain Cairo protest onset data through manual examination
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Table 2.3: Predictors of Protest Onsets

Theoretical Variable Implemented Predictor Notation (index)

Knowledgeable in politics

Daily count of Cairo tweets @-
mentioning popular news media

NumTweetsNews (1)

Daily count of Cairo Twitter users @-
mentioning popular news media

NumUsersNews (2)

Interested in politics
Daily count of Cairo political tweets NumTweetsPolitics (3)

Daily count of Cairo Twitter users who
authored at least one political tweet

NumUsersPolitics (4)

Having been asked or
presented information to
participate

Daily count of Cairo tweets that present
future protest information

NumTweetsProtests (5)

Daily count of Cairo Twitter users @-
mentioning the authors of future protest
tweets

NumUsersProtests (6)

Presence of ties in an
activist network

Daily count of Cairo tweets @-
mentioning salient Egyptian political
activists

NumTweetsActivists (7)

Daily count of Cairo Twitter users @-
mentioning salient Egyptian political ac-
tivists

NumUsersActivists (8)

of online news articles reporting the daily progress of the Egyptian revolution.

We considered the 121-day period from 1 December 2010 to 31 March 2011. Associated

with this time span is a vector of 121 boolean indicators, which are 1 if a protest onset

occurred during the given day and 0 otherwise. To determine the boolean value of each

day, we examined news articles published online by global news media. For each day

within the period, we queried Google News (http://news.google.com) with the date in

question and Cairo as the query term. From the query results, we examined articles

containing descriptions of protest activity in Cairo on that day. When descriptions of a

politically charged gathering occurred in at least one news article, we documented the

location, theme (motivation or demand of the gathering), scale (number of participants by

magnitudes of 10), a short narrative of the gathering, and the URL of the news article.

Then for each day within the period, we determined whether the day was a protest onset

day based on our definition: a day was labeled 1 if protest activity was reported on that
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day and the immediately preceding day has no evidence of protest activity with the same

political motivation or at all. For example, on 25 January 2011, “Thousands of protesters

spilled into the streets of Cairo on Tuesday, an unprecedented display of anti-government

rage...”1. On 25 February 2011, “Thousands of Egyptians have returned to Cairo’s Tahrir

Square to mark one month since the start of their uprising which toppled President Hosni

Mubarak”2. In total, 10 protest onsets were identified, and 9 of them were within the

121-day period, with one more on 1 April 2011 during which “Thousands of demonstrators

gathered in Cairo’s famous Tahrir Square on Friday”3. Our response data is listed in

Table 2.2, with a more detailed spreadsheet showing curation effort downloadable at https:

//www.dropbox.com/s/ssp3rsh3e7983z1/cairo_protest_onsets_data.xlsx?dl=1.

2.4.2 Twitter

In Section 2.2.4, we discussed biographical, political, and social structure variables that

might explain the occurrence of protest onsets. We measured these variables within Twitter

data generated by Cairo Twitter users from 1 December 2010 to 31 March 2011. GPS

coordinate information is the most accurate way to ascertain the location of a tweet; however,

such metadata was rarely attached to tweets posted within Egypt in the 2010-2011 time

period; instead, we identified a user as residing within Cairo if the user had the English city

name “Cairo” in the bio-location field of their user profile. We purchased this subset of tweets

(3,661,036) from Gnip. In addition to tweet text and timestamp, the dataset also contains

user profiles of all users. Section 2.5 will discuss in detail how we extracted predictors from

this Twitter data.

2.4.3 GDELT

We used GDELT data to build baseline models for comparison with our Twitter-driven

models. For every detected event within a news source, GDELT assigns an event type based

on the CAMEO coding scheme. The CAMEO coding scheme categorizes an action into one of

1http://news.blogs.cnn.com/2011/01/25/thousands-protest-in-rare-cairo-mass-uprising/
2http://www.bbc.com/news/world-middle-east-12583189
3http://www.nytimes.com/2011/04/02/world/middleeast/02egypt.html?_r=4&
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the 20 root event types and assigns additional labels if finer distinctions are detected. The 20

root event types are: (1) make public statement; (2) appeal; (3) express intent to cooperate;

(4) consult; (5) engage in diplomatic cooperation; (6) engage in material cooperation; (7)

provide aid; (8) yield; (9) investigate; (10) demand; (11) disapprove; (12) reject; (13) threaten;

(14) protest; (15) exhibit military posture; (16) reduce relations; (17) coerce; (18) assault; (19)

fight; (20) engage in unconventional mass violence. Additional digits specify subcategories

under a root event type. For example, code 03 will be assigned to an “express intent to

cooperate” root event type; code 033 will be assigned to an “express intent to provide not

specified material aid” event; and code 0333 will be assigned to an “express intent to provide

humanitarian aid” event.

We extracted from GDELT counts of events that occurred in Egypt aggregated by day

and by root event type within our study’s time period. We did this by querying the database

for all events tagged with an ActionGeoCode of “EG”, which is the Federal Information

Processing Standard (FIPS) code for Egypt. This process was automated by the R package

GDELTtools. Note that the daily event counts are not directly used as predictor values for

the baseline models; we will discuss baseline model feature design in Section 2.2.1.

2.5 Feature Engineering

This section presents the design of features that capture the protest participation hy-

potheses laid out in Section 2.3. We also explain how these features are measured using

the Twitter data described in Section 2.4.2. Table 2.3 lists the theoretical variables and

associated predictors derived from our Twitter data. In the following paragraphs we describe

the four groups of features in detail.

First, we used the volume of user mentions that target popular news media Twitter

accounts to approximate the collective level of political knowledge among Cairo users. On

Twitter, user mentions (also known as @-mentions) are used to retweet or reply to another

user’s tweets, or to engage another user in a conversation. We observed that the vast majority

of tweets @-mentioning a news media account are retweets of news posted by said news media
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account, for example: “RT @AJEnglish: Egypt’s protest dispersed by force: Army uses batons

to break up demonstrations in Cairo demanding purging...”4. The rest are predominantly

tweets discussing the @-mentioned news media, for example: “@AJEnglish You really have

the corrupt #Egyptian government running scared. BRAVO! If only more news sources were

as good as you. #Jan25”5. In previous work, political knowledge has been measured by

asking individuals whether they read a daily news article [1]. We broaden this notion to

encompass access to information sources (e.g., Twitter accounts) that frequently disseminate

political stories. We reason that @-mentioning the Twitter account of popular news agencies

is an online analog of accessing a traditional newspaper, since the user’s @-mention was likely

precipitated by content distributed by the news agency.

Second, one’s interest in politics is reflected by the extent to which one engages in political

discussions. Although an interest in politics does not necessarily generate political discussion,

the volume of political tweets one creates may proxy for the user’s level of political interest.

Therefore, we approximated the collective level of political interest on each day by measuring

the volume of political tweets created by Cairo users on that day. We will explain the selection

of political tweets later in this section.

Third, we observe that protest advertisements and exhortations to participate often

contain basic information about an upcoming protest event and the mention of a future day.

The volume of such tweets indicates awareness and social pressure to engage in an upcoming

protest.

Last, we mapped the notion “ties in an activist network” to the volume of @-mentions

that target salient political activists on Twitter. The @-mention is a primary means whereby

users interact with each other; therefore the frequency of @-mentioning a political activist

represents the degree of affiliation. Note that so far we have used the word “volume” to

describe quantity (e.g., the volume of @-mentioning certain users); concretely, this quantity

4Tweet link deprecated, original news article: https://www.aljazeera.com/news/middleeast/2011/

02/2011226221957428.html
5http://twitter.com/lollybrubs/statuses/33213052178403329
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Table 2.4: Query terms for political tweets selection.

Terms without Arabic equivalent

jan25, 25jan dostor20114

feb17 amndawla5

mar19 newegypt

17feb freeegypt

19mar egyrevolt

Terms in both English and Arabic
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«X@Q�. Ë @

1Essam Sharaf, Prime Minister of Egypt (3 March 2011 - 7 December 2011)
2Ahmed Shafiq, Prime Minister of Egypt (18 September 2002 - 28 January 2011)
3Omar Suleiman, Vice President of Egypt (29 January 2011 - 11 February 2011)

4Egyptian Constitutional Declaration of 2011
5The Egyptian State Security Investigation Service

6Wael Ghonim, Egyptian Internet activist and computer engineer
7Mohamed ElBaradei, Egyptian law scholar and diplomat.

could be represented by both the number of tweets and the number of users that satisfy a

constraint (e.g., the number of tweets @-mentioning certain users vs. the number of users

that have created tweets @-mentioning certain users). We did not have reasons to choose one

over the other so we created both as measurements of the same concept and left the selection

to up to the statistical models.

To measure the predictors described above, we first selected Cairo political tweets from

our data set, as these tweets and associated users are the basis for all of our predictor
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measurements. For example, our identification of popular news media and salient political

activists (which we collectively call political Twitter users) is based on the activity of users

who generated political tweets. To select political tweets, we adopted a keyword match

method with query expansion. Since we did not know exactly how to characterize Cairo

users’ online political speech, we began with a list of four terms, jan25 6, tahrir 7, mubarak 8,

and amndawla9, which were the four most frequently used hashtags of clear political nature

for the Egyptian protests. We selected the tweets containing these four hashtags, aggregated

the selected tweets by day, and built a corpus of 121 tweet documents each of which was

the concatenation of tweets on that day. We then calculated the average term-frequency

inverse document-frequency (TF-IDF) score for each word in the corpus and ranked them in

descending order. Most of the top-ranked terms, both in English and Arabic, are related to

politics. From the top-ranked 300 words in the list, we manually selected words representing

(1) entities of political nature such as revolution, government, and vote; (2) names of important

political actors such as suleiman and ghonim; (3) dates and locations of revolutionary events

such as tahrir, jan25, and feb17; and (4) political slogans such as newegypt and freeegypt.

Note that among these political terms there are some English words and Arabic words that

share the same meaning; for those words that were only in one language (English or Arabic),

we obtained the translation (when applicable) in the other language using Google Translate

and added the translated words to the list. In this way, we curated a list of 67 query terms

(listed in Table 2.4). We used this list of query terms to select political tweets from our

full collection of tweets, producing 946,988 Cairo political tweets (roughly 26% of all Cairo

tweets). We selected Cairo tweets that contain at least one of the query terms when not used

as a username being @-mentioned (e.g., “@ghonim” is not considered as containing the query

term “ghonim”). We then measured our predictors using these political tweets.

625 January 2011, the official start date of the Egyptian Revolution of 2011
7Tahrir Square, a major public town square in Downtown Cairo that was the location and focus for

political demonstrations in Cairo
8Hosni Mubarak, the then-president of Egypt in 2011 Spring
9The Egyptian State Security Investigations Service, which was the highest national internal security

authority of Egypt
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Table 2.5: Most mentioned news media by political tweets

Twitter account Real name

Shorouk News Al-Shorouk

AlMasryAlYoum A Al-Masry Al-Youm, “the Egyptian Today”

DostorNews Al-Dostor, “the Constitution”

RassdNews Rassd News Network

AlArabiya Ar/alarabiya ar Al Arabiya Arabic

ONtveg ONTV Egypt

MasrawyFans Masrawy

Youtube Youtube

eahram Al-Ahram

AJArabic Al Jazeera Arabic

Table 2.6: Most mentioned political activists by political tweets

Twitter account Real name

Ghonim Wael Ghonim

alaa Alaa Abdel Fattah

ElBaradei Mohamad ElBaradei

waelabbas Wael Abbas

3arabawy Hossam el-Hamalawy

Sandmonkey Mahmoud Salem

monasosh Mona Seif

wael Wael Khalil

Zeinobia Zeinobia

gamaleid Gamal Eid

To measure the daily volume of @-mentioning popular news media (predictors 1 and 2)

and @-mentioning salient political activists (predictors 6 and 7), we identified the key news

media and political activist Twitter accounts active during the revolution. To this end, we

extracted a list of all @-mentioning instances from the collection of Cairo political tweets. We

then aggregated the list by mentioned user and sorted it in descending order of the number

of times (i.e., tweets) each user was mentioned. From the highest ranking user down, we

examined each user’s profile on Twitter and manually identified the 10 most mentioned news

media accounts and the 10 most mentioned political activist accounts. A complete list of
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Figure 2.1: Example of protest advertising tweets.

these news media and political activists are shown in Table 2.6. Tweets that @-mentioned

these news media and political activists accounts were used to measure predictors 1, 2, 6,

and 7.

We adopted a keyword matching method to measure the number of tweets that present

future-protest information (predictor 5). From Cairo political tweets we selected those that

simultaneously contain protest related words and future-oriented words and measured their

daily volume. We used the following English words related to protests: tahrir, marching,

demonstration, protest, their Arabic translations, and the English phrase to the streets. Future-

oriented words were English and Arabic words and phrases for tomorrow, and combinations

of this and next with any one of the days of the week (e.g., this Friday, next Tuesday, etc.).

Figure 2.1 shows an example protest-advertising tweet.

2.6 Experiments and Results

2.6.1 Hypothesis testing

To test our hypotheses, for a given day, we modeled the probability of a protest onset

occurring in Cairo within the next H days (denoted as OH , H ∈ {1, 2, 3}) given the feature

vector XB (B ∈ {1, 2, 3}) as
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Pr(OH |XB) = fH(XB) =
1

1 + exp[−(β0 + βTXB)]
, (2.1)

where the feature vector XB was obtained through two processes. First, to quantify the

“increase over recent level” in the hypotheses formulated in Section 2.3, we calculated the

quotients of the current value of each of the eight predictors in Table 2.3 divided by the

predictors’ average values over the past B days. Thus, under each level of B, we created eight

features. We then implemented a stepwise variance inflation factor (VIF) selection process on

these features to resolve multicollinearity, which is a concern due to the similarity between

the pairs of features that originate from the same theoretical variable (e.g., predictor 1 and

2 in Table 2.3). The process is carried out as follows: for each feature created in the first

process, (1) we calculate VIF and discard the feature with the highest VIF; (2) calculate VIF

for the remaining features again and discard the feature with the highest VIF; (3) repeat

(1) and (2) until all existing features have a VIF 6 5 (a conventional cutoff). As a result of

the two processes, we obtained a feature vector under each B ∈ {1, 2, 3}. We denote these

feature vectors as XB. Variables that remain after the stepwise VIF selection process are

shown in Table 2.7.

Given a vector of predictor variables, VIF of the j-th predictor variable is defined as

V IFj =
1

1−R2
j

, (2.2)

where

R2
j = 1−

Σi(xij − f(xij))
2

Σi(xij − xij)2
, (2.3)

and where f(xij) is the value fitted by a linear regression model with the j-th predictor

variable as response and all other variables as predictor variables at the i-th observation.

Thus, VIF quantifies the extent to which a predictor is explained by other predictors (i.e.,

the level of multicollinearity).
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Table 2.7: Feature vectors XB after stepwise VIF selection

Features XB

B = 1 B = 2 B = 3

NumTweetsNews X

NumUsersNews

NumTweetsPolitics X X X

NumUsersPolitics

NumTweetsProtests X X X

NumUsersProtests X X X

NumTweetsActivists X X

NumUsersActivists

Table 2.8: Variables in fH(X’B,H) under each configuration of base period and prediction
horizon. Variables with a p-value smaller than 0.05 are shown in bold italic. Variable names
are followed by their coefficients (β) and p-values (p).

Base Period Predicting Horizon X’B,H β p

B = 1 H = 1 NumTweetsProtests 0.422 0.002*

NumTweetsPolitics -4.76 0.107

NumTweetsNews 1.016 0.165

H = 2 NumTweetsProtests 0.399 0.005*

NumTweetsPolitics -1.045 0.286

H = 3 NumTweetsProtests 0.208 0.042*

B = 2 H = 1 NumTweetsProtests 0.596 0.002*

H = 2 NumTweetsProtests 0.438 0.008*

H = 3 NumTweetsProtests 0.259 0.05*

B = 3 H = 1 NumTweetsProtests 1.046 0.001*

NumTweetsPolitics -3.415 0.099

NumUsersProtests -0.009 0.148

H = 2 NumTweetsProtests 0.673 0.006*

NumTweetsPolitics -1.446 0.232

NumUsersProtests -0.008 0.294

H = 3 NumTweetsProtests 0.289 0.116

NumUsersProtests -0.007 0.494
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Having fitted fH(XB) for each configuration of B and H, we used backward stepwise

selection [107] to select the best features based on the Akaike information criterion (AIC). We

denote the feature vector selected by stepwise regression under base period B and prediction

horizon H as X’B,H and the corresponding logistic regression that models Pr(OH |X’B,H) as

fH(X’B,H). The variables, coefficients, and p-values in each fH(X’B,H) are shown in Table

2.8. Significant variables are shown in bold italic.

Evidently, the number of tweets presenting future-protest information (NumTweet-

sProtests) is the most significant positive factor, with its p-value smaller than 0.05 under

all configurations of H and B except when H = B = 3. This suggests that an increase in

the volume of information about future protest events on social media often accompanies

increased likelihood of protest onset within a few days. To give a numeric example, when

a 10% increase in the amount of protest-advertising tweets over the past three days (i.e.,

B = 3) is observed on a day, the odds of a protest onset occurring in the next day (i.e.,

H = 1) increases by exp(0.1 ∗ 1.046)− 1 = 11.0%. This finding supports hypothesis H2.3:

an increase over the recent collective level of knowledge of a future protest is correlated

with the occurrence of a protest onset in the near future. None of the other features proved

significant at a significance level of 0.05 in any of the predicting schemes. As such, we do not

have evidence to support hypothesis H2.1, H2.2, and H2.4. The lack of evidence to support

H2.1 corroborates the findings of [84] that using social media for news seeking purposes is

not significantly correlated with an individual’s decision to protest. The work of [84] also

indicates that an individual who expresses political opinions on social media is more likely to

protest; however, an increased level of non-protest-specific political discussion on Twitter

failed to significantly translate into offline protest onsets in the near future, as H2.2 was not

supported in our results.

2.6.2 Predictive modeling

In addition to hypothesis testing, we also used the variables to make predictions of future

protest onsets and examined their predictive power. Since NumTweetsProtests was the only
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(a) Protest Advertisement models (b) Protest Advertisement models (c) Protest Advertisement models

(d) Best thresholds: 0.15-0.2 (e) Best threshold: 0.14 (f) Best threshold: 0.14

Figure 2.2: ROC curves for the protest advertisement models (panels (a), (b), (c)) under
each prediction horizon H ∈ {1, 2, 3} and base period B ∈ {1, 2, 3}; the corresponding AUC
values are shown in parentheses in the legend, with the highest value shown in bold italic.
Precision-recall trade-off plots for the best performing main models under each H are shown
in panels (d), (e), and (f).

statistically significant variable, it was the only predictor used in our models. We situated

our model on a day within the 121-day period and made predictions of protest onsets after

that day based on all data available up to that day. Specifically, for each (B,H) where

B ∈ {1, 2, 3} and H ∈ {1, 2, 3}, we treated the first 30 observations as the initial training

data (containing two protest onsets) and we trained a logistic regression model using one

predictor NumTweetsProtests, which we call the protest advertisement model —denoted

fH(NumTweetsProtestsB)— to predict the outcome of the 31st observation. We then moved

one day forward by adding day 31 to the training set, retraining the model on days 1-31, and

making a prediction for day 32. This reflects a natural setup in which a daily prediction is
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made using all available historical data. We used the first 30 days as the initial training period

to obtain at least one positive observation. Predictions are compared with the protest onset

data introduced in Section 2.4.1. Panels (a), (b), and (c) of Figure 2.2 show the Receiver

Operating Characteristic (ROC) curve and the area under ROC curve (AUC) of each model

trained and tested according to the experimental setup described above. The ROC curves are

grouped by prediction horizon H and the associated base period B. The AUC is highlighted

in bold italic where a model achieved the highest AUC. We denote the best performing

protest advertisement model under a prediction horizon H as fH(NumTweetsProtestsB̂),

where B̂ is the B at which fH(NumTweetsProtestsB) achieves the best performance under

a prediction horizon H. We see that B̂ = 2 under all three levels of H. This suggests

the existence of an optimal choice of base period. Judging from the highest AUC score,

fH(NumTweetsProtestsB̂) performs better when the prediction horizon H is shorter, which

is an intuitive pattern also observed in [79].

Although ROC curves and the AUC values indicate model prediction performance, one

does not specify a decision threshold for the predicted probabilities; rather, ROC curves

are plotted by traversing all decision thresholds ranging from 0 to 1. Deciding the decision

threshold to use when applying the model in practice is not a trivial problem. To investigate

this, we plotted in panels (d), (e), and (f) of Figure 2.2 a precision-recall plot for our best

performing models under each prediction horizon H. These figures show the trade-off between

precision and recall and locate the best decision threshold for each of our best performing

models. We defined the optimal threshold as the location of highest F1 score, calculated

as the harmonic mean of the precision and the recall: F1 = 2 ∗ (precision−1 + recall−1)−1.

We discovered that for the three prediction horizons H = 1, 2, 3, the best thresholds were

0.15-0.2, 0.14, and 0.14, respectively.

Next, under each prediction horizon, we compared the prediction performance of fH(Num

TweetsProtestsB̂) with that of baseline models trained with GDELT features. As discussed

in Section 2.4.3, we obtained the daily counts of 20 types of events in Egypt from GDELT
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from 1 December 2010 to 31 March 2011. For each of the 20 event types, we computed the

ratio between a day’s event count and the average event count over the past B (B ∈ {1, 2, 3})

days (to match the “increase over recent level”) and used it as a GDELT feature. Then

we used stepwise VIF selection and AIC-based backward stepwise logistic regression (as

described in Section 2.6.1) to choose the best set of GDELT features under each configuration

of B and H. The selected GDELT features along with their coefficients and p-values are

shown in Table 2.9. We will discuss further details about this table in Section 2.7. Finally,

we trained and tested GDELT models using the selected best GDELT features following the

same experimental setting described in Section 2.6.1, retaining the models that achieved the

best prediction performance (AUC) under each prediction horizon.

Panels (a), (b), and (c) of Figure 2.3 show the ROC curves and corresponding AUC

values of our selected GDELT models. Panels (d), (e), and (f) show the precision-recall

trade-offs and the best decision thresholds for the best performing GDELT models under

each configuration of prediction horizon H. It is interesting to observe that, unlike the

previous models, the best performance of the GDELT models when H = 2 and H = 3 is

remarkably better than that achieved when H = 1, which is a pattern contrary to that

of the protest advertisement models. Furthermore, the performance competition between

the previous models and the GDELT models is contingent upon the prediction horizon

chosen (shown in Figure 2.4). When H = 1, our best performing protest advertisement

model outperforms the best GDELT model by (0.773 − 0.645)/0.645 = 19.8%; whereas

when H = 2 and H = 3, the best GDELT models outperform the previous models by

(0.762− 0.711)/0.711 = 7.2% and (0.749− 0.656)/0.656 = 14.2%, respectively. This suggests

that the predictor NumTweetsProtests is better able to predict protest onsets that take place

on the next day whereas the GDELT features reveal more about protest onsets further into

the future.
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(a) GDELT models (b) GDELT models (c) GDELT models

(d) Best threshold: 0.05 (e) Best threshold: 0.02 (f) Best threshold: 0.12

Figure 2.3: ROC curves for our GDELT models (panels (a), (b), (c)) under each prediction
horizon H ∈ {1, 2, 3} and base period B ∈ {1, 2, 3}; the corresponding AUC values are shown
in parentheses in the legend, with the highest value shown in bold italic. Precision-recall
trade-off plots for the best performing GDELT models under each H are shown in panels (d),
(e), and (f).

2.6.3 GDELT models

In the previous section we observed the superiority of the GDELT models under prediction

horizons H = 2 and H = 3. A closer look at Table 2.9 indicates where the predictive

power comes from. We observe two patterns, neither of which has been discussed in recent

GDELT-based research (e.g., [80]).

First, an increase of military presence in Egypt appears to be an important predictor of

upcoming protest onsets in its capital, Cairo, especially when predicting 2 or 3 days into the

future. Out of the 20 GDELT event types, three are military-oriented: exhibit military posture,
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(a) (b) (c)

Figure 2.4: Comparing the performance of the best protest advertisement models and the
best GDELT models under each prediction horizon H ∈ {1, 2, 3}. Winners are shown in bold
italic in the legend. In the parentheses are the base period B and AUC value of the models.

fight, and engage in unconventional mass violence. According to [108], exhibit military posture

includes mobilizing and increasing police power, armed forces, and cyber forces; fight refers to

the use of conventional armed forces, including imposing blockade, occupying territory, using

light, heavy, and aerial weapons, as well as violating ceasefires; engage in unconventional

mass violence includes mass expulsion, mass killing, ethnic cleansing, and using weapons of

mass destruction. All of the three military-related event types are significant and positive

in the selected GDELT models: fight being the most significant variable when H = 2 and

H = 3, exhibit military posture when H = 1 and H = 2, and engage in unconventional mass

violence when H = 1.

Second, an increase of protest events decreases the likelihood of an upcoming onset.

Variable Protest is significantly negatively correlated under all three configurations of the

prediction horizons and only when B = 3. This phenomenon is consistent with reasoning that

when a series of related protests is gaining momentum, the onset of new, unrelated protests

is lowered.

2.7 Discussion

In previous sections we evaluated model performance using ROC, AUC, precision, recall,

and F1 score. However, we did not examine the predicted series themselves. We now
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Table 2.9: Variables (the increase of the count of a GDELT type of events over the past B
days) the selected GDELT models under each configuration of base period and prediction
horizon, their coefficients (β), and p-values (p). An empty cell indicates the absence of
the corresponding variable in the selected GDELT model; the coefficient and p-value of a
significant variable (at a confidence level of 0.95) are shown in bold italic.

GDELT event type
B=1, H=1 B=2, H=1 B=3, H=1

β p β p β p

make public statement
appeal
express intent to cooperate
consult
engage in diplomatic cooperation -2.868 0.034*
engage in material cooperation 0.435 0.046* 1.049 0.092.
provide aid -1.144 0.077. -1.500 0.063.
yield
investigate
demand
disapprove
reject
threaten 0.763 0.018* 1.078 0.018*
protest -0.319 0.203 -0.754 0.052. -1.264 0.020*
exhibit military posture 0.530 0.011* 0.706 0.011* 0.983 0.007*
reduce relations
coerce
assault 0.191 0.105
fight
engage in unconventional mass violence 0.647 0.037* 0.776 0.016* 0.725 0.036*

GDELT event type
B=1, H=2 B=2, H=2 B=3, H=2

β p β p β p
make public statement
appeal
express intent to cooperate -0.816 0.127
consult
engage in diplomatic cooperation -0.811 0.183 -3.374 0.005*
engage in material cooperation
provide aid
yield 1.090 0.107
investigate 0.564 0.070.
demand
disapprove
reject
threaten
protest -1.653 0.004*
exhibit military posture 0.633 0.025*
reduce relations -0.376 0.270 -0.292 0.334
coerce
assault 0.177 0.081.
fight 0.620 0.022* 2.110 0.000*
engage in unconventional mass violence

GDELT event type
B=1, H=3 B=2, H=3 B=3, H=3

β p β p β p
make public statement
appeal
express intent to cooperate
consult
engage in diplomatic cooperation
engage in material cooperation
provide aid
yield
investigate
demand
disapprove
reject
threaten
protest -0.838 0.027*
exhibit military posture 0.338 0.111
reduce relations -0.517 0.134 -0.470 0.133
coerce
assault
fight 0.454 0.010* 1.027 0.002*
engage in unconventional mass violence

collate the ground-truth labels and the predictions made by our best performing protest

advertisement models and GDELT models and show how the two series line up with each
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Figure 2.5: Six predicted series (best protest advertisement model and best GDELT model
under three prediction horizons) lined up with the actual protest onsets. Dark grey tiles
represent positive predictions made that detected an actual protest onset. Light grey tiles
indicate positive predictions that failed to detect an onset. White tiles indicate that a negative
prediction was made on the corresponding day. On the left, the dates of the protest onset
days are highlighted in bold italic.
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Table 2.10: Detection precision and detection recall

Performance metric
/ Model

ProtestAd ProtestAd ProtestAd GDELT GDELT GDELT

B=2, H=1 B=2, H=2 B=2, H=3 B=2, H=1 B=3, H=2 B=3, H=3
D.T.*: 0.15 D.T.: 0.14 D.T.: 0.14 D.T.: 0.05 D.T.: 0.02 D.T.: 0.12

Number of positive
predictions that de-
tect an onset

3 7 19 5 15 22

Total number of pos-
itive predictions

5 15 52 20 42 46

Proportion of suc-
cessful positive pre-
dictions (detection
precision)

0.6 0.47 0.37 0.25 0.36 0.48

Number of onsets
detected

3 6 8 5 8 8

Total number of on-
sets within investi-
gated period

8 8 8 8 8 8

Proportion of de-
tected onsets (detec-
tion recall)

0.375 0.75 1 0.625 1 1

*Decision threshold

other. Figure 2.5 visualizes the outcomes predicted by our 6 best performing models (3

protest advertisement models, 3 GDELT) using their optimal thresholds. In each of the

6 columns, a dark grey tile represents a positive prediction made that detected an actual

protest onset. We define detection as the case where a protest onset happens within H days

of a prediction being made, where H is the prediction horizon of the predictive model. A

light grey tile indicates a positive prediction that failed to detect an onset and a white tile

indicates that a negative prediction was made on the corresponding day. On the left, the

dates of the protest onset days are highlighted in bold italic.

With Figure 2.5 we can evaluate the performance of predictive models in a practical way

that complements the above evaluations. Early detection of a protest onset is important to

decision makers; however, successful detection is a looser requirement than correct prediction.
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Consider a predictive model with a prediction horizon of 3 days and the prediction made

on each of the three days before an actual protest onset. Each of the three predictions

made needs to be positive to be correct; however, only one of them needs to be positive to

successfully detect the upcoming protest onset. To quantify detection-based performance, we

defined and calculated two measures: detection precision, which refers to the proportion of

successful positive predictions out of all positive predictions made; and detection recall, which

refers to the proportion of detected onsets out of all onsets in the investigated period. Their

values are shown in Table 2.10. We see that when H = 3, both the best protest advertisement

model and the best GDELT model are able to detect all 8 onsets but a higher proportion

(0.48 vs 0.37) of the positive predictions makes the GDELT model a superior choice. However

when H = 1 or H = 2, there exists a trade-off between detection precision and detection

recall that leaves neither model dominant.

2.8 Concluding Remarks

This chapter presented a daily forecasting approach for protest onsets in Cairo, Egypt

during the early months of the Arab Spring. We implemented a process of feature design

guided by protest participation theory for daily prediction of civil unrest. We supported

hypothesis H2.3 upon observation of significant positive correlation between an upcoming

protest onset (Table 2.8) and an increase in the volume of expressions describing future

protests on Twitter, a manifestation of structural availability in protest participation theory.

On the other hand, we did not find support for hypotheses H2.1, H2.2, and H2.4: the

correlations between (1) future protest onsets and (2) preceding increases in the number of

political tweets, number of political Twitter users, and volume of @-mentioning news media

and political activists were not significant. We built two groups of predictive models: protest

advertisement models using the validated predictor NumTweetsProtests and GDELT models

using daily counts of GDELT events. We conducted prediction using the selected models and

GDELT models and discovered that when predicting the next day’s outcome (H = 1), the

best protest advertisement model outperformed the best GDELT model whereas for longer
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prediction horizons (H = 2 and H = 3), the dominance is reversed. This indicates that the

increase in the volume of expression describing future protests is better suited to predict

only the immediately following day. Further inspection of the significant variables in our

GDELT models reveals that an increase of military presence in a country may be predictive

of upcoming protest onsets in its major cities.

This work helps to bridge the gap between social science theory and civil unrest forecasting

by building predictive models using features tested in relevant social science literature. In the

realm of social science research, hypotheses are usually tested within the sample and theories

are proposed based on the results of hypothesis testing; train-test separation and prediction

are not conventionally conducted. On the other hand, predictive modeling research tends to

incorporate predictors from various sources when building models, often without a theoretical

basis for feature engineering. This work also allows us to partially uncover the driver of

predictive power of social media when predicting offline protest activity. We find support

for H2.3, that individuals utilized social media to advertise future protest that ultimately

materialized. On the other hand, the other 3 hypotheses remained unsupported: other

politically relevant user activities (e.g., @-mentioning salient activists) were uncorrelated

with protest onsets. Finally, this work also provides guidance for decision makers who wish

to alter (discourage or encourage) the progression of a protest through early detection. As

demonstrated in Table 2.10, our best performing models were able to detect all 8 protest

onsets in the investigated period.

The broader lesson we learn from this work is the value of integrating social science

theories and findings into social computing tasks, especially for those where the computation

part is usually emphasized while the interpretation remains overlooked. Without grounding

feature engineering in relevant theories, one faces the risks of unsound premises for their

predictive modeling tasks and not understanding the underlying mechanisms with the human

problem at hand, which is especially important if, in addition to predicting a human social

outcome with high accuracy, we are interested in intervening with the social systems as

44



well (e.g., reduce crime). We should look into relevant social science literature and identify

theoretical frameworks that could be mapped into measurements taken through mobile

sensing technology. We should beware of tailoring feature engineering to specific data itself or

solely relying on automatic feature representation techniques. Reflecting the nature of fusing

social and computing sciences, theoretically driven feature engineering proves beneficial to not

only predictive modeling in social computing tasks but also the creation of new knowledge in

cyber-human systems. “To facilitate the design of social-technical systems and enhance their

performance, social computing must learn from sociology and anthropology and integrate

psychological and organizational theories.” [109]

We focused on a macro-level outcome —civil unrest activity— fitting the theme of social

computing where content and behavior generated by a crowd are used to understand and

potentially bring about positive changes to the crowd. However, the outcome or response

variable needs not be associated with a population; there are many micro-level, personal

outcomes worth addressing that could utilize cyber social signals whose data mining work

flow is demonstrated in this chapter. Mental health are among the most important personal

outcomes, with existing works addressing the detection of stress [110], loneliness [111], and

suicidal ideation [112] from online speech and posting patterns. Current theaters of social

computing research are mainly online platforms, however, when we switch our focus from

society to individuals, social computing can be enhanced by social signals in the physical

space as well. Besides online platforms, a major proportion of social interactions take place

offline and the characteristics of our in-person interactions with other people (where, when,

how often, with whom, of what content, under what contextual activity) affect and reveal

various aspects of our well-being. Sensors embedded in smartphones and wearable devices

are increasingly able to capture these physical social signals. In the next chapter, we delve

into discussions of social signals in the physical space and their measurement and mining for

smart mental health applications.
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Mining Social Signals for Micro-level

Applications

In this chapter we investigate ways in which social signals in the physical space captured

through mobile sensing technology can be utilized to improve personalized mental health

tracking and potentially intervention, representative of micro-level human applications. The

term “physical” refers to “in-person”, in a sense that is the opposite of “online” or “virtual”.

As such, what constitutes a physical social signal would be one that is received within one’s

in-person social environment, which consists of physical proximity and face-to-face interactions

with other people. Many micro-level outcomes such as adoption of innovation and political

opinions are affected by such social environment; among them, health, both physiological

and mental, is at the very center of human well-being and an area to which pervasive sensing

technology has especially been seeking to contribute. The main goal achieved by this chapter is

to, on a technical level, advance feature engineering methodology using smartphone proximity

sensor data to improve performance of automated stress recognition, and; on a theoretical

level, demonstrate that physical social signals detected by smart wearable devices provide

valuable evidence (in addition to the non-social signals) to better understand and predict

micro-level human behavior and health.

3.1 Introduction

Medical research has found strong connections between cognitive stress and physical

and mental health [113, 114]: chronic stress experience is found to increase risks of not

only respiratory infection, immunodeficiency, diabetes, and atherosclerosis, but also neurosis,

depression, and schizophrenia. With stressful experiences common for students at school

[115], for employees at work [116], and with family at home [117], stress remains a barrier

that prevents people from living well and reaching their health and lifestyle goals, especially
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among younger populations [118]. Study shows that between 37-84 percent of college students

with elevated stress symptoms in the US never receive help [119]. To worsen the situation,

some people are simply unaware of their needs for stress relief while others will not seek help

until chronic stress develops into other mental disorders. As such, effective stress management

should be placed high priority within personal health care.

Although therapeutic techniques such as autogenic training have been clinically validated

[120] to combat diagnosed stress, a primary challenge in stress management is obtaining

stress level measurements in an accurate, timely, and unobtrusive fashion. With many people

reluctant to seek help with elevated stress symptoms [119], timely treatment is especially

challenging. Clinicians have developed multiple survey inventories such as the Perceived Stress

Scale [121] to solicit subjective stress measurements from patients. These inventories, although

validated and reliable, are practitioner administered procedures that can be expensive and

time intensive, and they are typically retrospective and suffer from various degrees of recall

bias [122] (e.g., erroneous memory about the stressor). Computerized ecological momentary

assessment (EMA) surveys have been deployed via mobile technology to assess momentary

stress levels [123], thus reducing recall bias and increasing ecological validity. However, the

burden of stress self-report lowers EMA compliance [124].

Recent improvements in and uptake of mobile sensing technology present opportunities to

use passively collected data from smartphone-embedded sensors for objective and unobtrusive

stress inference. This approach mitigates cognitive biases and allows for continuous and

unobtrusive data collection, thus enabling just-in-time interventions [125, 126]. Recent studies

have used passively collected data from smartphone-embedded sensors to infer and predict

mental health outcomes [127–129]. While most existing work focuses on characterizing a

subject’s personal behavior (e.g., place visit, physical activity level), information on one’s

in-person social environment —physical proximity and face-to-face interactions with other

people— has not been adequately utilized in mental health tracking. With (1) mobile sensing

data, specifically proximity triggered Bluetooth encounter data serving as proxy to these

47



social signals and having been used to reconstruct social networks among groups of individuals

[18, 19, 130], and (2) multifaceted effects of social interaction on personal stress discovered

in psychology studies [131–133] suggesting the value of incorporating physical social signal

patterns in stress inference, questions remain whether, to what extent, and how Bluetooth

encounter data can be used to predict stress and thus enhance real time mental health

tracking.

I address this question through a feature engineering approach. A Bluetooth encounter

data point typically comprises three elements: a detecting device ID, a detected device ID,

and a timestamp at which the proximity detection occurred. Depending on the data available,

one may have at hand (1) Bluetooth encounter data among a group of smartphone users who

have relatively close social ties (e.g., classmates, residents of the same apartment complex), or

(2) Bluetooth encounter data from individual smartphone users who do not have significant

social interactions with one another. From the perspective of an individual subject, in the

former case we would have substantial information about how the individual’s social contacts

themselves encounter their own social contacts whereas in the latter case we would not.

In terms of the networks that emerge from these Bluetooth encounters, in the former case

we could construct a relatively well-connected network with few singletons whereas in the

latter case we would observe multiple, disconnected egocentric networks. In reality the latter

case places a more relaxed requirement on data quality. In this chapter, we present two

feature engineering methodologies to tackle the two cases, in Sections 3.3 and 3.4 respectively:

for the better connected Bluetooth encounter data, we resort to social network analysis to

systematically extract key metrics from the Bluetooth encounter networks [134]. For the more

egocentric data, we borrow insights from Natural Language Processing and propose a vector

space approach to achieve effective feature representation [135]. For both approaches we

conduct correlation analysis and predictive modeling to investigate the theoretical implications

and validate the predictive power of physical social signals incorporated in stress recognition

models.
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3.2 Related Work

3.2.1 Automated stress sensing

The physiological and behavioral covariates of human stress responses have been ex-

tensively studied in recent years, with a body of research focusing on physiological and

motor-sensory indicators. Ranabir et al. [136] identified hormonal changes associated with

stressful experiences. Sun et al. [137] used electrocardiogram, galvanic skin response, and

accelerometer data to detect stress in sitting, standing, and walking activities. During

sessions of human-computer interaction, human stress levels are correlated with gaze and

click patterns [138], touch intensity and duration [139], as well as physiological measures

including blood volume pulse, galvanic skin response, pupil diameter, and skin temperature

[140]. In real-time driving scenarios, the driver’s stress level can be detected from facial

expression features [141], galvanic skin response, and photoplethysmography [142]. Other

research has focused on detecting stress from human speech [143, 144]. Sharma et al. [145]

provide a comprehensive review of the physiological and motor-sensory indicators used for

stress recognition.

The studies above were conducted in laboratory settings using special purpose equipment

to collect data. Such measurements are impractical in natural settings outside of the

laboratory. The need for timely, accurate, and unobtrusive mental health management

motivates automated mental health inference and prediction using data passively collected

from mobile phones and wearable devices that are widely owned and carried around. Sano

et al. [146] showed preliminary success using wearable motion sensors and mobile phone

usage data to classify stressed versus non-stressed individuals. Maxhuni et al. [147] used

phone-embedded accelerometer readings before and after phone calls to detect stress levels of

office workers. Bogomolov et al. [148] predicted an individual’s daily stress levels using a range

of predictors including personality type, weather conditions, SMS, phone call, and Bluetooth

features. A similar study was conducted by Gjoreski et al. [149] targeting momentary stress
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detection using multiple data sources available from a smartphone, such as accelerometer,

audio sensor, GPS, WiFi access, call log, and light sensor. However, despite rich evidence

showing the stress-modulating effect of social stimuli [131–133], existing work on automated

stress recognition has only made limited use of information regarding an individual’s social

interaction patterns.

3.2.2 Bluetooth encounters

Passive detection of social interaction in natural settings remains a challenge. As far as

current mobile sensing technology goes, Bluetooth is a popular choice for capturing in-person

social interactions in uncontrolled settings. Reasons are the following. First, Bluetooth

encounters are triggered by physical proximity between two Bluetooth enabled devices with

an expected detection range of 10 meters [15]. As many in-person social interactions require

physical proximity, researchers have found that Bluetooth encounter data contains valuable

information about, thus can serve as proxy signals for, an individual’s social connections.

Moreover, Bluetooth sensors are widely available in smartphones and functional in both

indoor and outdoor environments [18], thus providing major advantages over other encounter

detecting devices such as radio-frequency identification (RFID; as used in this study [150]) or

infrared sensors (IR; as used in the Sociometric badges [66]) which require external hardware

and making potential findings using Bluetooth data more easily applicable to real-world

smart health applications.

As such, Bluetooth data is collected in multiple large scale mobile sensing data collection

projects around the world [20–22]. Eagle et al. [19] used Bluetooth encounter data to infer

friendship networks. Do et al. [18] proposed a generative probabilistic model to extract

latent human interaction types based on Bluetooth encounters. Zheng et al. [130] adopted

an egocentric, unsupervised learning approach to learn an individual’s social circles (e.g.,

family vs colleague) using Bluetooth encounter data. Yan et al. [151] focused on classifying

the context (e.g., in a meeting or at lunch) of Bluetooth encounters and clustering users

based on their encounter patterns. Madan et al. [56] used Bluetooth proximity to measure
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exposure to peers that are overweight or have unhealthy dietary habits and inactive lifestyles

and discovered its influence on personal weight changes. In each of these studies, Bluetooth

encounter data drives inferences regarding subjects’ social connections.

Despite the growing body of research on sense-making of Bluetooth encounters, little

has been done to correlate Bluetooth encounters with mental health outcomes. Boonstra et

al. [152] demonstrated the feasibility of collecting Bluetooth encounter data for depression

recognition but offered no further findings on the relations between Bluetooth encounters

and depression. A set of nine Bluetooth features covering encounter counts, entropy, and

inter-encounter times were explored in a daily stress estimation problem [148] but the extent to

which the proposed Bluetooth features enhance performance was not assessed quantitatively.

To the best of our knowledge, current research lacks systematic (1) feature engineering from

Bluetooth encounter data and (2) evaluation of Bluetooth encounters as stress predictors.

We seek to address these limitations in this chapter.

3.2.3 Mining physical social signals

From indoor co-location to face-to-face conversation, various types of physical social

signals have been the target of mathematical and statistical modeling to understand various

aspects of human behavior. Some works [153] [154] focus on the movement pattern of people

engaging in face-to-face interactions in confined, indoor spaces (e.g., reception at a conference).

They typically adopt an agent-based approach, characterize movements through random walk

models with actor characteristics specified that govern movement micro-dynamics, and seek to

reproduce the pattern observed with agent-based models. This approach is useful in studying

the epidemic spreading of infectious diseases [155] and corresponding intervention strategies.

Some works [38, 156] focus on the structure of the static networks emerging from physical

proximity and face-to-face interactions accumulated over a period of time. Network graphical

measures such as density and transitivity are the backbone of this approach and a typical

application of these works is discover the correlation between structural attributes to employee

performance at workplace, partly due to the fact that many datasets [23] were collected from
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office employees wearing sensor badges. Still another approach is statistical network modeling,

which attempts to explain the formation of particular network structures by estimating the

effects of underlying factors of a group of individuals. Exponential-family Random Graph

Model is the central method and has been adapted and enhanced to model conversation

networks [157] with data collected by face-to-face interaction or proximity sensors. We will

discuss in more detail this approach and potential ways to enrich its modeling methods in

Chapter 4.

3.3 Bluetooth Encounter Networks

In this section we focus on Bluetooth encounter networks, addressing the case where we

have Bluetooth encounter data for a relatively close-knit group of social actors. First, we

conduct systematic feature engineering on Bluetooth encounter data based upon network

analysis as well as social and temporal commonalities. Then, we identify four experimental

settings for momentary stress recognition, differentiating stress estimation versus stress

forecasting in practical applications. Finally, we evaluate the proposed features in correlation

analyses and predictive modeling, achieving significant improvement in goodness-of-fit and

prediction performance in multiple evaluation settings.

Key contributions of this section are twofold. First, to the best of our knowledge, this

work is the first to evaluate the value of Bluetooth encounter network data in individualized

real-time stress recognition. Second, we propose novel features designed from Bluetooth

signals that not only demonstrate a significant relationship with stress outcomes but also

provide sociological and psychological insights into the implications of social network on

mental health. These features will be applicable to many electronic and mobile health tasks

monitoring other types of mental health status such as loneliness, depression, and social

anxiety.
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(a) Ego (b) Local (c) Global

Figure 3.1: Illustration of the three network scales from which structural attributes are
extracted. Each red node represents a subject and blue nodes represent other devices; grey
weighted edges represent Bluetooth encounters and their volume. Given all encounter events
accumulated over a period of time, “ego” includes only the subject, its neighbors, and edges
between the subject and a neighbor; “local” includes the identical set of devices as “ego” but
also includes encounter events between pairs of neighbors; “global” includes all devices and
all encounters within.

3.3.1 Feature engineering

I consider three aspects of an individual’s social interaction network when conducting

feature engineering using Bluetooth encounter data. The first aspect is structure. Some

people have more social contacts than others; some people prefer to distribute their social

interaction more evenly among their social contacts whereas others like to focus on a small

subset. Then come the characteristics of an encounter event, which can be measured by

the time, location, and the content of verbal and non-verbal expressions involved. These

characteristics usually require additional sensors to capture (e.g., GPS and audio sensors).

Moreover, an individual’s social interaction experience can also be affected by the nature of

his or her social contacts. Capturing these aspects of a subject’s social interaction network,

we propose three classes of features, namely structural attributes, edge attributes, and

neighbor attributes, and ground their measurement in Bluetooth encounter data. We will

define the baseline features following the discussion of my proposed Bluetooth features.
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Table 3.1: Structural features used to describe the topology of the Bluetooth encounter
network surrounding a subject

Feature Description

ego deg Number of neighbors (devices encountered)

ego avgWeight Average weight (number of encounters) over all neighbors

ego giniWeight Gini inequality of weight distribution over all neighbors

loc den Density of the local network

loc avgWeight Average weight over all edges in the local network (sum of the
number of Bluetooth encounters over the number of distinct
edges)

loc trans Global transitivity of the local network

loc avgCompSize Mean group size (a group is defined as a connected component
after ties with the subject node are removed)

loc giniCompSize Gini inequality of group size

glo avgDegNb Average degree of the neighbors

glo giniDegNb Degree inequality of the neighbors

glo avgBetwNb Mean betweenness centrality of the neighbors

glo giniBetwNb Gini inequality of betweenness centrality among neighbors

glo avgTransNb Mean local transitivity of the neighbors

glo giniTransNb Inequality of local transitivity of the neighbors

glo betw Betweenness centrality of the subject node in the global network

glo trans Local transitivity of the subject node in the global network
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3.3.1.1 Structural Attributes

I create 16 features to characterize the topology of the Bluetooth encounter network

surrounding a subject formed over a time window ∆t. A complete list with definitions is

provided in Table 3.1. The suffix of a feature name indicates the scale of the social interaction

network the feature is extracted from. ego is an alias for egocentric network, which indicates

the network containing a subject and its neighbors (devices encountered) and Bluetooth

encounter events (edges) only between a subject and a neighbor. loc refers to a local network,

which refers to the network containing a subject and its neighbors and edges between a

subject and a neighbor or between two neighbors. Lastly, glo indicates a “global” network

encompassing all nodes detected through Bluetooth encounters given a period of time. Figure

3.1 demonstrates the Bluetooth encounter network on the three network scales surrounding a

subject (red node); grey weighted edges represent Bluetooth encounters and their volume.

With the structural features we pay special attention to three network metrics: (1) degree, the

number of edges connecting a subject with another, approximating level of social activeness;

(2) betweenness centrality, defined by the proportion of shortest paths in a network that go

through a vertex [158] to describe how central in the Bluetooth encounter network a subject

is, and; (3) transitivity, which as a global measure is defined by the proportion of closed

connected triples (i.e., triangles) out of all connected triples in a network and as a local

measure the proportion of closed connected triples connected to a vertex out of all connected

triples centered on the vertex [159]. Transitivity quantifies the propensity for a network

to exhibit (global) and a subject to be present in (local) triangular relations, which is an

indicator of community forming.

3.3.1.2 Edge Attributes

Edge attributes are the characteristics of the encounter events. The only native edge

attribute in Bluetooth encounter data is the timestamp of each encounter event (see Table

3.5). One can obtain other edge attributes providing availability of corresponding sensor

data (e.g., the geographic location of a Bluetooth encounter with GPS data). As this paper
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Table 3.2: Social commonality features

Feature Description

usual The proportion of the subject’s past encounters with a neigh-
bor out of the subject’s past encounters with any device

usual nb The proportion of the subject’s past encounters with a neigh-
bor out of the neighbor’s past encounters with any device

shared The proportion of shared social contacts between the subject
and a neighbor out of past social contacts of the subject

shared nb The proportion of shared social contacts between the subject
and a neighbor out of past social contacts of the neighbor

focuses on Bluetooth data exclusively, we will use a daily epoch feature available from the

timestamps, as our only edge attribute in this study. We define the daily epoch feature as

a categorical variable with 4 levels morning (6am-noon), afternoon (noon-6pm), evening

(6pm-midnight), night (midnight-6am), marking section of the day where the current time

(the temporal upper bound for Bluetooth features extraction) resides.

3.3.1.3 Neighbor Attributes

Named neighbor attributes, this class of features aim to characterize the social nature of

the devices a subject has encountered. Further divided into three categories detailed below,

each feature in this class is associated with a particular neighbor of a given subject.

a) Social commonality: An encounter between two individuals tends to have different

significance to their respective social lives. For example, meeting with a familiar friend that

one usually spends long time with would likely incur different emotional responses than

meeting with a less familiar acquaintance. Another example concerns the interactions between

two pairs of individuals: if one pair have a large group of mutual friends and the other have

none, the nature and content of their respective interactions are likely to be very different.

Materializing these notions on familiarity and overlapping social circles, we design four social

commonality features as listed in Table 3.2.

To compute these features, we first choose the 7 × 24 = 168 hours leading up to t−∆t as

a base period to extract past social contacts. For a subject and for each neighbor encountered
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Table 3.3: Temporal commonality features

Feature Description

tempCom The degree to which the times when the subject encounters a
neighbor agree with the usual times the subject encounters any
device

tempCom nb The degree to which the times when the subject encounters a
neighbor agree with the usual times the neighbor encounters any
device

within t − ∆t to t we follow the following procedure: (1) compile a set of device IDs the

subject and the neighbor encountered respectively during the 168-hour base period, producing

a set Ls for the subject and Ln for the neighbor; note that Ls would include the neighbor

and Ln would include the subject; (2) compute feature shared as |Ls ∩ Ln|/|Ls| and feature

shared nb as |Ls ∩ Ln|/|Ln|; (3) for each device ID in Ls and Ln count the number of times

(frequency) Bluetooth encounter events were recorded during the base period, producing a

frequency vector Fs over Ls for the subject and Fn over Ln for the neighbor; (4) suppose

during the 168-hour period the subject and the neighbor encountered Fsn times, compute

feature usual as Fsn/
∑
Fs and usual nb as Fsn/

∑
Fn. Note that all four social commonality

features have a maximum of 1 and a minimum of 0.

b) Temporal commonality: Similar to the concept of social commonality, the extent

to which an encounter happened at a usual time for the subject and for the neighbor could

also be a telling sign of the nature of an encounter and potentially its effect on mental

health. We construct two features describing such temporal commonality, tempCom and

tempCom nb, with definitions given in Table 3.3. A high temporal commonality indicates

that the encounter transpired at a usual time that an individual (the subject or the neighbor)

tends to be “encounterable” whereas a low value would reflect that an individual may be

venturing more out of his or her usual schedule for the encounter to be happening. Combining

temporal commonality and social commonality we can get a read on the social nature of a

Bluetooth encounter between two devices.
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Figure 3.2: Illustration of the computing process for temporal commonality features

The process for computing temporal commonality is illustrated in 3.2 and explained as

follows. We choose again the 7 × 24 = 168 hours leading up to t−∆t as a base period to

extract evidence on usual encounter times.we(1) break down the encounter events by their

timestamps into hourly blocks, compute event counts that fall within each block, and create a

probabilistic distribution vector TempDiste over the blocks; (2) compile all encounter events

involving the subject (regardless of who the neighbor is) detected during the same time

period t −∆t to t but on different days within the base period (which covers seven days)

and create a similar event count distribution vector TempDists using these past encounter

events over the same hourly blocks as TempDiste; (3) repeat step (2) for all encounter events

involving the neighbor and create an analogous TempDistn. The three TempDist vectors

each sums up to 1 and all have the same support. Finally, the value feature tempCom is

the inner product of TempDiste and TempDists while the value of feature tempCom nb is

the inner product of TempDiste and TempDistn, thus capturing the agreement between the
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Table 3.4: Seven semantic labels of GPS locations

Label Criterion

Home The place a subject spends the most time 12-6am

Education University buildings

Food Dining and food vending establishments

Health Healthcare facilities and gymnasiums

Transit Bus stops and stations, parking lots, airports

Religion Places of worship (e.g., churches)

Other Places not categorized above (e.g., post offices)

distributions. Both temporal commonality features have a maximum of 1 and a minimum of

0.

c) Network structure: As the structural features described in Section 3.3.1.1 can be

used to characterize the interaction network structure surrounding any device in an Bluetooth

encounter network, we build the same 16 features for each neighbor a subject encounters

within ∆t.

Note that each neighbor attribute is associated with one neighbor of a subject’s; and

since a subject tends to encounter multiple devices during a given time period we compute

four aggregation statistics mean, standard deviation, maximum, and minimum values of all

neighbor attributes and use them all as features. This way, we designed in total 16 (structural

attributes) + 3 (edge attributes: three dummy variables created for the four-level categorical

variable that is daily epoch) + 22 (neighbor attributes) × 4 (aggregation statistics) = 107

Bluetooth features (later referred to as main features) that we will use for my further analysis.

3.3.1.4 Baseline Features

I also build features measured from other standard mobile sensors as baseline in order to

evaluate the additional predictive power of our Bluetooth features when combined with them

. Our baseline features cover four groups: (1) semantic location features: a 7-level categorical

variable indicating one of seven place types a subject is at at current time t (denoted “ now”

in later references) and their proportions within a feature extraction window ∆t (denoted
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“ past”); to learn place types, we performed clustering of GPS coordinate traces [160], then

obtain semantic annotations from Google Map API (https://developers.google.com/

maps/), and manually created seven place types as shown in Table 3.4; (2) activity level

features: a 4-level categorical variable indicating the stationary/walking/running/unknown

status of a subject at current time t and their proportions within ∆t; (3) sound status

features: a 3-level categorical variable indicating the silence/voice/noise status detected

by a subject’s mobile device at current time t and their proportions within ∆t, and; (4)

sleep quality: self-reported sleep quality of the previous night (5-scale ordinal value ranging

from poorest to best); sleep quality is included as a baseline feature due to its proved

positive correlation with next-day stress [161]. After encoding dummy variables we create

[(7− 1) + (4− 1) + (3− 1)]× 2 + 1 = 23 baseline features.

3.3.2 Hypotheses

Below, we hypothesize relationships between Bluetooth encounters and personal stress

outcomes. Hypotheses 1 and 2 concern the statistical relationships between Bluetooth

encounter networks and stress outcomes, whereas hypotheses 3 and 4 concern predictive

power. We further differentiate between the estimation of current stress levels and the

forecasting of future levels. In addition to Bluetooth encounter data, we use data from GPS,

accelerometer, audio sensors as well as sleep quality self-reports to drive baseline models for

comparison (Section 3.3.4).

• Hypothesis 3.1: a subject’s physical proximity based social environment, as measured

through Bluetooth encounter networks, is more correlated with his or her current stress

outcomes compared with prior probabilities of such outcomes.

• Hypothesis 3.2: a subject’s physical proximity based social environment, as measured

through Bluetooth encounter networks, is more correlated with his or her future stress

outcomes compared with prior probabilities of such outcomes.

• Hypothesis 3.3: a subject’s recent Bluetooth encounter data together with baseline

variables can estimate his or her current stress outcomes more accurately than only
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using the baseline variables.

• Hypothesis 3.4: a subject’s recent Bluetooth encounter data together with baseline

variables can forecast his or her future stress outcomes more accurately than only using

the baseline variables.

3.3.3 Data

I use the StudentLife dataset [24] to test the hypotheses stated above within experiment

designs to be described in Section 3.3.4. The StudentLife dataset records Bluetooth encounters

among 49 college student participants over 66 days (27 March 2013 through 31 May 2013).

Table 3.5: A sample of Bluetooth encounter data

Timestamp Observer ID Observed ID

2013-03-29 00:00:55 u56 E4:CE:8F:73:CE:65
2013-03-29 00:01:34 u39 u26
2013-03-29 00:02:42 u08 04:0C:CE:EB:14:7E
2013-03-29 00:02:42 u08 04:0C:CE:EC:5C:21

Table 3.5 shows a sample of the Bluetooth encounter data, each row of which consists of

a timestamp and two device identifiers. A study participant’s device has an ID starting with

“u” followed by a two-digit number whereas the ID of a non-participant is a 17-character

string. The observer IDs are only from participant’s devices whereas the observed IDs can be

devices of both participants and non-participants. We add to the dataset an encounter event

between two non-participant devices when both of them are found to be observed by a study

participant’s device at the same timestamp. For example, in Table 3.5, noting that the third

and fourth row share the same timestamp (“2013-03-29 00:02:42”) and the same observer

ID (“u08”) but different observed IDs (“04:0C:CE:EB:14:7E” and “04:0C:CE:EC:5C:21”),

we add another row with “04:0C:CE:EB:14:7E” and “04:0C:CE:EC:5C:21” being the two

encountering device identifiers.

Stress level data is obtained through ecological momentary assessment surveys deployed

on the subjects’ smartphones multiple times a day at random times. The survey comprises a
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Table 3.6: Four experimental settings for momentary stress recognition. t represents the
current time and ∆t represents the feature extraction window. Flags represent momentary
self-reports of stress levels. Value/Change indicates whether the predicted outcome is stress
level itself or the increase and decrease therein. Diagnostic/Prognostic indicates whether the
predicted outcome temporally parallels or succeeds Bluetooth encounter observations

Value Change

Diagnostic

Prognostic

question text “Right now, I am...” and 5 response options “feeling great”, “feeling good”, “a

little stressed”, “definitely stressed”, and “stressed out”. We convert ordinal outcome values

to binary ones. Concretely, for value diagnosis and value prognosis, we assign self-reported

stress “feeling great” and “feeling good” as negative (0) and “a little stressed”, “stressed”, and

“stressed out” as positive (1); for change diagnosis and change prognosis, we treat increased

and not increased stress level as positive and negative respectively. By doing so we simplify

modeling and attain larger sample size associated with each level of the response variable.

3.3.4 Experiments

3.3.4.1 Experimental Design

I identify two key distinctions in stress recognition experiments: (1) the goal being diag-

nostic (estimating current outcomes, which is the primary focus of existing stress recognition

work) versus prognostic (predicting future outcomes); and (2) the response variable being the

value of a mental health status (e.g., stress level) versus its change (e.g., increase/decrease in

stress level). In practice, the diagnostic setting will inform reactive interventions that aim to
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mitigate negative consequences of the present outcome, whereas the prognostic setting will

inform proactive interventions that aim to mitigate negative consequences of future outcomes.

The four resulting designs are illustrated in Table 3.6 and further defined below. Each of

the four settings also entails the setting of a window size parameter ∆t, a period of time

preceding a stress self report from which we extract features.

• Value Diagnosis: to estimate stress level at current time t given mobile sensing data

available by t: “What is the stress level of a user now?”

• Change Diagnosis: to estimate at current time t whether the current stress level has

increased compared to the previous known level given mobile sensing data available by

t: “Has a user’s stress level increased?”

• Value Prognosis: to forecast at current time t the next stress level given mobile

sensing data available by t: “What will the next stress level of a user be?”

• Change Prognosis: to forecast at current time t whether the next stress level will

increase compared to the current level given mobile sensing data available by t: “Will a

user’s stress level increase?”

3.3.4.2 Correlation Analysis

The objective of this step is to evaluate how well my Bluetooth features account for the

variance within an individual’s momentary stress outcomes in the four experiment settings

introduced in Section 3.3.4.1. The result from this analysis will allow us to test Hypotheses 1

and 2 and discover salient features that are responsible for the correlation.

To achieve this, we use two model selection methods (1) backward stepwise logistic

regression with AIC (Akaike Information Criterion, defined as 2k − 2lnL, where k is the

number of estimated parameters and L is model likelihood) as the selection criterion and

(2) 10-fold cross validated logistic regression with LASSO regularization (least absolute

shrinkage and selection operator [162]) and model likelihood as the selection criterion on

the following feature groupings: (1) a null model; (2) baseline features as defined in Section

3.3.1.4; (3) Bluetooth features as described in Sections 3.3.1.1, 3.3.1.2, and 3.3.1.3, and lastly;
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(4) our Bluetooth features combined with baseline features. We choose ∆t to be 6 hours as

it represents the length of one entire daily epoch (e.g., morning or afternoon). Response

variables in each setting are as explained in Section 3.3.3.

I then conduct bootstrapping to break down potential dependency between observations

and further prove the statistical relationships between my Bluetooth features and personal

stress outcomes. Concretely, we draw 100 bootstrap samples on the original dataset and

repeat stepwise and LASSO model selection on all four feature groupings. Then we compare

the resulting AIC’s using Student’s t-tests.

3.3.4.3 Predictive Modeling

The objective of this step is to evaluate the predictive power of my proposed Bluetooth

features and test Hypotheses 3.3 and 3.4. We experiment with two different evaluation

settings as discussed below.

a) Across-subject, leave-one-subject-out (LOSO): In this setting we set aside one

subject’s data, train models on data pooled together from all other subjects’ data, and

evaluate the performance on the one subject’s data that was set aside. For each subject, we

obtain a sequence of predicted outcome values and a corresponding AUC (area under ROC

curve) score. This experiment is applicable in practical cases where models can be built from

available, existing subjects’ data and performance on a new, unseen subject is desired.

b) Within-subject, leave-one-observation-out (LOOO): In this experiment, for

each subject, we set aside each observation of his or hers, train models on the remaining data

that belongs to the same subject, and evaluate on the one observation that was set aside.

For each subject, we also obtain a sequence of predicted outcome values and a corresponding

AUC score. This experiment is applicable in cases where only a user’s own historical data is

available for insights regarding said user’s future outcome values.

The critical difference between the across-subject LOSO and within-subject LOOO

evaluation settings is that in the former, to predict an observation of a subject, only his or

her peers’ data and none of his or her own data is used; whereas in the latter, the situation is
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Table 3.7: AIC scores of selected models using backward stepwise logistic regression on
different feature groupings

Stepwise Value Diag-
nosis

Change Diag-
nosis

Value Prog-
nosis

Change
Prognosis

NULL 1,733 1,873 1,704 1,715

BASE 1,691 1,841 1,678 1,714

MAIN 1,656 1,828 1,626 1,701

BASE + MAIN 1,618 1,825 1,603 1,706

reversed: to predict an observation of a subject, only his or her own data and none of his or

her peers’ data is used. Note that in both experiments, we pool data from the entire available

time period and thus ignore the temporal sequence of observations; this is justified by (1) the

focus on non-temporal effect (own data versus peers’ data) in these two experiments and (2)

limited data size (1,702 observations in total covering 49 subjects over a 66-day period).

As a preprocessing step, we discard (1) the first week’s data as the social and temporal

commonality features require a preceding seven days (168 hours) to serve as a base period,

and; (2) for all prediction settings except change diagnosis, which uses differenced feature

values as predictors, observations that have a zero ego deg as it indicates zero Bluetooth

encounters. For all predictive experiments in this section, we choose ∆t as 6 hours and use a

random forest learner with 3000 trees grown, 20 predictors randomly selected at each split,

until reaching node size 5. We also explore the sensitivity of prediction performance to varied

∆t sizes.

3.3.5 Results

3.3.5.1 Correlation Analysis Result

We list the AIC scores of selected models using stepwise and LASSO methods in Table

3.7 and 3.8 respectively, both of which show that models using selected Bluetooth features

(MAIN) achieve higher goodness-of-fit than null models when explaining momentary personal

stress outcomes. Overall, stepwise logistic regression achieves lower AIC scores than LASSO

as a feature selection method. Among the four experimental settings, the goodness-of-
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Table 3.8: AIC scores of selected models using LASSO logistic regression on different feature
groupings

LASSO Value Diag-
nosis

Change Diag-
nosis

Value Prog-
nosis

Change
Prognosis

NULL 1,733 1,873 1,704 1,715

BASE 1,662 1,853 1,689 1,713

MAIN 1,653 1,853 1,653 1,713

BASE + MAIN 1,626 1,850 1,652 1,714

fit improvement is more pronounced in value diagnosis and value prognosis. Under all

experimental settings, baseline features (BASE) and our Bluetooth features each outperformed

the null models. Best performances are obtained when models are selected from Bluetooth

and baseline features combined (BASE + MAIN), dominating baseline and main features

individually, under all experimental settings except change prognosis, where using all features

together seems to harm goodness-of-fit.

Mean and standard deviation of each group of bootstrapped AIC values are shown in

Figure 3.3 and clearly with strong confidence (p-value < 0.001) we achieve significantly better

goodness-of-fit with selected Bluetooth features compared to null models, with either feature

selection method. We successfully confirm Hypotheses 3.1 and 3.2 that a subject’s Bluetooth

encounter networks correlates with his or her current and future stress outcomes significantly

better than null models.

Finally we look into the important Bluetooth features that have driven the performance

demonstrated above. As expected, LASSO and stepwise logistic regression selected moderately

different but overlapping sets of features and LASSO resulted in more parsimonious models.

We focus on the features in the BASE + MAIN models that are both significant in the

stepwise models and selected by LASSO method under each experimental setting, for they

are most likely important features. The selected features, the sign of their effect, and their

p-values in the corresponding stepwise model are listed in Table 3.9, organized by the category

(BASE and MAIN) and sorted in descending order of significance. We make several interesting
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Figure 3.3: Bootstrap result: mean (round and triangular dots) and standard deviation
(upper and lower error bars) of AIC scores achieved by LASSO and stepwise logistic regression
on each bootstrap sample compared against the corresponding null models (dashed horizontal
lines).

observations on the correlations between our Bluetooth features and stress outcomes. First,

usual max is the number one significant and negative predictor associated with both present

and future level of personal stress (value diagnosis and value prognosis). This suggests that
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Table 3.9: Important features in the MAIN + BASE models selected by both stepwise and
LASSO logistic regression under each experimental setting; following each feature is the sign
of their effect and p-value in the corresponding stepwise models

Value Diagnosis

BASE MAIN

sleepQ − 0.000 usual max − 0.000

walking past − 0.002 ego deg + 0.000

stationary now + 0.003 shared nb mean − 0.004

home now − 0.006 shared mean + 0.004

health now − 0.007 tempCom max + 0.005

transit now − 0.011

Change Diagnosis

BASE MAIN

religion now − 0.000 loc trans mean − 0.000

noise now + 0.003 usual sd + 0.001

noise past − 0.046 ego avgWeight min − 0.008

Value Prognosis

BASE MAIN

stationary now + 0.008 usual max − 0.000

transit past − 0.009 loc avgWeight mean − 0.000

religion now − 0.009 evening − 0.002

edu now + 0.016 tempCom mean − 0.005

noise past − 0.030 loc giniCompSize mean + 0.012

health now − 0.035 usual nb min − 0.022

Change Prognosis

BASE MAIN

shared nb max − 0.019

interaction with a familiar and regular social contact has a potentially lasting stress relieving

effect (“protective effect under stress” [131]); in fact, it was confirmed that “the presence of

a friend in a stressful situation reduces stress more than the presence of a stranger” [132],

which constitutes the social buffering theory [163]. Second, an increased value of usual sd

appears to be positively correlated with increased stress level in the change diagnosis setting.
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This indicates that interacting with people of different familiarity levels may comprise a

stressful experience. Such effect is mentioned in [60, 148] and agrees with the role strain

theory [164]. The significance of feature loc trans mean in change diagnosis indicates that

increased transitivity within a subject’s local encounter network, which can be a result of

real life scenarios like gatherings and group study sessions, is likely to accompany decreasing

personal stress. Last, for change prognosis only one feature made the list, indicating it is less

well-modeled by our Bluetooth features than other settings; shared nb max, representing the

highest proportion of shared social circle with a subject among his or her encounter neighbors,

exhibited a similar effect as usual max which is also a social commonality feature.

As for baseline features, sleep quality of the previous night is found to have a significant

correlation with low current stress level, which confirms findings in [161]. Among semantic

location features, religion now shows strong correlation with low or lowered stress level,

suggesting mental health benefit of worship places. The contrast between the positive

correlation of feature stationary now and the negative correlation of features like walking past

and transit past in both value diagnosis and value prognosis in both suggest the benefit of

traveling and not staying still in stress management. These interpretations provide motivation

and evidence for future studies and smart health applications to further investigate and

utilize their effect.

3.3.5.2 Predictive Modeling Result

Table 3.10 shows the mean and standard deviation of area under ROC (AUC) values

obtained for all subjects in the across-subject LOSO and within-subject LOOO experiments

using different groupings of features. One evident pattern we found is that regardless of

feature groups and experimental settings, prediction performance is significantly higher under

within-subject LOOO than across-subject LOSO. This observation suggests that historical

Bluetooth encounters are more predictive of stress than encounter networks measured from

other individuals. This can be explained by the fact that an encounter of the same particular

characteristics can impact different individuals differently, due to personal differences in the
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Table 3.10: Prediction performance (Area under ROC curve) achieved by different feature
groupings under the across-subject leave-one-subject-out and the within-subject leave-one-
observation-out evaluation settings

Across-subject LOSO

AUC Value Diagnosis Change Diagnosis Value Prognosis Change Prognosis

Mean SD Mean SD Mean SD Mean SD

BASE 0.639 0.123 0.626 0.111 0.628 0.136 0.639 0.127

MAIN 0.653 0.117 0.603 0.122 0.609 0.110 0.636 0.135

BASE+MAIN 0.660 0.120 0.602 0.110 0.611 0.122 0.624 0.136

Within-subject LOOO

AUC Value Diagnosis Change Diagnosis Value Prognosis Change Prognosis

Mean SD Mean SD Mean SD Mean SD

BASE 0.671 0.124 0.675 0.137 0.697 0.154 0.657 0.133

MAIN 0.712 0.158 0.672 0.162 0.666 0.143 0.663 0.136

BASE+MAIN 0.726 0.151 0.676 0.159 0.670 0.152 0.662 0.136

reaction to affective stimuli [165]. As such, in real world applications, caution should be taken

applying existing models to new subjects. Calibration with personal data may be important

when incorporating Bluetooth based features in stress recognition tasks.

My Bluetooth features prove predictive: all MAIN models achieved AUC values signifi-

cantly greater than the random guess baseline of 0.5. However, when comparing performance

achieved by our Bluetooth features combined with baseline features (BASE + MAIN) versus

by baseline features only (BASE), we discovered mixed results. For value diagnosis, incor-

porating our Bluetooth features evidently improves prediction performance than baseline,

confirming Hypothesis 3: mean AUC rose from 0.6706 to 0.7262 in the within-subject LOOO

experiment (p-value 0.0564 in a one-tailed t-test). However, our results do not support

Hypothesis 3.4 as performance change is minimal for the prognosis settings. Moreover, value

diagnosis enjoys the highest AUC regardless of the prediction approach, regardless of feature

groups. The relatively stronger performance under value diagnosis indicates more promising

value of our proposed features in stress estimation applications, compared to forecast-oriented
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Figure 3.4: Sensitivity of prediction performance to the choosing of ∆t, in the within-subject,
leave-one-observation-out experiments using BASE + MAIN features. Shown in figure are
mean AUC values for each feature extraction window size and prediction setting.

settings.

Our motivation to perform stress recognition using passively sensed proximity network

data is rooted in the effect of social interaction on personal stress level studied in psychology

research [133]. However, questions remain regarding the inertia and decay of the effect

over time, which governs the extent to which past social interaction episodes affect current

stress level and in turn concerns the choosing of feature extraction window in our predictive

modeling tasks. We attempt to answer this question empirically by exploring the sensitivity

of prediction performance to the size of feature extraction window ∆t. Specifically, we repeat

our within-subject leave-one-observation-out prediction experiments using MAIN + BASE

features built with different sizes of ∆t, namely 3h, 9h, 12h, 15h, 18h, 21h, and 24h; and

compare the resulting performances with that obtained with ∆t = 6h as shown in Table 3.10.
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We plot the results in Figure 3.4.

The pattern shown in Figure 3.4 indicates that prediction performance does vary with

different feature extraction window sizes but does not exhibit a monotonous or unimodal

trend. For all experimental settings except change prognosis, we observe a bimodal shape in

the trend of prediction performance: performance is relatively low at ∆t = 3h; there seems

to be a local maximum at 6h (value diagnosis and change diagnosis) or 9h (value prognosis)

early on and a later local maximum that comes quite unanimously at 18h. Although, for

value prognosis prediction performance reached global maximum with ∆t = 24h, unlike value

diagnosis and change diagnosis for which performance reached maximum at ∆t = 18h. In

contrast, performance under change prognosis appears to have a V-shaped trend with 24h

being the optimal ∆t. From our observations it is difficult to draw a general conclusion on

the optimal choice of feature extraction window but we recommend examination of various

window sizes up to greater than 15 hours and be cautious using shorter-than-6-hour window

sizes.

3.3.6 Conclusion

In this chapter, I addressed the need for accurate, timely, and unobtrusive stress monitoring

technology through passively sensed Bluetooth encounter networks. Bluetooth is a widely

available mobile sensor that can detect an individual’s social environment based on physical

proximity. Systematic feature engineering and examination of predictive value using Bluetooth

encounter data is lacking in existing literature. We have investigated Bluetooth encounter

data in terms of structural attributes, edge attributes, and neighbor attributes, and built

features accordingly incorporating measures from social network analysis and concepts of

social and temporal commonalities. Our correlation analysis, involving Bluetooth encounters

among 49 student subjects over 66 days, suggests that our features extracted from Bluetooth

encounter data account for the variance of stress outcomes significantly more effectively than

null models. In doing so, we supported our Hypotheses 1 and 2, confirmed existing findings

(e.g., sleep quality as a predictor of next day stress), and called attention to salient features
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(e.g., usual max ) for consideration in real world stress recognition applications as well as their

interpretations in social psychology.

Moreover, we tested the predictability of momentary stress levels from Bluetooth encounter

data using random forest under four different prediction settings (value diagnosis, change

diagnosis, value prognosis, change prognosis) and two evaluation settings (within-subject

leave-one-observation-out and across-subject leave-one-subject-out). The results presented

in the previous sections provide preliminary but promising evidence for the performance

boosting effect of our Bluetooth features in momentary stress recognition applications.

When incorporated with baseline features built with data collected from other standard

mobile sensors and sleep quality self-reports, our Bluetooth features achieved performance

improvement (0.726 − 0.671 = 0.055 in AUC) for value diagnosis but did not for other

experimental settings. As such, we supported Hypothesis 3.3 and did not support Hypothesis

3.4. Further evidence is needed to evaluate the utility of our Bluetooth features in stress

forecasting tasks. In practice, we recommend incorporation of our proposed features with

those extracted from other mobile data sources (e.g., GPS, accelerometer, phone usage) as

input for predictive modeling to enhance stress recognition performance.

The work presented in this chapter has several limitations. As the study subjects in

the StudentLife dataset are all college students, the generalizability of our results to other

demographic groups awaits further evidence. Moreover, as in many mental health monitoring

tasks, ground truth curation is subject to the availability of self-report. Cognitive biases and

low self-report compliance from the subjects could negatively impact the validity of response

variable data, especially for change-based and forecast-oriented experimental settings. Finally,

the data we assume available encompasses a relatively close-knit group of individuals who

share significant social relations, as is the case in the StudentLife dataset and other group

sensing scenarios; however, when this is not the case, we would only have a set of isolated,

egocentric encounter “networks” as input. We propose and validate a feature engineering

method addressing this very issue in the following section.
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Future work may involve further evaluation of our proposed features in prediction tasks

targeting other health outcomes (e.g., affect recognition). Another important task is to

incorporate comprehensive contextual information obtained from other data sources such as

GPS and accelerometer to more effectively and concisely represent social interaction. Evidence

of the value Bluetooth encounter data provides for personal stress estimation presented in

this paper motivates the incorporation of passively sensed in-person social network data with

other sensor data sources in automated mental health monitoring.

3.4 Vector Space Model for Bluetooth Encounters

In this section, we propose a vector space representation of Bluetooth encounter data for

mental health inference tasks, without needing information from any other individual’s devices

than the subject’s own. Vector space modeling originated in the field of information retrieval

[166] as an approach to quantifying the content of textual documents. Each document in

such a model is a real-valued vector with its elements representing words in the overall

vocabulary. The resulting space of documents supports comparison, similarity measurement,

and prediction of outcomes such as thematic category.

I draw an analogy between a word in a vector space model of documents and a Bluetooth

encounter between a subject’s device and another device in natural environment. Over time

the subject’s device encounters multiple other devices, forming a collection of Bluetooth

encounters that are analogous to the text of a document. In broad terms, the resulting

encounters proxy for the narrative of a subject’s social interactions. The aim of this section is

to study the relationship between this narrative and mental health outcomes. Concretely, we

convert Bluetooth encounters (time and device identifier tuples) into spatiotemporal tokens

and treat each token as a separate dimension in a feature space. Our approach provides a fine

grained representation of a subject’s Bluetooth encounters, and we hypothesize statistical

correlations between locations in the vector space and mental health outcomes.

When applied to mobile sensing data, the vector space model transforms raw sensor

signals into tokens, and distinct tokens become orthogonal dimensions. Several studies have
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applied this approach to represent mobile sensing data and extract behavioral patterns. Eagle

et al. created a vector space over time and locations for each subject [167]. They divided each

day into 24 hourly bins, categorized each GPS location as home, work, other, or no-signal,

and considered each hour-location pair as a binary-valued feature. Thus, an individual’s

daily movements are represented in a 24×4-length vector. The authors then applied principal

component analysis to reduce the dimensionality of the vector space, discovering salient

components among the hour-location tokens that correspond with elements of an individual’s

daily routine. Do et al. [18] represented the proximity events among a group of co-workers

using a vector space with each dimension being a distinct user-pair/time-of-the-day token,

and then applied latent Dirichlet allocation (LDA) to the vector space to extract semantically

coherent clusters. The clusters identified meaningful social communities within the group

of co-workers. The goal of vector space modeling in these studies has been to understand

human behavior through dimensionality reduction (whether PCA or LDA). In contrast, in

this section I use vector space representations of Bluetooth encounters as a basis for predicting

mental health outcomes.

To the best of my knowledge, this study is the first to apply vector space feature

representations to Bluetooth encounter data for mental health inference. We propose and

evaluate (1) Bluetooth encounter token designs including different combinations of temporal

and spatial information; and (2) feature value weighting schemes such as binary value, term

frequency (TF), and term frequency inverse document frequency (TFIDF) based on prediction

performance in stress recognition tasks. We also compare our vector space features with two

baseline feature groups: the Bluetooth network features described in Section 3.3 and vector

space features of non-Bluetooth-encounter mobile sensing data similar to those constructed in

[167]. Finally, we propose future work with topic modeling and word embedding methods on

our vector space model to discover meaningful clusters of behavioral patterns. With this study

we hope to inspire further discussion and research on bag-of-words approaches to representing

mobile sensing signals for more effective mental health inference and management.
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3.4.1 Feature engineering

3.4.1.1 Bluetooth Encounter Vector Space Model

Within a Bluetooth data stream, an encounter takes the form of a device identifier with a

timestamp. Representing these encounters in a vector space entails treating each distinct type

of Bluetooth encounter — a distinct device identifier at a distinct time — as a dimension. The

rationale behind this is that each Bluetooth encounter may represent a meaningful real-life

proximity or interaction event that has implications for a mental health outcome. Concretely,

we codify such information as follows. First, we bin all timestamps by hour (e.g., “2013-03-29

00:02:42” would be binned to “hour00”) such that Bluetooth encounters that occurred within

the same hour are given the same temporal label. Second, we concatenate the hour block

information (e.g., “hour00”) with the encountered device identifier to create a Bluetooth

encounter token, which takes the format of “[hour block]-[device ID]”. Alternatively, one may

also choose to keep only the device identifier in the tokens and leave out the time, resulting

in tokens with only the device identifier string itself. This treatment will further reduce the

size of the resulting feature space. Figure 3.5 illustrates this process.

We assign values to the vector space features of Bluetooth encounters following the

conventions of text-based vector space modeling. Specifically, we compute a binary token

value, a token frequency (TF) value, and a token frequency inverse period frequency (TFIPF)

value for each Bluetooth encounter in the vector space. Given multiple periods of time (e.g.,

multiple days) during which collections (documents) of Bluetooth encounters are detected

by a subject’s device, the binary token value is defined as 1 when a token appears in a

document regardless of frequency and 0 otherwise; token frequency is defined as the number

of times a token appears within a particular period of time; and token frequency inverse

period frequency is defined as token frequency multiplied by the natural logarithm of the

ratio of the number of collections where a particular token appears to the total number of

periods. These three sets of feature values will be used for further analyses and compared.
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Figure 3.5: Illustration of the vector space construction procedure. The upper table shows a
sample of raw Bluetooth encounter data. The lower table shows the representation of time
periods (analogous to documents) as vectors of time-device token frequencies (analogous to
term frequencies).

3.4.1.2 Token Augmentation with GPS Data

The encountered device and the encounter time are two pieces of information native to

the Bluetooth data stream. One can also incorporate information from external sensors,

when available, to enrich the vector space of Bluetooth encounters. In this paper we explore

the augmentation of Bluetooth encounter tokens with GPS data and evaluate the resulting

predictive value. Ideally, at the time of any Bluetooth encounter, a subject should have

a location that is detectable by a GPS sensor; therefore, one can concatenate the GPS

information with the [hour block]-[device ID] tokens to create richer tokens representing a

Bluetooth encounter event, with one downside being an enlarged feature space. We encode
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GPS information through coordinate anonymization, which truncates significant digits of a

GPS coordinate to map a raw coordinate (a point) to the rectangular area it belongs to such

that no finer geographic information is retained. GPS coordinate anonymization is typically

performed to protect user privacy in data transmission. In vector space construction it serves

a purpose similar to binning timestamps.

3.4.1.3 Bluetooth Encounter Network Features

Creating a vector space model for Bluetooth encounters does not require any information

other than what is available from the subject’s device. However, in some cases other sensor

data are provided by encountered devices. For example, when we have mobile sensing data

from all students who enroll in the same class in college, we will usually observe a Bluetooth

encounter network encompassing multiple individuals as nodes and encounters between them

as edges. This enriched network provides topological attributes of the local encounter network

surrounding a subject as well as information on the social nature of a subject’s encountered

devices (e.g., are they familiar or fortuitous encounters, how many common encountered

devices two encountering devices share). We previously proposed and evaluated three groups

of Bluetooth encounter network features, namely structural, edge, and neighbor attributes in

Section 3.3.1. These encounter network features will be used as a baseline for comparison

with vector space features in the present paper. Intuitively, Bluetooth encounter network

features take advantage of information about a subject’s encountered “neighbors” in addition

to the subject itself; therefore, we hypothesize these network features will produce higher

performance than the vector space features, which only utilize the subject’s encounter patterns

and thus assume no knowledge of the behaviors of the encountered devices.

3.4.1.4 Baseline Vector Space Features

To measure the predictive value of Bluetooth encounter vector space features, we construct

non-Bluetooth tokens containing only temporal and spatial information as a baseline feature

group. We divide a day into 24 hourly bins, treat a subject’s anonymized GPS locations as

places, and create distinct hour-place pairs as separate dimensions in a vector space. For
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example, if a subject is detected to be at place A at 2:36pm, then feature/hour-place token

[hour 14]-[place A] will be created and assigned value 1, otherwise 0. We will compare the

performance of these spatiotemporal features alone versus their combination with Bluetooth

encounter features in stress recognition tasks.

3.4.2 Hypotheses

The following hypotheses examine the predictive value of our Bluetooth encounter vector

space features compared to non-Bluetooth, baseline features (Hypothesis 3.5) and Bluetooth

encounter network features (Hypothesis 3.8) targeting personal stress outcomes. The hy-

potheses also investigate the implications of vector space design (Hypothesis 3.6) and feature

value weighting scheme (Hypothesis 3.7) for prediction performance.

• Hypothesis 3.5: Binary, device-only vector space features of Bluetooth encounters,

when combined with baseline vector space features, predict personal stress levels more

accurately than baseline vector space features alone.

• Hypothesis 3.6: As the vector space token design of Bluetooth encounters changes

from device-only to device-time to device-time-location, prediction performance target-

ing personal stress levels will increase.

• Hypothesis 3.7: As the vector space feature weighting scheme changes from binary

value to TF to TFIPF, prediction performance targeting personal stress levels will

increase.

• Hypothesis 3.8: Vector space features of Bluetooth encounters predict personal stress

levels less effectively than the Bluetooth encounter network features [134].

3.4.3 Data

We use two mobile sensing datasets to test our hypotheses: (1) the StudentLife [24] dataset

and the Friends & Family [21] dataset. As introduced in Section 3.3.3, the StudentLife dataset

was collected from 49 Dartmouth college students who enrolled in the same class and contains

Bluetooth encounters scanned every 10 minutes among them over two months. The Friends
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& Family dataset was collected from young faculty members and their spouses totalling 117

people who lived in the same residential complex at a major research university in North

America and contains Bluetooth encounters scanned every 5 minutes among them over 10

months. Bluetooth encounters in both datasets take the format shown in Figure 3.5. GPS

data are available in both datasets although they are affine-transformed in the Friends &

Family dataset.

Ground truth data on personal stress level is obtained through mobile phone surveys

in both datasets but with different temporal resolutions. In the StudentLife dataset, stress

level measurements are obtained through ecological momentary assessment (EMA) surveys

deployed on the participants’ smartphones multiple times per day at random times. The

survey consists of a question with text “Right now, I am...” and 5 response options “feeling

great”, “feeling good”, “a little stressed”, “definitely stressed”, and “stressed out”. We

consider the first two as non-stressed and the latter three as stressed. In the Friends &

Family dataset, stress surveys are deployed at the end of each day soliciting an assessment of

a participant’s perceived stress level on the past day. The question reads “On a scale of 1 to

7, how stressed were you on [day] (with 1 being very unstressed, 4 being neither stressed nor

unstressed, and 7 being very stressed)?” and as the question text suggests, participants are

asked to choose among 7 options with 5,6,7 being a stressed response and 1,2,3,4 being a

non-stressed response.

3.4.4 Experiments

To test Hypotheses 3.5-8, we perform predictive modeling targeting a categorical stressed/non-

stressed response variable as discussed in Section 3.4.3 using vector space features constructed

following the descriptions in Section 3.4.1. For the StudentLife dataset, we treat Bluetooth

encounters detected within the 18-hour window leading up to each stress level self-report as

a document. For the Friends & Family dataset we treat the entire day corresponding to each

end-of-day self-report as the time period associated with each document. We experiment with

naive Bayes, support vector machine, and random forest classifiers. Random forest yielded
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the best results and we will only report performance by random forest in the next section.

To evaluate the prediction results we adopt a subject specific leave-one-out cross validation

setup where area under the ROC curve (AUC) is computed for each subject in each dataset.

3.4.5 Results

As shown in Table 3.11, incorporating Bluetooth encounter vector space features (binary

valued, device-only tokens) improved prediction performance compared to spatiotemporal

baseline features alone for both the momentary and the daily stress recognition tasks. This

result supports Hypothesis 3.5 and our proposed vector space representation of Bluetooth

encounter data for mental health inference.

Listed in Table 3.12 are the average AUC scores achieved by the three vector space

token designs and the three feature value weighting schemes with the two datasets. The best

performing group is the device-time-GPS tokens with TFIPF feature values for the momentary

recognition task using the StudentLife dataset (AUC = 0.714) whereas the best performing

group for the daily recognition task using Friends & Family dataset is the simpler binary

valued device-only token features (AUC = 0.664). Our results do not support Hypothesis 3.6

or 3.7 as more sophisticated token design and feature value scheme did not result in better

performance.

Comparing the best performance achieved across the three token designs, we found that

device-time tokens performed poorer in both stress recognition tasks than device-only and

device-time-GPS tokens. Our results were inconclusive regarding the relative performance of

the latter two designs. This suggests that the identity of one’s Bluetooth encounters drives

the predictive power and the timestamp of the encounters introduces more noise to predictive

modeling than the additional information it provides. In other words, whether one is in

proximity of a particular device may matter more than when such proximity events occur,

as far as the effect on one’s stress level is concerned. This result also indicates the value of

geographic information in mental health inference, as the addition of GPS information in

token design improved the performance of device-time tokens.
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Table 3.11: Binary valued, device-only vector space features of Bluetooth encounters enhance
stress recognition prediction performance (AUC).

Features StudentLife (momentary) Friends&Family (daily)

Hour-GPS 0.688 0.649

Hour-GPS + Bluetooth 0.714 0.662

Table 3.12: Predictive performance (AUC) with each vector space token design, feature value
scheme, and dataset; the best value for each token design is bolded.

Token design Weighting StudentLife (momentary) Friends&Family (daily)

Device-only Binary 0.689 0.664

TF 0.705 0.642

TFIPF 0.711 0.654

Device-hour Binary 0.683 0.634

TF 0.688 0.636

TFIPF 0.709 0.643

Device-hour-GPS Binary 0.709 0.654

TF 0.683 0.644

TFIPF 0.714 0.649

Table 3.13: Predictive performance (AUC) comparison of vector space and network features
of Bluetooth encounters.

Features StudentLife (momentary) Friends&Family (daily)

Best Vector Space 0.714 0.664

Network 0.735 0.631

Network + Best Vector Space 0.760 0.654

Comparing the best performance achieved with the three feature value weighting schemes,

we found that TF is consistently the worst choice in both tasks with each token design.

We expected that TFIPF would perform better than TF as in many text-based problems;

however, TF did not outperform binary values in our tasks. Between results obtained with

the two datasets, a shared pattern is that device-time tokens with TF feature values appear

to be the worst choice when modeling personal stress outcomes, regardless of its temporal

scale (momentary versus daily).
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Table 3.13 compares the prediction performance of our best vector space features with

Bluetooth network features as well as the two groups combined. For the momentary prob-

lem, Bluetooth network features performed better than vector space features, supporting

Hypothesis 3.8 that information about behaviors of the devices (and by extension their users)

encountered by a subject carries information regarding the subject’s mental health status.

When the two feature spaces are combined, they achieved better performance than each alone.

For the daily task, the comparison between vector space and network features is reversed. We

suspect that the differences in these comparisons results from the different degree of closeness

of the social relationships between study participants in the two datasets. In the StudentLife

study, participants are undergraduate students enrolled in the same class who likely have

integrated social lives. We observed many non-participant Bluetooth encounters shared by

these subjects. In contrast, in the Friends & Family study, the tie between participants is

that they live in the same apartment complex, which might not include daily socialization

events. Although Bluetooth encounter features can be computed regardless of the closeness

of the network, the characteristics of a subject’s Bluetooth encounter network are likely more

indicative of health outcomes when the Bluetooth encounter network reflects proximity events

with a higher proportion of a subject’s social contacts. Testing this hypothesis is beyond

the scope of this paper; however, this finding (1) validates the utility of vector space repre-

sentation of Bluetooth signals especially when we do not have access to proximity network

data of a subject’s close social contacts (as in the case of Friends & Family dataset); and

(2) motivates smart health researchers and practitioners to incorporate Bluetooth encounter

network features (Section 3.3.1) with vector space features proposed in this paper when data

are available for a relatively close-knit group.

3.4.6 Conclusion

This study proposed a vector space representation of Bluetooth encounter data for

mental health inference and measured predictive utility in stress recognition tasks with

two public datasets. Our results support Hypothesis 3.5 regarding the value of vector
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space representations of Bluetooth encounter data. Our results do not support Hypothesis

3.6 or 3.7, revealing implications of token design and feature value scheme for prediction

performance. Lastly, our results partially support Hypothesis 3.8, indicating that closeness

of social relationships could be a factor in Bluetooth encounter network features’ predictive

advantage over vector space features.

We envision several directions of future research, as a vector space representation of

Bluetooth encounters opens the door to several additional methods. Topic modeling might

be used to extract clusters of proximity events that convey social insights. In particular, we

anticipate the applicability of structural topic modeling (STM) [168], which allows the effect

of a document-level covariate on the topic composition to be modeled. A fluctuating mental

health status associated with a period of time from which a collection of Bluetooth encounters

took place naturally serves as a document-level covariate. How such covariates (e.g., high or

low stress levels) correlate with topical composition of Bluetooth encounters would be an

interesting avenue of exploration. Moreover, word embedding methods [169] might be used

to compute a weight vector for each token in a vector space, with higher degree of similarity

between weight vectors indicating higher likelihood of token co-occurrence. Such weights

may provide a useful representation for understanding human behavior and predicting health

outcomes. Finally, the applicability of vector space representation extends to many mobile

sensors beyond Bluetooth encounters (e.g., accelerometer and audio). Future discussion and

research on bag-of-words approaches to representing raw mobile sensing signals for intelligent

health inference would further validate and extend our preliminary results.

3.5 Discussion

A primary limitation we currently face is in the existing sensing technologies to capture

genuine in-person social interactions in an accurate, discreet, and privacy preserving fashion.

Existing sensing technologies differ in their physical properties and thus the theoretical

construct they may proxy: Bluetooth and RFID both measure physical proximity (although

through different mechanisms) whereas infrared sensors are triggered by alignment of sight
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and thus can better capture face-to-face interactions between two equipped individuals. Then

comes different requirements of hardware, which further determine their applicability in

different real-life settings: RFID and infrared sensors require special purpose devices (e.g.,

sensor badge and base station) which are out of the comfort zone of daily wearing for most

users and render large-scale ubiquitous usage unfeasible; Bluetooth radio has advantage over

the other technologies in this regard.

Bluetooth encounters, triggered by physical proximity, is not necessarily produced by an in-

person interaction [170]. Because of this, the correlation discovered and predictability achieved

in this chapter should be regarded as evidence for as well as rationale for incorporating our

proposed features in future stress recognition tasks, as opposed to for causal relations between

certain characteristics of in-person social interaction and mental health. To accomplish the

latter purpose we would need more advanced sensing technology and face-to-face interaction

discovery algorithms as well as causal experimental designs that are out of the scope of this

study but will be the focus of future work.

The work presented in this chapter is based on Bluetooth encounter data; however, one

should note that the methods are broadly applicable to physical social signals, agnostic to the

measuring technology. The core notion we study is a timestamped link between the subject

in question and his or her social contacts, which can manifest as proximity-based encounter,

face-to-face conversation, or online interaction. In fact, the feature engineering methodology

described in this chapter has been incorporated in recent studies addressing loneliness issues

through the lens of online conversation dynamics [111].

3.6 Concluding Remarks

In this chapter we have created two major feature engineering methods with Bluetooth

encounter data collected from smartphone users in uncontrolled settings to improve automated

cognitive stress recognition: a network analysis approach extracting topological and social

insights from the Bluetooth encounter network in which a subject is situated, and; a vector

space approach encoding Bluetooth encounter events captured from a subject’s personal device
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as individual spatio-temporal features. Mining physical social signals to help understand

fluctuations in personal mental health is motivated by social psychology research that predates

wide adoption of mobile sensing technology; but proves a beneficial component to incorporate

in future sensing-based smart health solutions.

Future work should primarily focus on developing new hardware and algorithms for

more effective social interaction detection that are better suited for discreet daily usage.

An important source of information to harness is user voice pattern, which has not been

sufficiently utilized partly due to privacy concerns and partly due to limitations of existing

wearable devices. Improvement in detection may best be achieved by combining different

sensor data streams and through fusion methods. Moreover, my current work in stress

recognition has been based on undiagnosed, “healthy” cohorts. I anticipate the next steps

to zero in on specific health conditions and behavioral scenarios, such as depression and

autism, to investigate the effect of physical social signals on symptoms and fulfill targeted

clinical needs. Finally, the methods proposed and validated in this chapter are generalizable

to other micro-level human applications targeting affective, cognitive, and health outcomes

and I recommend their incorporation in future tasks.
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Out-scoping Modeling Methods for

Mining Social Signals in CHS

Over the recent decade, we have witnessed a surge in data collection and analytics effort

aimed at understanding the relations between pervasive sensing signals and critical human

outcomes to enhance human well-being and capability. Among these signals are social

ones, which are the central construct of this dissertation, measuring and proxying for social

stimuli people receive from their online and offline social environment. Various sources of

social signals data have been collected, ranging from social media platforms to smartphone

embedded sensors. Various feature engineering and machine learning techniques have also

been extensively explored and validated. However, besides application-driven and data-driven

feature engineering, which was the main perspective of Chapters 2 and 3, questions remain

what theoretical frameworks and models are useful to extract insights from social signals in

cyber-human systems otherwise unobtainable.

In this chapter, I seek to identify theoretical frameworks suitable for modeling social

signals in cyber-human systems and broaden the scope of modeling methods currently in use

in existing literature. I —for the first time— discover a connection between two theoretical

frameworks and modeling approaches, namely relational event model (REM) and inverse

reinforcement learning (IRL), on their mathematical machinery to characterize and predict

directed social interactions. The quantitative characteristics learned by both modeling

methods may serve as sole or additional evidence to support predictive tasks targeting

outcomes such as team performance or satisfaction. Moreover, I prove that maximum

entropy inverse reinforcement learning [171], when applied to a group social interactions

modeling problem, is equivalent to a relational event model. The demonstrated connections,

commonalities, and uniquenesses introduce fresh perspective and tools for social network
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mining, identifies novel applications for reinforcement learning algorithms, and inaugurates

research opportunities at the nexus of social network analysis and machine learning.

4.1 Introduction

Network is an effective abstraction of virtually infinite physical and social phenomena.

Whenever one can define a set of entities (i.e., nodes) and find some relationships (i.e., edges)

between the entities, one has at hand a network. Network is especially a natural fit for social

signals in cyber-human systems, with individual technology users as nodes, and different types

of social signals that can be unified under the notion of edges and characterized by different

edge attributes such as time, location, modality (online, offline), and content (textual, verbal):

in the cyberspace, the edges are multimedia information circulated among users whereas in

the physical space the edges are certain modes of in-person interaction.

As such, I argue that the art of mining social signals of cyber-human systems stands to

benefit from the rich theories and models in network science. In addition to well established

groups of graphic metrics (some of which are discussed in Section 3.3), statistical network

modeling is a major advantage network science research could provide to mining cyber-

human system social signals especially in group social interaction scenarios. Researchers

have typically resorted to a family of exponential random graph models [31] (ERGM) to

understand the network structure emerging from group social dynamics. The central question

ERGM answers is why certain edges exist in a network whereas others do not; and the model

expresses the likelihood of a particular tie existing in a network as a transformed linear

combination of features that characterize said tie. ERG family models have been studied

predominantly in the context of sociology and with survey and panel data, and whose value in

the context of cyber-human systems and pervasive sensing data awaits further investigation.

Not only the network structure, but the temporal sequence of edges matters as well,

especially when we are increasingly able to obtain fine-grained, time-stamped social actions

(such as phone call, SMS, email, and face-to-face conversations) between mobile technology

users. Among the statistical network models, relational event model (REM) [32] was
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proposed to specifically model the order of time-stamped or time-ordered dyadic actions in a

social network. The premise of REM is that the dynamics of dyadic actions in a social system

follow a set of intrinsic but latent characteristics the system possesses: for example, if a group

of social actors value the reciprocation of a dyadic action one would see much back-and-forth

between the entities (e.g., physical attacks that justify retaliation) whereas if the group enjoy

the relay of a dyadic action one would tend to see the direction of the action forming a chain

along the entities (e.g., secrets getting circulated in a group). Thus, given an observed recent

history of dyadic actions among entities in a social system, and a particular set of intrinsic

characteristics, some dyadic actions are more likely to follow than others. By fitting REM to

dyadic action data, one can learn the effects of the hypothesized characteristics that are most

probable to have resulted in the observed dynamics of social actions. These learned effects of

the characteristics constitute valuable insights into how a social system functions.

Now we look to the field of artificial intelligence. There lies another theoretical framework,

namely reinforcement learning (RL), that theorizes that the behavior of an intelligent agent

is driven by accumulating higher reward when interacting with its environment. Comparing

the state the agent is in before and after a behavior is committed, the behaviors that result

in high rewards would be favored and those that result in lower rewards would be avoided

in the future. Reinforcement learning assumes knowledge of such rewards and aims to find

an optimal behavioral strategy, or policy, that would achieve highest reward accumulated

over time. Its inverse form, inverse reinforcement learning (IRL) on the other hand,

observes the behavior of an intelligent agent and seeks to solve for the reward that must

have driven the behaviors observed. In this sense, we speculate a theoretical connection

between IRL and REM, as both approaches observe a trajectory of actions, both assume the

existence of particular underlying characteristics that are supposed to have given rise to the

observed patterns, and both try to find their values as a way to explain observed behaviors.

If confirmed, such connections will show the applicability of inverse reinforcement learning

algorithms to social signals mining problems in group interaction settings and thus broaden
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the scope of existing modeling methods.

4.2 Related Work

4.2.1 Exponential random graph model

To begin to understand social networks, a primary question to answer is why some

edges exist while others do not among a group of nodes. Exponential random graph model

(ERGM) [172] answers this question by theorizing that the existence of edges in an observed

network is due to the underlying phenomenon represented by the network preferring certain

configurations of network topology and nodal attributes, and offers an inferential solution.

For example, if the social process within a group of entities favors homophily, then we would

expect to observe more edges forming between nodes that share similar traits than those

who do not. In the setup of ERGM, we observe a network y that consists of N nodes and is

represented by an adjacency matrix with each element yij = 0, i, j ∈ {1, ..., N} if there is an

edge between nodes i and j and 0 otherwise. The observed network y is a realization of a

random graph Y over the same set of N nodes with edges pending and the probability of the

observed network y as:

P (Y = y|θ) =
exp[θ>s(y)]∑

y′∈Y exp[θ>s(y′)]
(4.1)

where y′ is any possible realization (sample of edges) of random graph Y , s(y) is a feature

vector quantifying the network topology and nodal attributes that influence edge existence,

and θ is the weight vector associated with the features. Through Equation 4.1 one can derive

the logit (log odds) of each edge yij given all other edges unchanged:

logit(yij = 1) = log[
P (Y = y+|θ)
P (Y = y−|θ)

] = θ>[s(y+)− s(y−)] (4.2)
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where y+ and y− are the network realization with and without edge yij, respectively, with

the rest of the network identical to the observed y.

The core of ERGM is that it expressed the probability of an observed network as

proportional to the exponential of a weighted sum of the features s(y). Then, not unlike a

logistic regression model, ERGM is fitted to real network data to infer the weights θ, through

which one learns the inherent characteristics (hypothesized by the researcher) that have shaped

a network into the pattern it appears. ERGM is most suitable to model static networks that

are like snapshots of group interactions and relations. Therefore, the traditional theater of

applications of ERG models is in sociology research to understand patterns and driving factors

of social phenomena such as friendship [173], co-authorship [174], and inter-organizational

relations [175, 176].

Not only the existence of edges in a static network is of interest, but why some edges come

into existence while some others disappear over time in a temporal or dynamic network is also

highly important and relevant in human behavior. Several different but related models (Table

4.1) have been devised based on ERGM to explain such edge formation (and dissolution in

some cases). We identify three key aspects of distinction. First, the directed or undirected

property of edges in a social network, requiring different modeling techniques; for example,

liking someone is a directed tie as the affection is not necessarily reciprocated, whereas being in

a relationship with someone is an undirected tie as the pair involved have to be in agreement to

be with one another. Second, a dynamic network model may adopt a tie-oriented or actor-

oriented perspective. A tie-oriented approach makes no assumptions about the decision

making process of individual actors and weighs all legal edges in a social network based on

their likelihood to exist or happen next; whereas an actor-oriented approach explicitly models

the desirability by an individual actor to alter (i.e., form, terminate, strengthen, weaken) its

edges linking with other actors. Finally, although all dynamic network models by definition

require network data with temporal information ingrained, whether one knows when a change

in network edges happens leads to the distinction between panel and timestamped network
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Table 4.1: Summary of major exponential-family random graph models for networks

Model Modeling Input

Perspective Data

Stochastic actor-oriented model [177] Actor-oriented Panel

Relational event model [32] Tie-oriented Timestamped

Temporal exponential random graph model [178] Tie-oriented Panel

Dynamic network actor model [179] Actor-oriented Timestamped

as model input. Panel data, on which longitudinal social network research typically relied on

before mobile technology became advanced and widely available, is obtained like snapshots

of the same group at different points in time; as such, changes of edges can happen between

two consecutive panel collections and their exact timing is nowhere to be known. On the

contrary, timestamped data records the exact time of every event that takes place within a

social network. This distinction is not only about the applicable input data, but also has

implications on the type of relations modeled: a timestamped event usually constitutes a

discrete, sometimes ephemeral action such as sending an email or terminating relationship

with someone; however, panel data can accommodate more “status-like” relations which are

difficult to pinpoint exact time of changing but can be measured at a given time.

4.2.2 Relational event model

Due to its capability of taking full advantage of time-stamped (or time-ordered) activity

data, relational event model (REM) is especially useful for modeling directed social interactions

that are monitored and recorded in cyber-human systems. Full details can be found in its

original paper [32] and we review the key building blocks here. First and foremost, a dyadic

action or “relational event” a ∈ A, where A is the set of all legal actions, is fully characterized

by five elements: (1) a sender s(a) ∈ S, where S is the set of senders; (2) a receiver r(a) ∈ R,

where R is the set of receivers; (3) an action type c(a) ∈ C, where C is the set of action

types; (4) a timestamp τ(a), and; (5) descriptive covariate(s) Xa, which may or may not

be applicable. At a given time t, we have observed At, a time-stamped (thus time-ordered)

history of M dyadic actions a1, a2, ..., ai, ..., aM (aM is the most recent) and we denote a0 as
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Figure 4.1: Illustration of timestamped relational event history, the input data for REM

a place-holder for the beginning point of the observed sequence with its timestamp τ(a0) = 0.

The event history is illustrated in Figure 4.1.

To specify the probability density of such an event history, REM resorts to survival and

hazard functions [180]. This is a fitting approach because an event history clearly consists of

multiple eventless periods between discrete dyadic actions scattered over time. A survival

function Sa(t) expresses the probability of an action a not happening for duration 0∼t while

a hazard function ha(t) = ∂[1−Sa(t)]
∂t

/Sa(t) quantifies the propensity that an action a did occur

when some action was to happen. As such, the probability of an event history can be written

as a product of multiple survival functions and hazard functions as Equation 4.3.

p(At) =
M∏
i=1

[hai(τ(ai))
∏
a∈A

Sa(τ(ai)− τ(ai−1))]

×
∏
a∈A

Sa(t− τ(aM)) (4.3)

hai(τ(ai)) = λ(ai, Aτ(ai−1), Xai) (4.4)

= exp θTu(ai, Aτ(ai−1), Xai) (4.5)

Based on the intuition that actions with different senders, receivers, types, preceding

events, and other descriptive covariates should have different likelihood of happening, REM
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further specifies the hazard function as a rate function (Equation 4.4), which is further

expressed (Equation 4.5) as the exponential of the weighted sum of a vector of sufficient

statistics, u(a,At, Xa), featurizing an action based on its sender, receiver, type, event history,

and descriptive covariates. θ is a coefficient vector associated with the sufficient statistics

quantifying their effects. The rate function governs the distribution of probability associated

with each action given the past event history. In cases where the temporal order of the events

is available but exact timestamps are not, the probability of an event history realizing can be

equivalently written as Equation 4.6 (proof available [32]), which relaxes the requirement for

timestamped data.

p(At) =
M∏
i=1

[
λ(ai, Aτ(ai−1), Xai)∑
a′∈A λ(a′, Aτ(ai−1), Xa′)

] (4.6)

By expressing the hazard function in terms of linear combinations of sufficient statistics,

REM allows not only straightforward parameterization of certain realizations of event trajec-

tory but also straightforward inference procedure through likelihood-based methods (e.g.,

maximum likelihood estimation or MLE) to learn the values of coefficients θ that best fit real

data. We find applications of REM in diverse domains to understand social behavior such

as team processes [181][182], friendship [183], zoology [184][185], education [186], and health

care [187]. The group interaction dynamics learned by REM are anticipated to be useful for

individual and group outcome prediction such as task performance [182].

4.2.3 Inverse reinforcement learning

The life of all living creatures naturally involves observing changing environment and

acting upon it in a way favorable for their survival and prosperity. In artificial intelligence

applications where we train a computer to complete human tasks (e.g., playing chess), we

also require it to be able to make “good moves” given a situation (e.g., positions of self and

opponent pieces) that are conducive to favorable outcomes (e.g., winning). As such, questions
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Table 4.2: Summary of major inverse reinforcement learning algorithms

Algorithm Strategy

Linear programming IRL [34] Maximize minimum difference in feature ex-
pectation with linear constraint

Apprenticeship learning IRL [188] Maximize minimum difference in feature ex-
pectation with quadratic constraint

Maximum entropy IRL [171] Maximize likelihood of state-action trajectory
under principle of maximum entropy

arise as to how a human or machine should choose actions based on the observed environment,

which can change as a result of previous actions taken, to achieve particular goals over time.

Figure 4.2: Reinforcement learning diagram

Reinforcement learning is a theoretical framework aimed at officially answering these

questions. In its basic setup, an agent finds itself in a state s at each time step t, which

characterizes the context in which the agent is situated, and takes an action a, which alters

the context and thus brings the agent to a new state s′. Both s and s′ belong in a state

space S, the set of all possible states, and all possible actions form an action space A. State

transition is governed by transition probabilities Pa(s, s
′), specifying the probability that

the agent will arrive in state s′ after taking action a while in state s. Upon arriving in the

new state s′, the agent receives a reward (or reward function) R(s), which quantifies the

desirability of being in the new state; a reward value is associated with each state in the state

space S. The agent interacts with the environment by repeating the state-action cycle and

receiving and accumulating reward in the meantime. The way the agent behaves follows a

policy π(s) = P (a|s), governing the probability with which the agent is to take an action
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a ∈ A when in state s. A deterministic policy specifies one action to take given a state

whereas a stochastic one provides a probabilistic distribution over multiple actions. Following

different policies, an agent will take actions and visit states differently, thus achieving different

amount of accumulated reward over time. A value (or value function) V π(s0) =
∑∞

t=0 γ
tR(st)

is defined for each state as the discounted accumulated reward when the agent starts from

state s0 and behaves onward following policy π. γ is a discount factor converting a reward

received later on into its current value, indicating a preference for long- or near-term reward

seeking. The core problem of reinforcement learning is to find an optimal policy π∗ for the

agent that maximizes its accumulated reward regardless of starting state, given knowledge

of the states, actions, and rewards. This optimization problem can be solved by dynamic

programming algorithms and has extremely broad applications in artificial intelligence.

π∗ = argmaxπV
π(s0) = argmaxπ

∞∑
t=0

γtR(st), ∀s0 (4.7)

Reinforcement learning assumes knowledge of reward and aims to solve for an optimal

policy to serve as a behavioral guidance for the agent; for example, to direct a robot to

successfully navigate a labyrinth or win a chess game against human opponents. However,

in some behavioral cases (e.g., driving a car), we don’t know or can’t define the reward

straightforwardly; instead, we know the state and action spaces, observe an example agent’s

behavior, and want to find the underlying rewards the agent must be seeking to be behaving

the way it does, which can be further used to train other agents or simply to understand the

example agent’s behavioral patterns. This problem calls for inverse reinforcement learning,

where we observe a trajectory of state-action trajectory ζ (as illustrated in Figure 4.3) and aim

to solve for the rewards. In the process of solving for the rewards, policies can be computed

to generate agents that behave similarly to the demonstrated behavior of the example agent.
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R(s) = θ>fs (4.8)

We identify several major IRL algorithms in Table 4.2; all of them take demonstrated

or “expert” state-action trajectories as input data, assume knowledge of (or the ability to

empirically estimate) transition probabilities, and aim to solve for the most fitting rewards

and the corresponding policies. A key approach to solving for rewards that is common

across these IRL algorithms is to represent state s as a feature vector f(s) and theorize

the corresponding reward R(s) as a linear combination of the features with the weights θ

indicating the importance of a feature. This further entails: (1) in maximum entropy IRL

[171], the decomposition of the reward (i.e., non-discounted accumulated value) of a given

trajectory ζ into a weighted sum of feature counts fζ :

Vζ =
∑
si∈ζ

R(si) =
∑
si∈ζ

θ>fsi = θ>fζ (4.9)

and (2) in Linear Programming and Apprenticeship Learning IRL [34][188], the decomposition

of the expected value of a policy π (i.e., of all possible trajectories realized under policy π)

into a weighted sum of feature expectations µ(π):

E[V π] = Eπ[
∞∑
t=0

γtR(st)] = Eπ[
∞∑
t=0

γtθ>fst ]

= θ>Eπ[
∞∑
t=0

γtfst ] = θ>µ(π) (4.10)

with the same set of weights θ as in Equation 4.8. IRL algorithms then seek to find the θ that

will behavior that is as close as possible to that of the demonstrated state-action trajectories.
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Figure 4.3: Illustration of state-action trajectory, the input data for IRL

Key differences exist in the optimization strategy and procedure (see Table 4.2). On one

hand, Linear Programming IRL [34] and Apprenticeship Learning IRL [188] are both based

on feature expectation; the core problem is to find a policy π∗ whose feature expectation

is as close as possible to that of the example agent’s state-action trajectories. Maximum

entropy IRL [171], on the other hand, utilizes principle of maximum entropy to express the

probability of any trajectory to be proportional to the exponential of the feature counts of

the trajectory:

P (ζ|θ) =
exp θ>fζ
Z(θ)

=
exp θ>fζ∑
ζ′ exp θ>fζ′

(4.11)

and then maximize this probability over θ. We find applications of IRL in many imitation

learning applications; however, using IRL to solve social interaction modeling problems is still

a largely unbeaten path. One study [189] exists on modeling group interaction dynamics using

Markov decision process (MDP) to solve for the reward associated with different interaction

states. Another study identifies the theoretical connections and equivalence between IRL [190]

and general adversarial network (GAN), a class of unsupervised machine learning algorithm.

In the next sections we (1) examine the theoretical connections between REM and IRL in

general and (2) prove that when applied to a group interactions modeling problem with the

group rather than an individual actor treated as the agent, maximum entropy IRL is in fact

equivalent to REM.
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Table 4.3: Equivalent elements of relational event model and inverse reinforcement learning
frameworks

REM IRL

Group with N actors Agent

Event history Ai = Aτ(ai−1) State si

Relational event/dyadic action ai Action ai

Newly realized event history Ai+1 = {ai, Aτ(ai−1)} New state si+1

Trajectory of M realized histories {A1, ..., AM} State trajectory ζ(T ) = {s1, ..., sT }
Sufficient statistic u(Ai) State feature f(si)

Coefficient θ Reward weight θ

Rate/hazard function λ(Ai) = exp[θ>u(Ai)] Reward function R(si) = θ>fsi

4.3 Theoretical Connections between REM and IRL

Relational event model and inverse reinforcement learning originated independently from

two different fields; however, both posit actions as a central concept and theorize that the

tendency of a future action depends on a current situation resulting from recently realized

history. Such similarity inspires us to examine parts of REM and IRL that are analogous.

In Table 4.3 we list elements of the two theoretical frameworks that we find fundamentally

equivalent to one another.

First, the social network or actor group studied in REM is equivalent to an RL agent.

Although it is reasonable and somewhat more intuitive to conceive an individual sender in

REM as an RL agent (on which we will elaborate in Section 4.5.1), the group in REM as

a whole is equivalent to one agent because (1) under the setting of REM it is the group

as a whole rather than individual senders that are the observer of their own event history,

which encompasses behaviors of all senders, and; (2) the goal of REM is to infer underlying

group-level, rather than sender-specific, characteristics that drive group social interaction

dynamics.

Next, we find directly matching notions in REM for action and state in RL. Straightfor-

wardly, a relational event or dyadic action a in REM maps to the action a in RL. Action

space A in REM is determined by the number of senders |S|, the number of receivers |R|,
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and the number of action types |C|. Assuming all dyadic actions in a group are legal and no

self-directed actions are permitted, the action space size would be N(N − 1)× |C|, where N

is the total number of nodes in the group. In REM, the notion of an RL state is effectively

fulfilled by a group’s past relational event history, as it “creates the context for present action,

forming differential propensities for relational events to occur” [32]. A newly taken dyadic

action ai directly updates the past event history Aτ (ai−1) of the group at the time a is taken,

as the newly taken dyadic action becomes the most recent event in event history, and thus

places the group in a new state. The new state s′ is simply a concatenation of the old state

and the action taken upon it: Aτ (ai) = {ai, Aτ (ai−1)}. In other words, REM is intended for

a Markov decision process with history as state. This property assumes group interaction

process to be (1) a deterministic MDP, as once a new event happens, the event with 100%

probability gets placed on top of past event history, and (2) an MDP with non-revisitable

states, as event history always grows (assuming infinite memory) and once a dyadic action is

realized, none other could happen. As IRL algorithms require state-action trajectories as

input, and we find the nature of past event history in REM equivalent to an RL state, we

find that the input data for REM is also suitable for IRL.

The core of both REM and IRL lies in the mechanism to determine what actions are

more likely or favorable for the agent to take given a context, whether it is an event history

or a state. On the highest level, both methods quantify the desirability of a realized state

by a function: in REM it is the rate function λ while in IRL it is the reward function r.

Given a current state, actions that can transition to states with a higher rate function value

in REM or reward function value in RL are more likely chosen than others. Zooming in,

both REM and IRL decompose the “desirability” function as a linear combination of features

that describe a state. In REM they are the sufficient statistics u(A) while in IRL they are

the features f(s). Both these variables are the de facto descriptors of a context (analogous

to the explanatory variables or predictors in the supervised learning sense) and need to be

pre-specified by the researcher. Lastly, the parameters θ associated with the features are the
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output of both REM and IRL and the vehicle for learned insights. Inferred θ values in both

cases can be used as input for further behavioral modeling such as behavioral clustering [191]

and performance prediction [192].

4.4 Equivalence between REM and Maximum Entropy

IRL

The analogy discussed between REM and IRL theories and valid regardless of the actual

IRL algorithm chosen; however, the optimization procedure to find the most fitting rewards

differs across different IRL algorithms. While the feature expectation based IRL algorithms

[34] [188] use a distinct procedure to drive the learner’s policy close to the expert’s, we find

that maximum entropy IRL [171] and REM share the same strategy that is to maximize the

likelihood of the demonstrated event trajectory. Moreover, note the striking commonality

in using the exponential function to express (1) rate function λ in REM based on survival

analysis (Equation 4.4), and; (2) trajectory probability P (ζ) in maximum entropy IRL,

following its namesake, principle of maximum entropy. Below we prove that when a series of

directed social interactions in a group are formulated as an MDP (as discussed in Section 4.3),

maximum entropy IRL optimizes the exact same objective function as does REM. Suppose

the demonstrated trajectory ζ contains T states {s1, s2, ..., sT} and ζ(T−1) denotes a possible

trajectory of length T − 1.
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Z(θ) =
∑
ζ′

exp θ>fζ′ (4.12)

=
∑
ζ′
(T−1)

∑
s′T

exp (θ>fζ′
(T−1)

+ θ>fs′T ) (4.13)

=
∑
s′1

∑
s′2

· · ·
∑
s′T

exp
T∑
i=1

θ>fs′i (4.14)

=
T∏
i=1

∑
s′i

exp θ>fs′i (4.15)

Plug Z(θ) into the likelihood function:

P (ζ|θ, T ) =
1

Z(θ)
exp

∑
sj∈ζ

θ>fsj (4.16)

=
1

Z(θ)

T∏
i=1

exp θ>fsi (4.17)

=

∏T
i=1 exp θ>fsi∏T

i=1

∑
s′i

exp θ>fs′i
(4.18)

=
T∏
i=1

exp θ>fsi∑
s′i

exp θ>fs′i
(4.19)

=
T∏
i=1

exp[θ>u(ai, Aτ(ai−1))]∑
a′i

exp[θ>u(a′i, Aτ(ai−1))]
, (4.20)

which is the same as Equation 4.6. The last step (from Equation 4.19 to 4.20) holds because

at time step i the state si the group transitions into is solely determined by the action ai

taken at that step, based on the setup of REM. Therefore we have shown that maximum

entropy IRL’s equivalence to REM in the time-ordered case.
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∇ logP (ζ|θ) = fζ −
∑
ζ′

P (ζ ′|θ)fζ′ = fζ −
∑
si

Dsifsi (4.21)

Despite the same objective function, REM seeks to directly maximize likelihood using

MLE or Bayesian methods [32] whereas maximum entropy IRL adopts a special optimization

procedure. It expresses the gradient of trajectory log-likelihood in terms of the expected

state visitation frequency Dsi (Equation 4.21), a vector of expected frequency of visiting

each state in a trajectory, and finds its value (thus then the gradient value) through an

iterative algorithm (Algorithm 1 [171]). This procedure is valid because the reward of a

trajectory (non-discounted value) fζ eventually depends on the proportion (as opposed to

the order) of states it visits along the way and the reward of each state fsi . The iterative

algorithm contains a backward pass and a forward pass. The backward pass is a value iteration

procedure to return a policy P (a|s) that chooses action with probabilities proportional to

the non-discounted value of the next state, which will generate trajectories that possess

probabilities stated in Equation 4.11. The forward pass then uses this policy to simulate

state visitation and find the expected frequency to plug back into gradient calculation.

The optimization procedure (reward weights → policy → state visitation frequency →

gradient) used by maximum entropy IRL, however, is not compatible with REM for the

following reasons. First, due to the fact that the states in a group interaction MDP in

REM comprise previously realized action history at every point of the process, they are

non-revisitable, making “expected state visitation frequency” inapplicable. Moreover, the

purpose of the backward pass in Ziebart’s Algorithm 1 is to solve for a policy given reward

weights θ that behaves according to the theorized probability (Equation 4.11); this procedure

is unnecessary in REM as the probability of action given state (i.e., policy) in REM is already

specified as the rate function thanks to its survival analysis setup and readily available.
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4.5 Discussion

4.5.1 Agent identity

What constitutes an agent is the first design choice when formulating an MDP for IRL.

The perspective of REM is a bird-eye view of a whole group of N actors: legal actions

between all pairs of actors are considered and ranked by their propensity to be taken.

Learned coefficients of the sufficient statistics also represent the interaction dynamics of

the whole group as opposed to individual actors. Therefore, the counterpart IRL problem

should consider the group as the agent as discussed in Section 4.3. However, IRL is a more

generic approach that can naturally treat an individual actor in the group as agent and other

actors and their behaviors as environment if we construct the MDP accordingly. This way,

the modeling perspective becomes truly egocentric. Compared to REM, IRL affords higher

freedom in choosing what subset of a social system to be the agent and what subset to be

the environment, contingent upon the problem at hand. We anticipate IRL to be useful for

understanding group interactions in the international politics domain (in which previous work

focused on network science approaches [193]) where behaviors of individual countries may be

of higher interest than universal dynamics of multiple countries.

This inspires the question: can we make REM suitable for individual modeling in a group

interactions setting? In the current REM (and all the models listed in Table 4.1 for that

matter), we model every action that takes place in the group, meaning that the process

is eventless between two adjacent actions. Therefore, it is reasonable for REM to assume

piecewise constant hazard for each action within the group. However, if we only focus on the

behavior of one actor in the group, actions that involve other group members would likely

happen between two adjacent actions taken by the actor in question, making the piecewise

constant hazard assumption unreasonable as the actions between other actors are likely to

have an impact on how the actor we focus on behaves (i.e., expediting or delaying its certain

actions). As such, if we were to build a variant of REM to learn individual specific insights, we
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would expect to resort to accelerated failure time models [194] to make the hazard contingent

upon other actors’ actions.

4.5.2 State space

As shown in Equation 4.6, the entire event history is retained to fit an REM. However,

the sufficient statistics of REM require memory of different lengths of history, often much

shorter than the entire history since t0. For example, to calculate the statistic reciprocity,

one would only need information about the most recent event, and if the sender and the

recipient of the current social action correspond to the recipient and the sender of the most

recent event respectively, the feature is assigned value 1 and all otherwise 0; whereas in

cases like feature inertia, one would need to look up the current action in the entire history

and calculate the frequency. This difference does not fundamentally affect REM modeling;

however, it reflects greatly in the construction of state space when we formulate an MDP for

IRL. REM amounts to an IRL problem with a state space consisting of slices of non-revisitable,

potentially-realizable event histories of all possible lengths, which may result in extremely

large state spaces and create an issue for using feature expectation computation based on

state visitation frequency (SVF). However, if we truncate the slices of event history populating

the state space to a fixed number of recent actions, the states become revisitable and the

state space considerably smaller. Seeing that, depending on the sufficient statistics/features

we choose, and frankly out of the intuition that older events may not matter as much as more

recent ones, we may not need to retain the entire event history all the time; the truncation

operation may be a viable, even advisable choice when building IRL procedure for group

interaction modeling problems.

In an MDP with recently realized action histories as states, the size of state space is

eventually determined by the number of past actions retained as part of a state and the

number of possible actions, the latter of which is in turn determined by the number of action-

capable actors and event types. As the size of state space increases at an exponential rate as

do the number of possible actions and the number of recent actions, over-large state spaces
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are a pressing issue to resolve and a thinly veiled curse of dimensionality. Countermeasure

strategies targeting over-large state spaces are of primary interest and mainly fall into two

categories: (1) state aggregation through clustering actors, actions, and state features to

directly reduce state space size; (2) value function approximation based on seen states to

generalize to unseen states.

4.5.3 Model assumptions

Besides agent identity and state space, several model assumptions also show distinctions

of IRL that speaks to its flexibity compared to REM. First, REM explicitly assumes the

absence of forward looking [32] whereas IRL is naturally equipped with the discount factor

γ to handle future states and how they are reflected in the current decision making. REM

essentially amounts to IRL models with γ = 0.

Also, IRL and REM have different assumptions on the stochasticity of action choosing.

REM has one single rule of choosing actions: given a past event history, a rate function value

is computed for each possible next action and the probability of an action being chosen as the

next action is modeled to be proportional to its rate function value. In this way an action with

a higher rate function value has a higher probability to be chosen. This operation amounts

to the Thompson sampling, or probability matching strategy [195] in the multi-armed bandit

problem. In IRL, multiple action choosing strategies have been proposed. A popular one

is ε-greedy strategy, where an agent chooses the action with highest reward (action with

highest valued rate function in REM) with probability 1− ε and randomly chooses among all

possible actions with probability ε. We anticipate that different action choosing strategies,

reflected in a probabilistic format, can be incorporated into REM as well. We suspect that

such incorporation is beneficial in behavioral modeling as different real-world social systems

fit different assumptions of action choosing strategies to different degrees. This could become

an interesting direction of future research.

However, compared to IRL, REM makes up its lower flexibility with its ability to also

model timestamped event sequence, thanks to its survival analysis mechanism (concretely,
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Equation 4.3). It is not within the current machinery of IRL to take advantage of continuous

timestamps as the states are treated as discrete. The philosophical trade-off between REM

and IRL is that REM is a more “ad-hoc”, special purpose model and theoretical framework

without the horns and whistles of IRL whereas IRL serves a wider range of purposes but

may feel somewhat unnatural dealing with specific issues when applied to group interaction

modeling problems.

4.6 Concluding Remarks

In this chapter, we have (1) approached social network modeling problem using inverse

reinforcement learning from the perspective of the whole group, and (2) discovered, explained,

and proved the theoretical connection between relational event model and inverse reinforcement

learning in modeling group dyadic actions. Both theories take the viewpoint of an intelligent

actor or group of actors, posit a desirability quantity for any particular state the actor(s)

are in, choose actions based on the desirability of the potential state they lead the actor(s)

onto, express the desirability in terms of a linear combination of state features, and aim to

find the value of those features. Not only are the theories of REM and IRL analogous, we

found that REM shares the objective function of maximum entropy IRL when applied to a

group interactions MDP. Last but not least, We identified the differences in the optimization

procedure before REM and maximum entropy IRL and empirically tested the results of an

maximum entropy IRL inspired optimization procedure for REM and showed their equivalence.

By identifying the connections between IRL and REM, we demonstrate the applicability

of IRL algorithms to social signals mining tasks, straightforwardly for group interaction

dynamics. Both modeling methods can be used to extract quantitative characteristics (i.e.,

weights or coefficients) from social interaction episodes detected in cyber-human systems,

thus creating novel features for relevant predictive tasks. One can consider the participants

of direct social interactions with an individual as forming a group that is signature of the

individual in question, and join the group dynamics features learned by REM or IRL with

other existing features to predict personal outcomes. Further, due to technical differences,
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IRL is suitable for specific cases of data and applications (e.g., treating a single individual in

group interaction as the agent as discussed in Section 4.5.1) that may be difficult for REM to

accommodate, thus providing unique utility.

The applicability of REM and IRL goes beyond social signals, as both essentially are

theoretical frameworks of event sequence. Social interaction dynamics can be considered

as sequences of social action, and so can many tasks humans undertake. As a generalization

of the REM framework, it has been used to extract sequential dependencies in participants’

daily activities collected in the American Time Use Survey (ATUS) data [196]. On the IRL

side, we found existing application in discovering underlying patterns in people’s routine

driving behavior [35]. With growing amount of smart sensing data both in daily life and in

workplaces such as manufacturing plant where task procedures are complex, I foresee great

research opportunities in the application of REM and IRL for behavioral modeling.

Consider team processes research in organizational science, whose central hypothesis

is that aspects of team interaction dynamics affect team performance. Existing research

typically tracks group dynamics change through measurements of individual members and

aggregation metrics of such measurements [197]; however, insights on the underlying factors

that drive the formation of group dynamics structures are still largely missing. A promising

next step in team processes research may be to utilize REM and IRL to automate and

streamline behavioral learning in order to “distinguish effective groups from ineffective ones”

[181]. Consider on MOOCs (Massive Open Online Courses), students’ behavioral sequence

—how they navigate through a course’s materials and resources— is likely telltale of their

learning performance. With MOOC students’ entire usage history stored, REM and IRL may

be the promising analytical tools to understand learner’s usage patterns in order to ultimately

identify their weaknesses and strengths. Now that we can fuse statistical network models

and inverse reinforcement learning and use them to quantify driving factors of behavioral

sequences, what can we do with the learned coefficients/reward weights? The answer may

reside in their correlation with group and personal performance.
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Summary of Contributions and

Future Work

5.1 Summary of Contributions

5.1.1 Mechanism how online activism shapes collective behavior

In Chapter 2, I conducted a predictive task targeting mass protest onsets with a daily

granularity using Twitter and GDELT data. Protest participation theory driven Twitter

features outperform baseline GDELT features when forecasting with a one-day lead time but

not with longer periods into the future. The predictive power of Twitter speech originates

from the volume of protest advertising tweets, representing a collective level of knowledge

of future protest events. By which I locate the predictive power of social media in its role

as an organization and mobilization tool. Among GDELT features, event counts indicating

stronger military presence within the nation in question, such as exhibiting military posture,

fighting, and unconventional mass violence, are important predictors of an upcoming protest

onset. I proposed new general-purpose performance metrics detection precision and detection

recall for future event prediction tasks with a sliding window lead-time setting; and my best

performing models were able to detect all the protest onsets during the period of study,

whereas detection precision remains unsatisfactory. In all, I showed that using online social

signals data to forecast daily fluctuation in collective offline behavior is feasible and promising.

The broader lesson learned is the value of the theoretical underpinning to guide feature

engineering: in addition to prediction performance gain from theory-driven feature design, I

highlighted the mechanism which online activism shapes offline behavior during civil uprisings,

which had not been confirmed in other works and serve as crucial insights for decision support.
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5.1.2 Physical proximity features that improve stress prediction

In Section 3.3 of Chapter 3, I conducted systematic feature engineering with Bluetooth

encounter network, and systematic evaluation of Bluetooth encounter network features as

stress predictors, both of which had been missing in the literature. I created 107 Bluetooth

network features based on its structural, edge, and neighbor attributes, among which the

social and temporal commonality features proved especially useful. I identified four problem

setups, namely value diagnosis, change diagnosis, value prognosis, and change prognosis, for

sensing-based automated mental health recognition and prediction based on the temporal

alignment between input data and symptom as well as response variable being a value or

a trend. The Bluetooth encounter network features improved personal stress recognition

performance in the value diagnosis setup, justifying the incorporation of Bluetooth encounter

data widely collected by personal smartphones and wearable devices into real-time mental

health tracking solutions. A comparison between two different training and evaluation

schemes, namely within-subject vs. across-subject leave-one-out cross validation, indicates

the importance of personalization to improve inference performance. Besides predictive

performance, correlation analyses confirmed several Bluetooth encounter network variables

that are consistent with select theories in social psychology. The broader impact of this work

is the wide applicability of the feature engineering techniques which can be useful to mining

other social signals data as well [111].

In Section 3.4, I proposed and validated a vector space model approach to representing

Bluetooth encounter events, which is especially suitable for less-data-demanding cases where

only a subject’s own sensing data is available. I encoded Bluetooth encounters detected

by personal smart devices over a period of time into spatio-temporal tokens that represent

each distinct proximity encounter scenario, assign feature values based on practice from

natural language processing, and use the resulting feature vector to predict with mental

health outcomes associated with the corresponding time period. I improved stress recognition

performance with Bluetooth encounter vector space features compared to baseline features,
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and prediction performance varies based on the vector space token design (i.e., device-only,

device-time, and device-time-location) and feature assignment schemes (i.e., binary value,

token frequency, token frequency-inverse period frequency). The broader impact is that

this bag-of-words approach to representing Bluetooth encounter features is applicable to

other types of sensing signals as well and is conducive to many other advanced data mining

techniques such as word embedding and deep neural networks. My vector space model work

paves the way for future research that aims at representing raw human-sensing signals in

automatic and effective ways.

A comparison (Table 3.13) between these two feature engineering methods of Bluetooth

encounter data showed that when we have access to the data a group of people sharing

close-knit social relationship, Bluetooth encounter network features are the better choice

when inferring personal mental health for individuals within the group; otherwise, vector

space features would be the preferred choice.

5.1.3 A connection between network science and machine learning

In Chapter 4, I looked into network as a unifying abstraction of social signals and for

the first time discovered a theoretical connection between inverse reinforcement learning

from machine learning and relational event models from network science. Used to model

group social interaction dynamics, relational event models share the same logic as inverse

reinforcement learning as agent deciding the desirability of the next social action based on

interaction history realized so far and similar building blocks that map directly to one another

such as REM’s rate function and IRL’s reward function as shown in Table 4.3. I also proved

the mathematical equivalence between Maximum Entropy IRL [171] and REM. I discussed

distinctions in modeling details of the two approaches, which inspire research in both fields to

design more sophisticated models to serve relevant needs. This discovery connecting machine

learning and network science modeling theories and methods provided ground work for future

applications of inverse reinforcement learning as a modeling method for social signals in

cyber-human systems.
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5.2 Summary of Future Work

The limitation in existing in-situ sensing instruments for physical social signals calls for

development and fusion of sensing capabilities to more effectively measure and understand

in-person social signals. For example, discovering changes in voice patterns with smartphone

and wearable sensors (e.g., time and duration of conversations, volume and tone of voice,

noise level, without content ever recorded due to privacy concerns) and their correlation with

behavioral context and health status can greatly complement existing methods (social media,

proximity sensors) to gain insights into an individuals socialization patterns and serve as

valuable evidence for personalized health monitoring and adaptive intervention. Moreover,

online and offline social signals have largely been studied in separate applications in current

literature and I plan to explore ways how they can be fused to create new social sensing

functionalities [198], especially the merging of online social activity and in-person interaction

record for personal sensing.

Two major methodological topics have emerged from work discussed in this dissertation,

which I plan to further develop with new data and applications. The first is bag-of-words

approach with human-centered sensing signals. My work on vector space representation

of Bluetooth encounter signals indicates the applicability of natural language processing

techniques on human-centered sensing data to improve predictive performance targeting

health statuses. I plan to further investigate the value of multiple text mining methods (e.g.,

bag-of-words representation, topic modeling, word embedding) with multiple types of mobile

sensing data (e.g., location, physical activity, proximity) in better understanding human

behavioral components and their connection with psychological outcomes. The second is

mining human behavioral sequences using relational event models and inverse reinforcement

learning. Although dyadic social actions data in technology-mediated communications was

used to demonstrate the modeling framework of the two methods, their applicability extends

beyond to any behavioral sequence. I find these two application cases especially interesting:

(a) mobility traces where place visit, transportation means, and route choices reflect an
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individuals lifestyle and environment preference, and; (b) user behavior on online education

platforms (MOOC), where learners execute a sequence of actions to navigate through a

course, which may have strong correlation with their learning goals and performance. This

line of research will not only help better understand the underlying mechanism of human

behavior but also provide novel grounds for behavior change intervention.

I contributed to mental health sensing and intervention in this dissertation through mining

physical social signals; yet many challenges remain in the field. First, in addition to smart

health work focused on general undiagnosed cohorts, I anticipate my next steps to zero in

on specific health conditions and behavioral issues to serve targeted clinical applications,

such as alleviating poor sleep quality, drinking problems, and caring for persons with special

needs. Second, in current literature, we see, on one hand, smartphone sensing cohort

studies with participants in natural daily-life conditions where mental health ground truth is

obtained through ecological momentary assessment (EMA); and on the other hand, wearable

sensing research [199] in controlled settings becoming increasingly accurate at detecting stress

responses using physiological measures from on-wrist wearable devices. I believe an important

next step in mental health sensing is to conduct quality in-situ cohort studies tracking both

smartphone and wearable sensing data as well as EMA, in order to (a) discover correlations

between anomalies in physiological measures from wearable sensors with behavioral patterns

detected by smartphones, and (b) maximize effectiveness of ground truth acquisition by

collating EMA responses with physiological measures and eventually reduce dependence on

EMA, achieving multi-platform mental health sensing.

I plan to broaden the scope of human applications beyond mental health. Ubiquitous

computing literature has seen relatively standalone efforts in detecting cognitive states

(alertness, boredom, circadian rhythm) through smartphone sensing. I believe there is great

value in synthesizing these tasks and applying them to improve students time management and

study experience (e.g., Csikszentmihalyis flow [200]). We should investigate, in ecologically

valid manners, the covariation and predictability of the different cognitive constructs, the
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correlation between cognitive states and behavioral traces captured by smartphone sensors,

as well as their implications on the productivity of study sessions and eventually academic

performance. Real time measurements and findings should be made accessible to users in

a dashboard fashion similar to the screen time functionality in the latest iOS versions. On

a population level, I am intrigued by the inter-dependencies between urban environment

features, local business performance, and human mobility patterns. Specifically, how peoples

mobility patterns (transportation and route choice, place visit sequences) are correlated

with the performance of local businesses and affected by urban environment features. With

increasingly available human mobility data through mobile sensing and location-based social

media, I want to leverage these data to inform business management and urban planning.
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