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Preface

0.1 Me, a biomedical engineer

I don’t label myself an engineer in the traditional sense; I don’t design things to be manufactured.

I also dislike being called a scientist because of the visual it may provoke; most of my time isn’t

spent in a long white coat at a bench. Though others might think me one, I don’t consider myself

a statistician, computer scientist, or biologist either.

I am a scientist in that I’m curious about nature, especially health and medicine. I’m an engineer

in that I’m curious about translating scientific understanding to ideas and tools that will improve

others’ quality of life. To do this, I use and invent tools in mathematics, statistics, computer science,

and the biological sciences. There is no formal and universally accepted definition of a “biomedical

engineer” and likely never will be. However, these dual interests in basic and translational science

and medicine are what, I believe, defines a biomedical engineer, and I think many would agree.

0.2 Me, a computational systems biologist

As a biomedical engineer in the information age, trillions of data points are available. In this

dissertation alone, I gather data from dozens of expression states of the 3.3-billion letter human

genome or 2.8-billion letter mouse genome. Tens of thousands of megapixel images of individual

cells are captured at different wavelengths of light. Tissue and blood samples from hundreds of mice

under different stresses are analyzed microscopically and by molecular assays to quantify pathology,

the proportion of different cells (e.g., epithelial, white blood cell, etc.), and the amounts of dozens

of proteins.

However, these data points independent of each other are of little use. As an example, consider

xiii
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a mouse that ingests a toxin. If we then observe inflammation in the mouse’s intestine, we wonder

about the cause. After dissecting tissue sections, we then find that a particular gene is expressed

prior to inflammation. Is this gene responsible for inflammation? Are there other genes whose

regulation is linked to this gene of interest? How does expression of this gene translate to the

amount of its gene product, the protein that physically interacts with the cells’ environment? Is

this inflammation only due to local events? What about the brain and the nervous system? What

happens after inflammation? Are there any changes throughout the body from the local injury in

the intestine (e.g., in the blood)? Where did the toxin go? The questions go on, but it is apparent

that there are many levels of data and interactions, a system, that determine the apparent clinical

manifestation. Systems biology aims to consider biological systems as a whole and answer how

one or many changes affects the state or output of the entire system.

Systems biology requires computational tools just so data can be managed, so the term compu-

tational systems biology is somewhat redundant. The term’s definition will change from person

to person. As I use it in this dissertation, it is distinct from “systems biology” in that computa-

tional tools are used to make insights and comparisons that would be experimentally impossible,

or would at least be prohibitively difficult. Computational systems biology may take well-designed,

simple, comparative experiments that are the core of good scientific research (e.g., think null versus

alternate hypotheses and p-values) and then go one step further by presenting the data in novel

ways and by making formal, rigorous predictions.

0.3 My dissertation as a biomedical engineer and computational

systems biologist

As I described above, Biomedical Engineering and Computational Systems Biology include aspects

of many different fields (biology, medicine, engineering, etc.). Therefore, this dissertation includes

new contributions and tools to these fields, allowing for better descriptions and reliable, repeatable

predictions from biological data. The unifying element to these contributions and tools is one

research question: why do a bacterium’s toxins make us sick and what are ways to make us better

once we’re sick? More specifically, I show how multi-level, systems biology data improves our

understanding of host cell responses to the two principal virulence factors of Clostridium difficile,
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toxins A and B. This understanding suggests new treatments and diagnostics, but also reveals

entirely new ways of thinking that offer leads to promising targets for future treatments.



Chapter 1

Introduction

1.1 Abstract

Toxins A and B, two highly potent protein toxins, are the essential virulence factors of C. difficile,

a bacterium which infects 300,000+ people in the US every year [1]. Since the extent to which

a persons body overreacts to the toxins determines disease severity, controlling the host response

is critical for improving treatments. Given the manifestations of diarrhea and colitis, nearly all

research to date has predictably focused on known inflammatory pathways and related cellular

responses. However, 40 years after the toxins’ discovery, the fatality rate has continued to rise.

A different approach is needed. In this dissertation, I present a holistic approach, profiling the

physiological and transcriptional changes of host cells to toxins in vitro and in vivo. I determine

the most appropriate statistical methods for identifying genes and pathways affected by toxins,

leading to discovery of an unrecognized cell-cycle disruption of epithelial cells treated with toxins.

I then extend the approach to investigate epithelial-layer cells in mice with toxin injected into their

intestines, identifying pathways altered only in vivo. These pathways offer new therapeutic targets,

as is shown by antibody neutralization experiments showing that the levels of two cytokines are

predictive of survival. I again extend the systems approach to analyze toxin sensitivity and dynamic,

morphological changes of cell types in addition to epithelial cells. Sensitivities of macrophages,

epithelial, and endothelial cells indicate that epithelial cells may not be the critical cell type for

initiating disease and show that the most well-studied toxin molecular activity (glucosylation) is

not required for all toxin-induced cellular responses. In addition to these novel findings, this work
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presents new ways of thinking about host responses to C. difficile toxins that can be investigated

in the future with mechanistic models and reductionist experiments.

1.2 A preview of this dissertation

In Chapter 2, I explain the experimental and computational methods at the core of the findings in all

subsequent chapters. A short primer explains the biological concepts of mRNA and transcriptomics

studies. The advantages and pitfalls of the many possible data processing techniques that together

form the analytical workflow are described in context of the data presented in Chapter 5 and

Chapter 6. The importance of reproducibility, a special concern of mine, is also discussed. Chapter 3

presents my transcriptomics analysis of samples from a clinical trial for a combination melanoma

therapy. These methods set the stage for the primary focus of this dissertation, the host response

to C. difficile toxins.

Chapter 4 gives the scientific background and clinical significance of C. difficile infections,

the known roles of C. difficile toxins in infection, and the importance of the host response to

pathogenesis. The basic concepts, advantages, and pitfalls of functional genomics and systems

biology methods such as gene set enrichment that come after the methods in Chapter 2 are briefly

described. These systems biology methods are then used in Chapter 5 to analyze the transcriptional

responses of an epithelial cell line, revealing disruptions in cell cycle that block cell growth without

inducing complete cell death.

Chapter 6 presents physiological and transcriptional responses to C. difficile toxins in a mouse

intoxication model. Changes in the expression of pathways and gene sets that are characteristic

of the response are described and compared to the in vitro responses in Chapter 5. Follow-up

experiments neutralizing two cytokines within these gene sets proved that the systemic levels of

the two cytokines correlated with disease severity and could be used to predict survival.

Epithelial cells are the focus of the in vitro and in vivo transcriptional studies, yet the data

indicate that other cell types are also important. Therefore, in Chapter 7 the dynamic, morpholog-

ical changes responses of macrophage, endothelial cells, and epithelial cells are measured precisely

with electrical impedance. With this experimental framework, I also investigate the necessity of

the toxins’ glucosyltransferase activity to these responses. Software that I developed for managing
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and visualizing time course data from multi-well data is presented in Chapter 8.

The last chapter, Chapter 9, reviews metabolic network analyses. Although not directly related

to the methods in the previous chapters, it is presented as an example of additional analyses that

could be performed to gain more mechanistic insight.



Chapter 2

Reliable, reproducible transcriptomics

analyses

Throughout this dissertation, I present analyses of the expression of the genomes of human cells

or tissues of mice that have been treated with C. difficile toxins A and B (TcdA and TcdB) in

order to determine the pathogenic responses of the host at the cellular level. In deciding how to

process this type of data, I encountered many limitations and misunderstandings in common gene

expression analyses. In this chapter, I summarize the principles of these analyses that form the

base of this dissertation, and explain some important considerations for interpreting sometimes

very different results produced by different data analyses, an overlooked problem in the majority

of gene expression studies.

2.1 Background

2.1.1 mRNA as a measure of cell state

Our genomes are a sequence of ∼3-billion “letters” from a four-letter alphabet of nucleobase

molecules (bases) [2]. Each of our ∼20,000 genes is pieced together from, on average, 5 physi-

cally separate sequences called exons. Exons, which range from ∼20 to 1,600 bases, are contained

within one of the 46 strands of DNA in our cells [3].

The central dogma of molecular biology is DNA → RNA → protein [4]. In each cell, exons are

4
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copied (transcribed) and spliced into portable messenger RNA (mRNA). mRNA is then translated

to strings of amino acids that arrange themselves into shapes with chemical properties that perform

specific tasks. These amino acid strings, or proteins, are the primary functional units that execute

the instructions in our DNA.

When a protein is needed, a cell’s “circuitry” triggers a gene (the DNA encoding that protein)

to be transcribed to mRNA that is then translated to the protein. Specific amounts of proteins are

produced in response to different stimuli. Since the proteins will alter the physical state of cells and

consequently the body’s overall physiological responses, many scientists have striven to understand

the arrangement and logic of this regulatory circuitry.

Most of this circuit’s components were identified soon after the sequencing of the human genome

in 2003 [5, 6]. This and decades of previous biological research provided a very basic view of

connections within the cell, yet many of the studies delineating functions were limited to small sets

of genes and proteins. To be able to understand how all the components affect each other, there

had to be a way to take snapshots of the levels of thousands more mRNAs or proteins.

In 1982, technology to simultaneously measure genome-wide gene expression (i.e., the levels of

mRNA in a cell) from a collection of cells was already being developed [7]. Current RNA sequencing

technologies can now count individual mRNA molecules (transcripts) from a collection of cells for

$1000 or less.

2.1.2 Measuring mRNA levels with microarrays

DNA molecules consist of two, connected, parallel strands, each strand containing a sequence of

nucleobases along a sugar backbone. The four bases (adenosine (A), thymine (T), cytosine (C),

guanine (G)) join to each other by hydrogen bonds. A only pairs with T; C only pairs with G. Two

strands hybridize when their base pairs are aligned.

Strand-specific hybridization can be used to identify DNA sequences from uncharacterized sam-

ples. For example, single-stranded DNA with a known sequence can be fixed to a substrate or

surface, and DNA from an unknown source can then be labeled and washed over that surface. If

DNA from the two sources have matching strands (i.e., they complement one another), the labeled

DNA will hybridize and be detected. The first “gene arrays” that could detect multiple sequences

in this way were built by attaching DNA to hundreds of spots (probes) on glass plates or slides [7,
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8]. Each probe contained thousands or millions of DNA molecules with the same sequence so that

one gene was detected per probe.

Since hybridization requires two DNA samples, mRNA must be reverse transcribed back to

DNA if it is to be measured on a gene array. The resulting complementary DNA (cDNA) can then

be labeled and detected. Signal intensities from the probes indicate the relative amounts of each

mRNA in a sample.

Microarrays, very small gene arrays, were introduced in 1995 [9]. Although microarrays require

more sophisticated manufacturing, they are based on the principles of older gene arrays.

2.2 Microarray preprocessing techniques

The most commonly used microarrays over the past decade have been made by Affymetrix. I

described here many methods designed for these arrays, yet the principles can be extended to most

other microarray technologies and even sequencing data.

2.2.1 Steps of data preprocessing

Affymetrix microarrays

In less than one square inch, Affymetrix arrays fit over one million probes, enough to measure

genome-wide expression (the transcriptome). Since exons are longer than the 25-nucleotide probes,

probe sets of ten to fifteen probes are designed to hybridize one gene or exon.

Nonspecific hybridization

For each probe sequence, Affymetrix made a mismatch probe with the 13th base changed. The

mismatch probes are placed directly beside the corresponding mismatch probes and were intended

to measure how many other transcripts bind to a similar sequence as the targeted mRNA (the

perfect match probe sequence).

Hence, by subtracting the mismatch signal from the perfect-match signal, nonspecific hybridiza-

tion (cross-hybrdization from other transcripts) may be estimated (perfect-match correction). How-

ever, mismatch hybridization is complex. Usually, more than one third of mismatch probes have

a higher signal than their perfect match probes [10]. This should theoretically never happen, but
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presumably is due to nonspecific binding of other transcripts or low signal to noise ratios. Several

have proposed hierarchical models with nonlinear terms that better account for mismatch probes

[11–14], yet algorithms that ignore mismatch probes perform equally well or better [10, 15, 16].

Background correction

Since mismatch probes cannot be used and there is no empty space on high-density arrays, back-

ground signals must be estimated from many probes. Affymetrix first proposed splitting an array

into zones and calculating background signals from low intensity probes. This approach systemati-

cally corrects large sections of the array, yet it does not address probe-specific background signals.

Irizarry et al. observed the distribution of all observed probe signals (O) could be approximated

by a mixture of an exponential distribution (S) and a normal distribution (B) [10]. S and B were

considered the true signal and background signal, respectively (O = S + B). After the mean and

variance of S and B are estimated from the data, the background-corrected signal can be calculated

as E[S|O = o] by the robust multi-array average (RMA) procedure in [10]. Wu et al. introduced

gcRMA, which improved upon RMA by accounting for sequence-specific probe affinities that were

determined from previous experiments (O = S+B+N where N is the differences in hybridization

due to sequence-specific probe affinities) [17]. gcRMA also modeled mismatch probes by making

two equations, one for Omismatch and one for Operfect, with one common term, the true signal S.

Similarly, other model-based expression value calculations have the option to include or ignore

mismatch probes (e.g.,[11, 12]).

Probe set summarization

To estimate a gene’s expression, the probes in a probe set must be summarized. Since outliers are

common, robust statistics (e.g., median) are preferred. Affymetrix first recommended the Tukey

bi-weight statistic, calculating probe set values one microarray at a time. However, many probes

have similar effects across all microarrays (e.g., different affinities), and these probe effects can be

modeled and removed as was shown by Li and Wong ([11, 18] is often called the “Li-Wong method”).

The most popular summarization, “median polish”, places a probe set’s expression values aij in a

matrix (i indicates the probe an j indicates the array). The row and column medians are iteratively

subtracted to estimate an error matrix. Probe effects and expression values are calculated from
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the sum of the subtracted row and column medians, respectively, minus the medians of both vector

sums [10, 19]. Chen et al.’s “distribution-free, weighted” summarization accounts for probe effects

primarily by assuming that low-variability probes are high-quality and should be weighted more

than other probes [15]. Hochreiter et al. assume perfect match probes are normally distributed,

enabling them to perform ‘factor analysis’ where the ‘factors’ are mRNA concentrations [16]. Even

more complex models may incorporate background correction, perfect-match correction, and probe

set summarization into one step (e.g. [13, 20]), yet each step is typically performed separately.

Normalization

Systematic differences between arrays must be normalized if they are to be compared. The simplest

normalization procedures center all array values by mean, median, or some other measure, yet

centering doesn’t account for different ranges of values. Quantile normalization forces two arrays

to have the exact same statistical distribution [21]. Li and Wong’s normalization iteratively searches

for a group of “housekeeping genes” (the invariant set of probes) that will be forced to the same

expression values in all arrays, and all other probes are adjusted accordingly [18]. Huber et al. found

that the inverse hypberbolic sine transformation made probe variance less dependent on probe mean

[22]. This variance stabilization—in combination with a nonlinear model fit to find scaling factors

and offsets for each microarray—is used for normalization. Loess normalization applies a smoother

to an ‘MA plot’ which plots the differences between two arrays (M = log2(x1/x2) = log2(x1) −

log2(x2)) versus the average signal of two arrays (A = 1
2 log2(x1x2) =

1
2(log2(x1) + log2(x2))). The

smoother is subtracted from each point so that the plot is centered around the A-axis. Loess

normalization thus makes offset adjustments that are dependent on the intensity of the signal.

2.3 Choosing preprocessing techniques

2.3.1 What are the best preprocessing steps?

Usually, the answer is “we’re not sure” or “it depends”. Hundreds of methods have been published.

Which ones are chosen depends on if the methods’ assumptions match the experimental design.

Selecting the full sequence of steps (the workflow) is daunting. The techniques in 2.2.1 are a

subset of the many choices. For each step (background correction, normalization, perfect-match
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correction, and probe set summarization), there are ten or more possible algorithms making at least

104 = 10, 000 possible workflows. However, each algorithm has at least one, sometimes three or

four arbitrarily or heuristically chosen parameters, making for over ten million possible workflows

(actually real number parameters make for infinite workflows). Since there are no general guidelines,

I present some illustrative examples below.

Background correction and perfect-match correction

Background correction algorithms decompose the observed signal into two signals: the noise and

true signal. They are most helpful then for low-signal probes where the signal to noise ratio is

lowest. If researchers are uninterested in low-abundance transcripts, they might consider skipping

background correction.

Background correction is the least understood step because “there is currently no way to de-

sign an oligonucleotide microarray such that the probes have fully predictable hybridization” [23].

gcRMA and PDNN use sequence data to try and infer complex probe affinities from sequence

data yet are not much better than some that do not [10, 17, 20]. Affymetrix’s MAS5.0 back-

ground correction and perfect-match corrections are not model based, making simple assumptions

on how low-intensity probes or mismatch probes should adjust surrounding perfect-match probes.

Although there is no clear, universal support of one method over another, it is commonly accepted

that mismatch signals should be ignored or modeled in some way as contributing to the observed

signal.

Normalization

If one is sure of impeccable sample isolation and reproducibility, they might decide against nor-

malization. However, since even the slightest differences in one of many experimental factors (e.g.,

scanner reproducibility, mRNA concentration calculations, hybridization temperatures) cause sys-

tematic errors, there should be strong justification for skipping normalization.

If researchers believe that only a few dozen of thousands of transcripts vary between arrays, then

the distribution of expression values should be similar among all arrays. Quantile normalization

would then be appropriate. If treatment systematically increases the total mRNA per cell, quantile

normalization would incorrectly mean-center all arrays (though uncommon, cells may need to be
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counted before RNA isolation [24]). Loess normalization might be better since it modifies each

array’s values according to similarly expressed probes on other arrays, allowing for slightly different

distributions. If the primary problem is high variance of low-signal probes, variance stabilization

may be best. If 10 “housekeeping” genes are known or can be trusted to be found algorithmically,

invariant set normalization would work. However, since invariant set normalization assumes probe

affinities are similar, probe values must be corrected in background correction. Treatment groups

may be so different that no normalization cannot be justified. The treatment groups might then

be separately normalized, although subsequent comparisons may be difficult to interpret.

Probe set summarization

There are no general rules for probe set summarization, yet there are mistakes to be avoided. Out-

liers are common in microarrays so robust measures of center are used. It is recommended to choose

summaries that “borrow” information from all arrays to identify probe effects. Though different

summarization techniques may produce significantly different expression values, no technique is

necessarily incorrect. However, the artifacts introduced by some techniques may cause incorrect

interpretations in downstream analyses (see 2.3.1).

Summarization reduces 10+ probes to one value, so 90% of the data is lost. Therefore, before

summarization, one might use the distribution of probe values to perform more powerful statistical

tests or to propogate error through subsequent steps [12, 13]. Nevertheless, probe set summarization

must eventually be performed at some level if one wants to study genes, not 25-nucleotide stretches

of DNA.

The order of steps

There is no required order for each step of the workflow, yet there are limitations. For instance,

if probe set summarization were done first, probe values would not be available to estimate the

background signal. Perfect-match correction also wouldn’t be possible. Normalization can be

applied before and/or after summarization. There is no strong evidence supporting one choice over

the other. It is also unclear if normalization should be done for all arrays at once or separately for

subsets (e.g., control and treatment groups).

With few exceptions, each preprocessing method is modular, compatible with any other method.
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However, very few have explored the effects effects of combining algorithms. For example, it may be

the case that a background correction invalidates assumptions for some normalization procedures.

Different choices for different goals

Different analyses work better for different problems. For example, Zhang et al claimed their PDNN

model was superior to dChip (”Li-Wong” method) and MAS5.0 (Affymetrix default) [20]. However,

Wu and Irizzary commented that their RMA and gcRMA methods performed as well or better for

predicting mRNA concentrations [25]. Zhang et al. responded that their concentration predictions

are off by a predictable scale factor, and that the ability to detect differentially expressed genes

was better than RMA and gcRMA [26]. They were also unable to reproduce results supporting

Wu and Irizarry’s claims. It was unclear what the goal should be: accurate predictions of mRNA

levels or differentially expressed genes?

If the goal of a study is to compare the profiles of many genes or samples, one must be aware

of artifacts introduced by probe set summarization algorithms that severely overestimate correla-

tions. Lim et al. observed, with gcRMA, an average correlation coefficient of 0.4 among randomly

generated, uncorrelated arrays [27]. Since correlation measures are essential for reverse engineering

regulatory networks, previous network studies that used gcRMA were flawed. Giorgi et al. iden-

tified that the median polish algorithm introduces high inter-sample correlations among randomly

generated arrays [28]. Their solution was to transpose the matrix of probe intensities for each

probe set, thereby transferring the error so that probes would be overly correlated, not samples.

Therefore, if a study’s goal is to classify patients by a clustering algorithm, one should use the

median polish algorithm very carefully. If the goal is only to detect differentially expressed genes,

then the algorithm will not cause critical errors.

Gold standards?

To once and for all determine the best preprocessing methods, Choe et al. spiked in 5,700 transcripts

at various concentrations on 18 arrays (called “Golden Spike” [29]) By quantifying the accuracy of

predicted differentially expressed genes, they defined one best performing workflow, though several

others performed similarly well. Several authors noted flaws in the experimental design and analysis

causing unrealistic conclusions [30–35], and a “Platinum Spike” data set was generated to address
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the flaws [36]. Conflicting recommendations from various authors that stemmed from these data

suggests that there will likely never be one “best” workflow, yet the analyses made possible by these

data sets highlighted advantages and pitfalls each method (many of which are discussed in 2.3.1)

and led to the invention of new techniques.

2.3.2 Which workflow do I use?

The previous sections have shown that I or anyone else cannot definitively choose the right workflow.

Instead, I would recommend an exploratory approach tailored for each data set. For example, one

could analyze there data set with ten or more different workflows and compare the results using

diagnostic tools (e.g., correlation matrices, clustering, principal components analysis (PCA), and

MA plots). For example, one may find, as I did in one case, that invariant set normalization causes

outlier arrays (identified by PCA) because of the automatically selected “housekeeping genes”.

Using an MA plot, they may then notice extraordinarily high variance in the fold changes of

low-signal probes, and then decide on a workflow (e.g., mmGmos) that propagates this error to

statistical tests for differential expression. If expression levels from arrays will be used as parameters

in another model (e.g., a model of metabolic flux where expression levels indicate the presence

of different enzymes), then the high-variance, low-signal expression values might all be set to a

common threshold. Interactive, easy-to-use diagnostic visualizations that allow for these decisions

are desperately lacking. Although developing visualizations is a tremendous technical challenge,

there is a great opportunity for improvement in this area.

2.4 Detecting differentially expressed genes

After preprocessing, it is common to identify genes that are differentially expressed (DEGs) between

two treatment groups. Like preprocessing, there are many methods with different assumptions

(reviewed in [37–45]). This further expands the number of possible workflows to well over 100

million.

Conceptually, significance tests for DEGs are simple. For each gene, two groups can be com-

pared with a t-test. However, significant p-values are usually found for too many lowly expressed

transcripts with small effect sizes because of very small variances near the microarray detection
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limit. Therefore, filtering of low-abundance transcripts is common, yet newer statistical tests can

adjust for errors in low-signal probes without excluding the probes from subsequent analyses.

2.4.1 Types of statistical tests

Modified t-tests

In Student’s t-test, a t statistic is the difference in expression between conditions (effect size)

divided by the amount of variability in the data (standard error). The distribution of t-statistics

with different sample sizes is known, so how unusual (or how significant) a t-statistic is can be

calculated as a p-value. Since the standard error of probes is what causes too many significant

transcripts, a simple solution is to add a “fudge factor” to the standard error, thus making a

modified t-statistic.

tmodified =
Effect size

fudge factor+ standard error (2.1)

The goal of several bioinformatics studies has been to how to best estimate the fudge factor.

Tusher et al. heuristically chose a constant that minimized the variation of the standard error

across all expression values [46]. Efron et al. chose the constant to be the 90th percentile of the

standard error for all transcripts [47, 48]. Baldi and Speed’s cyberT method adds “pseudo-replicate”

arrays for which the standard deviation is estimated as the average standard deviation of similarly

expressed genes on the real arrays [49]. The variance of expression values is therefore “shrunk”

towards the variance of similarly expressed genes. Fox et al. instead calculate the variance of

pseudoreplicates using the sum-squared differences of similarly expressed genes [50]. Demissie et

al. show how to use a similar fudge factor but for a Welch test (a t-test where groups have unequal

variance) [51].

Bayesian statistics

cyberT improves upon a regular t-test by incorporating information we know (or guessed) to be true,

namely that the sample variance of low-signal probes is usually greater than observed. “Bayesian

statistics” is the field of statistics that allows one to make such prior assumptions (called priors)

in a mathematically rigorous way to reduce the set of possible outcomes (the sample space). The
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reduced sample space allows us to make new, posterior probabilities given the prior information.

For example, my guess of the average height of people in a room (perhaps 5’6”) would change

dramatically if I were told prior that everyone was 2 years old (a subset of the population–the

reduced sample space). Bayesian statistics are common in microarray analyses. Since formulas for

prior and posterior probabilities can be esoteric, I will only mention the assumptions on which the

priors are based.

Lonnstedt et al. derived a statistic equal to the log of the probability a gene is a DEG divided

by the probability the gene is not a DEG [52]. To do so, they made the prior assumptions that (1)

only a small proportion, p, of genes are DEG, (2) all log fold changes of transcripts are normally

distributed, and (3) the variances of expression values follow an inverse gamma distribution. The

parameters for prior distributions (e.g. the mean and variance of the normal distribution) are

called hyperparameters. Lonnstedt et al. guessed p and estimated the other hyperparameters

using the data. Efron et al. assumed a prior distribution of a modified t-statistic based on random

permutations of microarrays. This “empirical Bayes” procedure has been used in several other

DEG tests [48]. As researchers have continued to learn about microarray chemistry so that we may

make better prior assumptions, Bayes statistics for DEG detection have continued to be published.

See the aforementioned reviews and citations for more examples [53–61].

Linear models

Linear models are a natural extension to t-tests when an experiment has multiple factors that

describe the samples (e.g., treatment group, gender, RNA isolation protocol). Analysis of variance

(ANOVA) is used to estimate how much of the experiment-wide variance is due to each factor. In-

stead of a t-statistic, ANOVA finds an F-statistic which compares these variances. Like the modified

t-tests in 2.4.1 , there are several modified F-tests, some of which use Bayesian statistics to estimate

fudge factors (reviewed in [37]). For example, the IBMT method extends cyberT’s assumptions

to linear models [62]. Perhaps the most common DEG test, “linear models for microarray data”

(LIMMA), builds a linear model based on multiple factors that are then reduced to another linear

model calculating specific contrasts (effect sizes) [63, 64]. Limma extends the bayesian moderated

t-statistic from Lonnstedt et al. to calculate the signifcance of the contrasts for each gene [52].



2.4. DIFFERENTIAL EXPRESSION 15

Rank-based metrics

t-tests and linear models (types of parametric tests) assume the expression values for each gene

are normally distributed. However, the assumption may not be justified; there usually aren’t

enough samples to know. Additionally, the assumption required by the t-test that the mean and

variance are independent is usually not true in microarray data. Nevertheless, parametric tests are

often chosen for practical reasons. Expensive microarray experiments have small sample sizes, and

parametric tests are needed to gain enough statistical power to find DEGs.

However, several non-parametric tests have been developed which make fewer assumptions [65].

The Wilcoxan rank sums test uses combinatorics to calculate how unusual the rankings of microar-

rays are for each gene. In another approach called RankProd, genes are ranked by fold change

for all two-array treatment group comparisons (e.g., 3 × 3 = 9 comparisons for triplicate samples

in two treatment groups) [66–68]. For each gene, the product of its ranking in all comparisons

is calculated. To determine if a rank product is unusual (significant), samples are permuted be-

tween treatment groups many times to estimate the usual distribution of rank products (the null

distribution).

Permutation tests

Many other statistical tests use permutations to avoid making inappropriate assumptions about

the data (e.g., [48, 69]). The most popular DEG test (by citation count) is Significant Analysis of

Microarrays (SAM) [46]. SAM calculates moderated t-statistics for each permutation and compares

this to the actual moderated t-statistic to estimate which genes fall below a specified false discovery

rate (FDR). The greatest limitation of permutation tests is that they require much larger sample

sizes than is typical in costly microarray experiments. For example, the minimum two-sided p-

value for an 8-sample permutation test with quadruplicates is only 2/
(
8
4

)
= 0.03. Hence although

permutation tests are possible with moderate sample sizes, it is better to have at least ten arrays

where the minimum p-value is 0.008.
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Machine learning-based tests

Many of the previously introduced statistics such as the modified t-statistic violate the assumptions

on which the significance tests are based, or the test statistics are no longer in forms that can be

used in statistical tests. Although these methods depart from the statistical theory, they are still

useful for ranking and prioritizing genes. In this spirit, some statisticians have used machine

learning algorithms to prioritize genes even though the numbers from the algorithms are difficult

to interpret. For example, Lu et al performed PCA on the probes in a probe set to determine

which probe sets to filter as as not differentially expressed [70]. They used the loading on the

first principal component relative to all other loadings to set a filtering cutoff. Clark et al. use

linear discriminant analysis to find a hyperplane in n-dimensional space (where n is the number of

transcripts) that separates treatment groups [71]. The angle between each transcript’s axis and the

hyperplane is used to define how much that gene contributes to the overall differential expression

between treatment groups.

Fold change-based tests

The MAQC project found that irreproducibility between microarrays was largely due to the anal-

yses, not due to the technology or experimental variability [72]. The most basic ranking statistic

they tested, the fold change, was the most consistent between laboratories performing the same

protocols. Other statistics they used such as limma have the problem discussed in the previous

sections that many low-signal probes are ranked among the most significant DEGs. It may be that

many complex significance tests are biased to the data sets on which they were tested. Several

statistical methods that are based on fold change, yet do not disregard the variability in the data,

are potential compromises (e.g. [43, 73–79]).

2.4.2 What test should I use?

Like with preprocessing, I recommend an exploratory approach with significance testing, looking

at the results from several tests. The different gene rankings from the same data will put into

perspective the confidence one should have in any follow-up experiments. Since probes with low

signals are problematic (see previous sections), I also recommend reporting expression values and
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fold changes along with any p-values or statistical measures.

2.5 Caveats of microarrays and alternatives

As discussed, many of the problems with microarrays are low-intensity probes (low-abundance

transcripts). The number of statistical tests to correct for this problem is exasperating, yet very

few studies have focused on experimental methods to improve the dynamic range of arrays.

Next generation sequencing of RNA (RNA-seq) is the next step to improving variability. RNA-

seq offers great potential for reducing the uncertainty in transcript levels because transcripts are

counted. With microarrays, relative abundances can only be estimated indirectly. However, RNA-

seq presents new challenges. For instance, many of the sequenced reads cannot be mapped to the

genome. There also is not a standard way to quantify expression levels of entire genes based off of

many different transcripts.

A major hindrance to any research with microarrays or sequencing is the availability and repro-

ducibility of analyses. I have taken a special interest in reproducible research and will now discuss

it briefly.

2.6 Reproducibile analyses

2.6.1 Why bother?

Irreproducible analyses are dangerous, perhaps bordering on unethical negligence. Dave et al. in

the New England Journal of Medicine reported a marker for follicular lymphoma [80]. In letters

to the editor, Tibshirani and Hong et al. stated they could not reproduce the analyses [81]. Dave

et al. rectified the discrepancy as a misunderstanding in how their data was interpreted. This

is just one of a handful of public disputes in the literature about gene expression analyses (two

mentioned in previous paragraphs). Authors of disputed studies are most always well-intentioned,

yet irreproducible analyses or poorly presented data raise suspicions.

In my opinion, analysts shouldn’t fear being wrong. As researchers, we must speculate and make

hypotheses that, when tested, are very often found to be wrong. Instead, researchers should fear

being overconfident or misleading. By making data and code open to criticism, scientists protect
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their integrity and intellectual property in the same way that lab notebooks do. They protect

their colleagues whose careers are dependent on their analyses as well as the patients whose health

decisions are affected by their research. Finally, they increase their chance for mutually beneficial

collaborations.

2.6.2 Are microarrays reproducible?

Thre has been great concern about inter-lab repeatability of gene expression experiments (see ex-

ample of poor reproducibility in [82–85]). Rather than discrediting microarray analysis, one should

also consider that microarrays may reveal differences in seemingly identical experimental protocols.

For example, with the data presented in this dissertation, arrays from replicate experiments on

different days were clearly different when visualized with principal components analysis. However,

the differences were systematic and could be corrected.

Problems may also arise from overexpectations and misunderstandings of what expression values

can predict. For example, comparisons of microarray classification studies (e.g., [86–98]) with non-

microarray studies have indicated predictive cancer markers or profiles may not be as reliable as

hoped [99–102]. Hundreds or even thousands of microarrays may be necessary to accurately predict

cancer outcomes [103–106]. However, a more rigorous re-evaluation of a pessimistic study claiming

that microarray studies cannot predict cancer markers found that markers can indeed be found

(see [104, 107–109] for the debate). One shouldn’t jump to conclusions from any one or even

a few analytical workflows. For instance, two studies may find very different list of differentially

expressed genes, yet the correlation between the data sets may be strong. Alternatively, two studies

may predict two different results that are both correct [110, 111].

Several studies raise concerns about experimental reproducibility between experimental plat-

forms [112–118]. Many irreproducibility claims were incorrect, first dismissed by scientists at the

FDA [119]. The FDA and EPA coordinated a Microarray Quality Control (MAQC) project to

set standards and resolve outstanding questions [120–123]. With careful quality assurance and

analyses, microarray data were similar between laboratories [124–129] and platforms [130–138].
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2.7 Transcriptomics analyses in this dissertation

In my dissertation, the first set of challenges have been solving engineering problems—ensuring the

reliability and reproducibility of all analyses. This behind the scenes work is not highlighted in all of

the following chapters, yet it is central to achieving the goals of each chapter. In developing the best

analytical strategies, I worked through several previous publications. The greatest challenge I and

others have faced is reproducing these results. I have made special efforts to make all computational

analyses repeatable.

The next chapter describes a transcriptomics analysis where that I have included to ensure

reproducibility of a clinical trial for which I analyzed the results.

As the hundreds of publications about microarray preprocessing and significance tests have

shown, engineers and statisticians have been very interested in techniques and optimization. How-

ever, the most difficult part of microarray studies comes after the data processing, when biological

interpretations need to be made. For example, new techniques may improve the accuracy of DEG

detection from 80% to 90%, but is that better accuracy more helpful? Would a biologist find it

useful that 9/10 of genes in a list are correct, not just 8/10? Maybe. Maybe not.

The following chapters focus on this transition from statistics to biological understanding. In

particular, transcriptomics analyses of host cells to C. difficile toxins are used to elucidate changes

in the replication of cells and proteins that contribute to or are markers of pathogenesis.



Chapter 3

Transcriptomics characterize

responses to melanoma treatment

3.1 Motivation

Computational models that use millions of data points often require complex, multi-step analyses

that few can implement or understand completely, yet the end goal is most always to find simple,

fundamental relationships that anyone can intellectually grasp. Simple, well-designed summaries

and descriptions of the data are, arguably, of equal importance if not more important than a pre-

dictive or mechanistic model. Transitioning from a computer and data to logic and understanding

is a bottleneck for the sharing ideas with a larger community that can derive new interpretations

to advance medicine. Visual summaries allow us to take advantage of the best analytical tool we

have, the human intellect. Here, I present a phase II clinical trial in which I guided the analyses

and presentation of the data after the completion of the treatment period [139]. Through this

example, I show how appropriate visualizations identified errors in previous analyses and enabled

new interpretations and new hypotheses to be generated.

The clinical trial was directed by Dr. Craig Slingluff at the University of Virginia. Aubrey

Wagenseller, the first author on the associated publication [139], drafted the manuscript and led

follow-up experiments. A more general and briefer background of that given in the manuscript is

provided below. My analysis as presented in the publication (figures and results) are also presented

20
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in this section. In addition, a more in depth description of the methods are also presented. This

important addition allows one to understand the choice of methods and also reproduce the results

shown in the publication, a process which is not possible from the supplemental data provided in

the published manuscript.

3.2 Introduction

Ametastatic melanoma (more formally ‘stage IV melanoma’) is a type of cancer in which melanocytes

(cells that produce the pigment melanin that is found in the skin, eye, inner ear, etc.) grow im-

properly or uncontrollably and spread to other parts of the body. Even with current treatments,

the two-year survival rate is under 20%, so there is a need for new therapeutics or improvements

upon current therapies [140, 141]. To find more potent, target-specific drugs, several studies have

targeted molecular pathways known to be disregulated in many melanomas [142]. Clinical trials

with many of these monotherapies have had variable results: 3% response rate in a Temsirolimus

(targeting PI3K-AKT-mTOR pathway) trial and 0% and 17% response rates in two Bevaczimub

(targeting VEGF) trials [143–145]. However, combination therapies that simultaneously target

multiple pathways have potential to succeed where single drugs have failed. For example, Molhoek

et al. found that dual targeting of VEGF and mTOR with bevacizumab and sirolimus synergisti-

cally reduced growth and caused death in VEGFR-2+, patient-derived, melanoma cell lines [146].

In a follow-up phase II trial with 17 patients treated with temsirolimus+bevaczimub, three patients

partially responded, nine had stable disease after eight weeks, four had progressive disease, and

one patient could not be evaluated (Table 3.1) [147]. In this clinical study, additional miRNA data

was taken from patients before and after treatment. This analysis aimed to identify (1) if pre-

treatment miRNA expression profiles correlate with treatment response or (2) if any post- versus

pre-treatment changes in miRNA expression correlate with the treatment effectiveness.
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Patient Pre-tx Post-tem Post-combo BRAFV600E Outcome
1 + ND Stable disease
2 + + + Y Stable disease
3 + + ND Y Stable disease
4 + + + Y Stable disease
5 + + + Y Progressive disease
6 + + ND N Partial response
7 + + + N Progressive disease
8 + + + Y Progressive disease
9 + + + N Partial response
10 + + + N Not evaluable
11 + + ND N Stable disease
12 + + + N Stable disease

Table 3.1: Patient outcomes and availability of miRNA data. A ‘+’ indicates that miRNA
was measured from biopsies before treatment (Pre-tx), after temsirolimus treatment (Post-tem),
or after bevacizumab+temsirolimus treatment (Post-combo). All patients received each treatment
unless denoted with ND (not done). Blank entries indicate where ample RNA could not be obtained.

3.3 Methods

3.3.1 miRNA quantification

500 ng of total RNA was extracted from formalin-fixed, paraffin-embedded tissue sections and

labeled with the dye Hy3. A universal reference sample was labeled with Hy5. After image pro-

cessing, the local median background signal was subtracted from the median signal of each spot

on the array. The log of the ratio of these background-corrected signals (log(Hy3/Hy5)) was then

normalized using LOWESS fits (fitting log(Hy3/Hy5) versus log(Hy3×Hy5)/2 ). These intra-array

normalized ratios were denoted as the ‘log median ratio’ (LMR). Inter-array normalization was not

performed because of the built-in normalization provided by the universal reference sample. The

LMR metric will be unfamiliar to most researchers who use popular single-channel, high-density

RNA microarrays (e.g. Affymetrix). However, the universal reference sample in this experimental

design better accounts for errors from cross-hybridization or probe-specific affinities. The raw data

processing was performed by the manufacturer of the arrays. The images of the scanned arrays

are not publicly available. The raw data files publicly available online (GEO #GSE37131) only

include the signal intensities for one channel, which makes it impossible to reproduce the data

normalization. The processed data (the LMR values provided to me) are available online as an
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XML file. The code for parsing and analyzing this XML file is provided online in my public code

repository. For more information about experimental methods, see Wagenseller et al. [139].

3.4 Results

3.4.1 miRNA expression of all samples

Figure 3.1 summarizes the miRNA data from tumors that could be bioposied and profiled (14 of the

17 patients). The row of colors above the heatmap indicate the patient from which miRNA samples

came. The shapes above each column of the heatmap represent the time at which the sample was

obtained. Lines indicate pre-treatment samples. Filled circles represent samples from patients one

day after temsirolimus treatment (day 1). Patients then received bevacizumab+temsirolimus (day

8) and then temsirolimus (day 15). “Double-circles” indicate post-combination treatment samples

that were obtained on day 23. The heatmap colors show the expression of each miRNA relative to

a universal reference sample.

The dendrogram in Figure 3.1 shows a hierarchical clustering of miRNA samples based on

correlation coefficients. This clustering shows that the strongest factor distinguishing the tumors

is the patient. In other words, patient to patient variability is greater than variability from any

other factor such as pre- versus post-treatment. The tight clustering of technical replicates (shaded

gray) showed that variations were due experimental or human error. In the initial analysis, there

were only four samples from patient 7 (there are five samples shown in Figure 3.1). However, the

clustering suggested that one of the pre-treatment samples for patient 7, which had been annotated

as patient 6, was mislabeled. After checking lab notebooks and shipping documents, we rectified the

problem. After correcting the annotations, the variance of samples from patients 6 and 7 decreased

greatly. This, in turn, increased statistical power so that additional differentially expressed miRNAs

could be detected.

This initial profiling provided a general understanding of the structure and scale of the data.

However, because the patient-to-patient variability so strongly dominated the overall variability,

we performed statistical tests to focus on treatment effects.
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Figure 3.1: miRNA expression profiles pre- and post-treatment The 50 miRNAs with the
greatest variance across all samples are shown.
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3.4.2 miRNA expression changes after treatment

To identify differentially expressed miRNAs, paired t-tests were performed by comparing pre- and

post-treatment groups (samples from the same patient were paired). Figure 3.2 plots the p-values

from these tests against the effect size (shown as dLMR = LMRpost-treatment − LMRpre-treatment).

These “volcano plots” helps identify differences that are statistically significant (y-axis) while the

x-axis helps identify large effects sizes that are often interpreted as more biologically significant.

miRNAs with low p-values and large effects sizes are in the upper left and upper right corners

of the plot. The samples used in the comparisons can be seen in Figure 3.1 or Table 3.1. This

visualization revealed a technical error in previous analyses that was to be used for publication

before I joined the study. There was an unusual distribution of p-values with an overabundance of

values close to 1.0, which appeared to be an artifact of the code used to calculate the statistics.

The volcano plots were used to select miRNAs of interest, with the cutoffs being |dLMR| > 0.5

and p < 0.01 (gray lines in Figure 3.2). No miRNAs met these cutoffs in the post-temsirolimus

treatment versus pre-treatement comparison. However, there were 15 miRNAs of interest when

comparing post-combination treatment versus pre-treatment. One concern from this analysis may

be that the t-test is inappropriate if the effect sizes are not normally distributed. I therefore

performed a permutation based statistical test (‘Significant Analysis of Microarrays’) and found

the same 15 miRNAs as the most significant. Such close agreement between statistical tests is rare.

The same findings with two statistical tests further supports these miRNAs as truly differentially

expressed. The expression of the 15 miRNAs was validated by qRT-PCR. Several of the selected

miRNAs have predicted targets that are known to be oncogenic. For a discussion of these targets,

see Wagenseller et al. [139].

3.4.3 Different miRNA expression changes between responders and non-responders

Last, we investigated if there are miRNAs or sets of miRNAs whose pre-treatment expression would

separate the responders from the non-responders (patients with ‘progressive disease’). This is a

two-class classification problem (10 total samples) with 1,300 features (1,300 miRNAs). Any linear

model with 10 of the miRNAs will be guaranteed to perfectly predict responders. The problem is

then to identify which 10 or fewer miRNAs most reliably predict responders versus non-responders.
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Figure 3.2: Effect size and statistical significance of post- versus pre-treatment miRNA
expression Black circles represent individual miRNAs. Red circles indicate miRNAs of interest.
Closed red circles are putative tumor suppressors.

Backwards subtraction selection of features finds many possible sets of miRNAs that perfectly

predict responders. The problem of many possible models remains. Often, miRNAs are correlated

to each other so that the independence assumption of linear models are violated. I investigated

regularized linear models (lasso and ridge regression), yet there was still no clear best set of miRNAs

that predicted responders. Cross-validation of many models worked 100% of the time. Other

predictive models (e.g. support vector machines and decision trees) had similar problems. After

conceding that there is no ‘best’ model given the miRNA data, I decided to present the four miRNAs

with p < 0.01 and |dLMR| > 0.5 (Figure 3.3A). The heatmap shows that any one of these miRNAs,

with an appropriately selected cutoff, are capable of predicting responders versus non-responders.

Figure 3.3B shows miRNAs with |dLMR| > 0.5 and p < 0.04 when comparing post-combination
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treatment to pre-treatment expression. Finally, BRAFV600E, BRAFWT, melanomas are treatable

with vemurafenib. Since the effectiveness of temsirolimus and bevacizumab are dependent on BRAF

status, we also tried to distinguish miRNAs that differ between BRAFV600E and BRAFWT. The

separation of samples based on mutational status is more difficult (Figure 3.3C). However, there

are a collection of miRNAs that warrant further investigation.
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3.5 Conclusions

Proper use of simple statistical tests and well-designed visualizations corrected for small, but critical

errors in the analyses of high throughput biological data obtained from a clinical trial (Figure 3.1).

Bevacizumab+temsirolimus treatment affects miRNA expression more than temsirolimus treat-

ment alone, suggesting that the two drugs are at least additive in their effects on melanoma miRNA

expression (Figure 3.2). This is in line with their synergistic growth-reducing effects in melanoma

cell lines [146].

The pre-treatment expression of small sets of miRNA predicted the success of bevacizumab+temsirolimus

treatment (Figure 3.3A). The expression changes of 7 miRNAs could classify responders versus non-

responders; these miRNAs may play a role in the response to treatment (Figure 3.3B).



Chapter 4

Functional transcriptomics of the host

response to C. difficile toxins

C. difficile causes 300,000+ reported infections and ∼20,000 deaths in the US every year, indi-

rectly costing the healthcare system over $8 billion [1]. Infections indicate worsened health due to

Clostridium difficile, not normal colonization of C. difficile that occurs in healthy individuals. C.

difficile strains are only pathogenic if they release toxin A or toxin B (TcdA and TcdB). The basic

structure and enzymatic activities of the toxins are understood but the complex host response to

the toxins is not [148–153]. Since the severity of illness is determined by the the host and not the

extent of infection or the number of bacteria in the host, it is critical to understand detrimental

host responses [154].

Taking a systems biology approach, I show how transcriptomics can be used to infer previously

unidentfied host cell responses. The field of functional genomics (or functional transcriptomics)

overlaps with systems biology. They both aim to determine functions from genetic data and char-

acterize interactions between genes and proteins. In this chapter’s last section, I discuss the concept

of “enrichment” to identify groups of genes or pathways that are altered.

29
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4.1 C. difficile: a dangerous pathogen

4.1.1 Historical significance

In 1935, Hall and O’Toole isolated a novel gram-positive bacterium from infants which they named

Bacillus difficilis because it was a rod (Bacillus) and was an anaerobe that was difficult to grow

(difficilis). They also identified a B. difficilis toxin that killed mice. In 1943, the first rodent model

of infection was made unintentionally when penicillin induced inflammation in the cecum [155].

Remarkably, these findings from 70 years ago summarize much of what we now know: C. difficile

infection occurs when the flora is disrupted by antibiotics and the pathogenic effects are due to

toxins. Even more interesting, several studies over 50 years ago suggested that the most effective

treatment could be the restoration of the bacterial flora, which in the past few years has proved to

be the most effective treatment (reviewed in [156]).

Figure 4.1: An oversimplified view of C. difficile infection

After the advent of antibiotics, “pseudomembranous colitis” (PMC), a condition manifesting as

inflammation and diarrhea, became associated with antibiotic treatment [156, 157]. The etiology
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of PMC remained unknown for several years until a rapid succession of experiments between 1977

and 1981 found C. difficile and its two large protein toxins (TcdA and TcdB) to be the primary

cause of PMC [158–167]. With increased antibiotic usage and improved surveillance, the incidience

of C. difficile infections has increased nearly every year since [1]. From 1981 to 1995, studies

characterized the broad physiological toxin effects, many of which are discussed in the following

chapters.

4.1.2 Toxin molecular biology

TcdA and TcdB are extremely potent. They are not small molecules like other toxins such as

arsenic or cyanide. As proteins, they are more similar to other toxins such as ricin, anthrax toxin,

tetanus toxin, and botulinum toxin (Botox).

The enzymatic activity of TcdA and TcdB which is responsible for their cytopathic effects

was discoverd in 1995 by Just et al. [151, 152]. Both TcdA and TcdB, with 63% amino acid

homology [168], have N-terminal domains that glucosylate Rho family proteins, disabling them

from entering their GTP-bound, active state [151, 152]. The C-terminal of both toxins consists

of many “clostridial repetitive oligopeptides” (CROPs) that are present in other clostridial and

streptococcal species [169, 170] that are important for cell binding and entry [171–173]. However,

it is unclear if the CROPs are entirely necessary for cell entry or if the CROPs can alone cause

cytopathic effects [174, 175]. Both toxins enter cells by endocytosis and rearrange structurally in

the acidic endosome [176, 177]. After translocating N-terminal domains to the cytosol through

self-formed pore in the endosome, a cysteine protease domain cleaves off the glucosyltransferase

domain into the cytosol [150, 178, 179]. Although much remains to be understood about the toxins’

functions on the molecular level (e.g., no toxin receptors are known and a large middle portion of

the toxins has no known function), there are even more unknowns about the disease pathogenesis

that is most critical to clinical outcome.

4.1.3 Physiological toxin responses

The external manifestations of C. difficile infection are diarrhea, abdominal pain, and sometimes

fever. Internally, pseudomembranous colitis is characterized by an inflamed colon covered with

yellow, volcano-shaped pseudomembranes made of cellular debris, exudate, and inflammatory cells
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Figure 4.2: Sequence, structure, and functioin of TcdA and TcdB

[157]. Histology reveals an abundance of neutrophils and loss of epithelial barrier integrity [180,

181]. Accordingly, many of the hypotheses for C. difficile and toxin studies have been centered

around known inflammatory markers. However, how these markers interact together is unknown.

It is also unknown if any other cell functions (e.g., regulation of metabolism) contribute to the

pathogenesis or the healing process.

4.2 Functional transcriptomics: enrichment

This dissertation presents a systems biology approach to the host response to C. difficile toxins,

using genome-wide expression to reveal altered cellular functions. Appropriate data processing
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techniques were chosen to calculate expression values and differentially expressed genes (Chapter 2).

Many network based algorithms can be used to reconstruct regulatory networks and gene in-

teractions. However, many of these methodologies are unproven or still in the formative stages.

The approach in this dissertation is to present the differentially expressed genes using exploratory

analyses that enable novel hypotheses.

4.2.1 Gene set enrichment analysis

One of the simplest yet most helpful questions from transcriptomics data is ‘what types of genes

changed’. For example, is the number of differentially expressed chemokines greater than expected?

If so, then one could say that the data set is enriched with highly expressed chemokines. Alterna-

tively, it is common to say that chemokine genes or chemokine functions are enriched.

These questions lead to a hypothesis tests in which the significance of the difference between

two different proportions is determined. For example, is there a significantly greater proportion of

chemokines in the list of DEGs compared to the list of non-DEGs? The Fisher exact test calculates

the significance of such proportions, and it is ubiquitous in gene expression studies. The enrichment

of hundreds of predefined sets of genes from public biological databases can be used.

The Fisher test as well as the χ2 and other tests of proportions require a threshold to define

DEGs, and the results of the test are very sensitive to the threshold chosen. A handful of algorithms

have tried to solve the problem by scanning many thresholds, but they have had little success. These

proportion tests usually assume that genes within the gene set are independent, which usually

incorrect.

Like with DEG significance tests, the choices are numerous. In trying to find the appropriate

test, I evaluated over 130 articles introducing new tests and software tools to perform enrichment

tests, and there are probably one hundred more. Reviews of these methods can usually discuss a

portion of the possible tests [182–186]. Also similar to DEG tests, there are many different cate-

gories (e.g., parametric tests, permutation tests, machine learning algorithms) that make different

statistical assumptions.

Enrichment methods are even more complicated because the hypotheses are ill defined. For

instance, are there more genes in a gene set than all genes outside the gene set? Is the fold change

of gene in a gene set, on average, different than 1? The first question is more restrictive than the
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second, but neither are wrong questions to ask.

In later chapters, I describe some more details of different tests and give reasoning to the

enrichment tests chosen for the transcriptomics data. The tests were chosen based on exploration

of many methods to find the most consistent lists of highly ranked gene sets.
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Toxins A and B disrupt the cell cycle

5.1 Synopsis

Toxins A and B (TcdA and TcdB) are Clostridium difficile’s principal virulence factors, yet the

pathways by which they lead to inflammation and severe diarrhea remain unclear. Also, the relative

role of either toxin during infection and the differences in their effects across cell lines is still

poorly understood. To better understand their effects in a susceptible cell line, we analyzed the

transciptome-wide gene expression response of human ileocecal epithelial cells (HCT-8) after 2, 6,

and 24 hr of toxin exposure. We show that toxins elicit very similar changes in the gene expression

of HCT-8 cells, with the TcdB response occurring sooner. The high similarity suggests differences

between toxins are due to events beyond transcription of a single cell-type and that their relative

potencies during infection may depend on differential effects across cell types within the intestine.

We next performed an enrichment analysis to determine biological functions associated with changes

in transcription. Differentially expressed genes were associated with response to external stimuli and

apoptotic mechanisms and, at 24 hr, were predominately associated with cell-cycle control and DNA

replication. To validate our systems approach, we subsequently verified a novel G1/S and known

G2/M cell-cycle block and increased apoptosis as predicted from our enrichment analysis. This

study shows a successful example of a workflow deriving novel biological insight from transcriptome-

wide gene expression. Importantly, we do not find any significant difference between TcdA and TcdB

besides potency or kinetics. The role of each toxin in the inhibition of cell growth and proliferation,

an important function of cells in the intestinal epithelium, is characterized.

35
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5.2 Background

C. difficile, a Gram-positive, spore-forming anaerobe, colonizes the human gut and causes infections

leading to pseudomembranous colitis. This opportunistic pathogen flourishes in antibiotic-treated

and immunocompromised patients and is frequently spread in hospitals, although community-

acquired Clostridium difficile infection (CDI) cases have also increased [187]. The emergence of

hypervirulent strains that possess more robust toxin production and increased sporulation has

been correlated with outbreaks across Europe and North America [188]. In most areas, the number

of cases has increased in the past decade. The number of patients hospitalized in the US with CDI

doubled to approximately 250,000/year (from year 2000 to 2003) and fatalities increased at a similar

rate [189]. The US healthcare costs for CDI are estimated to be over $1 billion/year [190]. As TcdA

and TcdB appear to be responsible for many of the clinical manifestations of CDI, understanding

the intracellular and systemic effects of each toxin is critical to developing and improving strategies

for treatment and prevention.

In light of the multiple events and pathways involved in the development of CDI, we chose

to examine the toxins’ effects from a systems perspective, focusing on epithelial cells in vitro.

Both TcdA and TcdB bind to cells [173], enter an endosome by clathrin-mediated endocytosis

[176], translocate and then cleave their catalytic domain into the cytosol which glucosylates and so

inactivates Rho family proteins [178]. The disruption of these crucial signaling regulators begins to

explain cytotoxic effects such as deregulation of the cytoskeleton and the breakdown of the epithelial

barrier [191]. However, other processes are likely affected by the trafficking and processing of these

toxins. In addition, secondary effects of Rho glucosylation in relation to pathologies of CDI have

not been fully elucidated.

We therefore investigated the transcriptional profile of HCT-8 [192] cells treated with TcdA or

TcdB and identified pathways and cellular functions associated with differentially expressed genes.

With respect to toxins, in vitro analyses of gene expression in host cells have been performed with

type A botulinum neurotoxin, lethal toxin [193] and edema toxin [194] from Bacillus anthracis,

pertussis toxin [195], Shiga toxin type 1 [196], and several others. Such studies provide lists of

differentially expressed genes or classes of genes that serve as a resource for the generation of new

hypotheses. In this regard, we used bioinformatics analyses to identify cellular functions altered
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by TcdA and TcdB that are relevant to pathogenicity. The correct identification of the majority of

functions found to be affected in previous research regarding TcdA and TcdB confirmed our analysis

and experimental design, and experiments reported herein validated changes in cell function that

were suggested by altered gene expression.

Among the genes that TcdA and TcdB affect, many are involved in the regulation of the

cell cycle and induction of apoptosis. Bacterial factors such as cytotoxic necrotizing factor and

cytolethal distending toxins that disrupt normal cell cycle progression have been described as

“cyclomodulins” [197]. In addition to effects of TcdA and TcdB on cells in the G2/M phase which

have been described previously [198–201], we found that TcdA and TcdB affect expression of cyclins

and cyclin-dependent kinase (CDK) inhibitors controlling the G1– S transition. Our experiments

establish that alterations of cell cycle implicated in our analysis of gene expression do, in fact,

occur in toxin-treated cells. In addition to effects on cell cycle, we also present the other cellular

functions associated with differentially expressed genes, some of which enable novel hypotheses on

the cellular activity and function of these toxins.

5.3 Methods

5.3.1 Cell Culture

HCT-8 cells were cultured in RPMI-1640 supplemented with 10% heat-inactivated fetal bovine

serum (Gibco) and 1mM sodium pyruvate (Gibco). The cultures were maintained at 37°C/5%

CO2 up to passage 35. Toxin A and Toxin B, isolated from strain VPI-10643, were a generous gift

from David Lyerly (TECHLAB Inc., Blacksburg, VA).

5.3.2 Microarrays

HCT-8 cells (5 x 106/flask) were grown overnight at 37°C/5% CO2. Media were replaced with 2.5

ml fresh media and toxin was added (100 ng/ml). At the end of the indicated incubation period,

cells were washed with 5 ml PBS (Sigma) and total RNA was isolated using the QIAshredder and

RNeasy mini kits (Qiagen), according to the manufacturer’s instructions. An RNase inhibitor was

added (RNasin, Promega) and samples were stored at -80°C. RNA integrity was assessed using

an Agilent 2100 BioAnalyzer prior to cDNA synthesis and RNA labeling using either the 3′ IVT



38 CHAPTER 5. TOXINS A AND B DISRUPT THE CELL CYCLE

expression or one-cycle target labeling methods (Affymetrix). Biotin-labeled RNA was hybridized

to Human Genome U133 Plus 2.0 chips, washed, stained and scanned using a GeneChip System

3000 7G (Affymetrix). Data from three independent microarray experiments were deposited into

the NCBI Gene Expression Omnibus repository (GSE29008).

Microarray signal intensities were normalized using the gcrma package [17]. Treatment and

control groups were contrasted with linear models; a Benjamini-Hochberg correction was applied

across all the probes and the nestedF method within the limma software package was used for

multiple testing across all contrasts [63, 64]. The Gene Ontology (GO) annotation database was

used to map gene symbols to GO categories [202]. A gene symbol was considered differentially

expressed if at least one of the probe sets annotated to it was significant. A probe set was considered

significant if the p<0.1 and the magnitude of the fold change was above 1.5. Enriched GO categories

were identified with the topGO package using Fisher’s exact test to calculate p-values and the elim

algorithm [203].

5.3.3 Flow Cytometry

HCT-8 cells were grown overnight to 50% confluence, media were removed and replaced with fresh

media, and toxin was added at the concentrations denoted in the text and figures. At 24h and 48h,

non-adherent cells were removed and saved on ice. Adherent cells were treated with 1mL of 0.25%

trypsin and 1 mL of Accutase with EDTA for 30 min at room temperature and joined with the non-

adherent cells in 5 mL PBS. After centrifugation, resuspension for counting cells, and another round

of centrifugation, the dissociated cells were resuspended to 2×106 cells/mL and 0.5 mL was added

to 5mL of 70% ice-cold ethanol for fixation. Afterward, the fixed cells were resuspended in 5 ml

PBS with 2% Bovine Serum Albumin and then resuspended and incubated for 30 min in a solution

to stain DNA (PBS with 10% Triton X-100, 2% DNasefree RNase, 0.02% propidium iodide(PI)).

Single-cell fluorescence was measured with a Becton Dickinson FACSCalibur flow cytometer. The

proportion of cells in each stage of the cell cycle was calculated using ModFit cell cycle analyzer. The

24h-samples were imaged with an Amnis Imagestream imaging flow cytometer, which photographs

the bright field and fluorescent channels from every cell individually [204]. Using Amnis software,

a bivariate gate—based on the contrast of the brightfield image and the area of nuclear stain—

differentiated apoptotic and non-apoptotic cells [205]. All other image features were taken from
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the Amnis software.

5.3.4 Quantitative real time PCR

For each gene examined, primers were designed from the target sequences retrieved from the Ref-

Seq Sequence Database, using the Primer Express 3.0 software (Applied Biosystems). Primers

were then custom made through Invitrogen Oligo Program. RNA quality control was carries out

using an Agilent 2100 BioAnalyzer. Approximately 2 μg of each RNA sample was converted to

cDNA. Quantitative PCRs were carried out in triplicates using equal amounts of each cDNA sam-

ple approximately equivalent to 50 ng of starting total RNA. Power SYBR Green Master Mix

(Applied Biosystems, PN 4367660) was used with the respective forward and reverse primers at

the optimized concentrations. Amplifying PCR and monitoring of the fluorescent emission in real

time were performed in the ABI Prism 7900HT Sequence Detection System (Applied Biosystems)

as described (ABI SYBR Green Protocol). To verify that only a single PCR product was ampli-

fied per transcript, dissociation curve data was analyzed through the 7900HT Sequence Detection

Software (SDS). To account for differences in starting material, quantitative PCR was also carried

out for each cDNA sample using housekeeping genes synthesized in-house, human glyceraldehyde-3-

phosphate dehydrogenase (GAPDH) and hypoxanthine phosphoribosyltransferase I (HPRT1). The

data collected from these quantitative PCRs defined a threshold cycle number (Ct) of detection

for the target or housekeeping genes in each cDNA sample. The relative quantity (RQ) of target,

normalized to geometric means of the housekeeping genes and relative to a calibrator (the Rox

reference dye in this case), is given by RQ = 2–∆∆Ct where ∆∆Ct represents the difference in Ct

between the transcript and the housekeeping gene for the same RNA sample. The ratio of the RQs

for the treated sample and the experiment sample was used to derive the fold change.

5.3.5 Western Blots

After toxin treatment, non-adherent cells were removed and centrifuged. The adherent cells were

then treated with 200 μL of homogenization buffer: 10 mM HEPES pH 7.4, 150 mM NaCl, 10

mM sodium pyrophosphate, 10 mM NaF, 10 mM EDTA, 4mM EGTA, 0.1 mM PMSF, 2 �g/mL

CLAP (Chymostatin, Leupeptin, Antipain, and Pepstatin), and 1% Triton X-100. Each well was

scraped and the sample with homogenization buffer was added to the resuspended non-adherent
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cells. This was centrifuged at 15,000 rpm for 5 min at 4°C and the supernatant was boiled for

5 min, placed on ice for 5 min, boiled again for 5 min, and stored at -20°C. Samples containing

equal amounts of protein were loaded into each lane of a 12.5% polyacrylamide gel. Gels were

electrophoresed, transferred to PVDF, and the membranes were blocked with 5% skim milk in

PBS, 0.1% Tween-20 for 2h. Primary antibodies (Cyclin D1 #2922, Cyclin E2 #4132, p57 Kip2

#2557, p27 Kip1 #2552 from Cell Signaling and Cyclin A sc-751 from Santa Cruz Biotechnology)

were added to the blocking solution and membranes were incubated overnight at 4°C on a platform

shaker. The membranes were then washed six times in PBS-Tween 20. The appropriate secondary

antibodies, either anti-mouse or anti-rabbit HRP-linked antibodies (#7076, #7074, Cell Signaling),

were added and the membranes were incubated for 2h on a platform shaker. The membranes were

subsequently washed 6 times and proteins were detected by chemiluminescence with ECL reagents

(Amersham). To strip antibodies, the membranes were incubated in 50 mM Tris, 2% SDS, 0.7%

�-mercaptoethanol at 50°C for 30 min. The membranes were then washed 6 times, blocked, and

reprobed with a GAPDH antibody (ab8245 from Abcam) as described above.

5.4 Results

5.4.1 Transcriptional Responses

Overall, the changes in gene expression are consistent as time progresses, but the number of dif-

ferentially expressed genes increases (Figure 5.1A). Specifically, at 2h and 6h, there are 4 and 134

probe sets differentially expressed (relative to control) for TcdA and 57 and 294 for TcdB, respec-

tively (Figure 5.1C). Many more are differentially expressed by 24h—1,155 and 1,205 in TcdA- and

TcdB-treated cells, respectively. In order to validate these data, qRT-PCR was performed on 10

representative genes (r=0.89 by Pearson correlation; Figure 5.2A). Since the glucosylation of Rho

family proteins occurs within one hour of toxin treatment [206], many of the differentially expressed

genes at 24h may reflect secondary effects from the initial toxin action or possibly other unknown

activities and processing of the toxin.

Though the transcriptional responses to the two toxins are similar overall, a notable difference

between the two toxins is that TcdB-induced changes occur more rapidly (Figure 5.1A). At the later

time points, however, the overall transcriptional response induced by TcdA becomes more similar
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Figure 5.1: Overall transcriptional response of HCT-8 cells to TcdA and TcdB. (A)
A heatmap shows the number of differentially expressed probe sets at 2h, 6h, and 24h. The color
scale represents the fold change (binary log scale) of genes relative to untreated cells at the same
time point. “A, 2hr” indicates the gene expression of cells after 2h of TcdA treatment. TcdA and
TcdB concentration is 100 ng/ml. (B) The correlation of transcriptional profiles between TcdA
and TcdB at the indicated time points are displayed in a correlation matrix. The values represent
the Pearson correlation coefficient calculated from the fold change of all the probe sets within
the microarray. (C) The number of differentially expressed genes used to identify enriched GO
categories was determined from a linear model (see 5.3.2).

to the TcdB-induced transcriptional changes (see correlations in Figure 5.1B). Among the most

affected genes, immediate early-response genes such as JUN, KLF2, and RHOB are upregulated 2h

after toxin treatment and remain increased compared to untreated cells through 24 hr (Figure 5.2B).

While identification of the most-affected genes provides important insight, focusing on a small

subset risks overlooking other toxin effects key to the disease process. We therefore analyzed the

expression data in the context of broad functional categories.
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Figure 5.2: qRT-PCR validation of and genes with high differential expression (A)
Fold changes of gene expression relative to controls as measured by microarray were validated by
qRT-PCR. To summarize multiple probe sets within a microarray that were annotated to the same
gene, the value for the probe set with the greatest fold change is shown. The notation “A, 2hr”
indicates the expression of genes treated with TcdA for 2 hr. (B) This list consists of genes that
were among the top 25 differentially expressed genes (according to fold change) in at least 3 of the
6 conditions.

5.4.2 Functions associated with differentially expressed genes

We employed the GO database, which contains extensive annotation of biological functions associ-

ated with specific genes, to identify cellular phenotypes associated with changes in gene expression.

The terms in this database are separated into three ontologies: Molecular Functions, Cellular Com-

ponents, and Biological Processes (detailed descriptions at http://www.geneontology.org). A GO

category—here defined as all the genes associated with a single GO term—with a proportion of

differentially expressed genes greater than would be expected by chance is considered overrepre-
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Figure 5.3: Gene ontology categories associated with differentially expressed genes.
(A) The most significantly enriched GO categories (Fisher Exact Test, topGO elim algorithm [203],
see 5.3.2) at 2h and 6h are displayed in a heat map. The color intensity in each cell corresponds
to the p-value (Fisher Exact Test) for the GO category that is enriched. The dendrograms were
generated from a hierarchical clustering of GO Groups according to Resnik similarity [207]. (B)
The most significantly enriched GO categories at 24h were determined similarly

sented or enriched (see 5.3.2). While some enriched categories might have been anticipated, others

provide novel insights. Within the Biological Processes ontology, the most significantly enriched

categories at 2 and 6 hr are listed in Figure 5.3A. Within the Cellular Component ontology, the

mitochondrial outer membrane and the apical junction complex category are enriched most signif-

icantly at 6h (Figure 5.4A). Interestingly, many of the functions related to the enriched categories



44 CHAPTER 5. TOXINS A AND B DISRUPT THE CELL CYCLE

0
.004

.032
.108

.256
0.5 p-value

A
Toxin

2 hr
6 hr

24 hr
B

A
B

A
B

condensed chrom
osom

e
condensed nuclear chrom

osom
e

condensed nuclear chrom
osom

e, centrom
eric region

outer kinetochore of condensed chrom
osom

e
condensed chrom

osom
e kinetochore

nucleosom
e

chrom
atin

cohesin com
plex

chrom
osom

e, centrom
eric region

chrom
osom

al part
chrom

osom
e, telom

eric region
nuclear replisom

e
replication fork
nuclear chrom

osm
e part

nuclear origin of replication recognition com
plex

centrosom
e

centriole
spindle m

icrotubule
spindle
spindle pole
m

icrotubule associated com
plex

cytoplasm
ic m

icrotubule
m

icrotubule
cytosol
m

itochondrial outer m
em

brane
nucleoplasm
pronucleus
nucleus
apical junction com

plex
m

idbody

A
A

Toxin
2 hr

6 hr
24 hr

B
A

B
A

B
telom

ere m
aintenance

telom
ere m

aintenance via sem
i-conservative replication

telom
ere m

aintenance via recom
bination

nucleotide-excision repair, D
N

A
 gap �lling

D
N

A
 replication

D
N

A
 strand elongation during D

N
A

 replication
D

N
A

 replication initiation
G

1/S transition of m
itotic cell cycle

regulation of transcription involved in G
1/S-phase of m

itotic cell cycle
M

/G
1 transition of m

itotic cell cycle
S phase of m

itotic cell cycle
G

2/M
 transition of m

itotic cell cycle
m

itotic sister chrom
atid segregation

m
itotic prom

etaphase
m

itosis
cell cycle checkpoint
cell cycle
cell division
negative regulation of m

egakaryocyte di�erentiation
phosphoinositide-m

ediated signaling
CenH

3-containing nucleosom
e assem

bly at centrom
ere

nucleosom
e assem

bly
m

icrotubule-based m
ovem

ent
m

itotic spindle organization
spindle organization

B

F
igure

5.4:
G

ene
set

enrichm
ent

of
biological

processes
and

cellular
com

ponents.
(A

)
C
ellular

C
om

ponent
G
O

categories
w
ith

p
<

10
−
3
across

alltim
e
points

are
show

n.
C
riteria

for
calculating

p
values

and
G
O

categories
were

the
sam

e
as

in
Figure

2.
(B

)
T
he

25
m
ost

significant
G
O

BiologicalProcesses
at

24
hr

were
selected

by
the

criteria
described

in
Figure

5.3.



5.4. RESULTS 45

have been linked with toxin treatment in previous work. One or both of the toxins induce activation

of caspases [200, 208–210], damage mitochondria and cause the release of cytochrome c [211, 212],

increase oxygen radicals and expression of cytokines [213–215], alter MAPK signaling [216–218],

and disrupt the organization of tight junctions [191]. Hence, our analysis of gene expression as

summarized in Figure 5.3 is consistent with the previously reported cellular responses to these

toxins.

The most significantly enriched categories for each toxin at the later time points are related

to cell cycle and DNA replication (Figure 5.3B). Categories such as telomere maintenance and

nucleosome assembly provide more specific connections between the toxins and changes in DNA

replication. A more extensive list reveals that several categories related to microtubule organization

during cell division are also enriched (Figure 5.4B). By 24 hr, there are changes related to virtually

all elements of the cell cycle, but those controlling G1 and S phases are more significantly affected.

Though many of the genes within the enriched categories were not among the most differentially

expressed genes, the abundance of differentially expressed genes involved in the same functions

provides evidence for toxin effects on control of cell cycle at the G1 phase. Cyclins and other proteins

necessary for progression from the G1 phase into and through the S phase are downregulated

(Figure 5.5A). Cyclin proteins expressed at different points are central in coordinating entry into

or exit from different phases. They specifically bind and activate particular CDKs which then

phosphorylate downstream targets effecting progression [219]. Inhibitors of cyclin-CDK complexes

from the INK4 family (p15, p16, p18, and p19) and Cip/Kip family (p21, p27, and p57) may

suppress cyclin-CDK signaling [220]. Expression of many of these and other genes, such as CDC6

and CDC25A that are required for progression from G1 to the S phase, is altered by TcdA and

TcdB. The decreased expression of G1 cyclins along with the increased expression of inhibitors of

G1-associated cyclin-CDK complexes suggest altered regulation of the cell cycle specifically in G1.

We also measured expression of genes and proteins (Figure 5.6) after 6 and 24 hr of treatment with

0.1, 1, and 10 ng/ml of TcdA or TcdB in confluent and subconfluent cultures, which confirmed a

consistent alteration of cell cycle genes and proteins across a variety of conditions.
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Figure 5.5: The altered gene ex-
pression of G1 phase cell cycle
regulators at 6h and changes in
the distribution of cells within
the cell cycle. (A) A schematic
of cell cycle regulation with proteins
placed next to the phase of cell cy-
cle with which they are associated
(p19 and p21 are the products of the
CDKN2D and CDKN1A genes, re-
spectively). Gray, blue, and red indi-
cate genes with unchanged, increased,
or decreased expression, respectively,
post toxin treatment. (B) Cells in
a subconfluent culture were treated
with the indicated concentrations of
toxin for 24h. The DNA content of
cells in each condition was quantified
by PI fluorescence. The histograms
of the area of PI fluorescence are nor-
malized to the total number of cells
(denoted as normalized cell count) in
the sample such that the area under
each histogram is equal to 1. In this
way, the proportions of cells in each
phase of the cell cycle may be com-
pared for different size samples. The
scale of the vertical axis is the same in
each histogram. (C) The percentage
of cells in each phase of the cell cy-
cle was calculated using ModFit LT
software. Sub-G0/G1 cells were not
included in the calculations.
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Figure 5.6: Timing of RAC1 glucosylation and expression of cyclin-related genes and
proteins in subconfluent and confluent cultures. (A) The expression of 10 genes in both
subconfluent and confluent toxin-treated cells was measured by qRT-PCR. Fold changes shown
are relative to untreated samples. (B) Densitometry was performed on immunoblots of lysates
from toxin-treated, confluent cells. The intensity of each band was normalized to the intensity of
GAPDH, the loading control. The values above each row indicate the amount of protein relative to
the amount in untreated cells. The relative intensity for p57 was not calculated because the protein
was not detectable in untreated cells. The blots show the presence of p57 after toxin treatment.
(C) A Rac1 antibody (BD#610650) that recognizes non-glucosylated Rac1 (protein that has not
been glucosylated by either toxin) shows the activity of TcdA and TcdB in HCT-8 cells.

5.4.3 Effects of TcdA and TcdB on the Regulation of Cell Cycle

The functional changes suggested by altered gene and protein expression were then investigated by

quantifying the proportion of cells in each phase of the cell cycle before and after toxin treatment.

To focus on actively growing cells and avoid the effects of contact inhibition, subconfluent cultures

were used. After 24 hr of 0.1 or 1 ng/ml TcdB treatment, the distribution of cells across the cell

cycle changes significantly, with only a small increase in the proportion of cells with less than a

G0/G1 amount of DNA—cells that are presumably dead or dying (Figure 5.5B). In agreement with
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our gene expression analysis, the percentage of G0/G1 cells increased from 67% in untreated cells to

91% and 94% in cultures treated with 10 ng/ml TcdA and 1 ng/ml TcdB, respectively (Figure 5.5C).

The magnitude of increase in the G0/G1 proportion is also concentration-dependent. The effect on

cell cycle by the combination of TcdA and TcdB is comparable to those produced by TcdB alone

(Figure 5.5C), indicating that,with respect to their influence on cell-cycle arrest, the toxins are

neither synergistic nor antagonistic. As with gene and protein expression, TcdB is more potent or

faster-acting than TcdA. Taken together, these data establish that the toxin-induced alterations in

genes associated with cell cycle correlate with a block at the G1–S interface. In other studies, a

G2/M arrest has been reported in human cell lines treated with different concentrations of TcdA

or TcdB [199–201]. This G2/M arrest has been linked with a deregulation of the cell structure

resulting in an inability of cells to complete cytokinesis [221]. We therefore investigated the cell

cycle effects and morphology of cells treated for 24 hr with higher concentrations of TcdA (100

ng/ml) and TcdB (10 and 100 ng/ml).

Our analysis of single-cell images from toxin-treated cultures reveals two unanticipated obser-

vations: (1) a biphasic distribution of apoptotic cells with respect to stage of cell cycle and (2)

two populations of cells at the G2/M interface. Cells with a high-contrast bright-field image and

a low area of PI fluorescence are classified as apoptotic (Figure 5.7A). Typically, apoptotic cells

are associated with a PI fluorescence level less than that of the G0/G1 population. Here, a signif-

icant portion of the toxin-treated cells between the G0/G1 and G2/M cell populations (typically

associated with/attributed to the S-phase) are apoptotic (Figure 5.7B). Thus, the accumulation of

toxin-treated cells with S-phase levels of PI-fluorescence is not the result of progression from G1 but

rather the apoptosis of G2/M cells. Even 24 hr after the addition of 100 ng/ml of TcdB, apoptosis

does not dominate or override effects on cell cycle. At the highest concentration tested (100 ng/ml),

68.6% of TcdB-treated cells are still classified as non-apoptotic (Figure 5.7B). Of the total number

of non-apoptotic cells, the proportion in the G2/M phase increases as the concentrations of either

TcdA or TcdB increases, indicating an inhibition of progression from G2/M phase, in addition to

the G1– S block discussed above.

In order to understand the differences between toxin-treated and control cells in G2/M, we

determined several cellular characteristics (circumference, area, and others) of individual cells using

an imaging flow cytometer. The feature that best distinguishes toxin-treated from untreated cells
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fluorescence. Representative images of a cell in each class are shown (100 ng/ml TcdB). (B)
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is the intensity-weighted aspect ratio of the PI fluorescence image. When an ellipse is fit around

the image, an aspect ratio near one indicates a circular nucleus and a higher aspect ratio indicates

an elliptical nucleus or multiple nuclei (Figure 5.7A). Upon visual inspection, a high aspect ratio

is due typically to binucleation. The higher proportion of binucleated cells in toxin-treated cells

(Figure 5.7C) indicates that the G2/M block is attributable to a failure to complete cytokinesis

[221]. Therefore, in addition to demonstration of a G1– S block, our results show an inhibition

of progression at the G2 –M transition, which is congruent with previous findings [198–201] in

other cell types treated with different toxin concentrations. Importantly, these G2/M effects were

observed at the same concentration of toxin used for microarray analysis (100 ng/ml). Again, TcdA

elicited a similar response to TcdB at the same concentration, yet to a lesser extent, thus showing

consistency from gene and protein expression to cell function.

5.5 Discussion

Understanding the differences between these two toxins is particularly relevant in determining their

roles in C. difficile infection. Toxin A appears to be the dominant virulence factor in animal studies,

yet Toxin B has higher enzymatic activity in vitro and is more potent when injected into Don cells

and for human cells studied in vitro [206, 222]. In a hamster model, Kuehne et al. found that

strains of C. difficile producing only TcdA or TcdB are comparable in their virulence, while Lyras

et al used a TcdA mutant to show that TcdB was the key virulence factor [223, 224]. In this

study, we used a systems approach to understand the effects of TcdA and TcdB on a human colonic

epithelial cell line. We observed that the responses to these two toxins are strikingly similar, with

the response to TcdB occurring more rapidly. Investigation of one of the biological consequences of

these changes in gene expression revealed toxin effects at both the G1– S and the G2 –M transitions.

In order to explore the interactions between C. difficile and intestinal epithelial cells, Janvilisri

et al. examined the transcriptional responses of Caco-2 cells and C. difficile organisms during an in

vitro infection [225]. Because expression was measured at no more than 2 hr post-infection, most

of the changes in gene expression were slight, yet they identified functions such as cell metabolism

and transport associated with affected genes. We focused on cells treated with TcdA or TcdB at

a concentration and time course in which the cell morphology is strongly affected. The effects of
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TcdA and TcdB on gene expression in host cells have been interrogated in other studies focusing

on individual pathways, but until now, an analysis of the comprehensive global transcriptional

response induced by either TcdA or TcdB alone had not been performed.

Our systems approach identified a disruption of the cell cycle not readily apparent from a ranked

list of genes. This approach overcame difficulties in deciphering the particular relevance of genes

known to be induced by several stimuli or genes whose expression leads to many possible cellular

phenotypes. JUN is overall the most differentially expressed gene in our data, and, considering

TcdA or TcdB as a cellular stress, its dramatic increase in expression is consistent with it being

characterized as a stress-response gene. However, increased JUN expression has also been associated

with the promotion of G1 progression, protection from apoptosis after ultraviolet radiation, and even

induction of apoptosis [226]. Clearly, multiple events may lead to the same changes in expression

of an individual gene. The identification of functions associated with many of the differentially

expressed genes thus provides better evidence of actual biological functions important to the toxin

response.

These results have clarified the effects of TcdA and TcdB at each stage of the cell cycle. In

studying Rho signaling, Welsh et al. showed that combined Rho, Rac, and Cdc42 inhibition by

TcdA (200 ng/ml) in fibroblasts led to decreased cyclin D1 expression and an inability of serum-

starved cells, stimulated with fetal calf serum and treated with toxin, to progress past the G1

phase [227]. Importantly, we show that a strong G1 arrest occurs in unsynchronized, proliferating

epithelial cells. Only when treated with higher concentrations (100 ng/ml TcdA, 10 ng/ml TcdB)

of toxin did we begin to observe the inhibition of cell division at the G2/M phase in a significant

proportion of cells. With regard to cell death, others have shown an increased susceptibility of

S-phase cells to toxin treatment [228]. We did observe an increase in the proportion of apoptotic

S or G2/M phase cells. At low concentrations (10 ng/ml TcdA, 1 ng/ml TcdB), the decrease in

the proportion of S-phase cells, however, could not be entirely accounted for by death of cells at

a particular point in the growth cycle. Rather, many non-apoptotic cells remained in the G0/G1

phase.
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5.6 Conclusion

Our results have several implications in reference to the role of these toxins in pathogenicity. In

a host, the gut epithelial cells normally turn over every 2-3 days [229]. Disruption of this cellular

renewal process, and therefore cell cycle, impairs the maintenance of the epithelial barrier. The

ability of both TcdA and TcdB to arrest growth at the G0/G1 phase and the G2 –M transition, by

likely different mechanisms (G1 arrest occurs even at low toxin concentrations and is associated with

altered protein signaling; G2 arrest is likely associated with disorganization of the cytoskeleton),

places each toxin in the category of cyclomodulins. As has been previously shown however, control

of cell proliferation is certainly not their only or necessarily primary effect (e.g., inflammation,

disruption of tight junctions). The high similarity in the gene expression induced by these two

toxins indicates that, qualitatively, their effects and the overall cellular responses are comparable.

The rate of internalization and/or the rapidity of inactivation of Rho-family proteins in different

hosts may partially account for the different rates in the onset of gene expression. Though we did not

observe synergy or antagonism between the two toxins, it is possible that each could differentially

bind various cell types and therefore act synergistically within a host. Clearly, the response to each

toxin is a complex process involving the activation and inhibition of several pathways in different

cell types. The integration and use of the data we present here have and will continue to aid the

organization of these multiple effects into a central framework for interrogating toxin activity.
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Chapter 6

In vivo physiological and

transcriptional profiling of Toxins A

and B

6.1 From in vitro to in vivo host responses

The cell cycle is disrupted in HCT8 epithelial cells, but does something a similar thing happen

to epithelial cells in the intestines? To answer this, we isolated epithelial cells from mice injected

with toxins. There was no significant difference in the proportions of cells in each stage of the cell

cycle when comparing treatment groups (data not shown). This may have been because most of

the epithelial cells in the intestines are no longer growing. The cell cycle is already stopped. We

therefore performed immunohistochemistry for changes in cell growth markers Ki67 and PCNA

at the base of intestinal crypts (the locations where cells are still dividing). The results were

not definitive (data not shown), but did indicate that their might be changes in cell cycle for the

small minority of epithelial cells that are actively dividing and growing. Better techniques will be

required to isolate changes in specific cell types [231, 232]. For example, one could use transgenic

Fucci mice, whose cells fluoresce red or green depending on their stage in the cell cycle [233]. In

addition to cell cycle regulators, many other genes were altered in HCT8 cells, but their relevance

in the pathogenesis of disease could not be assessed in vitro. In this chapter, I present altered

53
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gene expression induced by TcdA and TcdB in a mouse intoxication model. Several novel responses

were identified, and comparisons between in vitro and in vivo experiments are discussed in the last

sections.

6.2 Synopsis

Toxin A (TcdA) and toxin B (TcdB) of Clostridium difficile cause gross pathologic changes (e.g.,

inflammation, secretion, and diarrhea) in the infected host, yet the molecular and cellular pathways

leading to observed host responses are poorly understood. To address this gap, we evaluated the

effects of single doses of TcdA and/or TcdB injected into the ceca of mice and several endpoints

were analyzed, including tissue pathology, neutrophil infiltration, epithelial-layer gene expression,

chemokine levels, and blood-cell counts—2, 6, and 16h after injection. In addition to confirming

TcdA’s gross pathologic effects, we found that both TcdA and TcdB resulted in neutrophil infiltra-

tion. Bioinformatics analyses identified altered expression of genes associated with the metabolism

of lipids, fatty acids, and detoxification; small GTPase activity; and immune function and inflamma-

tion. Further analysis revealed transient expression of several chemokines (e.g., Cxcl1 and Cxcl2).

Antibody neutralization of CXCL1 and CXCL2 did not affect TcdA-induced local pathology or

neutrophil infiltration, but it did decrease the peripheral blood neutrophil count. Additionally, low

serum levels of CXCL1 and CXCL2 corresponded with greater survival. Though TcdA induced

more pronounced transcriptional changes than TcdB and the upregulated chemokine expression

was unique to TcdA, the overall transcriptional responses to TcdA and TcdB were strongly corre-

lated, supporting differences primarily in timing and potency rather than differences in the type of

intracellular host response. In addition, the transcriptional data revealed novel toxin effects (e.g.,

altered expression of GTPase-associated and metabolic genes) underlying observed physiological

responses to C. difficile toxins.

6.3 Introduction

The toxins TcdA and TcdB are two key virulence factors of C. difficile, an intestinal, opportunistic

pathogen responsible for more than 300,000 infections in the US per year (2009 data) with several

estimates of annual cost between $433 million and $8.2 billion [1, 234–236]. Clinical manifestations
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Figure 6.1: Study workflow.

include leukocytosis and diarrhea. The importance of TcdA and TcdB is underlined by the facts that

strains without either toxin colonize but do not cause disease and that intoxication causes similar

manifestations as infection [223, 224, 237]. TcdA and TcdB are similar in size, amino acid sequence,

and enzymatic specificity, yet exhibit different enzymatic activities and in vivo potencies [163, 168,

206]. Furthermore, much remains unknown about common and divergent cellular pathways leading

to toxin-mediated host responses [238, 239].

Determining the relative roles of TcdA and TcdB in pathogenesis has proven difficult in part

because of variable findings within and between animal models as well as species-specific responses.

Clinically, strains lacking TcdA are commonly isolated from infected patients, and no TcdA+/TcdB-

clinical strain has ever been reported [240]. Toxin effects in the context of infection have typically

been studied using animal models in which an antibiotic regimen and subsequent disruption of

intestinal flora must precede infection with C. difficile [165, 241]. By generating mutant strains,

Lyras et al. found that TcdB but not TcdA was essential for hamster infection, yet Kuehne et al.

found, in a similar hamster infection model, that either toxin was sufficient [223, 224]. Investigating
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toxin effects more directly, multiple intoxication models have demonstrated TcdA to be enterotoxic,

while TcdB caused little to no pathology [163, 237, 242]. However, epithelial damage in human

xenografts in mice is greater with TcdB than TcdA, suggesting that many differences in toxin

effects may be species-specific [243]. The ability of either toxin to bind, enter, and/or activate

intestinal cells may also explain differential effects of TcdA and TcdB. The sequences differ most in

the C-terminal binding domain. TcdB has been shown to be incapable of binding the brush border

membranes of hamsters, although TcdB has been found to further damage bruised ceca, synergize

with TcdA, and contribute to pathogenesis during infection [224, 242, 244]. Multiple receptors

for TcdA have been proposed or identified, yet the roles of these receptors in different organisms,

animal models, and cell types are unclear [245–250]. TcdB weakly binds various trisaccharides and

oligosaccharides, yet no functional receptor for TcdB has been identified [251]. It is also possible

that differences in intracellular actions of TcdA versus TcdB are responsible for differences in the

host response. Though a similar dose of TcdA or TcdB may result in different gross pathologies, it

is unclear if entirely different pathways are activated or repressed or if the same overall functions

are affected to different degrees. We previously analyzed the transcriptional response of a human,

ileocecal, epithelial cell line (HCT8) to TcdA and TcdB and showed that the toxins induce very

similar transcriptional signatures, yet the effects of TcdB occurred earlier [230]. In addition, we

found altered regulation of many genes involved in cell growth and division but no overwhelming

expression of inflammatory markers or other genes associated with physiological changes in vivo.

The in vivo effects of these toxins have not been investigated by measuring genome-wide responses,

and many of the links between cellular responses and physiological changes remain unknown. We

therefore used an in vivo system, intracecal injection of toxin into mice, and collected samples to

characterize the genome-wide cellular responses and gross physiological effects of each toxin over a

16h time course.

It has been difficult to tease apart the aspects of the host response to TcdA and TcdB because of

the important interactions among the many tissues, cell types, and signals involved [153, 252]. The

intestinal epithelium, the initial barrier to these toxins, continuously interacts with surrounding cells

throughout the development and resolution of disease. We therefore focused on the transcriptional

response of epithelial-layer cells to toxin and other toxin-related effects. Given the importance of

surrounding tissues and with recent evidence of systemic dissemination of toxins, we chose cecal
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injection of toxin, an open system, as opposed to closed ileal loop models or ex vivo systems that

may restrict toxin to a limited area [253]. Additionally, previous studies have focused on separate

facets of the host response, typically with only one toxin per study [181, 254–259]. To address these

deficits in the knowledge of this illness, we measured genome-wide expression from epithelial-layer

cells exposed to TcdA and TcdB to simultaneously capture effects of each toxin.

Using this approach, we identify several genes differentially expressed after toxin treatment

that serve as specific candidates to investigate further. Additionally, we employ currently available

bioinformatic methods and also introduce novel methods to identify groups of regulated genes

associated with known biological functions. Our measurements were taken on several biological

levels to link changes in one set of variables (e.g., gene expression) to changes in others (e.g.,

pathology and blood counts). These linkages serve as tools to validate previous findings as well as

identify novel functions affected by TcdA or TcdB. Of the many linkages that could be explored,

we further investigated chemokine expression and the role of two chemokines in the response to

TcdA cecal injection with respect to changes in pathology, neutrophil recruitment, and survival. In

addition to the comparison between toxins and identification of differentially expressed genes, these

associations and concepts serve as a basis for further probing the host response to these toxins in

the context of C. difficile infection.

6.4 Methods

6.4.1 Cecal injection

All procedures involving animals were conducted in accordance with the guidelines of the University

of Virginia IACUC (Protocol #3626). Purified TcdA and TcdB were generously provided by Dr.

David Lyerly at TECHLAB, Inc. Mice (male C57BL/6J, 8 w.o. from Jackson Laboratories)

were anesthetized with ketamine/xylazine in preparation for surgery. A midline laparotomy was

performed to locate the cecum, and 20 μg of toxin in 100 μL of 0.9% normal saline was injected into

the distal tip. Incisions were sutured, and animals were monitored during recovery. Sham injected

animals received only 100 μL of saline. If an animal became moribund (i.e., hunched posture, ruffled

coat, or little to no movement), they were immediately euthanized.
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6.4.2 Cell culture

An immortalized, C57BL/6 mouse, cecal epithelial cell line (passage 9) was provided from the lab-

oratory of Dr. Eric Houpt and maintained as described by Becker et al. [260]. Toxin cytopathicity

was assessed by measuring changes in cell adherence and morphology using a multi-well, contin-

uous, electrical impedance assay (xCelligence; ACEA Biosciences). In each well, 20x solutions of

TcdA or TcdB (prepared in media) were added 34h after seeding 21,000 cells yielding the indicated

concentrations.

6.4.3 Blood counts

Blood was collected using cardiac puncture and complete blood counts were measured using a

HEMAVET 950FS (Drew Scientific). Serum was analyzed for levels of systemic chemokines using

MILLIPLEX MAP beads, and the signal was measured using a Luminex 100 IS System (UVA Flow

Cytometry Core Facility).

6.4.4 Histology

A cross section from the middle of each cecum was dissected and fixed. The tissues were paraffin-

embedded, sectioned, and stained by the UVA histology core. H&E sections were coded and scored

by a blinded observer using parameters to assess inflammation, luminal exudates, mucosa thicken-

ing, edema, and epithelial erosions [261]. Each of these five parameters was scored between zero and

three yielding total pathology scores between zero and fifteen. Eosinophils were detected in tissue

using Congo Red Staining [262]. Tissues for H&E, MPO, and eosinophil staining were fixed in

Bouin’s solution; tissues for other measurements were fixed in 4% paraformaldehyde. Immunohis-

tochemistry was performed by the Biorepository and Tissue Research Facility at the University of

Virginia. Monocytes/macrophages, dendritic cells, and neutrophils were separately identified using

the markers F4/80 (clone CI:A3-1; AbD Serotec), Ly75 (EPR5233; Abcam), and myeloperoxidase

(MPO; rabbit-anti-MPO; Novus Biologicals), respectively. The presence of neutrophils was quan-

tified by averaging the number of positive cells associated with epithelial and subepithelial layers in

ten random fields (40x objective). Monocytes/macrophages and dendritic cell staining was scored

by analyzing each section for the number of positive cells and overall staining intensity. Samples
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were assigned scores of 1 (few cells/weak staining), 2 (moderate staining), or 3 (many cells/intense

staining).

6.4.5 Isolation of cells from cecal tissue

The remaining two sections of each cecum were opened longitudinally, rinsed with Hank’s Balanced

Salt Solution (HBSS, Gibco), and shaken at 250 rpm for 30 minutes at 37°C in HBSS containing

50mM EDTA and 1mM DTT in order to remove epithelial layer cells. The digested tissue was

strained with a 100-μm cell strainer, and the filtrate was centrifuged (1,000×g, 4°C, 10 min). Cells

were resuspended in red-cell lysis buffer (150 mM NH4Cl, 10mM NaHCO3, 0.1 mM EDTA) and

centrifuged again. The pelleted cells were used immediately for flow cytometry or stored at -

80°C until RNA isolation. RNA was isolated using the RNeasy mini kit (Qiagen) with on-column

DNase digestion according to manufacturer’s instructions. Protein was collected from cell lysate

supernatants, which were made using a lysis buffer containing 50 mM HEPES, 1% Triton-X100,

and HALT protease inhibitor. The lysate was incubated on ice for 30 minutes and centrifuged

(13,000×g, 4°C, 10 min). Clarified supernatants were stored at -80°C.

6.4.6 Flow cytometry

Epithelial layer cells were isolated from mice 16h after injection with TcdA (n=2), TcdB (n=3),

or saline control (n=3). The cell preparations were stained with markers including CD3� (BV421;

BioLegend), cytokeratin (PE; Novus Biologicals), CD11b (APC-Cy7; BioLegend), B220 (FITC;

BD Bioscience), and CD45 (V500; BD Bioscience) to detect different populations. Samples were

analyzed on the CyAn ADP analyzer; 50,000 events were collected and subsequently analyzed using

FlowJo software.

6.4.7 Antibody-mediated neutralization of chemokines

For each antibody, 100 μg was administered by intraperitoneal injection 16h before sham/toxin

injection. Mice received a combination of anti-CXCL1 (clone 48415) and anti-CXCL2 (clone 40605)

or the relevant isotype controls (clones 54447 and 141945). All antibodies were purchased from R&D

systems and resuspended according to the manufacturer’s directions. Decreased levels of CXCL1
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and CXCL2 in the serum of mice receiving neutralizing antibody (compared to isotype controls)

were indicative that the neutralization was successful.

6.4.8 Microarray procedure

An Agilent 2100 BioAnalyzer was used to assess RNA integrity. cDNA was synthesized, biotin

labeled, and hybridized to Affymetrix Mouse Genome 430 2.0 GeneChip according to the manu-

facturer’s instructions. Arrays were scanned with a GeneChip System 3000 7G (Affymetrix).

6.4.9 Statistical analysis

Unless otherwise stated, each two-sample test is a two-sided Mann-Whitney U test.

6.4.10 Microarray preprocessing

Multiple steps are involved in processing the raw data of microarrays to a matrix of signal intensity

values. We first introduce the usual steps and then describe the methods we chose for each step.

Possible steps in processing microarrays

Except for probe set summarization, each one of the steps below is optional. The order of some

steps may be alternated, though this is not typical.

1. Background correction: Each array is corrected for background intensity.

2. Probe level normalization: All arrays are normalized to each other based on the probe level

data.

3. Mismatch correction: The signal intensity of perfect-match probes is corrected based on the

signal from corresponding mismatch probes.

4. Probe set summarization: The probes in each probe set are summarized into one probe set

signal intensity

Each step has about four to ten different computational methods that can be used. Many of

the methods have several optional parameters. Hence, the number of ways to process microarrays

is vast.
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Steps taken in processing microarrays

In the list below are the computatonal methods we chose for the microarray processing steps

described in the last section. Instead of presenting the lengthy comparative analysis of the many

sequences of methods that we examined, we provide only a brief description of either why a method

was chosen or why others were not.

1. Background correction [10]: gcRMA[17] was not used since it has been shown to cause ar-

tificially high gene-gene correlation which would affect our gene set enrichment tests [27].

Instead, RMA normalization was used.

2. Probe level normalization: Cyclic loess normalization was used over quantile normalization

because of quantile normalization’s assumption that the probes on each microarray have the

exact same distribution [263]. Invariant set normalization caused some microarrays to become

outliers, which we observed using principal components analysis [18]. A second cyclic loess

normalization was applied at the probe set level.

3. Perfect match correction: Only perfect match probes were used. Although several model-

based processing techniques have shown that mismatch probes provide useful information,

the precise way in which mismatch probes should be used to correct for the signal from the

corresponding perfect match probes remains unclear [264].

4. Probe set summarization: Median polish was used as opposed to Tukey’s Bi-Weight algorithm

to better account for differences in probe affinities [265, 266].

6.4.11 Determining differentially expressed genes

As with processing raw microarray data, there are many methods and options for determining the

significance of a probe set’s change in expression between two sample groups. We analyzed the

results from many available methods, but only briefly explain some of the findings that led us

to the statistical test which we chose. Though permutation tests such as significance analysis of

microarrays are advantageous because they are less sensitive to outliers, we did not use such tests

because our low sample numbers did not allow many permutations to be generated [46]. We did not

use simple fold change cutoffs because they do not account for variation among replicates. We also
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considered limma’s moderated t-statistic [64]. We found that many of the significant probe sets

identified by limma had low intensity values but very small expression differences between sample

groups. This was due to the near zero standard errors of some probe sets which we believed to

occur for mostly technical, not biological reasons. We therefore used cyberT, which, in practice,

adjusts the standard deviation for a probe set depending on the signal intensity of that probe set

[49].

The next problem is deciding what p-value cutoff to use for determining which probe sets are

“significant”. To help with this, various “p-value adjustments” or “FDR corrections” use the p-value

distribution to estimate the false discovery rate (FDR). FDR corrections generate q values that

describe the false discovery rate for a group of genes. For instance, if the tenth ranked gene has

a q value of 0.2, then 2 of the top ten genes should be false positives and the other 8 should be

true positives. We chose to use the Benjamini-Hochberg p-value adjustment instead of other more

conservative methods such as the Bonferroni correction which controls the family-wise error rate

[267]. This helps conceptually, yet still leaves an arbitrary choice of what q-value cutoff to use. We

chose a cutoff of q<0.01 for mostly the practical reason that the number of significant genes it led

to was manageable.

Of the many statistical tests that we analyzed, we found that the number of differentially

expressed genes varied from test to test. However, for each test, the number of differentially

expressed genes for one comaparison relative to another comparison was similar. For instance,

if statistical test A, relative to test B, found double the number of differentially expressed genes

for the TcdA versus sham comparison at 2h, then test A also found about double the number of

differentially expressed genes in all other comparisons. Also, the ranking of the genes was fairly

consistent for different statistical tests. Hence, in our next analysis of gene set enrichment, we

sought enrichment methods which use expression values or test statistics, not those that require

genes to be set as “differentially expressed” or “not differentially expressed”.

6.4.12 Gene set enrichment

As briefly mentioned in the manuscript, gene set enrichment methods help to understand the

biological functions associated with changes in gene expression data. To define gene sets, we used

gene function annotations from the Gene Ontology and Reactome databases.
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Much of the bioinformatics literature has categorized different enrichment methods by the type

of hypothesis tested [182].

Competitive

One possible hypothesis tested in the “competitive” gene set enrichment method CAMERA, de-

veloped by Wu et al., is whether the mean t-statistic for the genes in a gene set is significantly

different than the genes not in the gene set [268]. In other words, it tests whether or not the genes

in a gene set are more differentially expressed than the genes outside of the gene set. As this type of

test compares the differential expression of two competing groups of genes (genes in the set versus

not in the set), it has come to be named a “competitive” test. CAMERA was written to use the

moderated t-statistic from limma [64]. We wrote a modified version of CAMERA to instead use

the cyberT t statistic, the same statistic used in our differential gene expression analysis [49].

Self-contained

Another important and common null hypothesis is that the genes in the gene set are not differen-

tially expressed at all. Since this type of test requires only data from genes in the gene set, it has

been coined a “self-contained” test. Our self-contained method tests whether the avearge t-statistic

for the genes in a gene set is zero.

To describe our self-contained test, we use the notations from the CAMERA manuscript [268].

Consider a gene-wise statistic, zi for gene i in a gene set with m genes. In our self-contained test,

this statistic is the standard normal deviate which has the same quantile as the cyberT t-statistic;

a similar transformation is also performed with CAMERA. Under the null hypothesis that the

average of the gene expression differences between the two sample groups is zero, the gene set’s

mean test statistic, z̄, is normally distributed with µ = 0 and

V ar(z̄) =
1

m2

 m∑
i=1

σ2
i +

∑
i<j

σiσjρij

 . (6.1)

Since zi ∼ N (0, 1) for all i,

V ar(z̄) =
1

m
+

m− 1

m
ρ̄ (6.2)
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where ρ̄ is the average correlation between genes in the gene set. Note for large m, V ar(z) ≈ ρ̄.

If z̄k is the mean test statistic for gene set k calculated from the data, then a p-value is calculated

using location of z̄k in the cumulative distribution function of z̄. This novel method improves upon

another published, parametric gene set enrichment method, namely PAGE [269].

6.4.13 Cytopathic effects on a mouse, cecal, epithelial cell line

The cytopathic effects (e.g. cell rounding) of TcdA and TcdB were confirmed using an immortalized,

mouse, cecal epithelial cell line (Methods). These effects were quantified by continuously measuring

Figure 6.2: Cytopathic effects of TcdA and TcdB on a mouse epithelial cell line.
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the impedance across the surface of electrode-embedded wells (ACEA Biosciences). Similar methods

and instrumentation have been used previously in an ultrasensitive assay to detect TcdA and TcdB.

[270] Changes in impedance represent changes in cell adherence, morphology, and number. Our

visual observations of cell rounding corresponded with changes in impedance.

Figure 6.2 shows impedance before and after toxin addition. All readings are normalized to

the impedance at the time the toxin was added. Gray ribbons surrounding the lines represent the

standard deviation (n=2 per concentration, n=3 for control). If ribbons are not visible, this is

because the replicates are highly similar. An impedance of zero is the impedance of media before

cells were seeded.

The minimum concentration of TcdA needed to alter an impedance profile (as shown in Fig-

ure 6.2) is between 10 and 100 pg/ml (in a volume of 210.5 μl); the concentration for TcdB is

approximately 10 fg/ml. Hence, TcdB is at least 1,000 times more potent than TcdA in vitro with

immortalized epithelial cells from a mouse cecum. Interestingly, our results clearly show that TcdA

more potently induces inflammation and tissue damage in vivo. The initial concentration in our

cecal injection experiments was 20μg/100μl=200μg/ml. Nevertheless, the preparations of TcdA and

TcdB used in this study affect mouse cells rapidly (e.g. <10min for TcdB at 100 ng/ml, Figure 6.2)

at concentrations comparable to and even far lower than the initial concentrations in our in vivo

experiments.

6.5 Results

6.5.1 Dose-response to TcdA cecal injection

To understand the potency of TcdA in a cecal injection system, a dose-response experiment was

performed with histopathology as the measured outcome. Five histopathology parameters were

scored from zero to three, for a total possible score between zero and fifteen (Methods). Excluding

the largest dose (40 μg), TcdA dose was positively correlated with the parameters “Architecture

and epithelial erosions”, “Congestion and luminal exudates”, and “Inflammation” (Figure 6.3). The

total histopathology score was similarly correlated. The 20 μg dose led to the highest scores; the

scores with the 40 μg dose were similar to the scores for the 5 or 10 μg dose. A slight correlation

between toxin dose and the “Edema” and ”Mucosal thickening” parameters may be observed from
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Figure 6.3, yet this possible correlation is unclear due to Sham mice scoring similar to all other

toxin doses. TcdA thus affects aspects of histopathology at 5 μg, the lowest dose tested. Maximal

effects occur with 20 μg, the dose used in all our other experiments.
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Figure 6.3: Histopathology 6h after cecal injection with TcdA.

6.5.2 Survival after cecal injection

In addition to the dose-response experiment, three cecal injection experiments were performed,

each on different days (Table 6.1).

6.5.3 Physiological results of toxin cecal injection

TcdA, TcdB, or TcdA and TcdB (TcdA+B) were injected into the cecum to study an anatomical

site affected during infection (Figure 6.1). The TcdA dose (20 μg/animal) and incubation periods

(2, 6, and 16h) were chosen based on our in vitro data and dose-response experiments (Figure 6.3)

in order to capture the early effects from a single dose of toxin [230]. The biological activities of

TcdA and TcdB were confirmed using an immortalized, mouse, cecal epithelial cell line (Figure 6.2).

Relative to sham controls, TcdA-challenged mice had greater total pathology scores (more
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2 hours 6 hours 16 hours TcdA TcdB
Toxin: A B A+B Sham A B A+B Sham A B Sham Lot # Lot #

Dose-response — — — — 15/16* — — 3/3 — — — 0810123 —
Exp. 1 3/3 5/5 3/3 3/3 3/3 3/3 1/3 3/4 3/3 2/3 3/3 0909101 0209165
Exp. 2 3/4 4/4 — 4/4 3/4 3/4 — 3/4 5/5 4/5 5/5 0909101 0209165
Exp. 3 — — — — — — — — 2/5 3/4 3/3 0810123 0209165
Totals 6/7 9/9 3/3 7/7 10/11 6/7 1/3 9/11 10/13 9/12 11/11

86% 100% 100% 100% 91% 86% 33% 82% 77% 75% 100%

Table 6.1: Survival in cecal injection experiments The “15/16*” in the table are the mice
shown in Figure 6.3. Only four of these mice were given 20 μg, and only these four are included in
the “Totals”. The one mouse that did not survive in the dose-response experiment was given 5μg
of TcdA. The TECHLAB® lot numbers of the toxins used are given in the last two columns. Mice
used for microarrays and all protein measurements were from experiments 1 and 2. The numbers
give the fraction of survivors in each sample group (# survivors/total mice).

severe pathology) at 2, 6, and 16h (Figure 6.4A and Figure 6.4B), with higher scores for all five

measured parameters at 16h (p<0.01), all but mucosa thickening at 6h (p<0.03), and all but luminal

exudates at 2h (p<0.02). In contrast, the average total pathology score for TcdB-challenged mice

was significantly higher than sham mice at only 16h (p<0.05). At 2h, TcdA+B led to mucosal

thickening, inflammation, and edema (p<0.04). Mice challenged with TcdA experienced diarrhea

at intermediate and late time points based on visual observations of wet tail and clumped cage

bedding. We also examined the colons of mice 16h after TcdA, TcdB, or sham challenge in order

to determine if there are distant effects from the cecal injection. Using the same scoring system, no

significant differences in histopathology scores were noted throughout the colon (data not shown).

The complete blood counts and infiltration of immune cells are also altered by TcdA and TcdB.

In blood drawn by cardiac puncture 16h after injection of TcdB, there was an increased concen-

tration of several cell types (Figure 6.5). At 16h, TcdA slightly increased the concentration of

monocytes (p<0.1), but decreased the concentrations of lymphocytes and platelets (p<0.05). The

increased systemic concentration of monocytes after TcdA challenge is reflected in their infiltration

into the cecal submucosa 6 and 16h after injection (based on immunohistochemistry staining using

F4/80, Table 6.2). In addition, increases in dendritic cells were also evident in the submucosa 6h

and 16h after TcdA challenge. Relative to sham, TcdA and TcdB increased neutrophil infiltration

at 16h (p≤0.02, using MPO staining), and at 6h, neutrophil infiltration in four of the six animals

challenged with TcdA was greater than neutrophil infiltration in any sham mouse (Figure 6.4C).
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Figure 6.4: Physiological
changes post toxin injection.
Panels A, B, and C include data
combined from four independent
experiments with 7, 39, 36, and 12
mice. In total, 10 of 94 mice did not
survive until the experimental end
point: one TcdA-treated mouse did
not survive to 2h, six mice did not
survive to 6h (1 TcdA, 2 TcdA+B,
1 TcdB, 2 Sham), and six mice did
not survive to 16h (3 TcdB, 3 TcdA;
Table 6.1). The data points displayed
in the figure were used for each statis-
tical test. The horizontal lines above
the bar charts which connect two
sample groups indicate a two-sample
statistical tests. The p-values for
these tests are indicated beside the
lines. (A) Representative examples
of H&E-stained cecal tissue sections
from the eleven indicated sample
groups. (B) Total histopathology
score (see 6.4.4) from cecal-tissue
sections. Except for the two mice
injected with TcdA+B (two mice not
used for microarrays), histopathology
scores were not measured for mice
that did not survive. Since two of
three mice injected with TcdA+B
did not survive to six hours in our
first experiment, we dedicated more
mice for TcdA and TcdB at 16h so
that no samples were obtained for
TcdA+B at 16h. All subsequent
experiments also excluded the 16h
time point for injection of TcdA+B.
(C) The number of cells within the
mucosa and immediate submucosa
which were positive for MPO af-
ter immunohistochemical staining.
*p=0.055 by the two-sided t test.
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Figure 6.5: The concentration of circulating blood cells is altered during intoxication
Blood was drawn by cardiac puncture immediately after mice were euthanized. Only measurements
for mice which survived to the end point are represented in the figure. Sufficient blood to measure
complete blood counts was not capable of being drawn from every mouse. The mean corpuscular
volume (MCV), mean corpuscular hemoglobin (MCH), MCH concentration (MCHC), red blood cell
distribution width (RDW), and mean platelet volume (MPV) were similar across all three sample
groups and are not shown.

6.5.4 Host transcription altered by toxin injection

We evaluated gene expression changes in the epithelial layer to characterize the host-cell responses

to TcdA and TcdB. To determine the proportions of cell types within our epithelial-layer isolation,

we used flow cytometry to analyze cells from mice 16h after TcdA, TcdB, and sham challenge

(Figure 6.6). The percentage of epithelial cells (cytokeratin+) was similar across all experimental

conditions, averaging 85%. Approximately half of the remaining non-epithelial fraction in each

experimental condition was leukocytes (CD45+). However, the number of leukocytes was slightly

greater for TcdA-challenged mice over sham controls (p=0.06). Within the leukocyte fraction,

there was no significant difference between experimental conditions in the percentage of CD3+

cells (average of 40%, T cell marker) or CD11b+ cells (average of 59%, marker for myeloid lineage).

However, the percentage of leukocytes positive for B220, a common B cell marker, was greater



70 CHAPTER 6. IN VIVO TOXIN RESPONSES

Cell type: Macrophages Dendritic Cells Eosinophils
Marker: F4/80 Ly75 Congo Red n

Sham, 6h: + + + 4
TcdA, 6h: +++ ++ + 8 (4 for F4/80)

Sham, 16h: + + + 4
TcdA, 16h: +++ +++ + 7

Table 6.2: Infiltration of immune cells 6h and 16h after cecal injection To determine if
monocytes/macrophages, dendritic cells, and eosinophils infiltrate the epithelial layer after cecal
injection of toxin, we used immunohistochemistry markers (Methods). Cecal tissue sections were
scored by analyzing each section for the number of positive cells and overall staining intensity.
Samples were assigned scores of + (few cells/weak staining), ++ (moderate staining), or +++
(increased cell/intense staining).

in TcdB samples than sham samples (60% versus 34%, p<0.01). The remaining non-epithelial

fraction, an average of 7.5% of all cells, was not characterized by the markers used. The same

epithelial-layer isolation procedure was used for all gene expression measurements.

For both toxins, a small set of genes is affected at 2h and, at 6h and 16h, hundreds or thousands

are differentially expressed. A more pronounced TcdA transcriptional response, compared to TcdB,

is consistent with TcdA’s greater pathophysiological effects in vivo (Figure 6.4B). However, many of

the expression changes induced by TcdA and TcdB are similar. Over 50% and 90% of the genes that

are differentially expressed after TcdB treatment, at 6h and 16h respectively, are also differentially

expressed after TcdA treatment (Figure 6.7A). Comparing challenge with individual toxins versus

TcdA+B challenge, the transcriptional response induced by TcdA+B is very similar to that induced

by TcdA alone. For instance, at 2h, 12 of the 20 genes with a significant change in expression after

TcdA challenge were also differentially expressed after TcdA+B challenge. Although the degree of

pathology and magnitude of transcriptional changes are significantly different between TcdA and

TcdB, the overall transcriptional responses to TcdA and TcdB are highly correlated (Figure 6.7B).

Hence, in general, gene expression that is affected by TcdA is also affected by TcdB but to a lesser

extent, suggesting broadly similar in vivo cellular responses to TcdA and TcdB.

For an initial perspective of which genes are affected, we present genes differentially expressed

2h post toxin challenge (Table 6.3). These include several transcription factors (Atf3, Egr1, and

Jun) and an mRNA binding protein (Zfp36). Consistent with the observed pathology, several of

the affected genes at 2h are related to the regulation of inflammation (C3, Cxcl1, Cxcl10, Dusp1,

Egr1, etc.). Increased expression of Sprr1a and Atf3, markers of neuronal damage, is interesting
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Figure 6.6: Cell type proportions as determined by flow cytometry The cell type pro-
portions within the epithelial-layer cell isolation were determined by flow cytometry. Two separate
flow cytometry panels were used. For each sample, 50,000 events, or particles, were captured. For
both panels, all particles were initially gated using pulse width and forward scatter-area to select
for single cells, or singlets. Events in this gate were then separated by forward scatter and side
scatter to identify epithelial and non-epithelial fractions. Epithelial cells were then validated using
cytokeratin positivity in the first panel. The non-epithelial fractions from both panels were further
characterized with CD45, a leukocyte marker. Finally, the leukocytes were further characterized
using CD3 (a T cell marker), CD11b (a myeloid lineage marker), and B220 (a primarily B cell
marker).

with respect to previous findings implicating involvement of the enteric nervous system in the

host response [271, 272]. Rhob, upregulated in our and others’ previous in vitro studies, is also



72 CHAPTER 6. IN VIVO TOXIN RESPONSES

Figure 6.7: Gene expression
changes post toxin injection..
(D) Venn diagrams show the over-
lap of which microarray probe sets are
differentially expressed (comparing
toxin-challenged mice versus Sham-
challenged mice using a cutoff of
q<0.01, see 6.4.10). All microar-
ray probes are annotated into 45,501
probe sets, each of which represents
the expression of one gene or multi-
ple similarly related genes. Since only
one microarray was used for TcdA+B
at 6h, statistical tests could not be
used to determine differentially ex-
pressed genes for that sample group.
(E) All probe sets which were dif-
ferentially expressed for at least one
time point were included in the heat
map. The Pearson correlation co-
efficients below the heat map are
generated by comparing the log fold
changes between each sample group.
The dendrogram above the heatmap
is a hierarchical clustering of the sam-
ple groups, using the correlation coef-
ficients as the distance metric.
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upregulated in these experiments [230, 273]. Manually scanning large lists of differentially expressed

genes provides novel and interesting findings, yet is impractical when the list includes thousands

of genes as is the case at 6 and 16h. This manual approach also overlooks groups of genes that

are only slightly regulated, but in a coordinated fashion. Therefore, we performed bioinformatics

analyses to identify other potentially important yet not readily apparent associations that could

reflect important functional relationships.

Time 2 hours 6 hours 16 hours
Toxin A B A+B A B A+B A B
Differentially expressed genes after TcdA challenge
Dusp1 4.8 1.3 4.4 6.4 -1.0 10.1 1.9 1.1
Rhob 4.2 1.2 3.8 4.0 1.5 4.8 2.2 1.3
Atf3 4.0 1.4 3.5 2.7 -1.2 4.0 1.2 2.0
Sprr1a 3.4 1.5 3.7 4.9 -1.1 8.8 -1.6 -1.4
C3 2.8 1.6 1.2 2.2 1.6 3.2 5.7 1.9
Areg 2.6 -1.1 2.5 12.8 2.4 15.5 14.9 5.1
Cxcl10 2.6 2.0 6.8 11.3 1.3 13.3 4.7 2.2
Insig1 2.5 1.5 1.8 -1.9 -1.1 -1.4 -2.3 -1.5
Errfi1 2.5 1.1 2.2 3.4 -1.0 5.5 -1.2 -1.4
Egr1 2.3 -1.1 1.5 2.5 1.9 5.0 3.7 1.4
Zfp36 2.2 1.1 2.0 2.9 1.8 3.4 2.2 1.2
Hmgcs1 1.8 1.2 1.6 -1.2 1.0 -1.1 2.4 1.5
Jun 1.8 1.3 1.6 1.4 1.2 1.6 -1.9 -1.1
Gm11545 1.6 1.1 1.7 7.3 1.9 8.2 5.6 3.8
1700006J14Rik -1.8 -1.3 -1.2 -1.3 1.4 -1.1 -1.6 -1.1
H3f3b -2.0 -1.5 -1.3 1.1 2.0 1.4 1.8 1.4
Lrrtm1 -2.3 -2.0 -2.2 -2.3 -1.5 -2.5 -1.9 -1.9
Slc8a1 -2.3 -1.3 -1.7 -3.4 1.4 -2.7 -2.9 1.0
Differentially expressed genes after TcdB challenge
Cxcl1 4.4 2.2 6.5 9.7 1.1 8.1 3.3 1.6
Mtch2 -1.5 -2.0 -1.7 -1.1 2.0 -1.6 -1.5 -1.2
Slc20a1 -1.9 -2.1 -2.5 -2.5 1.7 -2.7 -4.4 -1.5

Table 6.3: Genes with significantly altered expression 2h after TcdA and TcdB in-
jection Average fold changes relative to sham are shown (values of -1.1 and +1.1 imply a 10%
decrease and increase, respectively, in gene expression). The cutoff for determining a differentially
expressed gene is q<0.01 (see 6.4.10).

Many statistical tools, termed “enrichment methods”, can be used to determine if the tran-

scription of predefined sets of genes is significantly altered or “enriched”; this approach allows for

the characterization of cellular processes (instead of individual genes) that are affected. Given

our experimental design, we carefully chose two enrichment methods. In our implementation of a
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“competitive” enrichment method named CAMERA, which was developed by Wu et al., we test

whether the genes in a set are more differentially expressed than those outside the set [268]. We

also developed a “self-contained” test, inspired by CAMERA, to determine if the average change in

gene expression within each gene set is different than zero. Whereas the “competitive” hypothesis

may find a gene set (with several differentially expressed genes) to be insignificant because many

genes outside the set are also differentially expressed, the self-contained hypothesis would find the

same set to be significant. The self-contained test identified enriched functions for all samples; for

TcdA and TcdB samples at 2h, which have few differentially expressed genes, multiple gene sets are

enriched (Table 6.4). Using the competitive test for TcdA samples, no functions are enriched at 6h

(q<0.2) but several are enriched at 16h (Table 6.5). The genes within these groups are presented

below.

TcdA −log10(p) q Database
Interleukin-1-mediated signaling pathway 5.3 0.003 BP
Cellular response to hydrogen peroxide 5.1 0.003 BP
Positive regulation of fatty acid biosynthetic process 4.0 0.026 BP
Cholesterol metabolic process 3.7 0.042 BP
Hormone activity 4.2 0.021 MF
Innate immunity signaling 3.9 0.047 Reactome

TcdB
Negative regulation of the Notch signaling pathway 5.7 0.002 BP
Nuclear envelope lumen 3.6 0.045 CC
Genes involved in apoptotic cleavage of cellular proteins 4.0 0.037 Reactome
Membrane trafficking 3.6 0.043 Reactome

Table 6.4: Biological functions and gene sets associated with gene expression changes
2h after TcdA or TcdB injection Our self-contained enrichment test was run on multiple
databases separately, and gene sets with q<0.05 are shown. The logarithms of the p-values from
the enrichment test are shown. The Gene Ontology database is separated into three ontologies:
molecular functions (MF), biological processes (BP), and cellular components (CC). Mouse genes
were mapped to human orthologs so that the Reactome database could be used.

One of the most striking upregulated sets of genes includes those encoding proteins which bind to

GTP or GTPases (Table 6.5). These expression changes are most evident for TcdA at 16h, though

a similar pattern is observed at earlier time points and with TcdB (Figure 6.8A). The expression

of interferon-inducible GTPase genes is increasingly affected from 2h to 16h with either toxin. To

a lesser extent, the expression of several small GTPase genes, not directly tied to interferons or
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TcdA −log10(p) q
Cell surface binding 3.5 0.102
Rho GTPase binding 3.3 0.102
GTPase activity 3.1 0.107
GTP binding 2.9 0.107
Protein N-terminus binding 2.5 0.205
Glutathione transferase activity 2.3 0.205
Steroid binding 2.3 0.205
Carboxylase activity 2.2 0.205
RNA polymerase II core promoter sequence-specific DNA binding 2.2 0.205
Protein complex binding 2.1 0.205
Heme binding 2.1 0.205
Thiolester hydrolase activity 2.1 0.205
Fibronectin 2.1 0.205
Cholesterol binding 2.1 0.205
Histone deacetylase activity 2.1 0.205
Triglyceride lipase activity 2.0 0.210
Selenium binding 2.0 0.210
Aromatase activity 2.0 0.210
Beta-tubulin binding 1.9 0.210
Actin binding 1.9 0.210

Table 6.5: Molecular functions associated with gene expression changes 16h after TcdA
injection. The top 20 competitively enriched gene sets from the molecular function ontology of
the Gene Ontology database are shown.

immune function, is also altered. These small GTPases include members of several subfamilies

from the Ras protein superfamily. Genes encoding proteins which interact or bind with Rho family

proteins were also upregulated. Hence, in addition to the toxins’ glucosylation of small GTPases,

the in vivo transcription of many GTP and GTPase binding proteins with a wide range of functions

is clearly altered in response to TcdA and TcdB.

We also found an abundance of differentially expressed genes associated with cell metabolism

(Table 6.4 and Table 6.5). More specifically, many enzymes involved in fatty acid breakdown and

beta-oxidation were downregulated. Four other classes of enzymes were also downregulated: cy-

tochrome P450 enzymes, glutathione S-transferases, carboxylesterases, and sulfotransferases (Fig-

ure 6.8B). These genes span several metabolic pathways, yet there is a strong commonality in

their substrates, most of which include lipid and fatty acids or related compounds; xenobiotics;

or both. In addition to the conspicuous toxin-induced pathology and inflammation, recognition of

the altered expression of detoxification enzymes and fatty acid metabolic enzymes introduces an
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Figure 6.8: Biological functions associated with gene-expression changes. The expression
data was generated from the mice indicated in Figure 6.4B. (A) The fold changes of differentially
expressed GTPase and GTPase-binding genes. Only genes with greater than a two-fold change in
expression are shown. (B) Similar to (A), but instead showing genes associated with metabolic
functions associated with gene expression changes. (C) Expression changes and clustering of genes
annotated as being associated with immune regulation or inflammation. Genes were clustered based
on expression changes 6 and 16h after TcdA injection. In the scatterplots, black circles indicate
genes with low expression changes; these genes are not included in the line plots.

unexplored aspect of the host response to TcdA and TcdB.

Inflammation is a clear pathophysiological manifestation of toxin injection, and many inflammation-

associated genes are differentially expressed (Table 6.3, Figure 6.8C). However, at 6 and 16h, genes
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Figure 6.9: Expression changes of inflammation associated and immune regulatory
genes This figure extends Figure 6.8C to also show TcdB-induced and TcdA-induced expression
changes on separate, side-by-side plots.
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associated with inflammation are not expressed to a greater extent than genes associated with sev-

eral other functions (see Table 6.5). Competitive enrichment tests did find “inflammatory response”

and “chemotaxis” among the top six enriched functions for TcdA at 6h, but the enrichment of these

groups is not significant (q=0.32). Given the importance of inflammation in our physiological mea-

surements at 6 and 16h, yet no remarkable regulation of only inflammation-associated genes at

these times, we further investigated the expression of genes known to be linked with inflammation

and related physiological effects.

To identify temporal expression patterns, we clustered genes associated with immune regula-

tion and inflammation according to their change in expression over time (Figure 6.8C). Several of

these genes are upregulated at 6h and still at 16h, which may represent transcription that per-

petuates the inflammatory response or has anti-inflammatory effects. For TcdA, expression of five

chemokine genes (Cxcl1, Cxcl2, Cxcl3, Cxcl10, and Ccl3) is strongly upregulated at 6h (coinciding

with increased neutrophil infiltration) but subsides by 16h. The gene expression of several of these

chemokines also correlates with protein expression (r=0.67, TcdA at 6h, Figure 6.10). Though the

6h peak in chemokine gene expression does not occur with TcdB, TcdA-induced and TcdB-induced

gene expression changes are correlated for all other inflammatory genes (Figure 6.9). Hence, except

for the aforementioned chemokines, TcdA and TcdB similarly regulate inflammation-associated

and immune-regulatory genes, although TcdA-induced changes are on average two and three times

greater at 6 and 16h, respectively.

6.5.5 Comparisons of gene and protein expression of cytokines

To test the common assumption that gene expression correlates with protein expression, we com-

pared the microarray data for chemokines to the intracellular protein expression. After mapping

microarray probes to the appropriate Ensembl gene IDs, we found that TcdA-induced changes in

gene expression correlated to changes in protein expression (r=0.67, Figure 6.10A).

Figure 6.10B compares our measurements of changes in the gene expression of cecal epithelial

cells (Toxin A+B versus Sham at 6h; cecal injection) to protein concentration changes in mouse

colonic tissue lysates as measured by Hirota et al. (Toxin A+B versus Sham at 4h; intrarectal

instillation) [274]. Figure 6.10C compares cecal epithelial layer protein expression (Toxin A versus

Sham at 6h) to the same Hirota et al. data. Overall, the changes in the protein concentrations of



6.5. RESULTS 79

0.0 0.5 1.0 1.5 2.0 2.5 3.0

−1
0

1
2

3
4A B

C D

Ccl11
Lif

Cxcl10

Cxcl1

Ccl2

Ccl3

Cxcl2

Cxcl9

Ccl5

0 1 2 3 4

0
2

4
6

8 Ccl2

Ccl3

Ccl4

Ccl5

Cxcl1

Cxcl9

Cxcl10Ifng

Il1a

Il1b

Il2
Il3

Il5

Il6

Il7Il9

Il10

Il12b

Il13

Il17a

Lif Tnf

Csf3

Csf1 Vegfa

0.0 0.5 1.0 1.5 2.0 2.5 3.0

0
2

4
6

8

Lif

Cxcl10

Cxcl1

Ccl2

Ccl3

Cxcl9

Ccl5

0 1 2 3 4 5 6

0
2

4
6

8

Lif

Cxcl10

Cxcl1

Ccl2

Ccl3

Ccl4
Cxcl9

Ccl5

Toxin A, 6h cecal injection
Cecal epithelial layer cells

intracellular mRNA

Toxin A+B, 6h cecal injection
Cecal epithelial layer cells

intracellular mRNA

To
xi

n 
A

, 6
 h

 c
ec

al
 in

je
ct

io
n

Ce
ca

l e
pi

th
el

ia
l l

ay
er

 c
el

ls
in

tr
ac

el
lu

la
r p

ro
te

in

Toxin A, 6 h cecal injection
Cecal epithelial layer cells

intracellular protein

Toxin A, 6 h cecal injection
Blood serum

extracellular protein

All axes are log2 fold change of treatment relative to control. 
   Data points are at the center of protein and gene symbols.

Comparisons of gene and protein expression in cecal epithelial layer cells (this study), blood 
serum (this study), and colonic tissue lysates (intrarectal instillation of toxin, Hirota et al.)

To
xi

n 
A

+B
, 4

h 
in

tr
ar

ec
ta

l i
ns

til
la

tio
n

Co
lo

ni
c 

tis
su

e 
ly

sa
te

s 
(H

iro
ta

 e
t a

l.)
in

tr
ac

el
lu

la
r +

 e
xt

ra
ce

llu
la

r p
ro

te
in

To
xi

n 
A

+B
, 4

h 
in

tr
ar

ec
ta

l i
ns

til
la

tio
n

Co
lo

ni
c 

tis
su

e 
ly

sa
te

s 
(H

iro
ta

 e
t a

l.)
in

tr
ac

el
lu

la
r +

 e
xt

ra
ce

llu
la

r p
ro

te
in

To
xi

n 
A

+B
, 4

h 
in

tr
ar

ec
ta

l i
ns

til
la

tio
n

Co
lo

ni
c 

tis
su

e 
ly

sa
te

s 
(H

iro
ta

 e
t a

l.)
in

tr
ac

el
lu

la
r +

 e
xt

ra
ce

llu
la

r p
ro

te
in

1:1 line

1:1 line

1:1 line

1:1 lin
e

r=0.36
correlation coe�cient

r=0.68
correlation coe�cient

r=0.50
correlation coe�cient

r=0.67
correlation coe�cient

Figure 6.10: Cytokine gene and protein expression Our data for Ccl4 is not shown in
Figure 6.10A because the protein concentration measurements were at or below the detection limit
of our assay. The Ccl4 concentration from three mice treated with toxin A were 0.8, 0.8, and 4.8
pg/ml; the concentrations from three sham mice were 0.8, 0.8, and 14.72 pg/ml. Cell lysates were
obtained as described in the Methods of the Manuscript. Cytokine levels in serum and lysates were
measured by using MILLIPLEX® MAP beads and the signal was measured using a Luminex 100
IS System.
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colonic tissue were greater than measurements of gene or protein expression from cecal cells.

In addition to differences in the location of the intestine and differences in the biological

molecules being measured, the Hirota et al. samples were obtained from a different source, colonic

tissue. The colonic tissue presumably includes proteins from intracellular and extracellular pro-

teins, while many of our measurements included only intracellular protein or mRNA. Nevertheless,

Figure 6.10B and Figure 6.10C show correlation between the colonic tissue data and cecal epithelial

layer gene expression (r=0.5) and protein expression (r=0.36). Additionally, our measurements of

changes in blood serum cytokines after 6h of TcdA injection correlated best with the data from

Hirota et al. (Figure 6.10D).

6.5.6 CXCL1 and CXCL2 neutralization alters the host response to TcdA cecal

injection

To investigate the role of these acutely expressed chemokine genes in response to TcdA challenge,

we administered neutralizing antibodies against CXCL2 and the closely related CXCL1. In addi-

tion to the high expression of Cxcl2, we also chose Cxcl1 because it is another important primary

neutrophil chemoattractant. Anti-CXCL1 and anti-CXCL2 (or corresponding isotypes) were ad-

ministered by intraperitoneal injection (100 μg/antibody/animal) 16h prior to TcdA cecal injection.

TcdA-induced increases in the serum levels of CXCL1 and CXCL2 is significantly reduced in mice

pretreated with anti-CXCL1 and anti-CXCL2, demonstrating that systemic levels were effectively

neutralized compared to isotype controls (Figure 6.11A; p<0.01 for CXCL1, p<0.02 for CXCL2).

To test if neutralization of CXCL1 and CXCL2 alters expression of Cxcl1 and Cxcl2, we isolated

mRNA from epithelial-layer cells. We found that neutralization does not eliminate the 6h-peak

in Cxcl1 and Cxcl2 expression caused by TcdA (Figure 6.12). In addition, pathology and neu-

trophil infiltration in the cecum is not affected by administration of anti-CXCL1 and anti-CXCL2

(Figure 6.11C, Figure 6.13). However, 16h after TcdA injection, systemic neutrophil levels are

reduced by neutralization (Figure 6.11B). A larger percentage of mice survived after CXCL1 and

CXCL2 neutralization, though the experiment was not designed to assess survival and more sam-

ples would be necessary to determine statistical significance (Figure 6.11D). However, higher sera

levels of CXCL1 and CXCL2 correlate with a moribund state and administration of anti-CXCL1

and anti-CXCL2 reduces those chemokine elevations.
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Figure 6.11: Antibody neutralization of CXCL1 and CXCL2. In each panel, the four
sample groups are defined by two binary factors: (1) TcdA injection or sham injection and (2)
pretreatment with isotype antibodies or anti-CXCL1 and anti-CXCL2 antibodies. The data in all
panels are combined from two independent experiments, one with 24 mice and another with 14
mice (??). Missing values in panels A and B are due to the limited volume of blood that could
be drawn from some mice. The data points displayed in the figure were used for each statistical
test. Statistical tests are indicated with horizontal lines as described in the caption to Figure 6.4.
(A) Concentration of CXCL1 and CXCL2 in the sera of mice 6h after cecal injection of TcdA.
(B) Concentration of neutrophils in blood obtained by cardiac puncture. *p=0.057 by the Mann-
Whitney U test; using this nonparametric, two-sided test with three samples in one group and
four in the other, the minimum possible p-value is 0.057. p<0.02 by the two-sided t test. (C)
Total histopathology score (see 6.4.4) from cecal tissue sections. (D) Survival of mice after cecal
injection. Mice were monitored so that moribund mice were sacrificed and are counted as having
not survived (nonsurvivors).
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Figure 6.12: Cxcl1 and Cxcl2 expression after Cxcl1 & Cxcl2 neutralization Aside
from any possible feedback and regulatory mechanisms, i.p. administration of anti-Cxcl1 and anti-
Cxcl2 were predicted to neutralize extracellular proteins and not directly affect Cxcl1 and Cxcl2
expression. Using qRT-PCR to measure mRNA in epithelial-layer cells, we found that antibody
neutralization did not block the transient increase in Cxcl1 and Cxcl2 expression that we previously
measured by microarray. Actb and Hprt were used as “housekeeping” genes. The quantity of each
transcript was calculated as 2−∆∆Ct where ∆∆Ct is the difference in cycle threshold between the
transcript and the geometric mean of the housekeeping genes).

6.5.7 In vivo transcriptome response versus in vitro transcriptome and pro-

teome responses

In previous studies with epithelial cell lines, the response to TcdA and/or TcdB has been analyzed

with transcriptomic and proteomic techniques. In order to merge the data in this present study

to our previous data from a human ileocecal epithelial cell line (HCT8 cells) treated with TcdA or

TcdB, we mapped orthologous mouse and human genes [230]. These genes were further mapped to

human proteins in order to be compared to a recent proteomics study by Zeiser et al. who treated

Caco-2 cells with TcdA [275].

The fold changes of sample groups relative to control groups were compared using nonpara-

metric correlation coefficients (Figure 6.14). The values in cells of the figure are the correlation

coefficients squared (the square of the Pearson correlation coefficient is the coefficient of determi-

nation, or R2 value). The colors of the cells correspond to the correlation coefficients. Negative
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inhibit neutrophil infiltration in the cecum. We found that our neutralization did not affect the
amount of infiltration after injection of TcdA (Figure 6.13). The high variability for these limited
samples, however, makes it difficult to claim that isotype, anti-Cxcl1, and anti-Cxcl2 antibodies do
or do not have an effect on neutrophil infiltration 6h after cecal injection—at least with the method
in which we administered the antibodies.

correlations are blue; positive correlations are red. One-to-one orthologs were used to compare the

two transcriptional data sets (19,643 genes). The proteomics data set was merged separately since

data is available for many fewer proteins than genes (4,090 gene-protein pairs).

As seen above, there is little correlation between different studies and experimental systems. In

Figure 6.15, we show 13 of the most differentially expressed genes that were similarly expressed in

both our in vivo and in vitro data sets.
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Figure 6.15: Similarly expressed genes in vitro and in vivo

6.6 Discussion

This is the first study to characterize the genome-wide transcriptional response to TcdA and TcdB

in vivo. Additionally, several other parallel measurements were assessed to quantify changes at the

cellular and tissue levels. The overall dynamics of the host responses to TcdA include rapid changes

in cecal pathology, neutrophil infiltration, and gene expression. Conversely, TcdB elicits a delayed

transcriptional response and causes significantly less pathology yet still recruits neutrophils and

induces histopathological changes by 16h. The combined effects of TcdA and TcdB (20 μg/toxin)

on histopathology at 2h and the overall transcriptional response at 2h and 6h are not additive.

However, two of three mice injected with TcdA+B did not survive to our 6h time point, so we do

not rule out potential synergism at later times. For example, Hirota et al., using lower doses (5

μg/toxin), found that TcdA and TcdB may act synergistically 4h after both toxins are introduced

intrarectally [274]. As for TcdB alone, several studies have found that TcdB does not damage

hamster or mouse intestines, nor does TcdB bind to hamster brush border membranes [242, 244].

However, Lyerly et al. showed that, when the cecum was bruised before intragastric administration

of TcdB, all mice became ill [242]. Hence, it is possible that the experimental procedure of cecal

injection may allow or enhance the TcdB-induced pathology we observe at 16h. In line with our

findings that TcdB has pathologic effects, Libby et al. found that 16 of 16 hamsters died within

36h of cecal injection of 60 μg of TcdB and found that 35 μg of TcdA resulted in epithelial lesions,

edema, and neutrophil infiltration [237]. We were able to quantify separate aspects of these host
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responses over time, revealing the relative responses to TcdA and TcdB, individually altered genes

and markers of intoxication, and regulated gene sets associated with pathways that function at the

intracellular and extracellular levels.

This study builds on our previous analysis of the transcriptional response of a human ileocecal,

epithelial cell line (HCT8) to TcdA or TcdB (2, 6, and 24h after toxin treatment). After mapping

all orthologous genes, we found that the overall transcriptional response of HCT8 cells is poorly

correlated to the responses of the cecal epithelial layer cells in vivo (r2 < 0.03 for all comparisons,

Figure 6.14). Some of these dissimilarities are presumably due to the different experimental systems

and mRNA sources (in vitro vs. in vivo and human vs. mouse). Many differences may also represent

important responses primarily observed in an in vivo experimental system. For instance, transient

expression of chemokines and increased expression of several other cytokines was not observed in

HCT8 cells. Also, the altered expression of many metabolic genes did not occur in HCT8 cells.

Conversely, cell-cycle and DNA damage-associated gene sets were not enriched in vivo as they

were with HCT8 cells. Selecting for expression that is similar between the data sets, ten genes

are commonly upregulated (Rhob, Klf2, Klf6, Jun, Dusp1, Gdf15, Hspa1a, Dusp1, Bcl2l15, and

Gpx2) and a few are commonly downregulated (Edn1, Alpi, and Bmp2; Figure 6.15). In another

high-throughput analysis of the host cell response to TcdA, Zeiser et al. analyzed the changes in

the proteome of Caco2 cells 24h after TcdA exposure [275]. By mapping transcripts to proteins,

we found that the proteomics data was poorly correlated with transcriptional changes in HCT8

cells and our in vivo data (r2 < 0.01 for all comparisons). However, similar to our previous study

and this current study, Zeiser et al. did note changes in the amount of many cell-cycle associated

proteins and several proteins involved in lipid and cholesterol metabolism.

Aside from the quantitative and temporal differences of the physiological responses, many tran-

scriptional similarities exist between the host response to TcdA and TcdB. For both toxins, the

immediate transcriptional response, indicative of initial or acute toxin effects, is represented by

altered expression of a small set of genes. By 6h, the number of differentially expressed genes for

both toxins increases 200 fold, coinciding with changes in pathology including neutrophil infiltra-

tion. TcdA challenge leads to approximately ten-fold more differentially expressed genes at 2, 6,

and 16h; however, there is significant overlap in the genes affected by TcdA and TcdB (Figure 6.7).

Though TcdA-induced changes were greater in magnitude, correlation coefficients (which are scale
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invariant) between TcdA and TcdB demonstrate strong overall similarity in gene expression signa-

tures (Figure 6.7B). This difference in scale between the toxin responses may result from differences

in molecular functions and/or the number, type, and sensitivity of cells affected. Which and how

many cells are affected might also originate from the differential abilities of TcdA and TcdB to

bind and enter intestinal cells. In line with our results showing that TcdB caused significantly less

pathology than TcdA, Rolfe found little to no TcdB adsorption relative to TcdA on hamster brush

border membranes [244]. The location and transport of toxins within the gut, which is very poorly

understood, may also partly explain the extent of pathology in intoxicated mice. After cecal injec-

tion of TcdA or TcdB, we did not observe any significant pathology in the colon. Hence, the effects

of the toxins which we measured were restricted to the cecum. Nevertheless, other systemic effects

emanating from local insult may contribute to overall pathology. Multiple animal studies have

observed increased mucosal permeability after TcdA intoxication, and Steele et al. demonstrated

systemic dissemination of both TcdA and TcdB during severe infection in mice and piglets [253].

Despite the various explanations for the lesser effects we observe with TcdB, a change in transcrip-

tion after injection of TcdB is distinct even at 2h and 6h when changes in histopathology and many

other variables are not apparent. Furthermore, this transcriptional response is highly correlated

with the response to TcdA. Hence, the transcriptional analysis reveals that overall intracellular

responses of epithelial-layer cells to TcdA and TcdB are largely similar though the magnitudes of

the gross observed pathologies may differ.

Beyond piecemeal identification of genes with altered expression, the transcriptional data as

a whole reflects the cellular responses to underlying molecular interactions. Our analyses identi-

fied the upregulation of several genes encoding Rho binding proteins and small GTPases that are

known to be affected by TcdA and TcdB. We also identified strong upregulation of many interferon-

inducible GTPases. These interferon-inducible GTPases have been implicated in several mecha-

nisms of cell-autonomous immunity such as inflammasome activation, recognition of pathogens in

vacuoles, assembly of defense complexes, and autophagy [276]. Though the transcription of inter-

feron genes is unaltered in the epithelial-layer cells we isolated, the GTPase upregulation suggests

the functional presence of interferons. Consistent with this, Ishida et al. found increased transcrip-

tion of IFN-γ in whole tissue and increased production of IFN-γ by infiltrating neutrophils after

injection of TcdA into ligated ileal loops of mice [256]. In the same analysis, “beta-tubulin binding”
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and “histone deacytelase activity” were also enriched. Though the relevance of these associations

may seem at first unclear, Nam et al. have recently shown that inhibition of histone deacytelase 6

blocks TcdA-induced tubulin acetylation and subsequent mucosal damage [277]. Hence, our anal-

ysis corroborates previous data and suggests that our transcriptional data reflects other functions

that are affected in parallel with or prior to transcription. For example, a novel set of toxin-induced

genes identified in our analysis includes several metabolic genes. At 2h, multiple genes associated

with cholesterol and steroid synthesis (specifically the mevalonate pathway) are slightly upregu-

lated, whereas, at 6 and 16h, genes associated with fatty acid metabolism and detoxification of

xenobiotics are downregulated. The expression of several of these genes is known to be controlled

directly or indirectly by nuclear receptors. In light of the finding that gp96 (a paralogue to heat

shock protein 90, Hsp90) serves as a receptor for TcdA in vitro, these transcriptional changes may

also result from Hsp90 interactions (e.g. Hsp90 proteins bind xenobiotic response elements and

steroid hormone receptors) [250].

In addition to the above intracellular effects, several genes previously associated with toxin-

mediated pathophysiology are altered. For instance, our self-contained enrichment test identified

the “interleukin-1 mediated signaling pathway” as the most enriched gene set 2h after TcdA injec-

tion. More specifically, TcdA increases proinflammatory Il1b expression by 80% at 2h and then over

500% at 16h; TcdB causes no such change. In addition to Il1b, concomitant increases in the IL-1

receptor antagonist, Il1rn, suggest a natural feedback mechanism. These findings are in line with a

previous study demonstrating that recombinant IL1RN pretreatment attenuated TcdA+B-induced

inflammation [278]. Expression of Il33, an IL-1 family cytokine involved in mucosal signaling, also

dramatically increases in response to TcdA (28- and 95-fold at 6 and 16h, respectively). Similarly,

in mice infected with C. difficile (VPI10463), intestinal levels of IL-33 increase at the peak of infec-

tion (data not shown), suggesting that this cytokine is responsive in part to toxin effects. In another

study, Hirota et al. measured cytokine levels in colonic tissue lysates four hours after intrarectal

instillation of TcdA+TcdB. The data published by Hirota et al. are correlated to our measured

cecal, epithelial-layer gene expression (r=0.5, TcdA+B at 6h) and intracellular protein expression

(r=0.36, TcdA at 6h, Figure 6.10). Six hours after cecal injection of TcdA, serum cytokine con-

centrations correlate even more strongly with Hirota et al.’s data (r=0.68). Hence, our data from

cecal cells and serum after cecal injection of TcdA and/or TcdB are in agreement with findings



88 CHAPTER 6. IN VIVO TOXIN RESPONSES

from colonic tissue after intrarectal instillation of TcdA+TcdB. Additionally, our data show the

expression changes of many other genes over a 16h time course for each toxin individually.

Although the expression and/or release of chemokines and cytokines are known responses to C.

difficile toxins, the full profile of the transcription of cytokines in response to toxins has not been

investigated. Previously, the role of many chemokines and proinflammatory mediators in TcdA-

induced enteritis has been studied individually with ileal loops or in vitro [153]. For example,

Morteau et al. found increased Ccl3 and Ccl5 transcription in whole tissue one hour after TcdA

injection, and showed that Ccl3 knockout mice were less susceptible to TcdA [254]. Castagliuolo et

al. identified increased expression of Cxcl2 in rat epithelial cells after injection of TcdA into ligated

ileal loops [257]. Our results identify additional chemokines which are transiently expressed and

provide insight into the response of the epithelial layer over a time course covering the development

of toxin-mediated pathogenesis. Additionally, our data includes the expression of all cytokines in

response to TcdA and TcdB separately and in combination. We found that overall cytokine expres-

sion in response to TcdA and TcdB is correlated, yet TcdA-induced changes are more pronounced.

However, TcdB does not increase the expression of several inflammation-associated chemokines as

TcdA does. This difference between toxins is particularly interesting in light of the fact that TcdB

cecal injection causes less tissue damage and inflammation than injection of TcdA. Our data also

show that the chemokine expression in response to TcdA is transient, yet many other cytokines

continue to be expressed even after chemokine expression returns towards basal levels. The early

chemokine expression may be involved in the acute toxin effects. However, since C. difficile infec-

tion typically last several days, the continued expression of several other cytokines is potentially

interesting and an unexplored area of research.

In order to characterize the timing and the effects of the acute response after toxin exposure,

we investigated the early effects of CXCL1 and CXCL2 in the same cecal injection system. The

increased expression of chemokine genes involved in neutrophil recruitment (e.g. Cxcl1 and Cxcl2)

was coincident with neutrophil infiltration. Local epithelial damage and neutrophil infiltration were

not attenuated by neutralization of CXCL1 and CXCL2. Similar findings in pathology between

neutralizing antibodies and isotype controls could be due to insufficient levels of antibody near the

site of toxin injection or the method of antibody administration. In another neutralization study,

Castagliuolo et al. injected anti-CXCL2 intravenously into fasted rats 15 minutes prior to injec-
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tion of TcdA into ileal loops; this neutralization attenuated TcdA-induced fluid secretion, mucosal

permeability, and MPO activity [257]. Other ileal loop experiments with TcdA have revealed that

pathology and neutrophil infiltration become evident one to three hours after intoxication [256,

257]. Hence, it is unlikely the effects we measured in this study would have been discernible prior

to our earliest 2h time point. On the other hand, few studies have examined the host responses after

the initial acute response; most have focused on responses within the first 6 hours [181, 254–256,

258, 259, 279]. Our latest time point, 16h, did reveal attenuation of the TcdA-induced increase

in systemic neutrophils for anti-CXCL1 and anti-CXCL2-treated animals. Moreover, serum levels

of CXCL1 and CXCL2 were predictors for survival. This result also suggests that surviving mice

are poor responders in terms of Cxcl1 and Cxcl2 expression and production. Related to this, a

recent study by Feghaly et al. showed that inflammatory markers in stool, not the number of C.

difficile colony forming units, correlated with clinical outcomes [154]. In a hamster infection model,

Steele et al. showed that serum levels of CXCL1, IL6, TNF�, and IL1� are increased in cases of

severe, systemic infection [253]. Our results demonstrating that high CXCL1 and CXCL2 corre-

late with mortality are supportive of these infection studies and suggest that the release of these

and perhaps other inflammatory markers in serum is primarily toxin-mediated. Our experiments

with anti-CXCL1 and anti-CXCL2 thus emphasize the importance of the locale of toxin effects and

chemokine expression systemically and/or throughout the intestine.

The multilevel measurements and our analysis have revealed important aspects of the relative

host responses to TcdA versus TcdB intoxication, novel changes in transcription underlying observed

physiological changes, and many aspects of the early time course and dynamics of the host response

near the site of injection and in circulating blood. These extensive data and experimental framework

also provide a basis for comparisons and future investigations with mutant toxins and mutant mouse

strains. Furthermore, these data may be used to identify diagnostic markers or novel targets to

attenuate host responses to TcdA and TcdB.
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Chapter 7

High temporal resolution of the

responses of multiple cell types and

the necessity of toxin glucosylation

7.1 From transcriptomics of the epithelial-layer to the roles of

different cell types in the epithelial layer

Localizing toxins

The gene expression changes in vitro and in vivo showed the many changes during pathogenesis, yet

it is difficult to determine if specific responses are a direct reaction to toxin or a secondary response.

To help elucidate this, I aimed to characterize the location of toxin within the intestine. Presumably,

toxins enter epithelial cells in order to damage the epithelial barrier. However, other cell types such

as macrophages, neurons, and dendritic cells drive inflammatory responses. Unfortunately, there

is no antibody for TcdB that has proven to work in immunohistochemistry. Therefore, I directly

labeled TcdA and TcdB with a fluor by amine conjugation. The concentration required to detect

the labeled TcdB was approximately 1μm. With this limit, much of the labeled toxins would go

undetected. Therefore, I here take an indirect approach, looking at the responses of different cell

types to wide ranges of toxin concentrations.

91
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Precise quantification of toxin responses

To compare the response in a reproducible and consistent manner, I decided to track broad struc-

tural changes by measuring how electrical impedance across the surface of a cell culture as described

in this chapter. From this method, the potency of toxins can be determined. The “potency” and

“rapidity of onset” of the toxins are linked. In the way I use the terms here, high potency means

faster acting effects in cells. Since the toxins are enzymes, they can continue their activity until

all Rho proteins are glucosylated. This was indeed the case for nearly all experiments. TcdA and

TcdB, at all concentrations, eventually caused the same degree of cytopathic effects. The couple

of exceptions where only a proportion of cells were affected may indicate limiting concentrations

of toxins in which not all cells are intoxicated. This precise quantification system had the added

benefit as a quality control to compare the potency of labeled versus unlabeled toxin as well as

different toxin purifications.

The glucosyltransferase, the primary pathogenic activity?

The glucosyltransferase domains of TcdA and TcdB have long been considered the primary molec-

ular mechanisms of pathogenesis. However, recent studies have challenged this line of thought. In

this chapter, I take advantage of the precise assay mentioned above and the profiling of multiple

cell types to undestand the necessity of glucosyltransferase activity.

7.2 Synopsis

Clostridium difficile toxins A and B (TcdA and TcdB), homologous proteins essential for C. difficile

infection, affect the behavior and morphology of several cell types with different potency and timing.

However, precise morphological changes over various time scales, which help explain the roles of

cell types, are poorly characterized. The toxins’ glucosyltransferase domains are critical to their

deleterious effects, and cell responses to glucosyltransferase-independent activities are incompletely

understood. By tracking morphological changes of multiple cell types to C. difficile toxins with

high temporal resolution, newly characterized cellular responses to TcdA, TcdB, and a mutant,

glucosyltransferase-deficient TcdB (gdTcdB) are elucidated. Human umbilical vein endothelial

cells, J774 macrophage-like cells, and four epithelial cell lines were treated with TcdA, TcdB, and
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gdTcdB. Impedance changes across cell cultures were measured to track changes in cell morphology.

Metrics from impedance data, developed to quantify rapid and long-lasting responses, were used

to build standard curves with wide dynamic ranges that defined cell line-specific toxin sensitivities.

Except for T84 epithelial cells, all cell lines were more sensitive to TcdB than TcdA. Macrophages

rapidly stretched and arborized, and then increased in size in response to TcdA and TcdB but

not gdTcdB. High concentrations of TcdB and gdTcdB (>10 ng/ml) resulted in loss of intact

macrophages. In HCT8 epithelial cells, gdTcdB (1000 ng/ml) elicited a cytopathic effect only after

several days, yet it was capable of delaying TcdA and TcdB’s rapid effects. gdTcdB did not delay

TcdA’s stimulation of macrophages. Epithelial and endothelial cells have similar responses to toxins

yet differ in timing and degree. Relative potencies of TcdA and TcdB in mouse epithelial cells in

vitro do not correlate with potencies in vivo. gdTcdB is not entirely benign in HCT8 cells. TcdB

requires glucosyltransferase activity to stimulate macrophages, but cell death from high TcdB

concentrations is glucosyltransferase-independent. Competition experiments with gdTcdB show

TcdA or TcdB round HCT8 cells through common mechanisms, yet macrophages are stimulated

through potentially different pathways. This first-time, precise quantification of multiple cell lines

provides a comparative framework for contextualizing previous research and delineating the roles

of different cell types and toxin-host interactions.

7.3 Introduction

Clostridium difficile infections, with an annual occurrence in the US of over 300,000, cause po-

tentially fatal diarrhea and colitis [1]. These pathologies arise from the release of two potent,

homologous, protein toxins—TcdA and TcdB—into the host gut. The toxins’ interactions with

many cell types lead to disease, yet the relative sensitivities and roles of different cell types remain

poorly understood. Both toxins disrupt the epithelial barrier by causing epithelial cells to round

and detach [281]. Neutrophil infiltration and activation of other immune cells, driven by inflam-

matory signals, are also key to toxin-induced enteritis [181]. Though several molecular mediators

of disease have been identified, little is understood about the host cell dynamics and the role of

each cell type involved [153, 282]. To explore the toxins’ effects on different cells, facets of the

host response have been studied using cell lines treated with TcdA and/or TcdB (e.g., release of
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cytokines [153, 257, 283], changes in cell morphology [284, 285], gene expression [230, 273], and

cell death [200, 286]). Most of these assays used in previous studies are limited to few time points,

and since both toxins affect cells rapidly (in less than one hour), it is unknown if either toxin has

additional effects on finer time scales and if any of these effects are consistent across cell lines at

comparable concentrations.

We and others have tracked temporal changes in cell morphology and attachment in response to

TcdA or TcdB by continuously measuring electrical impedance across the surface of a cell culture

[270, 280, 287]. When cells grow or increase their footprint or adherence, impedance rises. In

contrast, cell rounding, shrinking, and/or death correspond to decreased impedance. This assay

has primarily been used as a sensitive diagnostic—as a more quantitative replacement of assays that

are dependent on visualization of cell rounding. In this study, we recognize that this impedance

data, in addition to indirectly detecting the amount of toxin in samples, can further be analyzed

to reveal previously unrecognized, dynamic responses of host cells. Our analyses and associated

metrics also allow precise comparisons between the effects of TcdA and TcdB and between different

cell types. Using epithelial and endothelial cells, these analyses identify characteristics such as the

minimal effective toxin concentrations and the shortest time to measurable toxin effects; standard

curves with wide dynamic ranges can also be derived. Impedance changes of other cells, such as

macrophages, are not as easily linked to known cell functions, but the data reveal toxin effects that

would not otherwise be observed at lower temporal resolution. This knowledge contextualizes the

potential roles and relative abilities of different cell types to respond directly to toxin during an

infection.

Impedance curves that profile cell responses also provide insight into the toxins’ molecular func-

tions. TcdA and TcdB have glucosyltransferase domains that inactivate small GTPases (see 4.1.2

for a discussion of other domains and molecular activities). With the use of engineered mutant

toxins, glucosyltransferase activity has been found necessary for cell rounding [288]. However, ev-

idence that some glucosyltransferase-deficient mutants of TcdB (gdTcdB) are cytotoxic has raised

questions about whether there are other, previously unknown toxin activities [289]. The mutant

in particular has two amino acids in the “DxD” motif that is important for the toxins binding

to their UDP-glucose substrate [288]. Teichert et al. showed that the gluocysltransferase activity

of the DxD motif in a solution with all necessary substrates was reduced 6,900-fold. In cells, no
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cytopathic effects could be detected [288]. In order to identify changes dependent and indepen-

dent of glucosyltransferase activity, we use gdTcdB to evaluate the dynamics of the response of

macrophage and epithelial cell lines to gdTcdB, elucidating changes dependent and independent

of glucosyltransferase activity. We also leverage the unique response profiles to TcdA, TcdB, and

gdTcdB in order to investigate synergy or antagonism between toxins.

The cell response profiles define the dynamics of basic changes in cell physiology (e.g., cell

rounding) across multiple cell types in response to TcdA, TcdB, and gdTcdB. This understanding

identifies those times most representative of the entire cell response, delineates the contribution of

glucosyltransferase activity to overall toxin effects, and suggests the relative roles of various cell

during toxin-mediated disease.

7.4 Methods

7.4.1 Cell Culture

HCT-8 cells were cultured in RPMI-1640 supplemented with 10% heat-inactivated fetal bovine

serum (HI-FBS) and 1 mM sodium pyruvate. J774A.1 cells were cultured in DMEM high glucose

media supplemented with 10% HI-FBS, 1 mM, and MEM nonessential amino acids (Gibco 11140).

HUVEC cells (passage 3) were cultured in endothelial growth medium (EGM-Bullet Kit CC-3124,

Lonza group). T84 cells were grown in an equal mixture of Ham’s F12 and Dulbecco’s modified

Eagle’s media supplemented with 2.5 mM L-glutamine and 5% HI-FBS. All cells were incubated

at 37°C/5% CO2. In our analyses, we include our previous data from immortalized, mouse, cecal

epithelial cells (hereon referred to as IMCE cells) which were derived by Becker et al. and incubated

at 33°C as described by Becker et al. [260, 280]. TcdA and TcdB, isolated and purified from

strain VPI-10643, were a generous gift from David Lyerly (TECHLAB Inc., Blacksburg, VA).

Recombinant gdTcdB and TcdB were a generous gift from the laboratory of Aimee Shen.

7.4.2 Electrical impedance assay

Impedance was measured using the xCELLigence RTCA system (ACEA Biosciences), which con-

sists of an RTCA DP Analyzer and 16-well E-plates. PBS was added around all wells to prevent

evaporation. In each well, 100 μL media was incubated at room temperature for 30 minutes, and
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one baseline reading was taken. Cells in 100 μL media were then added and allowed to settle at

room temperature for 30 minutes. Plates were then moved inside the RTCA DP Analyzer inside

a CO2 incubator at 37°C. Subsequent readings were taken at frequencies ranging between every 4

seconds to every 10 minutes, with higher frequency measurements reserved for times directly before

toxin addition to at least 6 hours after addition (complete protocols and data files available in the

Supplemental Material).

Since the impedance measurements are sensitive to slight movements or vibrations, the method

by which toxin was added to cells was an important consideration. In our initial experiments,

mechanical agitation and replacement of media sometimes caused small, sharp spikes in electrical

impedance. To minimize disturbances, plates were not removed from the RTCA Analyzer once

seated. Toxins prepared in media (10x) were gently pipetted using only one to two depressions.

Media was not replaced after the addition of toxin.

7.4.3 Analyses

The protocols, data, computer code, and instructions for running the code that reproduce all results

and figures are provided in Appendix B.

7.5 Results

7.5.1 Quantification of the cytopathic effects elicited by TcdA and TcdB

In order to assess the cytopathic effects of TcdA and TcdB, we measured changes in impedance

across the surface of electrode-embedded wells (Methods). Impedance is dependent upon cell

number, adherence, and morphology. It increases as cells proliferate or spread and decreases when

toxin is added and cells round up (Figure 7.1). The rate at which impedance decreases is dependent

on the toxin, toxin concentration, and cell type (Figure 7.2A and Figure 7.2B). To summarize the

data-rich “impedance curves”, we calculated simple metrics: the area between the curves of control

and toxin-treated cells (ABC, gray area in inset of Figure 7.1), the maximum slope of a curve

(MaxS), and time for a curve to decrease by 50% (TD50, Figure 7.1). A negative ABC indicates

that the impedance curves of toxin-treated cells are below the curves of untreated cells. Blue, dashed

lines in Figure 2C show the variability of the ABC of control cells from their average impedance
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curve. Standard curves relating TD50 to toxin concentration have been generated before [290], and

we found that our metrics, ABC and MaxS, also produce log-linear calibration curves (Figure 7.2C).

Among replicates, differences in timing translated to differences in TD50, as expected, whereas MaxS

values were more similar. In simpler terms, for replicates within and between experiments, the time

required to observe a change in impedance was more variable than the rate of the change. For this

reason, we found that MaxS, instead of TD50, better quantified rapidity of the cell response to high

toxin concentrations. The other metric, ABC, captures long-term effects by integrating readings

over several hours. The minimal concentration to induce a change in impedance from control is

denoted as the minimal cytopathic concentration (MCC; Figure 7.2C). When ABC and MaxS are

considered together, toxin concentration can be determined with a dynamic range spanning six

orders of magnitude or more (depending on toxin and cell type). Together, these metrics allow for

millions of data points and hundreds of wells to be simultaneously visualized and summarized to

dozens of numbers or fewer that can be easily interpreted (e.g., Figure 7.2D and Appendix B).

Figure 7.1: Measurement of toxins’ cytopathic effects by tracking electrical impedance
across the surface of a cell culture. All impedance readings were normalized to the impedance
at the time toxin was added. Shaded regions above and below lines represent the standard deviation
of technical replicates (n=2). Readings were taken as quickly as every four seconds (Methods). The
brightness of each photograph was adjusted digitally (uniformly across an entire photograph) to
make the overall brightness across all photographs similar.
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Figure 7.2: Quantification of cytopathic effects. (A and B) The cytopathic effects between
cell types and toxins can easily be distinguished. (C) The impedance curves can be analyzed to
produce two metrics, ABC and MaxS, which can then be used to define the minimal cytopathic
concentration (MCC). (D) The MCC of TcdA and TcdB for five cell lines define cell line specific
sensitivities.

7.5.2 Epithelial and endothelial cells: similar characteristic responses but dif-

ferent sensitivities to TcdA and TcdB

In the first set of comparisons, we chose four well-characterized cell types or cell lines—one en-

dothelial (HUVECs) and three epithelial (CHO, HCT8, and T84)—and one immortalized, cecal,

mouse epithelial cell line (IMCE, see Methods). For these five cell lines, the MCC for TcdA and

TcdB varied over ranges of 0.1-1 ng/ml and 0.1-100 pg/ml, respectively (Figure 7.2D). We did
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not find a maximal effective concentration of either toxin (1 �g/ml was the highest concentration

tested). TcdB was consistently 100-1000 times more potent than TcdA, except in T84 cells, which

were equally sensitive to TcdA and TcdB (as measured by MCC). The curves were largely similar

in that they all consisted of a short delay followed by a sharp decrease that then leveled off (Fig-

ure 7.2A); differences were primarily in scale. Determining the time to the onset of the first toxin

effects was complicated slightly by the physical process of adding toxins to wells—a process which

caused disturbances that temporarily affected impedance (note the early “bump” in Figure 7.2A).

Nevertheless, differences between control and toxin-treated cells can be distinguished. Across all

cell types, the time required for an impedance curve to diverge from control was more than ten

minutes. Nothing clearly suggested an immediate response to toxin binding. Morphological changes

might not occur until after toxins enter cells and glucosylate Rho proteins. We next examined early

effects of toxins on macrophages and investigated the contribution of glucosyltransferase activity

to the dynamics of cell responses.

7.5.3 Macrophages: rapid, sensitive, complex concentration-dependent responses

to TcdA and TcdB

J774 mouse macrophages were as sensitive and responsive to TcdA and TcdB as epithelial cells.

The impedance of macrophages treated with TcdA (300 ng/ml) and TcdB (10 ng/ml) diverged from

controls in 10 and 20 minutes, respectively (Appendix B). In contrast to epithelial cells, however,

the impedance of macrophages increased after toxin addition (Figure 7.3), and the responses of

J774 cells to TcdA and TcdB differed in shape and scale. TcdA caused a rise in impedance at 0.1

ng/ml, and the magnitude and speed of this rise increased until TcdA concentration reached 100

ng/ml (Figure 7.3A). At higher concentrations (300 and 1000 ng/ml), the slope of the rise continued

to increase, yet the rise was inhibited, as if stopped prematurely before reaching its peak, and then

impedance dropped below that of control cells (Figure Figure 7.3A and Appendix B). Considering

now TcdB, 0.1, 1, and 10 ng/ml caused impedance to rise and stabilize at approximately double

the initial value; only the slope of the rise (not the final height) was affected by toxin concentration

(Figure 3A and Appendix B). These curves allowed us to resolve time points that would be of

most interest for cell imaging. Increases in impedance, for TcdA and TcdB, correlated with rapid

stretching and arborization of cells (appearance of many filopodia in Figure 7.3B) that suggest
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macrophage activation. Over the next 48 hours, cells increased in size and became more circular

(Figure 7.3B). Subsequently for TcdA, decreased impedance correlated with a decrease in intact

cells (Figure 7.3B). These results support complex dynamic responses of J774 cells to different toxin

concentrations or a response driven by two or more cellular functions (e.g. activation and apoptosis

are known to occur in monocytes and macrophages in response to TcdA and TcdB [286, 291–293].

At 100, 300, and 1000 ng/ml of TcdB, the impedance curves were entirely different than lower

concentrations. Instead of rising, impedance fell (see loss of intact cells in bottom row of images of

Figure 7.3B). Hence, at a concentration between 10 and 100 ng/ml, the response of macrophages to

TcdB switches from cell stretching to a degradation of normal cell structure. We hypothesized that

the glucosyltransferase activity of TcdB, when at or above 100 ng/ml, is not necessary to induce

the loss of intact cells. To investigate this, we used gdTcdB. First, to better understand the effects

of gdTcdB, we examined its ability to induce the well-known cytopathic effects of TcdA and TcdB

in epithelial cells.

7.5.4 Glucosyltransferase-deficient TcdB alters the effects of TcdA and TcdB

on macrophages and epithelial cells

Since the cytopathic effects of TcdA and TcdB have been attributed to their glucosyltransferase

activities, we expected that gdTcdB would not cause cell rounding. Indeed, the impedances of

HCT8 cells treated with gdTCB (100 and 1000 ng/ml) and untreated cells were indiscernible in

the first ten hours after toxin addition (Figure 7.4A). However, gdTcdB caused an unexpected

slow rise in impedance above that of control cells (Figure 7.4A). During this rise, imaging revealed

continued growth, elongation, and close apposition of untreated cells, while cells treated with 100

or 1000 ng/ml of gdTcdB rounded slightly but remained attached (Figure 7.4A). The increased

impedance elicited by gdTcdB was followed by a slow decrease towards that of TcdB-treated cells.

This decrease, which took more than six days, was due to detachment of cells and disruption of

cell morphology (Figure 7.4A). Hence, though gdTcdB does not round cells quickly as with TcdB,

it still has unexplained, slow effects that alter the morphology of HCT8 epithelial cells.

To investigate if TcdA and TcdB have overlapping activity, we performed experiments with

gdTcdB plus TcdA or TcdB. We anticipated that gdTcdB would attenuate or delay the effects of

TcdB and perhaps TcdA. Indeed, a tenfold excess gdTcdB delayed the onset of the effects of TcdA
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Figure 7.3: Macrophage responses to TcdA and TcdB (A) Impedance curves from a selec-
tion of toxin concentrations for TcdA and TcdB. Both graphs represents one multi-well experiment
where confluent cells were treated with toxin. (B) Pairing of impedance data with photographs to
show the morphological changes represented in the impedance data. Since wells with electrodes are
opaque, technical replicates in transparent wells were used for microscopy. Sub-confluent cultures
were used so that structural changes in individual cells could more easily be observed.

and TcdB in HCT8 cells (Figure 7.4B and Figure 7.4C). Competition for shared substrates (Rho

family proteins) of gdTcdB with TcdA and TcdB likely account for the delay, although other factors



102 CHAPTER 7. RESPONSES OF MULTIPLE CELL TYPES

Figure 7.4: Response of HCT8 epithelial cells to gdTcdB, TcdA+gdTcdB, and
TcdB+gdTcdB. (A) Impedance curves of HCT8 cells treated with gdTcdB and corresponding
photographs. (B) HCT8 cells treated with TcdB or gdTcdB and TcdB in combination. (C) HCT8
cells treated with TcdA or gdTcdB and TcdA in combination. The three graphs are from the same
multi-well experiment but are representative of three independent experiments.

such as shared receptors may be responsible.

We next determined glucosyltransferase-dependent toxin effects on J774 macrophages. Low

gdTcdB concentrations did not cause macrophages change their morphology as did TcdB (Fig-

ure 7.5A). However, gdTcdB at 100 and 1000 ng/ml resulted in a loss of intact macrophages, similar

to TcdB at 100 ng/ml (Figure 7.5A). Hence, glucosyltransferase activity is required for macrophage

stretching and arborization but not required for the loss of intact cells for concentrations of TcdB

at or above 100 ng/ml.
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Figure 7.5: Response of J774 macrophages to gdTcdB, TcdA+gdTcdB, and
TcdB+gdTcdB. (A) Impedance curves of J774 cells treated with gdTcdB and corresponding
photographs. Concentrations at or below 10 ng/ml are denoted as “low”, and other concentrations
are denoted as “high”. This data is derived from the same experiment shown in Figure 3B. (B
and C) J774 cells treated with TcdB; gdTcdB and TcdB in combination; or gdTcdB and TcdA in
combination. The data in the three graphs are derived from three independent experiments.

Since TcdA and TcdB caused different effects at and above 100 ng/ml, we hypothesized that

TcdA and TcdB have one or more distinct activities in macrophages. As expected, gdTcdB delayed

the effects of TcdB on J774 cells (Figure 7.5B). However, gdTcdB did not clearly attenuate or delay
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the response of J774 cells to TcdA, suggesting that the prominent responses to TcdA and TcdB in

these cells are due to distinct toxin activities or substrates (Figure 7.5C).

7.6 Discussion

In this study we systematically profiled the dynamic responses of epithelial, endothelial, and

macrophage cell lines to TcdA and TcdB, revealing relative sensitivities and complex concentration-

dependent cell responses. While comparing results from different experimental systems is difficult,

our data have allowed quantitative comparisons between cell types and between toxins under sim-

ilar conditions, distinguishing which cell types may respond most quickly or most intensely when

exposed directly to toxins. The impedance “response profiles” provide continuous readouts repre-

senting external changes in morphology and adherence that occur from several possible functions

within the cell. We began to explore the mechanisms of these changes by using glucosyltransferase

deficient TcdB (gdTcdB), revealing which molecular functions of the toxin contribute to different

aspects of response profiles. The response profiles also raise many questions about the mechanisms

for the novel differences we observed. Although addressing each of these in detail is beyond the

scope of this study, we highlight, in the following text, the findings that bring about these ques-

tions, discuss their relevance to previous studies, and so explain how they improve our current

understanding of host cell responses to TcdA and TcdB.

The cytopathic effects of TcdA and TcdB that led to their discovery are still used as the gold

standard diagnostic for infection [294, 295]. Since most cytotoxicity assays are endpoint assays,

the kinetics of these effects that are key to scientific research and clinical practice have not been

characterized. With a continuous assay, we were better able to observe immediate effects of toxin.

Although toxins may interact immediately with the toxin surface, the morphological differences

(represented by impedance) occurred after a delay of ten minutes or more. Since TcdA (2.65

μg/ml) has been found to enter HT29 cells in 5-10 minutes, the delay we observed is likely because

toxins must enter HCT8 cells to alter their morphology [296].

Epithelial and endothelial cell lines had the same characteristic changes in morphology, yet the

rapidity of the changes distinguished different cell types, toxin concentrations, and TcdA versus

TcdB. These differences could be summarized by condensing the data into metrics that represented
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the greatest rate of the change (MaxS) and the cumulative amount of change over several hours

(ABC). When these metrics are considered together, standard curves over many orders of magnitude

can be used to measure toxin concentration and determine the minimal amount of toxin necessary

to induce an effect (MCC, Figure 2D). The CHO cell line was second-most sensitive to TcdB,

making CHO cells a good choice for toxin detection. Indeed, a modified CHO cell line was used in

the development of an ultrasensitive assay of toxin activity [270]. T84 cells, the least sensitive to

TcdB, were similarly sensitive to TcdA and TcdB, as has been found previously [206]. For TcdB,

the two rodent cell lines (CHO and IMCE) were more sensitive than the three human cell lines

(HCT8, HUVEC, and T84), although more cell lines would be needed to confirm any species-specific

sensitivity. For TcdA, cell line sensitivities were less variable than for TcdB, indicating that factors

that make cells vulnerable to TcdA may be more consistent between cell lines.

Comparisons between TcdA and TcdB have often been a prominent research focus. TcdB is

more cytotoxic in cell culture; TcdA is more enterotoxic in animal intoxication models [242, 280];

and there are varying results about which toxin is essential for C. difficile infection [223, 224].

Identifying which toxin contributes most to disease helps prioritize therapeutics. Comparisons

between toxins are also valuable scientific tools. Differences in the toxins’ effects provide clues

about their molecular activities. Also, by correlating differences in host cell responses to differences

in disease severity, particular cell types or toxin activities can be prioritized. For instance, TcdA

is more enterotoxic than TcdB in mice and hamster ceca, damaging the epithelial barrier [237,

280]. This agrees with findings that TcdB binds weakly in the hamster intestine, and TcdA binds

epithelial cells [244, 297]. One might then expect that cecal epithelial cells from mice of the same

genetic background as those used in the aforementioned in vivo studies (IMCE cells) would be more

sensitive to TcdA than TcdB. Instead, IMCE cells were over 100 times more sensitive to TcdB than

TcdA, suggesting that factors in addition to the cytopathic effects on epithelial cells are important

in explaining the pathologies of toxins in vivo. The extracellular environment or other cell types

may be the key mediators determining disease severity.

Macrophages are likely exposed to toxin after epithelial damage and play an important part

in disease, changing morphology and releasing molecules that exacerbate inflammation [292, 298].

Previous studies have quantified the viability either TcdA- or TcdB-treated macrophages at one

or two time points [291, 293, 299]. We characterized the effects of both toxins on macrophages,
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and the other cell types already presented, over many more concentrations and time points. J774

macrophages, HUVECs, and epithelial cells had similar sensitivity to toxins, indicating that all

may be affected directly by toxins during disease. TcdA or TcdB rapidly stretched and arborized

macrophages, which was reflected in increased macrophage impedance. However, the timing and

concentration-dependent effects of TcdA and TcdB were different, as discussed below.

TcdA increased macrophage impedance, and a subsequent decrease from the peak of the increase

towards the impedance of control cells correlated with a loss of intact cells. This agrees in part

with Melo Filo et al. who reported that TcdA and TcdB killed 30% and 60%, respectively, of

primary mouse macrophages (1 μg/ml at 24h) [293]. The balance of activation and death may

therefore account for the rise and fall of impedance of TcdA-treated macrophages. At 100 ng/ml

(the concentration at which the rise in impedance was greatest), two effects appear to be balanced.

At higher concentrations, the stimulatory effect that raised the impedance occurred more rapidly

but did not reach the same height, indicating that higher concentrations move the balance away

from stimulation towards death and decreased adherence.

TcdB caused two distinct responses in J774 macrophages: stretching (with “low” concentrations

at or below 10 ng/ml) or a loss of intact structure (with “high” concentrations at or above 100

ng/ml). Siffert et al. showed TcdB-treated, human macrophages arborize with little loss of viability

(1μg/ml at 3h and 24h) [291]. This arborization corresponds with the morphological responses of

J774 macrophages to low TcdB concentrations. It is possible that TcdB also causes two distinct

response in human macrophages, but Siffert et al. only reported results at one concentration.

Although much remains to be determined about the mechanisms of these effects, we have identified

new characteristics of the dynamic responses of macrophages and these effects help to explain the

role of macrophages during disease. In the intestine, macrophages likely respond to several signals

begun during intoxication, and given their high sensitivity, may also respond directly to toxin in the

intestine. Early stimulation of macrophages may contribute to acute inflammation, while eventual

death correlates with macrophage depletion and neutrophil accumulation in C. difficile associated

diarrhea [300].

The cell responses described above prompted questions about toxin mechanisms. For instance,

microinjection of TcdB’s glucosyltransferase domain is sufficient to induce cytopathic effects, yet

are there changes in cell structure independent of glucosyltransferase activity [301]? We found
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that 100 or 1,000 ng/ml of gdTcdB raised the impedance of epithelial cells above controls two days

after toxin addition, and this difference was observed by tightly packed, visibly distinct control

cells versus a smoother monolayer and slightly rounded gdTcdB-treated cells. The mechanisms for

these differences are unclear. It is possible another toxin activity is unmasked when the strong

cytopathic activity is removed or that the mutant glucosyltransferase affects substrates differently.

After several days, gdTcdB causes cytotoxic or cytopathic effects. Chumbler et al. found that

glucosyltransferase mutants were cytotoxic to HeLa cells after only 2.5h [289]. The different cell

types (HCT8 versus HeLa) and different glucosyltransferase mutants may account for the differences

in timing. It is also possible that any residual glucosyltransferase activity of the mutant toxin is not

revealed until several days after treatment. The effects of mutant toxins have never been assessed

over such long time scales with such great sensitivity.

The relatively benign effects of gdTcdB in the first hours after addition to HCT8 cells allowed

us to investigate the effects of gdTcdB in combination with TcdA and TcdB. Since TcdA and

TcdB are homologous, one might expect that gdTcdB should interfere with TcdA. Indeed, gdTcdB

delayed the cytopathic effects of TcdA and TcdB. A first interpretation of this result is that TcdA

and TcdB compete for cell entry. However, two studies using truncated toxins found that (1) the

C-terminal domain (which is believed to be necessary for toxin internalization) of TcdA does not

inhibit the effects of TcdB and (2) the TcdB C-terminus inhibits neither TcdA or TcdB-induced

cell rounding [173, 302]. Hence, at the point of cell entry, TcdA and TcdB likely do not interfere

with one another. Since the glucosyltransferase domains of TcdA and TcdB have many of the

same Rho-family proteins as substrates, another interpretation is that the toxins compete after

internalization. In this scenario, our results would indicate that gdTcdB is processed by the host

cell, and its glucosyltransferase domain is still capable of binding Rho proteins or is at least close

enough to interfere with TcdA. Although gdTcdB-mediated changes have the potential to reveal

interesting mechanisms independent of glucosyltransferase activity, the results overall confirm the

central role of the glucosyltransferase domains in eliciting the rapid, full effects of TcdA and TcdB

in epithelial cells. However, as described later, glucosyltransferase activity may not be required for

all toxin effects in all cell types.

gdTcdB often delayed the onset of cytopathic effects by one hour or less. Without high temporal

resolution, we would have likely missed the time window in which TcdB+gTcdB was different than
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TcdB alone. This has implications in other studies that wish to identify other host factors that

enhance or attenuate toxin effects. Without precisely tracking changes in cell structure, several

potential inhibitors of toxin effects could be missed.

Since macrophages detect a variety of antigens, one might expect that the responses to toxin

might not be entirely dependent on glucosyltransferase activity. The stretching of macrophages

with low TcdB concentrations required glucosyltransferase activity. However, high TcdB concen-

trations destroyed intact macrophage structure by an unknown, glucosyltransferase-independent

mechanism.

The high sensitivity of epithelial cells, endothelial cells, and macrophages to TcdA and TcdB

suggests that all of these cells could be damaged by direct toxin interaction in the host. However, the

amount and location of toxin during infection is very poorly understood. With sensitivities of cells

reaching as low as 100 pg/ml, tracking toxins by immunohistochemistry is technically challenging.

Antibody labeling has only detected toxin on fixed, toxin-treated tissues with concentrations greater

than 1 μg/ml [297]. Assessing sensitivities in vitro provides an indirect measure of the roles of

different cell types in isolation. In addition to their direct effects, TcdA and TcdB initiate a cascade

of deleterious events involving multiple cells. Neuronal signals have been implicated in beginning

the disease process, stimulating mast cells or macrophages that may then recruit other cells [279,

303–305]. Neutrophil infiltration is a hallmark of intoxication, yet neutrophils in vitro require

much higher toxin concentrations than all other cell types to be affected or recruited (>1 �g/ml)

[181, 285, 306–308]. Hence, it is thought that neutrophils may be primarily recruited by signals

secondary to toxin damage [153, 181, 309]. To confirm the low toxin-sensitivity of neutrophils, we

did attempt to measure impedance changes of neutrophils in response to toxins, yet the variability

in these primarily non-adherent cells (impedance largely measures adherence) was too high to

identify differences (Appendix B). Elements of the toxin responses of other cell types (e.g., mast

cells [216, 310, 311], dendritic cells [312, 313], neurons [314, 315], fibroblasts [316, 317], etc.) have

been studied, yet the dynamics of their responses—and in many cases concentration-dependent

effects—are unknown. In the future, precisely capturing the time and concentration-dependent

responses to TcdA and TcdB will better contextualize their potential roles in the host. Our analyses

of endothelial cells, epithelial cells, and macrophages in the same experimental framework set

a precedent for such comparisons. Furthermore, we show how data from sensitive, continuous
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assays, could be used to gain insight into cell function and molecular mechanisms and generate

new hypotheses. The framework and simple analyses may also be used to investigate synergy,

antagonism, or interactions between bacterial toxins and other host factors that affect cells over a

wide range of time scales.
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Chapter 8

Software for analyzing time course

data from multi-well experiments

The data in the previous chapter was generated from thousands of wells in multi-well plates. For

each well, thousands of data points were recorded. To manage these data, I wrote software to

organize and visualize the data. This software is written in the free, open source R programming

language so that it is easily accessible and extensible. Here, I briefly describe its key features.

8.1 Concise annotation of multiple wells

The meta data for all the wells can be input as a spreadsheet or table as in Table 8.1. The format

and notation was chosen to minimize the amount of effort. All blank cells use the value of the next

non-blank cell above it. The well identifier also allows shorthand (e.g., A-B1-2 refers to wells A1,

A2, B1, and B2). Each row of the table represents an experimental action that occurred directly

after the ith data point. The “ID” labels that action so that it can be referenced in future data

transformations and alignments. “rmVol” and “adVol” are the volume removed, respectively, during

an action. “name” and “concentration” indicate the compounds in the solution being added to each

well. Comma-separated values are matched with the “wells” column. In the “type” column, ”final”

indicates that the indicated concentration is the concentration after the action is performed; “start”

indicates the concentration referse to the solution before it is added to the well.

This file is parsed and stored in an object in R.

110
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file wells ID i rmVol adVol name concentration (ng/ml) type solvent
T84-TcdB.txt A-H5-6 start 1 0 100 - - - media

A-H5-6 cellSeed 2 T84 30000 total
B-F6, C5, E-F5 toxinAdd 1429 22.2 TcdB 1000, 300, 100, 30, 10, 3, 1, 0.1 final
D5 - - -

CecalCells.txt A-H3-6 start 1 100 - - -
A-H3-6 cellSeed 2 IMCE 30000 total
A-B3, D-H3 toxinAdd 449 22.2 TcdA 1000, 100, 10, 1, 0.1, 0.01, 0.001 final
C3 - - -
A-B3, D-H3 449 TcdB 100, 10, 1, 0.1, 0.01, 0.001, 0.0001 final

Table 8.1: Example metadata file

# Parse and load the data
wells = parse.RTCAanalyze(metadata = "./MasterSheet2.csv", data.dir = "./Data2")

# Show a summary of the first 8 wells
print(wells[1:8])

## file points hours well totals ID.soln
## 1 CHO.txt 3,461 184 A01 CHO-9000 TcdA-1000
## 2 - - - B01 -
## 3 - - - C01 - TcdA-100
## 4 - - - D01 - TcdA-1
## 5 - - - E01 - TcdA-0.1
## 6 - - - F01 - TcdA-0.01
## 7 - - - G01 - TcdA-0.001
## 8 - - - H01 - TcdA-1e-04

# Show a summary for the first well
print(wells[[1]])

## Well: CHO.txt, A01
## 3,461 data points over 184 hours
##
## ID t1 t2 rmVol notes solution status
## 1 start 0 1 0 100, lis.... 100, lis....
## 2 cellSeed 2 3 0 100, lis.... 100, lis....
## 3 move1 285 286 0 NA, list.... 100, lis....
## 4 mediaReplace 307 308 100 100, lis.... 100, lis....
## 5 toxinAdd 611 612 0 100, lis.... 100, lis....

8.2 Selecting and modifying wells

Each well contains several actions. Each action contains a solution object.
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# Select wells based off metadata
subset = retrieveWells(wells, file = "IMCE.txt",

compounds = "TcdB", max.concentrations = 50,
controls = TRUE )

print(subset)

## file points hours well totals ID.soln
## 1 IMCE.txt 5,376 119.9 C03 IMCE-30000
## 2 - - - B04 - TcdB-10
## 3 - - - C04 - TcdB-1
## 4 - - - D04 - TcdB-0.1
## 5 - - - E04 - TcdB-0.01
## 6 - - - F04 - TcdB-0.001
## 7 - - - G04 - TcdB-1e-04
## 8 - - - H04 - TcdB-1e-05
## 9 - - - C05 -
## 10 - - - A06 - TcdB-10
## 11 - - - B06 - TcdB-1
## 12 - - - C06 - TcdB-0.1
## 13 - - - D06 - TcdB-0.01
## 14 - - - E06 - TcdB-0.001
## 15 - - - F06 - TcdB-1e-04
## 16 - - - G06 - TcdB-1e-05
## 17 - - - H06 -

# Quick look at the actions in the first well
print(subset[[1]])

## Well: IMCE.txt, C03
## 5,376 data points over 119.9 hours
##
## ID t1 t2 rmVol notes solution status
## 1 start 0 1 0 100, lis.... 100, lis....
## 2 cellSeed 2 3 0 100, lis.... 100, lis....
## 3 toxinAdd 449 450 0 100, lis.... 100, lis....

# The solution objects for each action
solutions = subset[[1]]$timeline$solution
print(solutions)

## [[1]]
## 100 uL media
##
## [[2]]
## 100 uL
## Solvent: media
## IMCE 30000 total.
##
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## [[3]]
## 22.2 uL media

# Solutions have compounds and solvents
solutions[[3]]$compounds

## [1] name conc type
## <0 rows> (or 0-length row.names)

# Adding and subtracting solutions
solutions[[2]] + solutions[[3]]

## 122.2 uL
## Solvent: media
## IMCE 30000 total.

solutions[[2]] + solutions[[3]] - solutions[[1]]

## 22.2 uL
## Solvent: media
## IMCE 30000 total.

8.3 Visualization

Lists of well objects can be visualized and plot features can be linked to metadata.

plot(subset, color = "by.concentrations", linetype = "by.compounds", replicates = FALSE)
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Diagnostic plots can also be made.

plot(subset, color = "by.concentrations", replicates = FALSE, diagnostic = 1)

8.4 Independent wells

The software was written to be modular so that it can be easily extended. Each well is an inde-

pendent object. Functions are written for well objects so they can easily be applied to a list of

unrelated wells. Unless the wells in the data in a well is modified, the data is passed by reference

(a copy of the data that would take more memory does not need to be created).

# Wells from any experiment can be combined. For example
well.list.1 = subset[2]
well.list.2 = subset[10:13]
new.list = c(well.list.1, well.list.2)
print(new.list)

## file points hours well totals ID.soln
## 1 IMCE.txt 5,376 119.9 B04 IMCE-30000 TcdB-10
## 2 - - - A06 - -
## 3 - - - B06 - TcdB-1
## 4 - - - C06 - TcdB-0.1
## 5 - - - D06 - TcdB-0.01
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8.5 Data transformations

Replicates can be averaged, either directly or in the plot function.

subset.averaged = averageReplicates(subset)
print(subset.averaged)

## file points hours well totals ID.soln
## 1 IMCE.txt 5,376 119.9 C03+C05+H06 IMCE-30000
## 2 - - - B04+A06 - TcdB-10
## 3 - - - C04+B06 - TcdB-1
## 4 - - - D04+C06 - TcdB-0.1
## 5 - - - E04+D06 - TcdB-0.01
## 6 - - - F04+E06 - TcdB-0.001
## 7 - - - G04+F06 - TcdB-1e-04
## 8 - - - H04+G06 - TcdB-1e-05

subset.transformed = transform(subset,c("tcenter","normalize"),ID="toxinAdd")
plot(subset.transformed,color="by.concentrations",xlim=c(-2,10))

Because experimental protocols cannot be carried simultaneously on all wells, wells can be

aligned according to the actions defined in the metadata. Data can then be normalized or trans-

formed using times defined in the metadata.
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subset2 = retrieveWells(wells,compounds="HUVEC")
new.list = c(subset[1:2],subset2[3:4])
print(new.list)

## file points hours well totals ID.soln
## 1 IMCE.txt 5,376 119.9 C03 IMCE-30000
## 2 - - - B04 - TcdB-10
## 3 HUVEC-a.txt 4,979 250.5 C03 HUVEC-5000 TcdA-100
## 4 - - - D03 -

# plot1 - raw data
customplot = function(...) plot(...,color="by.concentrations",

linetype="by.total.compounds")
plot1 = customplot(new.list)

# plot2 - aligned data
centered.wells = transform(new.list,"tcenter",ID="toxinAdd")
plot2 = customplot(centered.wells)

# plot3 - normalized data
norm.wells = transform(new.list,c("tcenter","normalize"),ID="toxinAdd")
plot3 = customplot(norm.wells)

# plot4 - take out just a slice of the time course
sliced.wells = transform(new.list,c("tcenter","normalize","slice"),

ID="toxinAdd",xlim=c(-1,10))
plot4 = customplot(sliced.wells)

grid.arrange(plot1,plot2,plot3,plot4,ncol=2)
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8.6 Interpolation and smoothers

Common smoothers already available in base R can be applied to multiple wells at the same time.

However, because these algorithms are dependent on the number of data points and not the distance

between the data points, the time courses will not be uniformly smoothed.

In many cases, different amounts of smoothing is desired at different points in a curve. For

example, we do not wish to smooth the sharp drop in impedance after toxin is added. However,

we do wish to smooth all other parts of the curve. In these cases, smoothing algorithms that are

local (e.g., loess and kernel smoothing) may be preferred over splines that minimize the residuals

along the entire curve.
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In some cases, smoothing with R code took several minutes, so I wrote or attached open source

C++ and Fortran functions that calculate smoothers in less than one millisecond.

• smoother_curfit fits a cubic spline so that the sum of the residuals matches a user-defined

value (calls Fortran code from the DIERCKX package)

• smoother_bin bins the data and averages each bin to reduce the size of the data set

• smoother_maverage calculates a moving average in C++

• smoother_smooth.spline is the cubic smoothing spline in the R ‘stats’ package

• smoother_lokern performs “kernel regression smoothing with local plug-in bandwidth” as

described by Herrman using the ‘lokern’ R package developed by Herrman [318].

• interpolate_linear performs linear interpolation

• smooth.pchip calculates a piecewise cubic hermitian interpolating function. This function is

used when aligning two curves.

• smoother_composite is a multi-step smoother that I found was particularly useful for the

impedance data in this chapter. First, the derivative of the curve is estimated from smoother_bin.

smoother_maverage of the absolute value of the derivative is used to weight each data point

so that rapidly changing parts of the curve are fit more tightly. The weights are translated

to bandwidths with user-defined limits. Using these bandwidths, local polonymials are fit

with smoother_lokern in order to estimate the residuals that are used in smoother_curfit.

This composite smoother requires more user-defined parameters than any other, but it is very

consistent between different curves and different experiments.

The polynomial smoothers can be used to calculate derivatives and integrals. Smoothers also

have the added benefit of data compression, sometimes reducing 10,000+ data points to a spline

with less than 20 knots.

huvecs.a = retrieveWells(subset2, compounds = "TcdA")
huvecs.norm = transform(huvecs.a, c("tcenter","normalize","slice"),

ID="toxinAdd", xlim=c(-1,Inf))
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huvecs.smth = add_smoother(huvecs.norm, method="composite", x.scale=2/3, y.scale=1,
noise.scale=1/60, deriv.cutoffs=c(0.05,0.25) )

plot(huvecs.smth[c(1,8,10,17)],xlim=c(-1,3),showpoints=TRUE,smoother=TRUE)

8.7 Custom metrics

With this framework, it is easy for one to define new functions that calculate metrics from the

curves. Below is an example of a function (max.rate) that calculates the maximum slope of

curves. The slopes are then plotted versus toxin concentrations.

subset = retrieveWells(wells, compounds="IMCE")
subset.norm = transform(subset, c("tcenter","normalize","slice"),

ID="toxinAdd", xlim=c(-1,Inf))
subset.smth = add_smoother(subset.norm, method="composite", x.scale=2/3, y.scale=1,

noise.scale=1/60, deriv.cutoffs=c(0.05,0.25) )
subset.rate = max.rate(subset.smth, ID = "toxinAdd", min.diff = 10/60/60,

ylim = 0.8, xlim = 2)
MaxS = groupMetric(subset.rate, ID = "toxinAdd", metric = "max.rate")
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plotMetric(MaxS)

Here is the code for the function

print(max.rate.Well)

## function (well, ID, duration = Inf, nbw = 10, min.diff = NULL,
## ylim = 0.75, xlim = 2, smoother = TRUE)
## {
## dwell = spline_interpolate(well, deriv = 1, nbw = nbw, smooth = smoother,
## min.diff = min.diff)
## times = timesdata(dwell)
## dm.deriv = datamat(dwell)
## dwell = spline_interpolate(well, deriv = 0, nbw = nbw, smooth = FALSE,
## min.diff = min.diff)
## vals = welldata(dwell)
## sweep = getrows.by.ID(dwell, ID)$t1
## idx = which(sweepdata(dwell) == sweep)
## tstart = times[idx]
## idx.range = times > tstart & times < (tstart + duration)
## idx.spike = times < (tstart + xlim) & vals > ylim
## dm.deriv = dm.deriv[idx.range & !idx.spike, ]
## id = which.min(dm.deriv$values)
## rate = dm.deriv[id, c("time", "values")]
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## colnames(rate) = c("time", "value")
## well$metrics$max.rate = as.data.frame(as.list(rate))
## return(well)
## }

8.8 Future plans

After approval from the maintainers of R packages, this will be a standard R package accessible

from the Comprehensive R Archive Network (CRAN).



Chapter 9

Future directions: toxin responses

and metabolism

9.1 Toxins alter expression of many metabolic genes

As discussed in a previous chapter, many genes encoding enzymes in lipid and fatty acid pathways

were differentially expressed after toxin treatment. We therefore hypothesized that metabolism

of lipids and fats will alter the host responses to TcdA. To test this, we placed mice on a high

fat diet and performed cecal injection experiments as described previously. When the two factors

were accounted for (western diet versus regular diet and toxin-treated versus sham), there was no

significant effects caused by a high fat diet 16h after toxin injection (data not shown). Nevertheless,

many metabolic genes were altered. Since the greatest expression differences occurred at 16 hours,

it is possible that these changes reflect upstream changes in central regulators known to control the

expression of many of these genes (e.g., nuclear receptors).

9.2 Integrating and visualizing transcriptional changes within a

metabolic network

Since well-curated, genome-scale networks have been constructed for human and mouse, it is possi-

ble to overlay the transcriptional data in this dissertation onto these networks to visualize modules

or entire pathways that are altered. In addition, the transcription may be used to turn enzymes

122
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on or off in these models in order to determine shifts in metabolism during pathogenesis or repair

from TcdA and TcdB.

Integration of transcription data with metabolic is therefore are a potential future direction

that could identify novel host responses to toxin. Although this dissertation does not use metabolic

models, I have had significant experience with them while working with colleagues. In this chapter, I

present a review of methods for identifying drug targets from metabolic reconstructions of microbes.

However, the last section is dedicated to how the host metabolism can be controlled or modified

for new treatment strategies.

9.3 Synopsis

For many infectious diseases, novel treatment options are needed in order to address problems

with cost, toxicity and resistance to current drugs. Systems biology tools can be used to gain

valuable insight into pathogenic processes and aid in expediting drug discovery. In the past decade,

constraint-based modeling of genome scale metabolic networks has become widely used. Focusing

on pathogen metabolic networks, we review in silico strategies used to identify effective drug targets

and highlight recent successes as well as limitations associated with such computational analyses.

We further discuss how accounting for the host environment and even targeting the host may offer

new therapeutic options. These systems-level approaches are beginning to provide novel avenues

for drug targeting against infectious agents.

9.4 Glossary

biomass

an objective reaction consisting of important metabolites that the cell needs in order to grow

(e.g. amino acids, lipids and carbohydrates). Correlated reaction sets: groups of reactions

whose fluxes always change in relation to one another. 129–137, 145

exchange reaction

a reaction that transports metabolites into or out of the system. 138
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flux balance analysis (FBA)

the possible combination of allowable fluxes given a defined set of constraints which bound

reaction fluxes, for example reversible and irreversible reactions. 125, 126, 128–132, 134–140,

145

feasible flux space

the possible combination of allowable fluxes given a defined set of constraints which bound

reaction fluxes, for example reversible and irreversible reactions. 129

flux distribution

the set of all reaction fluxes within a metabolic network. 131, 133, 134

flux variability analysis (FVA)

a linear programming-based method which determines the minimum and maximum reaction

fluxes that allow for optimal or near-optimal flux through the objective reaction. 128, 137–139

gene-protein-reaction relationship (GPR)

the combination of proteins or protein components sufficient to carry out an enzymatic reac-

tion and the combination of genes sufficient to express each of the protein components. 125,

128, 129, 134, 136

in silico

in contrast to in vivo or in vitro, the term indicates a computational process in a simulated

environment. 123, 129, 135, 140

linear programming

also termed linear optimization, an area of mathematics developed for maximizing a linear

combination of variables (e.g. Av1 + Bv2 + Cv3), such that the variables are constrained by

many linear equalities and inequalities (e.g. the constraint v1 − v2 = 0 implies that flux v1 is

constrained to be twice flux v2). 124, 129, 131
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mass balance

a requirement that the mass entering the system or any pathway within the system equals

the mass exiting the system or pathway; a crucial characteristic of metabolic reconstructions

from which functional mathematical models can be derived. 129, 134

metabolic network reconstruction

a manually-curated computational network of the metabolism of an organism with all the

gene-protein-reaction relationships(GPRs) assembled from a functionally annotated genome,

biochemical data, and literature, that are compiled into a stoichiometric matrix, which serves

as the framework for further computational analysis. 125, 126, 128–130, 134, 136–142, 144–

146

objective flux

the flux through the objective reaction. 131, 132, 137–139

objective reaction

a reaction which sets a demand for particular metabolites in the network. The typical goal in

formulating this reaction is to simulate a biological objective, whether it be growth, energy,

virulence, or a combination of other factors. 125, 129–131, 133, 134, 136–142

reaction flux

moles consumed in a reaction per unit time. 123–125, 129–131, 133–139, 141, 142, 144

steady state

with respect to flux, a key assumption in flux balance analysis (FBA) that the reaction fluxes

within the system, and therefore the amounts of each metabolite, do not change over time,

an assumption often justified by the very short time-scale of metabolic reactions compared

to the time necessary for changes in cell phenotype. 130

stoichiometric matrix (S matrix)

a mathematical formalization of a metabolic reconstruction; a matrix in which each element

contains the stoichiometric coefficient for a metabolite (row) participating in the correspond-
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ing reaction (column). 125, 129, 130, 140

Clicking on a glossary term within this chapter returns you to its definition in this section.

9.5 Systems biology and pathogen metabolism

Systems biology methods have been applied extensively to the study of infectious diseases across

multiple scales of biological organization to generate predictions ranging from pathogen gene lethal-

ity in particular microenvironments [319, 320] to dynamics involved in the host immune response

to infection [321]. Utilizing the predictive power of computational modeling and systems analysis,

wideranging questions related to pathogen virulence, disease progression and host response can be

explored to generate hypotheses for more thorough experimental investigation.

The increasing availability of high-quality genome-scale metabolic reconstructions [322] presents

an opportunity for the rational and systematic identification of metabolic drug targets in a pathogen

of interest. Built bottom-up from functional genome annotations (and a variety of other data

sources) and analyzed with computational methods such as FBA, these biochemical networks can

account for hundreds to thousands of metabolites participating in enzymatic reactions across a range

of metabolic subsystems (e.g. carbohydrate, amino acid, lipid, nucleotide and energy metabolism)

and cellular localizations (e.g. extracellular space, cytosol and compartments specific to particular

organisms) (Figure 9.1A) [323]. Since the initial genome-scale reconstructions of Escherichia coli

[324, 325] and Haemophilus influenzae [326, 327], the metabolic networks of over 50 organisms

(bacteria, archaea and eukaryotes) have been reconstructed (reviewed in [322]). Elements of this

network reconstruction process have been automated, allowing the preliminary analysis of hundreds

of draft network reconstructions [328]. Among these, metabolic networks have been reconstructed

for several pathogenic organisms (Table 9.1). Indeed, the study of pathogen metabolism-for the

elucidation of highpriority drug targets and metabolic factors contributing to pathogenicity—is an

exciting application for metabolic network modeling and systems biology.

In this review, we explore several techniques and approaches used to predict antimicrobial drug

targets from metabolic network modeling using FBA. Where possible we present examples that have

led to novel data, drug targets, or drugs. Metabolic network modeling is still in its infancy, but

has allowed for predictions that align with previous data and has provided many hypotheses that
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Identify and
test drugs

Modeling and
analysis

Literature and
experimental
validation

Iterative
model
building

Reconstruction of
reaction network

Flux balance
    analysis

Identify potential
drug targets

Improve and
     Data reconciliation
and assembly

max vbiomass

S v = 0

Omics

Association of 
drugs and targets 

(structural bioinformatics,
 drug databases, etc.)
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Figure 9.1: The iterative process of model building and refinement. (A) A function-
ally annotated genome together with data from the biochemical literature are used to assemble a
network reconstruction. FBA allows for modeling and simulation of the reconstructed network. Ad-
vanced network analyses (such as gene essentiality or flux variability) allow for identifying potential
antimicrobial drug targets. These targets can then be associated with drugs using bioinformatics
approaches and obtaining target drug information from a variety of publicly available databases
(e.g. STITCH or DrugBank). Predictions involving targets and drugs can be experimentally val-
idated. Any discrepancies between computational predictions and experimental validation can be
informative to improving upon and refining the original reconstruction and modeling platform. (B)
GPRs, central to the assembly of a metabolic reconstruction, define the genes and gene products
needed for each enzymatic reaction. Isozymes can be represented with ’OR’ statements, whereas
enzyme subunits required to function together to catalyze a particular reaction can be represented
with ’AND’ statements.
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continue to be developed. We first discuss the fundamental aspects of network analysis and FBA in

particular. Subsequently, we delve into how computational metabolic reconstructions can be used

to prioritize drug target predictions. Furthermore, we review recent developments on model-guided

pipelines for drug target discovery against pathogens. Finally, we extend the discussion to include

host cell metabolism and propose directions for future modeling efforts in infectious disease.

9.6 Reconstructing the metabolic network and defining an objec-

tive

A metabolic network reconstruction is assembled piece-by-piece by compiling data on known en-

zymes, genes encoding these enzymes, and the stoichiometry of the reactions catalyzed by these

enzymes (see [352] for a list of databases containing such data). GPRs, in the form of Boolean logic

statements, define which genes are necessary for each enzyme and which enzymes are necessary for

each reaction [323] (Figure 9.1B). The information for all the reactions in a network reconstruction

with m metabolites and n reactions can be stored in an m by n table or matrix, the stoichiometric

matrix. Each element or cell in this matrix corresponds to the stoichiometric coefficient of one

particular metabolite in one particular reaction [323, 353]. The stoichiometric matrix enables strict

accounting for the underlying biochemistry and allows a quantitative description of complex in-

teractions between metabolites that are responsible for driving a cellular phenotype. This matrix

formalism facilitates interrogation of the structural and functional properties of the network.

The application of FBA to a network reconstruction results in the identification of combinations

of reaction fluxes that correspond to a maximum flux through a targeted reaction (an objective)

while requiring that constraints are satisfied, for example that the mass entering the network is

equal to the mass exiting the network (mass balance). In more mathematical terms, FBA involves

the use of a linear programming formulation wherein an objective is optimized subject to a set

of governing constraints (Box 1) [322, 353, 354]. In addition to requiring mass balance for every

reaction, thermodynamic, topological, environmental, and regulatory data may provide additional

constraints that dictate the feasible flux space [355]. An objective often used with FBA is biomass

production, which is represented in silico as a drain capturing crucial metabolites necessary for

growth of the organism [356, 357]. With the ultimate goal of identifying antimicrobial drug targets
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(and associated drugs) to slow or stop the growth of a pathogen, a biomass objective is often

very appropriate for computational modeling efforts. Network reconstructions of most pathogenic

organisms have incorporated biomass reactions as their objectives (Table 9.1).

Box 1. A brief primer on FBA
Nutrient availability, restrictions on surrounding environmental pH, and temperature are

examples of basic constraints that, when imposed upon cells, can affect the resulting pheno-

types [353]. Such constraints can be mathematically described, and they serve to narrow the

operating range of the cell and yield a set of feasible reaction fluxes for a metabolic network.

In other words, the constraints (which can be physicochemical, topological, environmental

and regulatory) restrict the number of possible phenotypes, which then allows the function

of the biochemical network to be characterized [353, 355].

FBA is one constraint-based method that has been extensively applied in the study of

prokaryotic and eukaryotic metabolic networks [338, 358]. First, reactions of a metabolic net-

work are assembled into a stoichiometric matrix, whose elements correspond to the stoichio-

metric coefficients describing the conversions from reactants to products (see figure below)

[323, 353]. This simple matrix formalism permits quantitative description of the complex

interactions between metabolites. Following network reconstruction, the concentrations of

metabolites and fluxes through reactions can be represented as follows:

dC

dt
= Sv (9.1)

Here, C is a vector of concentrations of metabolites, t is time, S is the stoichiometric matrix

consisting of m rows of metabolites and n columns of reactions, and v is a vector of fluxes

through the corresponding reactions. Invoking the steady state assumption so that the rate

of production of every metabolite equals its rate of consumption yields the following:

Sv = 0 (9.2)

Limits can be applied to individual fluxes as follows:
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vmin ≤ v ≤ vmax

Particular reactions can have set upper limits (vmax) that may align closely with experimental

enzyme capacity measurements, whereas other irreversible reactions will have vmin set to 0.

The principle physicochemical constraints in Equation 9.2 represents a set of m linear

equations. Because there are typically more unknown variables (m reaction fluxes) than

equations (n steady state equations for each metabolite), the system of equations is “inde-

terminate” [353]. In other words, there may be many sets of fluxes (many flux distributions)

that can satisfy the steady state constraints as well as the vmin and vmax of each reac-

tion. The goal then is to use linear programming to identify which of these feasible flux

distributions allow for the greatest flux through the objective reaction.

Traditionally, maximization of biomass has been chosen as the objective of choice in

FBA [353]. A set of metabolites (e.g. amino acids, lipids, nucleotides and carbohydrates)

that are necessary for the cell or organism to grow are typically included in the biomass

reaction. Therefore, the optimization problem can be summarized as simply:

maximize vbiomass

subject to Sv = 0

vmin ≤ vi ≤ vmax for i = 1...n

Even with these constraints, linear programming does not guarantee that the set of fluxes that

allow for the maximal objective flux are unique. What is guaranteed is that the objective flux

(vbiomass) found is the highest possible flux through the objective reaction that the network

can allow, under any state. There are often are many possible flux distributions that achieve

the maximal objective flux. See Box 4 for a method that helps investigate the many possible

solutions.
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The inability of the metabolic network model to synthesize even one metabolite of the biomass

reaction will result in a predicted value of zero for the objective flux (biomass), and analogously no

growth. Therefore, growth predictions are sensitive to metabolites that are placed in the biomass

reaction reaction. FBA can be used to investigate the ability of the model to produce each metabo-

lite within biomass. In the Porphyromonas gingivalis metabolic network, the ability of the model

to produce each of the 52 metabolites within the biomass reaction was evaluated after system-

atic reaction deletions [337]. Crucial groups of reactions were identified that were responsible for

lipopolysaccharide (LPS) production, coenzyme A production, glycolysis, or purine and pyrimidine

biosynthesis [337]. Corresponding enzymes that are essential for growth, as well as for the pro-

duction of important bacterial components such as LPS, could serve as potential drug targets. In

addition, in a study of Leishmania major metabolism, the contribution of minimal media compo-

nents to the synthesis of individual biomass reaction constituents was analyzed [348]. The study

found that the absence of cysteine and oxygen in the minimal media had a drastic impact on

the overall metabolic network, limiting the generation of 30 of the 40 biomass constituents [348].
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Network analyses as delineated in these examples of P. gingivalis and L. major may permit the

formulation of a hypothesis for the role of specific metabolites and their influence on growth. There-

fore, defining an appropriate biomass reaction (Box 2 and Box 3) is crucial for useful predictions

and identification of vulnerable parts of the metabolism of a pathogen.

Box 2. Cellular objectives of pathogenic organisms
A biomass reaction is not applicable under all conditions, and very often growth alone may

not be a realistic objective. Other objective such as maximizing or minimizing ATP or

maximizing the production of particular cellular by-products (e.g. lactate or pyruvate) can

also be used.

The metabolism of an organism may be adapted for increased virulence or pathogenic-

ity. Pathogens and host cells may also temporarily opt for alternative objectives while under

selective pressures (e.g. changes in nutrients or environmental influences of secreted toxins).

In addition, different morphological stages of a pathogen (e.g. the sporozoite stage of Plas-

modium falciparum in mosquitoes vs the merozoite stage in humans) may be characterized

by varying metabolic requirements. Consequently, the objective function must be appropri-

ately defined to find relevant enzyme targets crucial in particular stages of infection and/or

environmental conditions.

To explore the effects of targeted perturbations (pharmacological or genetic), different

objectives can be explored. It may be that the evolutionary pressures that dictate wild-type

cells are different for knockout mutants. Additionally, mutants may not have the ability

for immediate regulation of fluxes that allow for optimal growth. Based on these ideas,

an approach termed minimization of metabolic adjustment (MOMA) was developed. The

requirement for optimal growth is relaxed for gene deletions in MOMA. Instead, MOMA

assumes that the overall flux distribution of a gene-knockout mutant will probably not change

significantly from that of the corresponding wild type [359]. In terms of flux values, the

gene-knockout mutant will remain as close as possible (in Euclidean distance) to the wild-

type optimal flux distribution. MOMA aided in correcting gene essentiality predictions

associated with knockouts of fructose-1,6-bisphosphatate aldolase, triosephosphate isomerase
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and phosphofructokinase in the E. coli central metabolic model [359]. These genes were

predicted to be nonessential when biomass was used as the objective for E. coli growth

on glucose, which was inconsistent with supporting literature evidence. MOMA yielded a

suboptimal flux distribution for a knockout mutant that would not necessarily equal the

optimum as dictated by traditional FBA [359].

Approaches such as MOMA that consider alternate hypotheses for the objective

of metabolic networks provide a basis for understanding a potential biological goal for

pathogenic organisms, especially considering the complexity of the environment surrounding

the pathogen of interest.

Box 3. Knowledge gaps and caveats to metabolic network

analysis
Multiple steps in the model-building process and subsequent analyses are prone to errors that

may greatly affect flux and growth predictions and, consequently, predicted drug targets.

FBA provides a quality-assurance check that ensures mass balance. Growth rates and gene

essentiality predictions are validated against experimental data to ensure the model truly

reflects biological processes. Gene essentiality predictions (commonly between 55% and

90%) provide confidence that downstream analyses are based on a high-quality model [319,

360]. To ensure the usefulness of any computational pipeline, drug target predictions should

be compared to known targets from the literature. Below we discuss more of the particular

difficulties and limitations encountered when using metabolic models to identify drug targets.

Genome annotation

In any metabolic reconstruction, there may be hundreds of putative metabolic enzymes with

no experimentally identified function. These reactions and associated GPRs may be assem-

bled strictly based on existing functional annotations of the genome or based on evidence

from related organisms. Even some very well characterized enzymes may have other unex-
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pected activities. In such cases, misannotated enzymes may yield incorrect model predictions

leading to errors in drug targeting. For instance, an enzyme may be incorrectly predicted

to be essential if the activity of another enzyme, which is not included in the network, can

account for the same function. Therefore, this represents one important knowledge gap in

the assembly of metabolic networks, and the inclusion of more refined enzyme annotations

will directly improve drug target predictions [361, 362].

Nutrient availability

An important challenge in reconstructing and modeling metabolic networks is determining

the composition of in silico media. Nutrients available in host environments are poorly char-

acterized. In addition, for any nutrients that are identified, quantitative data on uptake rates

are unavailable. Knowledge of the transporters of an organism elucidates which metabolites

are transported into the cell. However, information on transporters is particularly limited

and, in general, transport reactions lack any experimental evidence or gene associations sup-

porting their presence. Instead, transport reactions are added for proper functioning of the

computational model. Because model predictions are dependent on the media environment,

nutrients and transporters must be carefully defined.

Objective function

As stated previously, in FBA-based modeling of microbial organisms, a biomass reaction has

often been used. The purpose of the reaction is to ensure a drain of metabolites that are

deemed essential to support the growth of the organism. Starting with the estimated weight

fraction of important macromolecular components of the cell (e.g. protein, lipid, RNA, DNA

and carbohydrate), the relative abundance of metabolites comprised in each group (e.g.

amino acids, phospholipids, nucleotides) can be computed [356]. Among several available,

a few experimental methods to measure biomass components include chloroform–methanol

extraction (lipids), colorimetric protein assays, and gas chromatography–mass spectrometry

(protein content) [363]. Fluxes measured directly by metabolic flux analysis, which tracks



136 CHAPTER 9. FUTURE DIRECTIONS: TOXIN RESPONSES AND METABOLISM

the movement of 13C from an initial 13C-labeled substrate, may also help to define the

objective function [364, 365].

An objective function is most likely to cause errors if metabolites are entirely missing

or incorrectly included; the relative amounts of each metabolite in the objective reaction

(i.e. the stoichiometric coefficients) do not greatly affect FBA results [357, 366]. Therefore,

logically deducing a biomass reaction is often adequate to estimate the growth of an organism.

However, additional experimental data can reveal interesting peculiarities that may be used

to design a specific biomass reaction for a particular organism. Data on growth- and non-

growth-associated ATP maintenance can be included in the biomass reaction [367]. Under

in vivo conditions when a pathogen is interacting with its host, an aspect that is often

unclear is which biomass component(s) to include in the reaction. The composition of the

biomass reaction is likely to vary under different physiological conditions, and the choice of

metabolites can directly influence model predictions regarding drug targets. For example,

failure to include a particular cell-wall component will not necessarily direct flux through

reactions that may be crucial in vivo, and therefore the associated enzymes will not be

targeted.

9.7 The quest for drug targets in metabolic networks of pathogens

Gene essentiality analysis

The most common method to identify potential drug targets has been through the prediction of

essential genes (Table 9.1). The enzymes encoded by essential genes are typically hypothesized as

drug targets. Gene knockouts might lead to a redistribution of flux through the network if the

perturbed gene or gene product affects the removal of a particular flux-carrying reaction [322]. A

GPR aids in mapping the effects of a genetic (or pharmacological) perturbation on the associated

reactions, and thus the network. Gene-level perturbations that result in reduced or zero flux

through a biomass reaction correspond to growth-reducing or lethal gene knockouts, respectively

(Figure 9.2). For example, in a reconstruction of Mycobacterium tuberculosis, five previously known
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drug targets were encoded by genes predicted to be essential from computational analysis [335].

For metabolic reconstructions of pathogens, enzymes that are predicted to be essential will offer

new experimental hypotheses and avenues for drug discovery. In the following subsections we

discuss several other approaches for drug targeting using metabolic network analysis. These other

approaches may provide a separate list of potential targets; however, they can also be used in

tandem with gene essentiality analysis for step-by-step prioritization of drug targets.

Enzyme robustness and flux variability

In addition to an analysis of gene essentiality, assessing enzyme robustness could identify vulnerable

or sensitive portions of a metabolic network suitable for drug targeting. To determine the robustness

of a metabolic network to the inhibition of an enzyme-catalyzed reaction, the flux of a reaction

may be constrained to a fraction of its wild type flux (simulating partial to complete inhibition),

and the effects on an objective flux (e.g. biomass production) can be evaluated [368] (Figure 9.2).

Such an approach was used in analyzing the network reconstruction of Francisella tularensis, which

revealed that the growth rate was sensitive to changes in H+ and NH4 flux in a simulated in vitro

medium but not in a simulated in vivo medium that mimicked the environment during infection

[331]. Analyzing enzyme robustness with different constraints provides a detailed view of possibly

nonlethal reactions whose change in flux has a strong effect on the objective of a network under

different environmental conditions, therefore suggesting important reactions during an infection or

perturbations for drug targeting.

Alternatively, the objective function could be constrained to a fixed percentage of its wild

type flux and the allowable range of flux for each reaction can be determined using an approach

termed flux variance analysis (FVA) (Box 4) [369]. A recognized shortcoming of FBA is that the

typical implementation calculates only one of many possible solutions that optimize flux through

the objective reaction. Consequently, there may be many possible routes through the network

that achieve the same optimal flux for a given objective [355, 369]. In an effort to circumvent

this shortcoming, FVA was developed to determine the range of fluxes over which a particular

reaction operates, while still allowing for optimal, or near-optimal, objective flux [369]. FVA

also identifies blocked reactions (reactions incapable of carrying any flux in a given model under

specified constraints) or reactions with different flux ranges in various media. Enzymes that catalyze
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reactions with little to no variability in flux for a given objective could be selected as potential

drug targets given that the network may be sensitive to even modest inhibition of its activity. In

analyzing the reconstruction of M. tuberculosis, the average of the highest and lowest allowable

flux for each reaction was used as a point of comparison for the model under constraints for two

growth rates [335]. In the study, the reaction catalyzed by isocitrate lyase—an enzyme important

for persistence in a host—was predicted to have increased flux during slow growth, and the activity

of the enzyme was experimentally confirmed to be greater in slow-growing cells of the closely related

Mycobacterium bovis [335]. Hence, flux variability and enzyme robustness aid in further prioritizing

drug targets identified from other methods such as gene essentiality.

Box 4. A brief primer on FVA
After the application of various constraints on the biochemical network, the number of al-

lowable network states (or possible phenotypes) is typically large. Depending on the size and

interconnectedness of the cellular network, there may be several alternative optimal pheno-

types [355]. FBA calculates one of many feasible solutions that result in the same optimal

value of the cellular objective.

FVA calculates the range of flux in each reaction that allows for the same optimal

flux through the objective reaction. The objective flux of the reaction is specified as an

additional constraint and multiple optimizations are performed to compute the maximum

and minimum flux for every reaction in the network:

Max/Min vi

subject to Sv = 0

vbiomass = Zobj

vmin ≤ vi ≤ vmax for i = 1...n

Here, n refers to the number of reactions in the biochemical network, and Zobj is the optimal

value of the cellular objective (vbiomass) as obtained by FBA [369].
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9.7.1 Metabolite essentiality

Many current drugs have high similarity to natural metabolites and compete for and/or inhibit

normal enzymatic activity [370]. Therefore, another very interesting avenue towards identifying

drug targets in metabolic networks is via the prediction of essential metabolites. In contrast to the

more traditional individual gene knockouts mentioned previously, metabolites in the stoichiometric

matrix can also be systematically removed. Consequently, all reactions in which a given metabolite

participates are removed, and the resultant effects on the objective are assessed (Figure 9.2). A

total of 211 essential metabolites in the Acinetobacter baumanii reconstruction were narrowed to 9

following removal of (i) currency metabolites (ATP, NADH, H2O, etc.); (ii) metabolites present in

the human metabolic network; and (iii) metabolites participating in reactions catalyzed by enzymes

with human homologs [329]. Enzymes that catalyze reactions involved in the consumption or

production of these essential metabolites may be considered as drug targets. Moreover, structural

analogs of essential metabolites may be considered as test compounds for experimental evaluation,

thus sidestepping extensive screening or computational predictions [345].

9.7.2 Combination gene and reaction perturbations

Many anti-infectives on the market act on multiple targets. This multiplicity of targets was ex-

emplified in a network analysis of 890 FDA-approved drugs targeting 394 human proteins (derived

from the DrugBank database), where approximately 38% of the drugs were associated with more

than one protein target, and a few drugs were associated with as many as 14 targets [371]. In that

regard, a drug discovery strategy incorporating compounds known to act simultaneously on multiple

targets can be adopted for microbial pathogens. FBA allows predictions involving the perturbation

of multiple genes or reactions in a rapid timeframe (minutes or hours)—a single in silico combina-

tion taking only a fraction of a second [372]. In a reconstruction of M. tuberculosis that accounted

for features specific to an in vivo environment, all non-trivial double-deletion mutants (synthetic

lethal pairs) were tested for in silico growth using FBA [320]. Of two experimentally-characterized

double gene deletions, the model accurately predicted reduced in silico growth in both in vitro and

in vivo environmental conditions [320]. A combination of drugs that affect synthetic lethal targets

may act synergistically to inhibit growth of a pathogen, thereby paving the way for model-guided
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predictions of drug synergy. Experimentally screening for all possible drug combinations against a

particular pathogen is costly and is often not feasible. Therefore, predicted combinations of drugs

associated with synthetic lethal targets can direct more specific experiments and perhaps reveal

entirely novel treatment strategies.

9.7.3 Groups of targets and network topology

Other approaches characterizing the structure of a genome-scale network reconstruction identify

sets of reactions that act together and therefore may be targeted as an entire pathway. Sets

of correlated reactions (or Co-sets) consist of groups of reactions whose fluxes are linked, and

which represent functional modules within a biochemical network [373]. Co-sets, which can aid in

suggesting alternative drug targets by identifying reactions that are functionally related to each

other, can be divided into several categories. A perfect Co-set consists of a group of reactions such

that, for any given pair in the group, a non-zero flux in one reaction implies a non-zero flux in

the other, with a fixed ratio . Other categories include partial Co-sets (pairs of linked reactions,

but with a variable flux ratio) and directional Co-sets (a non-zero flux in one reaction implies a

nonzero flux in the other, but the converse is not true) [374]. By calculating hard-coupled reaction

(HCR) sets—a subgroup of perfect Co-sets where sets of reactions are defined by participating

metabolites sharing a consumption to production connectivity of 1:1 (i.e. two reactions are linked

by a metabolite that is connected to no other reaction)—one study found 25 of 147 HCR sets

contained previously identified drug targets in M. tuberculosis [319]. Because an altered flux in

one reaction results in an altered flux of all reactions within a HCR set, only one enzyme needs

to be targeted. This approach aids in prioritizing the list of potential drug targets by identifying

linked enzymatic reactions. Hence, analyses of the topology of a metabolic network can reveal key

local and structural features that may be important drug targets when data related to environment

fluxes or appropriate objective are not necessarily available.

9.7.4 Environment and conditional essentiality

Finally, the metabolic phenotype is dependent on the media environment and the exchange of

metabolites into and out of the system (see Box 3 for discussion of knowledge gaps associated with

nutrient availability). By constraining uptake or secretion fluxes, a minimal set of metabolites
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that allows flux through the objective can be computed [348]. Moreover, enzymes or metabolites

that are necessary for growth in various environments (e.g. minimal media, defined media, or rich

media with an abundance of nutrients and carbon sources) can be predicted. In the reconstruction

of F. tularensis, genes that were essential in a simulated macrophage environment and five other

environmental conditions were considered to be unconditionally essential genes (in other words, they

represented a core set of genes that were essential regardless of the medium). Of the 17 virulence

factors cataloged from previous literature, eight were unconditionally essential genes [331]. By

contrast, enzymes that may be necessary for growth under one condition, but not another, are

conditionally essential (Figure 9.2). With a careful consideration of an objective and appropriate

nutrient uptake, gene essentiality analysis may reveal new drug targets specific to particular growth

conditions and environments in which a pathogen must survive. Such an analysis can also inform

strategies for manipulating the environment of the pathogen that could be effective as a treatment

option.

9.8 From target to drug and the development of model guided

pipelines for drug discovery

Computational analysis of metabolic processes in pathogens can yield a ranking of predicted drug

targets. Bioinformatics and network analyses were performed to yield a high-confidence list of

targets against M. tuberculosis [375]. By implementing a multilayered approach, targets that did

not pass sequential cut-off values were removed (e.g. elimination of enzymes with human homologs or

targets with no computationally predicted binding pocket) [375]. In another proof-of-concept study

it was noted that essential type II fatty acid biosynthesis (FAS II) reactions in the E. coli MG1655

metabolic network were also essential in several Staphylococcus aureus strains [376]. Following

network analysis, a virtual screening strategy was employed whereby small molecules from a library

of approximately 106 compounds were docked to enzymes catalyzing essential reactions, and 41

inhibitors of FAS II enzymes were selected for experimental validation [376]. In cell viability assays,

six of the inhibitors had growth-retarding effects against E. coli and S. aureus strains in standard

LB agar plates [376]. Finally, following the identification of 163 essential metabolites, a third study

used a layered approach to prioritize five essential metabolites in the metabolic network of the
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opportunistic pathogen Vibrio vulnificus [345]. Currency metabolites, metabolites consumed by a

single reaction, metabolites present in the human metabolic network, and metabolites associated

with enzymes with human homologs were removed. The study screened 352 compounds found to

be structurally similar to one of the five essential metabolites and identified one compound that

most potently inhibited growth, more so than a currently used drug [345]. These studies provide

various examples of model-guided pipelines to drug discovery by primarily using network analyses

to identify and prioritize drug targets. Additional constraints such as enzyme druggability and

elevated gene expression can also be used to prioritize drug targets, which can then guide the

screening and selection of compounds.

A common approach in proposing drug targets using metabolic networks has been to rule out

targets that overlap with host cell metabolism—the idea being that offtargets can be minimized

and drug interference plus subsequent complications with the host can be avoided. However, there

are arguments to be made in favor of retaining targets that overlap with human metabolism. First,

accounting for the drug selectivity between host and pathogen targets at the respective binding

sites may preclude off-target influences [377]. Second, if the goal is to discover drugs against

infectious diseases quickly, then the best option may be to focus on finding new clinical indications

for existing FDA-approved drugs (i.e. pursuing drug repurposing strategies) instead of developing

new investigational compounds that are subject to regulatory hurdles [378]. Also, the majority

of FDA-approved drugs target human proteins. Hence, eliminating pathogen targets that overlap

with human proteins reduces the number of potential drugs that could be evaluated experimentally.

9.9 A host cell perspective

Interaction with a host cell is often crucial to the metabolism and survival of a pathogen. For

instance, the kinetoplastid parasite L. major is unable to synthesize several essential amino acids

and therefore obtains them from the host macrophage [379]. As another example, Legionella

pneumophila, the bacterium responsible for Legionnaire’s disease, ceases to replicate inside a host

macrophage when it cannot access or process threonine [380]. Consequently, identifying the partic-

ular niche of nutrients and resources in the host cell required by a pathogen is vital to discovering

treatment options that specifically target host-pathogen interactions [381].



144 CHAPTER 9. FUTURE DIRECTIONS: TOXIN RESPONSES AND METABOLISM

A systems-level analysis of pathogen metabolism interfaced with cell type-specific host metabolic

networks can also be conducted. Because P. falciparum invades mature erythrocytes to establish

infection in its human host, a metabolic model of the human erythrocyte was built in conjunction

with the P. falciparum reconstruction to make predictions which aligned closer to known condi-

tions in the infected erythrocyte [349]. This model, modifying an existing approach from Shlomi

et al. [382], integrated previous gene expression data where several enzymes were constrained to

be ’on’ and ’off’ during specific life-cycle stages. The combined erythrocyte-blood stage P. falci-

parum network correctly predicted metabolite exchanges between the microbe and host [349]. A

recently active area of research has been the development of algorithms to create cell type-specific

metabolic networks by integrating gene and protein expression data with existing human metabolic

reconstructions [382–384]. Inclusion of host-specific factors into pathogen metabolic-network recon-

structions or developing systems-level models of host and pathogen networks will continue to enable

investigations into the complexities of the host-pathogen interplay.

Finally, inhibiting host pathways and perturbing the flux of metabolites in the host cell may

alter the ambient environment and require pathogens to adapt their metabolic needs. Therefore,

targeting the machinery of a host cell at the host-pathogen interface can provide new therapeutic

approaches [385]. For example, host proteins hijacked for viral replication are potentially important

drug targets. Recently, a high-throughput screening assay identified a lipophilic compound–NA255–

that inhibits the host serine palmitoyltransferase, an enzyme needed for association of hepatitis C

virus (HCV) with host lipid rafts [386]. Moreover, to characterize transformations in host functions,

data specific to the host cell preand post-infection must be obtained. The analysis of transcription

profiles is one approach that has been successfully implemented to identify genes in the host cell

that are differentially regulated due to pathogenic infection [387, 388]. Similarly, profiling the

proteome and lipidome of a hepatocyte over the time-course of infection and integrating these data

with protein-protein interaction networks revealed multiple lipids and enzymes differentially regu-

lated in HCV-infected cells [389]. A third approach for identifying factors in the host necessary for

establishing infection involves the use of genetic screens in which largescale insertional mutagenesis

is performed to develop null mutants in a human cell line [390]. Ultimately, the use of new exper-

imental technologies along with metabolic modeling will be vital to discovering host components

crucial to the survival of a pathogen.
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9.10 Next steps

Advanced meta-network analyses, such as comparative modeling of metabolic reconstructions across

multiple strains and species or community-based modeling of metabolism across differing pathogenic

organisms, have broad implications for understanding and investigating infectious diseases. Below,

we highlight several future directions in this realm and provide a few examples of efforts already

underway.

The recent completion of metabolic reconstructions of the pathogen Pseudomonas aeruginosa

[338] and the related nonpathogen Pseudomonas putida [391] creates new opportunities for in-

vestigating species-specific differences in metabolism and the metabolic basis for virulence of P.

aeruginosa. Towards that end, a reconciliation of the two reconstructions was completed such that

any differences in the metabolic networks of P. aeruginosa and P. putida would be indicative of

true biological variations as opposed to artifacts of the reconstruction and modeling process [392].

In the reconciliation study, the model for each organism was analyzed to characterize the tradeoffs

of producing biomass versus the production of individual metabolites. Compared to P. putida, P.

aeruginosa was able to produce a small proportion of the shared virulence factor precursors with

only a slight decrease in biomass production. In general, the metabolic flexibility analysis suggested

that the virulence of P. aeruginosa is complex and highly multifactorial, and has more flexibility

than P. putida in many metabolic pathways. This computational analysis paves the way for future

modeling efforts of other infectious disease-causing agents and their basis for establishing virulence.

As another example, syntrophic mutualism between a sulfate-reducing bacterium, Desulfovibrio

vulgaris, and a methanogen, Methanococcus maripaludis, was investigated by performing FBA

on a compartment-based model involving the metabolic reconstructions of both organisms and a

culture medium [393]. In another study, gene expression data were integrated with the genome-

scale metabolic reconstruction of P. aeruginosa in the context of a chronic cystic fibrosis lung

infection over a 44-month time-course [394]. This analysis provided a systems-level view of bacterial

adaptations in a cystic fibrotic lung environment over time. Subsequent studies can shed light on

the interactions between multiple organisms over the time course of an infection.

Finally, automated reconstruction platforms such as ModelSEED permit the rapid reconstruc-

tion of hundreds of draft bacterial metabolic networks [395, 396]. Integration of many such re-
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constructed networks may help elucidate interactions within the host microbiome and partially

explain the development of opportunistic infections that occur primarily because of an altered bac-

terial flora and environment. For example, an integrative metabolic analysis of organisms in the

human gut microbiome could aid understanding of the intricate balance between non-pathogenic

and potentially pathogenic organisms during healthy and infectious states in the gastrointestinal

tract. An expected outcome of such analyses could result in the selection of drugs or drug cocktails

that specifically target pathogens without eliminating non-pathogenic members.

9.11 Concluding remarks

As reconstructions of metabolic networks become more standard and automated [323], the need

for computational tools to characterize these networks becomes more apparent. In addition, the

generation and management of large datasets pertaining to both host cell and pathogen intracellular

processes of metabolism, signal transduction or regulation has necessitated a systems approach

and, therefore, the computational methods used to analyze these data are becoming increasingly

important. Experimental methods will continue to improve, thereby generating data that have

so far been either impossible or prohibitively laborious to obtain, and which have constrained

the value of some model predictions. For example, TraDIS (a new experimental method used

to identify all essential genes simultaneously) directly measures gene essentiality that the model

could only predict [397]. However, the iterative relationship between modeling and experiment

will always permit the generation of novel hypotheses and the contextualization of large datasets,

often in a quicker and more cost-efficient manner (e.g. rapid essentiality prediction of all double

gene knockouts). Network-based approaches such as genome-scale metabolic reconstructions have

been effective in drug target prediction and will continue to expand in scope and applicability. In

addition, integration of networks and data into more standard pipelines that traverse the spectrum

from computational prediction to experimental evaluation and back again will speed the process

dramatically. By including many types of data sources that have yet to be coupled, entirely new

classes of drug targets or treatment strategies may be found. The already enormous amount of

data is only increasing, and the use of systems biology approaches will be vital to driving future

research of drug and drug target discovery against infectious diseases.
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Appendix A

Instructions for reproducing in vivo

transcriptomics analysis

A.1 Introduction

To ensure that all computational analyses, tables, and figures presented are reproducible, we have

provided the necessary data files, scripts, and accompanying explanations. All analyses were per-

formed with the free, open source R programming language and R software packages within the

Bioconductor project [399]. In addition to the instructions included in this document, every script

file is well commented, providing further details. The supplemental figures and associated text are

in a separate document.

A.2 Preparing software, files, and folders

A.2.1 Directory structure

All of the scripts and data, except for the microarray data, are stored in a compressed folder that

can be accessed at http://bme.virginia.edu/csbl/downloads-cdiff. The scripts, without the

large annotation and data files in the ./data folder, are also accessible from an online version

control system at bitbucket.org.

Once extracted, this root folder serves as the working directory for all scripts. The folder is

heretofore referred to with the path ./ . Note that for path names on Windows operating systems,
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backslashes are used instead of forward slashes. Several physiological measurements are included in

the tab delimited text file ./PhysiologyMeasurements.csv. Files associated with different steps

of the analysis are included in subfolders corresponding to subsequent sections of this document.

A.2.2 R and R packages

Version 2.15.2 of R was run on a x86_64-pc-linux-gnu platform. The following R packages were

used [21, 63, 400–403] :

affy_1.36.1 digest_0.6.2 MASS_7.3-23 reshape_0.8.4
affyio_1.26.0 gcrma_2.30.0 Matrix_1.0-11 reshape2_1.2.2
affyPLM_1.34.0 gdata_2.12.0 mouse4302cdf_2.11.0 RSQLite_0.11.2
AnnotationDbi_1.20.3 ggplot2_0.9.3 mouse4302.db_2.8.1 scales_0.2.3
Biobase_2.18.0 GO.db mouse4302probe_2.11.0 splines_2.15.2
BiocGenerics_0.4.0 gplots_2.11.0 munsell_0.4 stats4_2.15.2
BiocInstaller_1.8.3 grid_2.15.2 org.Mm.eg.db_2.8.0 stringr_0.6.2
biomaRt_2.14.0 gtable_0.1.2 parallel_2.15.2 tcltk_2.15.2
Biostrings_2.26.3 gtools_2.7.0 plyr_1.8 tools_2.15.2
bitops_1.0-5 IRanges_1.16.4 preprocessCore_1.20.0 XML_3.95-0.1
caTools_1.14 KernSmooth_2.23-8 proto_0.3-10 zlibbioc_1.4.0
colorspace_1.2-1 labeling_0.1 qvalue_1.32.0
DBI_0.2-5 lattice_0.20-13 RColorBrewer_1.0-5
dichromat_2.0-0 limma_3.14.4 RCurl_1.95-3

A.2.3 Downloading the microarray data

The microarray data files are deposited in the NCBI GEO database as a data series with the

accession number GSE44091. The matrix of preprocessed data is also uploaded to GEO. However,

for the purposes of this analysis, the compressed folder of .CEL files must be downloaded. On the

GEO web page for GSE44091, there should be a link to download the compressed folder which is

probably in a tar format (i.e. with a tar file extension). Once extracted, all of the .CEL files should

be placed in the ./data/CEL.files/ folder. Each of the 32 files is approximately ten megabytes.

A.3 Loading and organizing microarray data

The script ./A-LoadingData/loadData.R parses the .CEL files into AffyBatch objects and and

saves them in the ./data/RData/abatches.RData file. There are four AffyBatch objects for four



184 APPENDIX A. REPRODUCING IN VIVO ANALYSES

groupings of the microarrays: 2hr, 6hr, 16hr, and all arrays. The endpoint and toxin injection

associated with each array are also labeled and can be accessed using the pData function on each

AffyBatch.

A.4 Preprocessing microarray data

./B-Preprocessing/preprocessData.R preprocesses the AffyBatch objects. Once preprocessed,

each AffyBatch object leads to an ExpressionSet object which contains the signal intensities for

every probe set on each microarray. The ExpressionSet objects are stored in ./data/RData/esets.RData.

A.5 Microarray and gene annotation

A.5.1 Background

On the Mouse 430 2.0 Affymetrix array used here, there are approximately 1002×1002 = 1,004,004

probes, each of which has a different 25 base pair oligomer. Affymetrix used the GenBank and

Unigene databases to choose the probe sequences that align with all the genes in the mouse genome.

Approximately half of the probes are “mismatch” probes, probes for which the sequence differs by

one nucleotide from the corresponding “perfect-match” probe. These mismatch probes are intended

to measure nonspecific binding. However, how to best use the readings from mismatch probes is

still unclear [264]. Several processing techniques successfully use only the “perfect match” probes;

we do the same here.

Affymetrix arranged probes into probe sets. Each probe set includes approximately 10-20 probes

and is intended to represent the sequence of a specific gene or transcript. The Affymetrix probe set

IDs can in turn be linked to databases of other identifiers (e.g. Entrez gene, Ensembl, MGI, etc.).

In order to understand and interpret the signal intensities of the probes in reference to commonly

used gene names (e.g. Jun, Rhob, etc.), the annotations from probe to probe set to gene name

are exceedingly important. Multiple databases, which we employ here, have arisen to address this

need.
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A.5.2 Annotation sources

Sequence annotations are constantly updated as new experimental findings come to light. To ensure

our annotations and subsequent analyses using these annotations are repeatable, we have either

provided the version number of annotation packages used or downloaded annotation files from public

databases. All downloaded annotation files are in the ./data/RData/annotation.files folder;

the file names are made to be self explanatory. The parsed annotations files resulted in R variables

used in all further analyses. These variables are stored in the ./data/RData/annotation.RData

folder. One could therefore skip this section of the ths document and simply load these variables

into the R workspace.

Affymetrix probe set IDs

The Affymetrix probe to probe set mappings were taken from the mouse4302.db and mouse4302cdf

packages, version 2.8.1 and 2.11.0, respectively. The DAVID [404] and Biomart [405] databases

were used for linking Affymetrix probe set IDs to gene symbols (e.g. Rhob), gene names (e.g.

Ras homolog gene family, member B), MGI IDs (e.g. MGI:107949), and Entrez IDs (e.g. 11852).

Version 2.4.1 of the org.Mm.eg.db package was also used. The biomaRt package, version 2.14.0,

was used to access version 0.8 of the BioMart database.

Gene set annotations

Gene ontology gene associations with MGI gene IDs were downloaded from geneontology.org and are

saved in the annotation folder [406]. Gene assocations from the Reactome database (reactome.org)

with human Entrez gene IDs were also downloaded [407].

Orthology annotations

The Reactome database is built using Human Entrez IDs. To be able to use Reactome and other

databases with human data, annotations were downloaded from NCBI homologene and MGI’s flat

files in order to map mouse genes to their human orthologs [408]. In order to compare mouse

and human transcriptional date sets, Ensembl transcript IDs and gene IDs were mapped using the

Biomart database.

http://geneontology.org
http://www.reactome.org
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Additional annotations

The relationship between Affymetrix probe sets and gene IDs is typically many-to-many. In other

words, there are probe sets that map to many genes, and there are genes that map to many probe

sets. For example, there are two microarray probe sets (1418652_at and 1456907_at) that map

to Cxcl9. Which probe set should then be used to show the data for Cxcl9, or how should these

probe sets be combined into a single probe set? We address this selection/summarization problem

with functions described in section A.5.5 of this document.

As an alternative, we also aligned probe sequences to gene sequences from Ensembl [409] in

order to define custom probe sets with one-to-one mappings to Ensembl gene IDs. These Ensembl-

defined probe sets then made MGI-defined probe sets possible using a mapping from Ensembl to

MGI gene IDs. To map MGI IDs to Ensembl Gene IDs, the Biomart database was used and a

mapping file from MGI was also downloaded. Mappings from Ensembl transcript IDs to Ensembl

Gene IDs were downloaded from Ensembl. Probe sequences were taken from version 2.11.0 of

the mouse4302probe Bioconductor package and written to a FASTA file. NCBI BLAST-2.2.27+

was used to map probes which aligned 100% with Ensembl transcript IDs which then mapped to

Ensembl Gene IDs.

The strict requirements we set reduced the number of probes (310,467 from ∼450,000) and

probe sets (21,288 from 45,101). Redifining probe sets thus lost ∼30% of the microarray data.

Since this probe set redefinition did not greatly affect our overall analyses, we continued with the

Affymetrix defined probe sets. A parallel analysis to the one presented in this document (but with

our redefined probe sets) is contained in the ./DiffProbeSets folder yet is not discussed further.

A.5.3 Generating annotation lists in R

Several scripts generate the mappings from one type of ID to another. These mappings are contained

in nested list objects (hereon referred to as annotation lists).

# Examples of annotation lists
load("./data/annotation.RData/MsAnn.RData")
load("./data/annotation.RData/MsAnnGO.RData")
head(MsAnn$MGI$Affy, 3)

## $`101757`
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## [1] "1448346_at" "1455138_x_at"
##
## $`101758`
## [1] "1421566_at"
##
## $`101759`
## [1] "1415844_at" "1415845_at"

head(MsAnnGO$MGI$BP, 3)

## $`101757`
## [1] "GO:0007010" "GO:0006928" "GO:0030010" "GO:0007015" "GO:0030030"
## [6] "GO:0045792" "GO:0006468" "GO:0006606" "GO:0022604" "GO:0043200"
## [11] "GO:0000910" "GO:0001755" "GO:0030836" "GO:0001842"
##
## $`101759`
## [1] "GO:0006810" "GO:0007269" "GO:0048489" "GO:0017158"
##
## $`101760`
## [1] "GO:0006396" "GO:0006355" "GO:0006397" "GO:0008380" "GO:0006351"
## [6] "GO:0048025"

The scripts which parse annotation files and access annotation databases are within the ../C-Annotations/

folder. The script names, the mappings the scripts generate, and in what variable the mappings

(i.e. the annotation lists) are stored are shown in Table A.1. The variables are saved in similarly

named .RData files in the ./data/annotation.RData folder.

Script R variable ID mappings
ProbeSetToOthers.R MsAnn Affy ↔ MGI, Entrez, Gene Symbol, Gene Name
GOAnnotations.R MsAnnGO MGI ↔ Gene Ontology Term
OtherGenesetAnnotations.R GSAnn Human Entrez ↔ REACTOME
OrthologAnnotations.R MsAnn Human Entrez ↔ Entrez, Affy

Human Ensembl ↔ Ensembl
EnsemblToOthers.R MsAnn Ensembl gene ↔ MGI
NewProbeSets.R CustomPS Affy probe ↔ Ensembl, MGI
GeneSymbols.R MsAnn MGI ↔ Gene Symbol

Table A.1: Annotation scripts and variables. “Affy”=Affymetrix Mouse 430 2.0 probeset ID.
“Entrez”=Entrez gene ID, “Ensembl”=Ensembl gene ID

The data from our previous study of the HCT8 cell transcriptional response to TcdA and TcdB

was reanalyzed in the same way this in vivo data is analyzed. The annotation files are given in

Table A.2. The scripts are located in the ./InVitro/C-Annotations/ folder and the R variables
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are saved to the ./InVitro/data/annotation.RData/ folder.

Script R variable ID mappings
makeAnnotations.R HsAnn Affy ↔ Gene Symbol, Entrez, Gene Name

HsAnnGO Symbol ↔ Gene Ontology Term
NewProbeSetsHS.R HsAnn Ensembl ↔ Probe, Entrez, Gene Symbol

Table A.2: Annotation scripts and variables for Hgu133 Plus 2.0 chip

A.5.4 Transitive mapping

Not all gene, probe, and probe set identifiers have direct mappings available. However, it is some-

times possible to map one identifier to another using intermediate mappings. In symbolic terms,

for IDs a,b, and c, if there are mappings a → b and b → c, then an a → c mapping can be made.

The TransitiveMapping function in the ./C-Annotations/TransitiveMapping.R script gener-

ates such “transitive mappings” when given two mappings related by one common ID. Annotation

lists or two-column matrices are taken as input. The function uses simple matrix multiplication for

efficient mapping, typically taking <5s for many genome-wide mappings.

# An example of transitive mapping
source("./C-Annotations/TransitiveMapping.R")
head(TransitiveMapping(MsAnn$MGI$Affy, MsAnnGO$MGI$BP), 4)

## $`1415670_at`
## [1] "GO:0006810" "GO:0006886" "GO:0015031" "GO:0016192" "GO:0072384"
## [6] "GO:0051683"
##
## $`1415671_at`
## [1] "GO:0006810" "GO:0006811" "GO:0006200" "GO:0015992" "GO:0034220"
## [6] "GO:0015991"
##
## $`1415672_at`
## [1] "GO:0006893"
##
## $`1415673_at`
## [1] "GO:0008152" "GO:0008652" "GO:0006564" "GO:0006563"
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A.5.5 Many probes to many genes mapping

As introduced in section A.5.2, the relationship between Affymetrix probe sets and gene IDs is

typically many-to-many. For example, one usually wants to report the expression of gene A, not

the expression of probe set 1, probe set 2, and probe set 3 that map to gene A. There are two

solutions to this many probe set to gene problem: (1) selecting only one of the several probe

sets for each gene (selection), and (2) combining all of the probe sets into a new probe set (gene

summarization).

Continuing with this example, a further problem may be that probe set 2 also maps to gene B.

Hence, it is possible that one probe set may represent or contribute to the measured expression of

many different genes. This probe set to many gene problem is more difficult to resolve. Perhaps the

most straightforward solution is complete reannotation of the microarray as discussed in section

A.5.2. We reannotated the microarray to contain only one-to-one relationships, yet found that

reducing the many-to-many relationship to only a many-to-one (not one-to-one) relationship led to

similar results. The many-to-one relationship also kept the data for many microarray probes that

must be discarded in the generation of one-to-one mappings.

The script ./C-Annotation/CollapseIDs.R contains functions which will “collapse” genes with

multiple probe sets into a single measurement, either by selection of a probe set or by gene sum-

marization. In other words, data with probe set IDs is converted to data with commonly used and

understandable gene IDs, even when given a many-to-many probe set to gene mapping. The criteria

for selecting which probe set represents a gene or the criteria by which several probe sets are sum-

marized into a gene are inputs to the collapseExprMatrix and collapseExprVector functions

defined in the CollapseIDs.R script. By default, the probe set with the largest interquartile range

is selected. For gene summarization, the mean of probe sets is taken to represent the expression

for a gene.

# An example of 'collapsing' an expression matrix
library(affy)
source("./C-Annotations/CollapseIDs.R")
load("./data/RData/esets.RData")
data = exprs(esets[["6hr"]])
head(data, 3)
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## 213 214 215 216 217 218 221 223 224 232
## 1415670_at 8.514 8.752 8.630 8.317 8.468 8.504 8.647 8.593 8.564 8.414
## 1415671_at 9.748 9.626 9.627 9.763 9.804 9.859 9.668 9.823 9.929 9.950
## 1415672_at 9.892 9.910 9.993 9.635 9.682 9.588 10.079 9.551 9.609 9.566

head(collapseExprMatrix(data, MsAnn$MGI$Affy, type = "select"), 3)

## 213 214 215 216 217 218 221 223 224 232
## 101757 8.570 8.732 8.784 8.652 8.465 8.411 8.698 8.582 8.522 8.091
## 101758 2.025 1.844 1.720 2.214 1.491 2.178 1.844 1.654 1.992 1.832
## 101759 1.838 1.993 2.089 1.840 1.921 2.012 1.913 1.981 2.128 1.780

A.6 Analyzing differential expression

The CyberT statistical test [49] was used to generate p-values for the differential expression of probe

sets after toxin injection relative to sham injection. The CyberT R source code was downloaded

from http://cybert.ics.uci.edu; this source code is in the ./D-DiffExpression/bayesreg.R

script. We wrote the cybertWrapper function to automatically format ExpressionSet objects for

the bayesT function in the bayesreg.R script. The wrapper function automatically sets up toxin

versus sham comparisons according to the phenotype data within each ExpressionSet. Hence, the

wrapper function is highly customized for this study. The wrapper function outputs a list containing

matrices of parameters and p-values; the columns of each matrix represent the different two-class

comparisons. The ./D-DiffExpression/cybertRun.R script applies the cybertWrapper for all of

the toxin-sham comparisons and saves the results to ./data/RData/cyberT.results.RData.

# Part of the output from CyberT test for differential expression
load("./data/RData/cyberT.results.RData")
head(cyberT.results$pval, 3)

## A2-Sham2 B2-Sham2 AB2-Sham2 A6-Sham6 B6-Sham6 AB6-Sham6
## 1415670_at 0.1456 0.6577 0.2659 0.3397942 0.4228 2.696e-01
## 1415671_at 0.4098 0.8156 0.4063 0.0174292 0.3247 9.285e-03
## 1415672_at 0.0409 0.8617 0.2724 0.0007157 0.6105 3.125e-05
## A16-Sham16 B16-Sham16
## 1415670_at 0.0003463 0.08325
## 1415671_at 0.2354018 0.79854
## 1415672_at 0.3446540 0.16402

head(cyberT.results$tstats, 3)

http://cybert.ics.uci.edu
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## A2-Sham2 B2-Sham2 AB2-Sham2 A6-Sham6 B6-Sham6 AB6-Sham6
## 1415670_at 1.5087 0.4492 1.1417 0.9758 -0.8169 1.136
## 1415671_at -0.8402 -0.2361 -0.8466 -2.5710 -1.0073 -2.879
## 1415672_at -2.1721 -0.1762 -1.1257 3.9298 0.5167 5.345
## A16-Sham16 B16-Sham16
## 1415670_at 4.1950 1.8108
## 1415671_at -1.2185 0.2582
## 1415672_at -0.9649 -1.4376

A.7 Gene set enrichment

A.7.1 Competitive

Competitive gene set enrichment was performed with the method CAMERA developed by Wu et al.

[268]. The camera function, in the limma Bioconductor package, calls other functions within limma

to determine t-statistics for every gene. These t-statistics are then used in gene set enrichment.

We modified camera to be able to accept other t-statistics. Our modified function cameraMod is

defined in the script ./DiffExpression/cameraMod.R.

Since gene sets are made from gene-level IDs such as MGI IDs or Entrez IDs, the data with

Affymetrix probe sets must be collapsed to data with gene-level IDs (see section A.5.5 for more

about collapsing). Since CAMERA calculates gene-gene correlations, it must begin with the data

for each microarray (the ExpressionSet objects). The ExpressionSet objects were collapsed, and

CyberT was applied to obtain test statistics for each gene ID.

# saving the mapping when a matrix is collapsed
data = exprs(esets[["6hr"]])
result = collapseExprMatrix(data, MsAnn$MGI$Affy, type = "select", func = function(x) IQR(x),

return.probes = TRUE)
collapsed.data = result$expMat
head(result$collapseMap, 5)

## 101757 101758 101759 101760 101761
## "1448346_at" "1421566_at" "1415844_at" "1438675_at" "1422851_at"

Again, there are a few complications with annotations of genes and gene sets, which we discuss

using an example. Consider a gene set that includes genes A, B, …, and K. We then find that no

probe sets map to genes J or K. We then reduce the gene set to genes for which there is data, genes
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A, B, …, and I. Now consider that, in collapsing probe sets to genes, probe set 1 was selected as

the probe set to represent the closely related genes E, F , G, H, and I. If probe set 1 was strongly

differentially expressed, then the majority of genes in this gene set would be found to be differentially

expressed, which may or may not be the case. To avoid a probe set errantly making a gene set

significantly enriched, a probe set was not allowed to be repreated in a gene set. In this example,

the gene set would then be genes A, B, C, D, and one gene represented by probe set 1. When

gene set enrichment is performed on a collapsed matrix, it is thus necessary to save which probes

map to genes (note the return.probes option in the previous example of the collapseExprMatrix

function). Finally, gene sets with few genes are more likely to be enriched by one or two outliers,

and gene sets with several hundred genes are often too vague for interpretation. Hence, gene sets

with very few or several hundred genes were excluded. The function indexGeneSets accounts for

all the problems mentioned above; it also converts the format of the gene set annotation lists so

that they may be used with camera and cameraMod.

A wrapper function, cameraModWrapper in cameraModWrapper.R, uses the CyberT t statistic

as input to cameraMod. The wrapper function is used in the script runCAMERA.R and the results

are saved to ./data/RData/cameraMod.RData.

A.7.2 Self-contained

The function for the self contained test, cactus, is defined in the ./E-Enrichment/cactus.R

script. The runCactus.R script runs cactus for every toxin-sham comparison and saves the p-

values from each gene set enrichment in the ./data/RData/cactus.RData file. The annotation

problems mentioned for competitive gene set enrichment were addressed in the same way for self-

contained gene set enrichment.

# Example of p-values from gene set enrichment
source("./E-Enrichment/cameraModWrapper.R")
eset = esets[["16hr"]]
result = cameraModWrapper(eset, MsAnnGO$MF$MGI, list(c("A16", "Sham16")), MsAnn$MGI$Affy)
head(sort(result, decreasing = FALSE))

## GO:0043498 GO:0005525 GO:0003924 GO:0004364 GO:0005097 GO:0047485
## 0.0002763 0.0021449 0.0022396 0.0031255 0.0038467 0.0043996
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source("./E-Enrichment/cactus.R")

eset = esets[["2hr"]]

result = cactus(eset, MsAnnGO$BP$MGI, list(c("A2", "Sham2"), c("B2", "Sham2")),

MsAnn$MGI$Affy)

head(result, 4)

## A2-Sham2 B2-Sham2
## GO:0000038 0.53392 0.3159
## GO:0000045 0.07490 0.3596
## GO:0000060 0.04644 0.3564
## GO:0000070 0.65147 0.3277

A.8 Analysis of previous in vitro data

The analysis described in the previous sections was repeated for the transcriptional response of

HCT8 cells exposed to TcdA or TcdB [230]. The scripts and files for this analysis are in the

./InVitro/ folder. The directory structure is the same as for analysis of our in vivo data.

Our reanalysis of the in vitro data uncovered a clear batch effect between different runs of

microarrays. The batch effect had little effect on the ranking of genes or the gene set enrichment

results we have reported previously. Nevertheless, we corrected for this batch effect using a sim-

ple linear model. Factors for the three different runs were included in the model. A principal

components plot of all the microarrays before and after batch correction are shown in Figure A.1.

A.9 Comparisons to other transcriptomic and proteomic data

Proteomic data from Zeiser et al. was downloaded from the supplementary material of their

manuscript [275]. The transcriptional data with HCT8 cells was downloaded from NCBI GEO.

The scripts parsing these data are in the ./G-Comparisons folder. In merging the data between

mouse and human, only one-to-one mappings were used.
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Figure A.1: Batch corrected HCT8 transcriptional data

A.10 Cytotoxicity assay

After toxin addition, measurements for the cytotoxicity assay were taken 6 times/minute. In order

to have enough replicates, two plates were used. Toxin was added to the columns of each plate using

a multichannel pipette. The time at which toxin was added to each column was recorded manually.

This information was used to interpolate the measurements from all wells to the exact same time

points. The plotting functions and calculations are in the ./F-Figures/CytotoxAssay.R script.

The data is in the ./data/CytotoxData.txt file.

A.11 Scripts for generating figures and tables

Most figures and tables were produced from R scripts. Unless otherwise noted, the scripts in

Table A.3 are in the ./F-Figures folder. Many of these scripts depend on the scripts and results

described in the previous sections.

A.12 Notes on formatting

This document is written using LATEX and the knitr software package from Yihui Xie [410]; the

document files are in the ./LaTeX folder. The figures were exported to pdf or svg files and further
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Figure or Table Script
Table 1 Table1.R
Tables 2 & 3 Tables2and3.R
Figure 2 Figure2.R
Figure 3 & S6 Figure3.R
Figure 4 Figure4.R
Figure S1, S3, S7, and S8 Supplement.R
Tables S1 & S2 Manually entered
Figure S2 CytotoxAssay.R
Figure S4 flow.R
Figure S5 ./G-Comparisons/Hirota-et-al/HirotaCytokines.R
Figures S9 ./G-Comparisons/HCT8-cells/Sims.R

& S10 & ./G-Comparisons/Proteomics/loadData.R

Table A.3: Scripts for producing tables and figures

formatted with Adobe Illustrator.
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Appendix B

Reproducing time-course analyses

B.1 Introduction

This document includes the supplemental data referred to in Chapter 7 as well as instructions for

how to reproduce our analyses and explore the data further. This is a functional document in that

scripts (written in the R programming languange with the knitr package) are embedded, and they

were run during PDF creation to produce the figures and output shown. Thus, the analyses can

be repeated by downloading the source of this document (with the data) or copy-pasting all of the

code into one’s own R console.

B.2 References from Chapter 7

B.2.1 Reference 1

“The impedance curves of cells treated with TcdA (300 ng/ml) and TcdB (10 ng/ml) diverged from

controls in 10 and 20 minutes, respectively (Appendix B).”

196



B.3. REPRODUCING FIGURES 197

B.2.2 Reference 2

“To confirm the low toxin-sensitivity of neutrophils, we did attempt to measure impedance changes

of neutrophils in response to toxins, yet the variability in these primarily non-adherent cells

(impedance largely measures adherence) was too high to identify differences (Appendix B).”

See subsection B.4.8

B.3 Reproducing Figures

Below are the scripts to reproduce the figures. The data files and annotation file needed for the

scripts to work are included in the supplemental data folder. The figures below were exported

to PDFs. Cosmetic alterations (colors, line widths, axes labeling, legends, etc.) were made with

Adobe Illustrator.

# A library of functions for processing multi-well data
source("./Scripts2/library.R")

# Custom 'normalize_toxin' and 'smoother_toxin' functions made for this
# LaTeX document specifically
source("./Scripts2/latexLibrary.R")

# Parse and load the data
wells = parse.RTCAanalyze(metadata = "./MasterSheet2.csv", data.dir = "./Data2")
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B.3.1 Figure 1

# Process data from file HCT8-4.txt
subset = retrieveWells(wells, file = "HCT8-4.txt")
t.subset = normalize_toxin(subset, xlim = c(-Inf, 100))

# Select conditions: controls and TcdA 1000 ng/ml
conditions = groupWells(t.subset, group = "by.concentrations") %in% c("", "TcdA-1000")
f.subset = t.subset[conditions]

# Make and organize the two graphs
p1 = plot(f.subset, xlim = c(-43, 10))
p2 = plot(f.subset, xlim = c(-1, 10))
grid.arrange(p1, p2, ncol = 2)

B.3.2 Figure 2

#### Since this figure includes data from multiple experiments and files,
#### they must all be processed first

# Only select wells seeded with at most 6,000 HCT8 cells
hct8 = retrieveWells(wells, file = "HCT8.txt", compounds = "HCT8", max.concentrations = 6000)

# The rest of the wells come from these files
files = list( "CHO.txt", "IMCE.txt", c("HUVEC-a.txt","HUVEC-b.txt"),

c("T84-a.txt","T84-b.txt"))
subsets = lapply(files, function(f) retrieveWells(wells, file = f))
subsets = c(list(hct8), subsets)

# Normalize each subset
xlims = list(c(-0.1, 43), c(-1, Inf), c(-1, Inf), c(-1, 60), c(-1, 27))
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n.subsets = mapply(normalize_toxin, subsets, xlim = xlims)

# Add a smoother to each subset
x.scales = c( 2/3, 1, 1, 2/3, 2/3 )
s.subsets = mapply( smoother_toxin, n.subsets, x.scale=x.scales )

# Calculate ABC for each subset (with different integration limits)
left = rep(0, 5)
right = c(43, 40, 80, 80, 27)
i.subsets = mapply(integrate, s.subsets, left, right)
allwells = do.call(c, i.subsets)

# Calculate MaxS for each well
allwells = max.rate(allwells, ID = "toxinAdd", min.diff = 10/60/60,

ylim = 0.8, xlim = 2)

######### Panel A. Different cell types. Same concentrations. #########
subset = retrieveWells(allwells, compounds = "TcdA", ID = "toxinAdd",

max.concentrations = 101, min.concentrations = 99)
panelA = plot(subset, xlim = c(-1, 10), se = FALSE, color = "by.total.compounds",

linetype = "by.compounds")

######### Panel B. Same cell type. Different toxins ############
subset = retrieveWells(allwells, compounds = "IMCE")
subset2 = retrieveWells(subset, compounds = c("TcdA", "TcdB"), ID = "toxinAdd",

max.concentrations = c(101, 101), min.concentrations = c(99, 99))
panelB = plot(subset2, xlim = c(-0.1, 2), se = FALSE)

######## Panel C. MaxS and ABC for IMCE cells ###########
subset = retrieveWells(allwells, compounds = "IMCE")
MaxS = groupMetric(subset, ID = "toxinAdd", metric = "max.rate")
p1 = plotMetric(MaxS)
ABC = groupMetric(subset, ID = "toxinAdd", metric = "integral")
p2 = plotMetric(ABC)
panelC = arrangeGrob(p1 + theme(legend.position = "none"),

p2 + theme(legend.position = "none"), ncol = 2)

####### Panel D. The MCC for each cell type ##############
# The MCC was found by plotting the ABC of each cell type over
# a range of concentrations. The concentration diverging from
# controls was considered the MCC
ABC = groupMetric(allwells, ID = "toxinAdd", metric = "integral")
ABC$cells = groupWells(allwells, group = "by.total.compounds")
plotMetric(ABC, file = FALSE) + facet_wrap(~cells, scales = "free_y")
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After the processing, the four panels can be combined.

# Manually enter the MCC for each cell type
d = data.frame(type = c("CHO", "HCT8", "HUVEC", "IMCE", "T84"), a = c(1, 1,

1, 0.1, 0.1), b = c(0.001, 0.01, 0.01, 1e-04, 0.1))
panelD = ggplot(d, aes(x = log10(a), y = log10(b), label = type)) + geom_text() +

scale_x_reverse(limits = c(0, -4)) + scale_y_reverse(limits = c(0, -4)) +
geom_abline(slope = 1, intercept = 0) + coord_equal() + geom_point(color = "red")

# Show the final plot
grid.arrange(panelA, panelB, panelC, panelD, ncol = 2)
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B.3.3 Figure 3

###### Panel A
subset = retrieveWells(wells, file = c("J774-a.txt", "J774-b.txt"))
t.subset = normalize_toxin(subset, xlim = c(-Inf, 100))

# Toxin A curves
conditions = groupWells(t.subset, group = "by.concentrations") %in%

c("", paste0("TcdA-", c(0.1, 3, 100, 1000)))
p1 = plot(t.subset[conditions], xlim = c(-0.01, 40))

# Toxin B curves
conditions = groupWells(t.subset, group = "by.concentrations") %in%

c("", paste0("TcdB-", c(0.1, 10, 100)))
p2 = plot(t.subset[conditions], xlim = c(-0.01, 15))

# TcdA and TcdB curves side by side
grid.arrange(p1, p2, ncol = 2)
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###### Panel B
subset = retrieveWells(wells, file = "J774-4.txt")
t.subset = normalize_toxin(subset, xlim = c(-Inf, 100))

conditions = groupWells(t.subset, group = "by.concentrations") %in% c("", "TcdA-300",
"TcdB-100", "TcdB-1")

p3 = plot(t.subset[conditions], xlim = c(-1, 48))
p4 = plot(t.subset[conditions], xlim = c(-1, 5))
grid.arrange(p3, p4, ncol = 2)

B.3.4 Figure 4

subset = retrieveWells(wells, file = c("HCT8-4.txt"))
t.subset = normalize_toxin(subset, xlim = c(-2, Inf))

###### Panel A
conditions = groupWells(t.subset, group = "by.compounds") %in% c("gdTcdB", "")
p1 = plot(t.subset[conditions]) + ylim(0, 1.2)
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###### Panel B
conditions = groupWells(t.subset, group = "by.concentrations") %in%

c("", "gdTcdB-100", "TcdB-10", "gdTcdB-100.TcdB-10")
p2 = plot(t.subset[conditions], xlim = c(-0.2, 4)) + ylim(0, 1.2)

###### Panel C
conditions = groupWells(t.subset, group = "by.concentrations") %in%

c("", "gdTcdB-1000", "TcdA-1000", "gdTcdB-1000.TcdA-1000",
"TcdA-100", "gdTcdB-1000.TcdA-100")

p3 = plot(t.subset[conditions], xlim = c(-0.2, 10)) + ylim(0, 1.2)

grid.arrange(p1,p2,p3,ncol=2)

B.3.5 Figure 5

##### Panel A
subset = retrieveWells(wells, file = "J774-4.txt")
t.subset = normalize_toxin(subset, xlim = c(-2, Inf))
conditions = groupWells(t.subset, group = "by.compounds") %in%

c("", "TcdB", "gdTcdB")
p1 = plot(t.subset[conditions], xlim = c(-1, 48))
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##### Panel B
subset = retrieveWells(wells, file = c("J774-3a.txt", "J774-3b.txt"))
t.subset = normalize_toxin(subset, xlim = c(-2, Inf))
conditions = groupWells(t.subset, group = "by.concentrations") %in%

c("", "TcdB-0.01", "gdTcdB-1.TcdB-0.01")
p2 = plot(t.subset[conditions], xlim = c(-0.2, 5))

##### Panel C
subset = retrieveWells(wells, file = c("J774-5.txt"))
t.subset = normalize_toxin(subset, xlim = c(-2, Inf))
conditions = groupWells(t.subset, group = "by.concentrations") %in%

c("", "gdTcdB-10", "TcdA-1", "gdTcdB-10.TcdA-1")
p3 = plot(t.subset[conditions], xlim = c(-0.2, 24))

grid.arrange(p1, p2, p3, ncol = 2)

B.4 Exploring the data

All experiments, each involving several experimental conditions, are summarized in the table be-

low. Independent experiments that occurred on different days are separated by horizontal lines.

Diagrams of the physical multi-well plates are displayed in B.4.9. The number of cells seeded and

all the incubation times can be found in the csv annotation file in the supplemental data or can be
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accessed in the wells variable within R (as shown in B.3).

B.4.1 Plate summaries

Cell type File names Toxins (ng/ml) Notes

HCT8

HCT8.txt A (500, 100, 10, 1, 0.1)
B (500, 100, 10, 1, 0.1)

HCT8-2a.txt
HCT8-2b.txt

B (1), A (100)
gdTcdB (100, 1000)
B (1) + gdTcdB (100)
B (1) + gdTcdB(1000)
A (100) + gdTcdB (1000)

toxins + gdTcdB

HCT8-3.txt

B (1), A (100)
gdTcdB (10, 100, 1000)
B (1) + gdTcdB (10)
B (1) + gdTcdB (100)
A (100) + gdTcdB (1000)

toxins + gdTcdB

HCT8-4.txt

B (10, 100), A (100, 1000)
gdTcdB (100, 1000)
B (10) + gdTcdB (100)
B (10) + gdTcdB (1000)
B (100) + gdTcdB (100)
B (100) + gdTcdB (1000)
A (10) + gdTcdB (100)
A (100) + gdTcdB (100)
A (100) + gdTcdB (1000)
A (1000) + gdTcdB (1000)

toxins + gdTcdB

CHO CHO.txt A (1000, 100, 1, 0.1, 0.01, 1e-3, 1e-4 )
B (1000, 100, 1, 0.1, 0.01, 1e-3, 1e-4 )

IMCE IMCE.txt A (1000, 100, 10, 1, 0.1, 0.01, 0.001 )
B (1000, 100, 10, 1, 0.1, 0.01, 0.001 )

HUVEC HUVEC-a.txt
HUVEC-b.txt

A (1000, 300, 100, 30, 10, 1, 0.1)
B (1000, 300, 100, 30, 10, 1, 0.1)

T84 T84-a.txt
T84-b.txt

A (300, 100, 30, 10, 3, 1, 0.1)
B (1000, 300, 100, 30, 10, 3, 1, 0.1)

J774

J774-a.txt
J774-b.txt

A (0.1, 1, 3, 10, 100, 300, 1000)
B (0.1, 1, 3, 10, 100, 300, 1000)

J774-2.txt B (0.00001, 0.0001, 0.001, 0.01, 0.1, 1, 10)

J774-3a.txt
J774-3b.txt

A (10), B (0.01)
gdTcdB (0.1, 1, 100)
B (0.01) + gdTcdB (1)
B (0.01) + gdTcdB (0.1)
A (10) + gdTcdB (100)

toxins + gdTcdB

J774-4.txt
A (3, 300), B (1, 100)
gdTcdB (1, 100)
A (10) + gdTcdB (100)

toxins + gdTcdB
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J774-5.txt

A (1, 1000),
gdTcdB (10, 100)
A (1) + gdTcdB (10)
A (1000) + gdTcdB (1000)
B (10) + gdTcdB (100)

toxins + gdTcdB

PMN

PMN-a.txt
PMN-b.txt

A (10000, 7000, 5000, 3000, 1000, 500, 100)
B (10000, 7000, 5000, 3000, 1000, 500, 100) toxins + IL8

PMN-2a.txt
PMN-2b.txt

A (1000, 100, 10, 1, 0.1, 0.01, 0.001)
B (1000, 100, 10, 1, 0.1, 0.01, 0.001) toxins alone

PMN-3.txt A (10, 100, 1000)
B (1, 10, 100, 1000)

toxins alone and
toxins + IL8

PMN-4.txt A (10, 100, 1000)
B (10, 100, 1000)

toxins alone and
toxins + IL8

B.4.2 HCT8 cells

HCT8.txt

subset = retrieveWells(wells, file = "HCT8.txt", compounds = "HCT8", max.concentrations = 6000)
t.subset = normalize_toxin(subset, xlim = c(-1, 10))
p1 = plot(retrieveWells(t.subset, compounds = "TcdA"))
p2 = plot(retrieveWells(t.subset, compounds = "TcdB"))
grid.arrange(p1, p2, ncol = 2)

HCT8-2a.txt and HCT8-2b.txt

subset = retrieveWells(wells, file = c("HCT8-2a.txt", "HCT8-2b.txt"))
t.subset = normalize_toxin(subset, xlim = c(-2, Inf))
p1 = plot(t.subset, xlim = c(-2, 150))
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t.subset = smoother_toxin(t.subset, x.scale = 1.1)
t.subset = max.rate(t.subset, ID = "toxinAdd", min.diff = 10/3600, ylim = 0.88,

xlim = 2)
maxs = getMetric(t.subset, metric = "max.rate")
labels = factor(groupWells(t.subset, group = "by.concentrations", ID = "toxinAdd"),

levels = c("", "gdTcdB-100", "gdTcdB-1000", "gdTcdB-1000.TcdA-100", "TcdA-100",
"gdTcdB-100.TcdB-1", "gdTcdB-10.TcdB-1", "TcdB-1"))

p2 = qplot(labels, maxs$value, color = labels) + no_x_labels + labs(color = "Legend") +
xlab("group") + ylab("MaxS")

grid.arrange(p1, p2, ncol = 2)

HCT8-3.txt

subset = retrieveWells(wells, file = c("HCT8-3.txt"))
t.subset = normalize_toxin(subset, xlim = c(-2, 58))
p1 = plot(t.subset)

t.subset = smoother_toxin(t.subset, x.scale = 1.1)
t.subset = max.rate(t.subset, ID = "toxinAdd", min.diff = 10/3600, ylim = 0.88,

xlim = 2)
maxs = getMetric(t.subset, metric = "max.rate")
labels = factor(groupWells(t.subset, group = "by.concentrations", ID = "toxinAdd"),

levels = c("", "gdTcdB-10", "gdTcdB-100", "gdTcdB-1000", "gdTcdB-100.TcdB-1",
"gdTcdB-10.TcdB-1", "TcdB-1", "gdTcdB-1000.TcdA-100", "TcdA-100", "TcdAother-100",

"TcdAup-100"))
p2 = qplot(labels, maxs$value, color = labels) + no_x_labels + labs(color = "Legend") +

xlab("group") + ylab("MaxS")
grid.arrange(p1, p2, ncol = 2)
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HCT8-4.txt

subset = retrieveWells(wells, file = c("HCT8-4.txt"))
t.subset = normalize_toxin(subset, xlim = c(-2, 155))
p1 = plot(t.subset)

t.subset = smoother_toxin(t.subset, x.scale = 1.1)
t.subset = max.rate(t.subset, ID = "toxinAdd", min.diff = 10/3600, ylim = 0.88,

xlim = 2)
t.subset = integrate(t.subset, lower = 0, upper = 10)

maxs = getMetric(t.subset, metric = "max.rate")
labels = factor(groupWells(t.subset, group = "by.concentrations", ID = "toxinAdd"),

levels = c("", "gdTcdB-100", "gdTcdB-1000", "gdTcdB-100.TcdA-10", "TcdA-10",
"gdTcdB-1000.TcdA-100", "gdTcdB-100.TcdA-100", "TcdA-100", "gdTcdB-1000.TcdA-1000",

"TcdA-1000", "gdTcdB-1000.TcdB-10", "gdTcdB-100.TcdB-10", "TcdB-10",
"gdTcdB-1000.TcdB-100", "gdTcdB-100.TcdB-100", "TcdB-100"))

p2 = qplot(labels, maxs$value, color = labels) + no_x_labels + labs(color = "Legend") +
xlab("group") + ylab("MaxS")

# MaxS metrics show unexpected results for TcdB at 100 ng/ml This plot shows
# that gdTcdB appears to have only been added to one of the four wells?
# Regardless, gdTcdB clearly delayed TcdB at 10 ng/ml
aa = retrieveWells(t.subset, compounds = "TcdB", max.concentrations = 101, min.concentrations = 99)
p3 = plot(aa, xlim = c(-1, 7), replicates = FALSE)

grid.arrange(arrangeGrob(p1, p3, ncol = 2), p2, nrow = 2)
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B.4.3 CHO cells

CHO.txt

subset = retrieveWells(wells, file = "CHO.txt")
t.subset = normalize_toxin(subset, c(-2, Inf))
p1 = plot(retrieveWells(t.subset, compounds = "TcdA"), xlim = c(-1, 40))
p2 = plot(retrieveWells(t.subset, compounds = "TcdB"), xlim = c(-1, 20))
grid.arrange(p1, p2, ncol = 2)
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B.4.4 IMCE cells

IMCE.txt

subset = retrieveWells(wells, file = "IMCE.txt")
t.subset = normalize_toxin(subset, c(-2, Inf))
p1 = plot(retrieveWells(t.subset, compounds = "TcdA"), xlim = c(-1, 80))
p2 = plot(retrieveWells(t.subset, compounds = "TcdB"), xlim = c(-1, 80))
grid.arrange(p1, p2, ncol = 2)

B.4.5 HUVECs

HUVEC-a.txt and HUVEC-b.txt

subset = retrieveWells(wells, file = c("HUVEC-a.txt", "HUVEC-b.txt"))
t.subset = normalize_toxin(subset, c(-2, Inf))
p1 = plot(retrieveWells(t.subset, compounds = "TcdA"), xlim = c(-1, 20))
p2 = plot(retrieveWells(t.subset, compounds = "TcdB"), xlim = c(-1, 20))
grid.arrange(p1, p2, ncol = 2)
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B.4.6 T84 cells

T84-a.txt and T84-b.txt

subset = retrieveWells(wells, file = c("T84-a.txt", "T84-b.txt"))
t.subset = normalize_toxin(subset, c(-2, Inf))
p1 = plot(retrieveWells(t.subset, compounds = "TcdA"), xlim = c(-1, 20))
p2 = plot(retrieveWells(t.subset, compounds = "TcdB"), xlim = c(-1, 20))
grid.arrange(p1, p2, ncol = 2)

B.4.7 J774 cells

J774-a.txt and J774-b.txt

subset = retrieveWells(wells, file = c("J774-a.txt", "J774-b.txt"))
t.subset = normalize_toxin(subset, c(-2, Inf))
p1 = plot(retrieveWells(t.subset, compounds = "TcdA"), xlim = c(-1, 40))
p2 = plot(retrieveWells(t.subset, compounds = "TcdB"), xlim = c(-1, 40))
grid.arrange(p1, p2, ncol = 2)
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J774-2.txt

subset = retrieveWells(wells, file = "J774-2.txt")
t.subset = normalize_toxin(subset, c(-2, Inf))
p1 = plot(t.subset, xlim = c(-1, 40))
p2 = plot(t.subset, xlim = c(-1, 5))
grid.arrange(p1, p2, ncol = 2)

J774-3a.txt and J774-3b.txt

subset = retrieveWells(wells, file = c("J774-3a.txt", "J774-3b.txt"))
t.subset = normalize_toxin(subset, c(-2, Inf))
p1 = plot(t.subset, xlim = c(-1, 24))
p2 = plot(t.subset, xlim = c(-1, 5))
grid.arrange(p1, p2, ncol = 2)

J774-4.txt
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subset = retrieveWells(wells, file = "J774-4.txt")
t.subset = normalize_toxin(subset, c(-2, Inf))
p1 = plot(t.subset, xlim = c(-1, 48))
p2 = plot(t.subset, xlim = c(-1, 5))
grid.arrange(p1, p2, ncol = 2)

J774-5.txt

subset = retrieveWells(wells, file = "J774-5.txt")
t.subset = normalize_toxin(subset, c(-2, Inf))
p1 = plot(t.subset, xlim = c(-1, 48))
p2 = plot(t.subset, xlim = c(-1, 5))
grid.arrange(p1, p2, ncol = 2)

B.4.8 PMN leukocytes

Consistent response profiles of PMNs to TcdA or TcdB could not be obtained.
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PMN-2a.txt and PMN-2b.txt

Only TcdA at 1,000 ng/ml was clearly different than control cells. Instead of normalizing the

impedance at the time toxin was added, the change in impedance from the time of toxin addition

is shown.

subset = retrieveWells(wells, file = c("PMN-2a.txt", "PMN-2b.txt"))
t.subset = transform(subset, c("tcenter", "slice", "level"), xlim = c(-2, Inf),

ID = "toxinAdd")
p1 = plot(retrieveWells(t.subset, compounds = "TcdA"), xlim = c(-1, 24))
p2 = plot(retrieveWells(t.subset, compounds = "TcdB"), xlim = c(-1, 24))
grid.arrange(p1, p2, ncol = 2)

PMN-a.txt and PMN-b.txt

Cells were seeded in the presence of 100 ng/ml (9.01 nM) of human recombinant IL-8 in an attempt

to increase impedance before adding toxin.

subset = retrieveWells(wells, file = c("PMN-a.txt", "PMN-b.txt"))
t.subset = transform(subset, c("tcenter", "slice", "level"), xlim = c(-2, Inf),

ID = "toxinAdd")
p1 = plot(retrieveWells(t.subset, compounds = "TcdA"), xlim = c(-1, 24))
p2 = plot(retrieveWells(t.subset, compounds = "TcdB"), xlim = c(-1, 24))
grid.arrange(p1, p2, ncol = 2)
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PMN-3.txt

Cells were seeded in the presence of 25 nM (277.45 ng/ml) of IL-8.

subset = retrieveWells(wells, file = "PMN-3.txt")
t.subset = transform(subset, c("tcenter", "slice", "level"), xlim = c(-2, Inf),

ID = "toxinAdd")
p1 = plot(retrieveWells(t.subset, compounds = "TcdA"), xlim = c(-1, 48), replicates = FALSE)
p2 = plot(retrieveWells(t.subset, compounds = "TcdB"), xlim = c(-1, 48), replicates = FALSE)
grid.arrange(p1, p2, ncol = 2)

PMN-4.txt

Cells were seeded in the presence of 25 nM (277.45 ng/ml) of IL-8. The machine temporarily

stopped making impedance measurements from approximately five to 20 hours.

subset = retrieveWells(wells, file = "PMN-4.txt")
t.subset = transform(subset, c("tcenter", "slice", "level"), xlim = c(-2, Inf),
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ID = "toxinAdd")
p1 = plot(retrieveWells(t.subset, compounds = "TcdA"), xlim = c(-1, 48))
p2 = plot(retrieveWells(t.subset, compounds = "TcdB"), xlim = c(-1, 48))
grid.arrange(p1, p2, ncol = 2)

B.4.9 Plate Layouts

Below are the layouts of all of the plates used.

fwells = split(wells, getfiles(wells))
fwells = fwells[sort(names(fwells))]

options(xtable.print.results=FALSE)
fwt = lapply(fwells, well_table, ID="toxinAdd")
lt = lapply(fwt, print_well_table, scalebox=0.6, floating=FALSE)

do.call( cat, c("\\begin{adjustwidth}{0in}{3in}{",lt,"} \\end{adjustwidth}") )

1 2
A TcdA-1000 TcdB-1000
B TcdB-100
C TcdA-100 TcdB-1
D TcdA-1 TcdB-0.1
E TcdA-0.1 TcdB-0.01
F TcdA-0.01
G TcdA-0.001 TcdB-0.001
H TcdA-1e-04 TcdB-1e-04

CHO.txt

1 2
A TcdB-1, gdTcdB-100 TcdB-1, gdTcdB-100
B TcdB-1, gdTcdB-10 TcdB-1, gdTcdB-10
C TcdA-100, gdTcdB-1000 TcdA-100, gdTcdB-1000
D TcdB-1 TcdB-1
E TcdA-100 TcdA-100
F gdTcdB-1000 gdTcdB-1000
G gdTcdB-100 gdTcdB-100
H

HCT8-2a.txt
3 4

A TcdB-1, gdTcdB-100 TcdB-1, gdTcdB-100
B TcdB-1, gdTcdB-10 TcdB-1, gdTcdB-10
C TcdA-100, gdTcdB-1000 TcdA-100, gdTcdB-1000
D TcdB-1 TcdB-1
E TcdA-100 TcdA-100
F gdTcdB-1000 gdTcdB-1000
G gdTcdB-100 gdTcdB-100
H

HCT8-2b.txt

3 4 5 6
A TcdA-100, gdTcdB-1000 TcdA-100 gdTcdB-10
B gdTcdB-100 TcdA-100 TcdA-100, gdTcdB-1000 TcdAup-100
C TcdA-100 gdTcdB-100 gdTcdB-10
D TcdA-100, gdTcdB-1000 gdTcdB-100 TcdAup-100
E TcdB-1 gdTcdB-1000 TcdB-1, gdTcdB-10 gdTcdB-10
F TcdB-1, gdTcdB-100 TcdB-1, gdTcdB-10 TcdB-1 TcdAother-100
G TcdB-1, gdTcdB-10 TcdB-1, gdTcdB-100 gdTcdB-1000 TcdAother-100
H gdTcdB-1000 TcdB-1 TcdB-1, gdTcdB-100

HCT8-3.txt
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1 2 3 4
A TcdA-10 TcdB-10 TcdB-100, gdTcdB-1000 TcdB-100, gdTcdB-1000
B TcdA-1000 TcdA-1000 TcdB-100 TcdB-10
C TcdA-10, gdTcdB-100 TcdB-100, gdTcdB-100
D gdTcdB-1000 gdTcdB-1000 TcdA-100, gdTcdB-100 TcdA-1000, gdTcdB-1000
E gdTcdB-100 TcdA-100 TcdA-1000, gdTcdB-1000
F TcdB-10, gdTcdB-100 gdTcdB-100 TcdA-10, gdTcdB-100 TcdA-100, gdTcdB-1000
G TcdB-10, gdTcdB-100 TcdA-100 TcdB-10, gdTcdB-1000 TcdA-100, gdTcdB-1000
H TcdB-10, gdTcdB-1000 TcdB-100 TcdA-100, gdTcdB-100 TcdB-100, gdTcdB-100

HCT8-4.txt
3 4

A TcdA-100 TcdA-100
B NA-NA NA-NA
C TcdB-100
D TcdA-500 TcdB-500
E TcdA-100 TcdB-100
F TcdA-10 TcdB-10
G TcdA-1 TcdB-1
H TcdA-0.1 TcdB-0.1

HCT8.txt

3 4
A TcdA-1000 TcdB-1000
B TcdA-300 TcdB-300
C TcdA-100 TcdB-100
D
E TcdA-30 TcdB-30
F TcdA-10 TcdB-10
G TcdA-1 TcdB-1
H TcdA-0.1 TcdB-0.1

HUVEC-a.txt

5 6
A TcdA-1000 TcdB-1000
B TcdA-300 TcdB-300
C TcdA-100 TcdB-100
D
E TcdA-30 TcdB-30
F TcdA-10 TcdB-10
G TcdA-1 TcdB-1
H TcdA-0.1 TcdB-0.1

HUVEC-b.txt
3 4 5 6

A TcdA-1000 TcdB-100 TcdA-1000 TcdB-10
B TcdA-100 TcdB-10 TcdA-100 TcdB-1
C TcdB-1 TcdB-0.1
D TcdA-10 TcdB-0.1 TcdA-10 TcdB-0.01
E TcdA-1 TcdB-0.01 TcdA-1 TcdB-0.001
F TcdA-0.1 TcdB-0.001 TcdA-0.1 TcdB-1e-04
G TcdA-0.01 TcdB-1e-04 TcdA-0.01 TcdB-1e-05
H TcdA-0.001 TcdB-1e-05 TcdA-0.001

IMCE.txt

5 6
A TcdB-10 TcdB-10
B TcdB-1 TcdB-1
C TcdB-0.1 TcdB-0.1
D TcdB-0.01 TcdB-0.01
E TcdB-0.001 TcdB-0.001
F TcdB-1e-04 TcdB-1e-04
G TcdB-1e-05 TcdB-1e-05
H

J774-2.txt
1 2

A TcdB-0.01, gdTcdB-1 TcdB-0.01, gdTcdB-1
B TcdB-0.01, gdTcdB-0.1 TcdB-0.01, gdTcdB-0.1
C TcdA-10, gdTcdB-100 TcdA-10, gdTcdB-100
D TcdB-0.01 TcdB-0.01
E TcdA-10 TcdA-10
F gdTcdB-100 gdTcdB-100
G gdTcdB-1 gdTcdB-1
H gdTcdB-0.1

J774-3a.txt

3 4
A TcdB-0.01, gdTcdB-1 TcdB-0.01, gdTcdB-1
B TcdB-0.01, gdTcdB-0.1 TcdB-0.01, gdTcdB-0.1
C TcdA-10, gdTcdB-100 TcdA-10, gdTcdB-100
D TcdB-0.01 TcdB-0.01
E TcdA-10 TcdA-10
F gdTcdB-100
G gdTcdB-1
H gdTcdB-0.1 gdTcdB-0.1

J774-3b.txt
1 2

A TcdB-1 TcdB-1
B TcdB-100 TcdB-100
C
D gdTcdB-1 gdTcdB-1
E gdTcdB-100 gdTcdB-100
F TcdA-3 TcdA-3
G TcdA-300 TcdA-300
H gdTcdB-100, TcdA-10 gdTcdB-100, TcdA-10

J774-4.txt

1 2
A gdTcdB-100, TcdB-10 gdTcdB-100, TcdB-10
B gdTcdB-10, TcdA-1 gdTcdB-10, TcdA-1
C gdTcdB-100, TcdA-1000 gdTcdB-100, TcdA-1000
D TcdA-1 TcdA-1
E TcdA-1000 TcdA-1000
F gdTcdB-10 gdTcdB-10
G gdTcdB-100 gdTcdB-100
H

J774-5.txt
1 2

A TcdA-1000 TcdB-1000
B TcdA-300 TcdB-300
C
D TcdA-100 TcdB-100
E TcdA-10 TcdB-10
F TcdA-3 TcdB-3
G TcdA-1 TcdB-1
H TcdA-0.1 TcdB-0.1

J774-a.txt

5 6
A TcdA-1000 TcdB-1000
B TcdA-300 TcdB-300
C Other-100
D TcdA-100 TcdB-100
E TcdA-10 TcdB-10
F TcdA-3 TcdB-3
G TcdA-1 TcdB-1
H TcdA-0.1 TcdB-0.1

J774-b.txt

3 4
A TcdA-1000 TcdB-1000
B TcdA-100 TcdB-100
C TcdA-10 TcdB-10
D TcdA-1 TcdB-1
E TcdA-0.1 TcdB-0.1
F TcdB-0.01
G TcdA-0.01 TcdB-0.001
H TcdA-0.001 NA-NA

PMN-2a.txt
5 6

A TcdA-1000 TcdB-1000
B TcdA-100 TcdB-100
C TcdA-10 TcdB-10
D TcdA-1 TcdB-1
E TcdA-0.1 TcdB-0.1
F TcdB-0.01
G TcdA-0.01 TcdB-0.001
H TcdA-0.001

PMN-2b.txt

3 4 5 6
A IL8-110.98, TcdB-1 IL8-110.98, TcdB-1 TcdB-1 TcdB-1
B IL8-110.98, TcdB-10 IL8-110.98, TcdB-10 TcdB-10 TcdB-10
C IL8-110.98 IL8-110.98
D IL8-110.98, TcdB-100 IL8-110.98, TcdB-100 TcdB-100 TcdB-100
E IL8-110.98, TcdB-1000 IL8-110.98, TcdB-1000 TcdB-1000 TcdB-1000
F IL8-110.98, TcdA-1000 IL8-110.98, TcdA-1000 TcdA-1000 TcdA-1000
G IL8-110.98, TcdA-100 IL8-110.98, TcdA-100 TcdA-100 TcdA-100
H IL8-110.98, TcdA-10 IL8-110.98, TcdA-10 TcdA-10 TcdA-10

PMN-3.txt
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1 2 3 4
A IL8-110.98, TcdA-10 IL8-110.98, TcdA-10 TcdA-10 TcdA-10
B IL8-110.98, TcdA-100 IL8-110.98, TcdA-100 TcdA-100 TcdA-100
C IL8-110.98 IL8-110.98
D IL8-110.98, TcdA-1000 IL8-110.98, TcdA-1000 TcdA-1000 TcdA-1000
E IL8-110.98, TcdB-1000 IL8-110.98, TcdB-1000 TcdB-1000 TcdB-1000
F IL8-110.98, TcdB-100 IL8-110.98, TcdB-100 TcdB-100 TcdB-100
G IL8-110.98, TcdB-10 IL8-110.98, TcdB-10 TcdB-10 TcdB-10

PMN-4.txt

1 2
A TcdA-10000 TcdB-10000
B TcdA-7000 TcdB-7000
C TcdA-5000 TcdB-5000
D
E TcdB-3000 TcdA-3000
F TcdB-1000 TcdA-1000
G TcdB-500 TcdA-500
H TcdB-100 TcdA-100

PMN-a.txt
3 4

A TcdA-10000 TcdB-10000
B TcdA-7000 TcdB-7000
C TcdA-5000 TcdB-5000
D
E TcdB-3000 TcdA-3000
F TcdB-1000 TcdA-1000
G TcdB-500 TcdA-500
H TcdB-100 TcdA-100

PMN-b.txt

3 4
A NA-NA NA-NA
B TcdA-300 TcdA-1
C TcdA-100 TcdA-0.1
D TcdA-30 NA-NA
E TcdA-10
F TcdA-3 NA-NA
G NA-NA NA-NA
H NA-NA NA-NA

T84-a.txt

5 6
A NA-NA NA-NA
B NA-NA TcdB-1000
C TcdB-3 TcdB-300
D TcdB-100
E TcdB-1 TcdB-30
F TcdB-0.1 TcdB-10
G NA-NA NA-NA
H NA-NA NA-NA

T84-b.txt
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