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Abstract 
 

Cavity ring-down spectroscopy (CRDS), as a highly sensitive optical spectroscopic 

method, has been widely used during the past three decades. This idea is to use cavity 

decay time to extract the information of single pass transmission or reflectivity of the 

optical resonator. Because of its immunity to intensity fluctuation, high sensitivity and 

high repetition rate, CRDS have been practiced in various field including trace gas 

detection, radical studies, chemical reaction kinetics, combustion research, photo 

dissociation dynamics, atmospheric and environmental studies, deposited nanoparticles, 

etc. 

        Distributed feedback (DFB) semiconductor laser diodes are used in our CRDS setup. 

There are two different ways to tune DFB lasers - temperature and current tuning. A new 

design of temperature controller with more evenly wavenumber stepsize is introduced. 

Also, a feedback loop from absorption peak is used for stabilizing laser frequency. When 

using the optimum modulation amplitude as well as appropriate PID parameters, the laser 

jitter decreases by over 20 times.  

        Three DFB near-IR lasers are used to measure the line strengths of CH3D ro-

vibrational transitions (24) in the wavenumber regions of 6017.5 – 6031.5 cm-1 and 

6046.5 – 6070.0 cm-1 using continuous-wave (cw) CRDS. The N2, O2 and CO2 pressure-

broadening and pressure-shift coefficients of CH3D are also measured. 

        As one of the most important hydrocarbon prototype molecules, CH3D’s 24 

overtone band are analyzed using different methods including combination differences, 

temperature dependence and double resonance. The fundamentals of theoretical spectrum 

analysis, including group theory, rotational spectra of symmetric top molecules, 
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vibrational transition types, Herzberg's character table, irreducible representation, and 

selection rules are also covered.  

        At last, we describe and test a novel cell for CW-CRDS. The cell is monolithic and 

maintains a rigid alignment of the two cavity mirrors. Two high-resolution and high-force 

PZTs are used to sweep the length of the cell by elastic deformation of the 2.86 cm outer 

diameter stainless steel tube that makes up the body of the cell.  The performance of the 

cell is demonstrated by using it to detect the absorption spectrum of methane (CH4) at the 

wavenumber regions of around 6051.8 – 6057.7 cm-1. 
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Chapter 1 Cavity Ring-down Absorption Spectroscopy 

 

1.1 Introduction 

Spectroscopy is the study focused on the interaction between matters and radiative 

energy. Historically the concept of spectroscopy came from the phenomenon of 

visible lights’ dispersion through a prism. Later this concept was expanded to the 

interaction related with other radiative energy sources as well. Spectroscopic data is 

usually represented by a spectrum, often plotted as a function of radiative wavelength 

or frequency. 

 

The basic principle behind all absorption spectroscopy methods is the same: 

measuring the intensity of light after it’s transmitted through a certain sample. Beer’s 

law can be simply written as: 

xeIxI )(
0 )(),(                   (1) 

Where λ is the wavelength, α is absorption coefficient, and x is the distance that light 

travels within the sample. Spectrometers, for example Fourier transform infrared 

spectrometers (FTIR), usually use multi-pass cells to improve sensitivity, whose 

length can be up to hundreds of meters. However, the spectral resolution is quite 

limited (usually > 0.001 cm-1) and sometimes impossible to separate lines that are too 

close to each other. 

 

Cavity ring-down spectroscopy (CRDS), as a highly sensitive optical spectroscopic 

method, has been widely used during the past three decades. It is difficult to date the 

first documented theoretical or experimental demonstration about absorption 

spectroscopy using a high finesse optical cavity. In the early applications of optical 
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cavities with flat mirrors [5,6], which later developed into the Fabry-Perot etalon, the 

possibilities of using these cavities for high resolution atomic spectra were explored. 

The exponential decay time behavior of optical cavity in equation (1) was reported by 

Kastler [7] in 1974. And later in the early 1980s the coating technologies improved 

significantly, allowing high reflectivity mirrors, also known as super mirrors, to be 

utilized in optical cavity spectroscopy. 

 

Later in the effort of charactering high reflectivity mirrors, the method called 

cw-based cavity attenuated phase shift (CAPS) was developed by Herbelin et al. in 

the 1980s [1]. This idea is to use cavity decay time to extract the information of single 

pass transmission or reflectivity of the optical resonator. The original experiment of 

CAPS measured the lifetime of a photon in high finesse optical cavities in the visible 

and near-infrared region, and then the reflectivity of resonator’s mirror can be 

calculated with known distance between mirrors.  

 

The simplified CAPS experimental setup is shown in Figure 1. The cw laser beam 

was modulated by frequency f and then coupled into the high finesse cavity consists 

of mirrors M1 and M2, and after exiting, the phase shift is α. The relationship between 

reflectivity and phase shift would be [2]:  

  
  2

2
1

2
2

1

11

14
tan

RARc

RARLf







                    (2) 

Where L is the distance between M1 and M2, R1 and R2 are reflectivities of M1 and M2, 

A is molecular absorption (assuming that A « 1; if cavity is vacuumed, then A is 0). 

The phase shift α can be determined by using the two channel lock-in. With this 
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experimental setup, Herbelin et al. [1] were able to measure mirror reflectivity with a 

precision between 50 to 5000 parts per million (ppm) [2]. 

 

 

Figure 1: Cavity attenuated phase shift (CAPS) experimental diagram [1,2]. The 

continuous wave (cw) laser is modulated and then coupled into the optical resonator 

with two high reflectivity mirrors M1 and M2. The phase shift measured after the exit 

mirror can be used to calculate mirror reflectivity. 

 

Soon later, in 1983, Anderson et al. [3] made another major progress by measuring 

the photon lifetime directly through monitoring the exponential decay waveform of 

the intracavity light intensity with a rapidly switched cw laser, shown in Figure 2 [2,3]. 

The cw laser beam is coupled into the cavity, and when the intracavity power 

(monitored by the fast detector after exit) reached a certain threshold, the Pockels cell 

rapidly switched off the laser injection, and the fast detector after the exit mirror 

registered the transient response, also known as ‘ring-down’, of the optical cavity. 

Ideally the cavity decays exponentially and ring-down time is affected by mirror 

reflectivity: 

/
0)( teItI                  (3) 
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                         













21

21

1 RR

RR

c

L            (4) 

 

 

Figure 2: Experimental setup of Anderson et al. [3]. The cw laser beam is quickly shut 

off with a Pockels cell. Then they measured the intensity decay instead of phase shift. 

 

Anderson et al. [3] reported a sensitivity of about 5ppm per pass, which is over an 

order of magnitude higher than previous CAPS experiment. They can achieve a 

higher level of sensitivity because ring-down time can be measured at nanosecond 

precision. However, this setup also requires triggering at the threshold and therefore 

limited by the dynamic mode matching between cw laser beam and optical resonator. 

 

To overcome the problems by these two previous techniques, O’Keefe and Deacon 

[14] reported using pulse laser to excite the optical cavities, and therefore the rapid 

switch for cw lasers or threshold trigger were no longer the issues. Soon, Grand et al. 

[15-17] explored the possibility of using cw lasers modulated by Acousto-optic 

modulators (AOM) and cavity length scanned by attaching one or both mirrors to 

piezo transducers (PZT). Both of these techniques will be discussed in more details 

later. 
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During the following few decades, extensive work on cavity ring-down technique has 

been carried out for various purposes. More reviews about cavity ring-down 

spectroscopy can be found in [2,8-13,59,65-74]. 

 

1.2 Basic cavity ring-down spectroscopy setup 

As mentioned before, the first real CRDS setup was realized with the use of pulsed 

laser by O’Keefe and Deacon [14], and the pulsed laser based CRDS is also very easy 

to be understood, so we’ll discuss the basics from pulsed CRDS experiments. The 

typical experimental setup is shown in Figure 3. The pulsed laser beam is coupled into 

the optical resonator with two high reflectivity mirrors. When choosing cavity length 

L and mirrors’ radius of curvatures R1 and R2, their values have to be such that the 

resonator is stable, which means: 

1110
21




















R

L

R

L
                   (5) 

 

 

Figure 3: Typical experimental setup for pulsed CRDS. The sample is contained in a 

cavity with two ends sealed by concave or flat super mirrors M1 and M2. The fast 

detector picks up the ring-down curve and computer would fit the curve to get 

corresponding decay time. 
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Typically only a very small amount of light (a few ppm) enters the cavity, and the rest 

was reflected by mirror M1. The light intensity transmitted through the second mirror 

M2 is monitored by the detector, as it’s directly proportional to the number of photons 

remained inside the cavity. Since both mirrors have high reflectivity (close to unit), 

photons may experience hundreds to thousands of round trips inside the cavity before 

transmitted again. The intensity change is shown in Figure 4.  

 

 

Figure 4: Pulsed CRDS laser intensity change with time. A small amount of laser 

pulse entered the cavity, and the peaks of transmitted energy after the cavity follow an 

exponential decay shape. When there is no absorbing species inside the cavity, the 

decay (in red) has a longer time constant, where the loss comes mostly from scattering 

and limited reflection. When there is one or more absorbing gas inside the cavity, the 

decay curve (in blue) drops faster, suggesting that extra loss from molecular 

absorption. 

 

From Beer’s law in Equation (1), we can easily get the light intensity change after n 

times of round trip is: 

 nLRRItI )2exp()( 210              (6) 

Where R1 and R2 are mirror reflectivities, and L is the cavity length. And Equation (6) 
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can also be easily written as: 










t

ItI exp)( 0                     (7) 

Where n
c

L
t

2
  and   )1(2/)ln(

2121 LRRc

L

LRRc

L








 , since both 

R1 and R2 are close to unity. 

 

There are different ways to extract decay constant τ from the detector signal, and the 

most common method is to do a least-square fit to the transient light intensity decay. 

The absorption spectrum can then be generated by plotting decay rate /1k  vs. 

frequency. Since the empty cavity decay rate reflects mirror losses, the difference 

between decay rates of empty cavity ( 0 ) and cavity filled with absorbing gas ( ) 

yields the information about sample absorption. Therefore: 











0

111
)(




c
                    (8) 

And absorption cross section would be: 

N/)()(                         (9) 

Where N is the number density of the absorbing molecule. 

 

1.3 Applications 

1.3.1 Pulsed cavity ring-down spectroscopy (P-CRDS) 

The pulsed CRDS was firstly applied by O’Keefe and Deacon [14] and the basic 

experimental setup has been discussed in the previous section.  

 

Because of its relatively simple setup, broad tuning range, and relatively high 
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sensitivity, P-CRDS has been widely used during the past three decades in different 

fields, including high sensitivity trace gas detection [18,19], methyl radical detection 

[20,21,23], chemical reaction kinetics [22], combustion research [24-30], photo 

dissociation dynamics [31-33], atmospheric and environmental studies [34-39], 

deposited nanoparticles [40-42], etc. 

 

In the previous section, the simple description about P-CRDS is also called ‘photon 

bullet model’, which means it views photons only as particles and ignored the wave 

perspective. In fact, the interference of light inside the cavity should also be 

considered. Because the optical resonators of CRDS always use high reflectivity super 

mirrors and thus have very high finesse, only a very narrow bandwidth of light (a few 

kHz) can be in resonance with the cavity. The modes in resonance with the cavity 

have different longitudinal nodes, separated by c/2L in frequency, and their transverse 

modes can be noted as TEMnm modes, where n is number of radical nodes while m is 

number of angular nodes. 

 

When a laser pulse enters the cavity, each excited mode of the cavity will decay at its 

own rate and also they would interfere with each other. Although higher order 

transverse modes can be reduced by ‘mode matching’, which means that the input 

beam (typically considered as in Gaussian shape) is carefully shaped such that it 

matches the TEM00 modes of the cavity, in reality, there are always some transverse 

mode beating left. The mode beating would result in the inconsistency of the position 

and shape where the laser beam hits the mirrors per pass. Also, for higher order modes, 

since their decay rate is different from TEM00 mode, the detected decay rate from 

CRDS would be instable because of the existence of higher order modes. More 
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detailed discussion can be found in the work of Huang et al. [48-50]. 

 

Although P-CRDS has the advantages of simple setup and broad tuning range, its 

disadvantages like low energy coupling efficiency, low repetition rate (a few Hz) and 

mode beating noise mentioned above all put limits on further improvement in 

sensitivity. 

 

1.3.2 Continuous-wave cavity ring-down spectroscopy (CW-CRDS) 

To solve the difficulties for P-CRDS, cw lasers were brought back to CRDS, when 

Grand et al. [15-17] demonstrated the experiments using PZT to adjust cavity length, 

in order to achieve mode matching between the frequency stabilized cw laser and 

optical cavity. The typical experimental setup for CW-CRDS is shown in Figure 5. 

The first demonstration of narrow band CW-CRDS was presented by Romanini et al. 

[43-45]. In their experiments, the cw laser was modulated by acousto-optic modulator 

(AOM), which also serves as the beam on/off switch, and then mode matched with the 

optical cavity. In order to achieve resonance between laser beam and cavity, one of 

the super mirrors was attached to PZT and cavity length can therefore be scanned over 

one free spectral range. When tuning the laser wavelength, the PZT voltage should 

also change accordingly in order to remain resonant. 
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Figure 5: Typical experimental setup of CW-CRDS. 

 

The main difference between P-CRDS and CW-CRDS is that cw laser needs a fast 

light switch and threshold monitor. As for light switch, other than using AOM as 

modulator, various other approaches have also been applied, for example, switching 

off laser current supply [46], or using semiconductor optical amplifier (SOA) instead 

of AOM as light switch [47,51].  

 

In CW-CRDS, the same problem with mode beating can be greatly reduced by adding 

an aperture inside the cavity, mentioned in the work of Huang et al. [48-50]. In their 

work, the aperture loss for TEM00 mode is negligible, while higher order modes 

experienced much higher loss from the aperture. Since cw lasers can have narrower 

bandwidth (a few MHz), the excitation of higher order modes can also be significantly 

reduced, as compared with pulsed lasers. Also defects on lens may cause higher order 

modes as well [48, 53-54]. There are other sources that would introduce noise to 

CRDS, such as any kind of light feedback outside the cavity reflecting back and 

interfering with intracavity light [52]. Therefore wedged optics were often employed 

in order to eliminate the backwards reflection into the cavity.  
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Because of the high sensitivity, high repetition rate (since each ring-down event 

occurs on the millisecond scale), and immunity to laser intensity variation, CW-CRDS 

has been widely used in trace gas detection, and chapter 3 uses this technology to 

explore stable isotopic measurements of Methane. Various light sources have also 

been introduced into CW-CRDS, such as external cavity diode laser [55], optical 

feedback stabilized diode laser [56], distributed feedback (DFB) diode laser [57], 

quantum cascade laser [58], etc. The next chapter mainly discusses the employment of 

DFB diode lasers in CW-CRDS. They have narrow linewidth, low cost and are widely 

used in telecommunication industry at near infrared region. 

 

1.3.3 A few of other approaches of CRDS 

In late 1990s, another scheme without determining ring-down time, known as cavity 

enhanced absorption spectroscopy (CEAS), was implemented [60-62]. Here it’s worth 

mentioning that CEAS can be used as a broad name for all absorption spectroscopic 

methods with high finesse cavity. Here we use its narrow definition [60-62], which 

refers to a particular CRDS scheme. The experimental setup for CEAS, shown in 

Figure 6, is very similar to CW-CRDS. The main difference is that CEAS doesn’t 

have a shutter for cw lasers; instead, the cw laser scans through the cavity modes and 

the time averaged cavity transmission is measured by detector. CEAS typically has 

simpler setup than CW-CRDS, however, usually at the expense of higher noise. Also, 

to determine the absolute absorbance of the sample from the change in the mean 

optical transmission of the cavity, the empty cavity decay time must be known which 

often requires the ability to do a traditional CRDS measurement. 
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Figure 6: Typical experimental setup for CEAS. 

 

At about the same time, Ye et al. [63] introduced another scheme called 

Noise-Immune Cavity-Enhanced Optical Heterodyne Molecular Spectroscopy 

(NICE-OHMS). They used a super narrow linewidth laser (less than 1 kHz) and lock 

the laser to one of the cavity modes. They used high frequency phase modulation to 

generate laser sidebands at exactly the free spectral range (FSR) of the cavity. Since 

the beats from carrier frequency and its two sidebands can be precisely cancelled, any 

small intracavity absorption leads to a substantial change in heterodyne signal, 

therefore, NICE-OHMS improves shot noise by several order of magnitude. However, 

the setup is technically challenging, and the shot noise improvement was mostly 

because of the super narrow linewidth laser. Also, NICE-OHMS is not as useful for 

broad spectral lines since their two frequencies differ by two cavity FSRs, which are 

typically only a few hundred MHz apart. 

 

While all the schemes mentioned before used narrow band lasers, Engeln and Meijer 

[64] demonstrated broadband Fourier transform (FT) P-CRDS with the linewidth of 

400 cm-1. They recorded the interferograms at different spots on ring-down events 

with a time resolved Michelson interferometer. The broadband CRDS can take the 

whole spectrum all at once while keeping high sensitivity like narrowband CRDS. 
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Different light sources were later implemented in broadband CRDS, for example, 

supercontinuum generation [75] and frequency comb [76]. More progress in 

broadband CRDS works can be found in [77-83]. 

 

1.4 Summary 

In this chapter we first gave a brief introduction about CRDS, and then discussed 

more about fundamentals of CRDS. Later we described two of the most common 

CRDS schemes, P-CRDS and CW-CRDS, along with brief information about several 

other CRDS developments. As we can see, CRDS has developed significantly during 

the past three decades. Because of its immunity to intensity fluctuation, high 

sensitivity and high repetition rate, CRDS have been practiced in various field 

including trace gas detection, radical studies, chemical reaction kinetics, combustion 

research, photo dissociation dynamics, atmospheric and environmental studies, 

deposited nanoparticles [40-42], etc.  

 

1.5 The outline of thesis 

Chapter 2 will discuss two different ways to tune DFB semiconductor diode lasers. 

The temperature tuning can serve as a course tuning. A temperature variation from -10 

to 65 oC corresponds to about 14 cm-1 change in wavenumber. A new design of 

temperature controller is introduced using almost the same thermistor and analog 

voltage controller. Previously the coefficient of temperature tuning at 45 oC was about 

-42.9 oC/V, while only -4.3 oC/V near 3 oC, which means the laser wavenumber step 

corresponding to one bit change of the Digital/Analog controlling the laser 

temperature varies from 0.00016 cm-1 (4.8 MHz) at temperature T = 3 oC, to 0.00161 

cm-1 (48.3 MHz) at T = 40 oC, compared with 0.009 cm-1 (270 MHz) Doppler width 
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(HWHM). With the new design, the temperature tuning coefficient is much more even 

throughout the entire temperature region, with -14.2 oC/V near 3 oC and -9.7 oC/V 

near 45 oC. This results in a laser frequency step per D/A bit of 16.0 MHz at 3 oC and 

10.9 MHz at 45 oC. The frequency-current dependence is also discussed in this 

chapter. When laser current increased from 20 mA to 100 mA, the laser chip shifts 

about 2 oC (while holding the thermistor attached to the laser at constant temperature), 

which equals to about -0.5 cm-1 change in frequency. At last, the design of frequency 

modulation and PID feedback loop is introduced, and when using the optimum 

modulation amplitude as well as appropriate PID parameters from Tyreus-Luyben 

method, the laser jitter decreases significantly. Over a time period of 300 seconds, the 

DFB diode laser frequency drifts have a standard deviation of 4.37 MHz (of averages 

over 1/60 sec) when there is no feedback applied. This value decreases to only about 

0.18 MHz when applying PID parameters from Tyreus-Luyben method. 

 

Chapter 3 introduces using three DFB near-IR lasers to measure the line strengths of 

CH3D ro-vibrational transitions (24) in the wavenumber regions of 6017.5 – 6031.5 

cm-1 and 6046.5 – 6070.0 cm-1 by CW-CRDS.  In the wavenumber interval of 6017.5 

– 6031.5 cm-1, the strongest peak is located at 6024.697 cm-1, which has a line 

strength of 1.24×10-25 cm/molecule, considering the natural abundance of CH3D 

(0.0616 %).  In the 6046.5 – 6060.0 cm-1 interval, the strongest peak is located at 

6055.178 cm-1, which has a line strength of 9.31×10-26 cm/molecule. In the 6060.5 – 

6070.0 cm-1 interval, the strongest peak is located at 6066.538 cm-1, with strength 

2.27×10-25 cm/molecule. By using the small step size of the laser wavenumber scan, 

we are able to measure the foreign pressure-broadening and the pressure-shift effects 

on CH3D absorption lines. The N2, O2 and CO2 pressure-broadening coefficients of 
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CH3D are 0.064(1), 0.060(1) and 0.061(5) cm-1/atm respectively, at the wavenumber 

of 6017.941 cm-1; and 0.051(1), 0.052(1) and 0.046(2) cm-1/atm respectively, at the 

wavenumber of 6064.286 cm-1. The N2 and O2 pressure-broadening coefficients of 

CH3D are 0.065(2) and 0.060(1) cm-1/atm, respectively, at the wavenumber of 

6066.538 cm-1. The N2, O2 and CO2 pressure-shift coefficients of CH3D at the 

wavenumber of 6032.443 cm-1 are -0.012(1), -0.012(1) and -0.013(1) cm-1/atm, 

respectively.  These coefficients are needed for the precise determination of the 

concentration of CH3D and thus methane isotopic ratio when present as a trace 

component in these gases. 

 

Chapter 4 explains our CRDS analysis and double resonance of methane isotopomer 

CH3D in near infra-red region. As one of the most important hydrocarbon prototype 

molecules, CH3D’s overtone band in the near infrared region has not been well 

studied. This chapter covers the fundamentals of theoretical spectrum analysis, 

including group theory, rotational spectra of symmetric top molecules, vibrational 

transition types, Herzberg's character table, irreducible representation, selection rules, 

etc. Various methods were used to help identifying transitions in previous CW-CRDS 

experiment result of CH3D from previous chapter. Symmetric top molecules’ 

Hamiltonian diagonal terms for the ground state, perpendicular state and parallel state 

are simulated by the publically available software package Pgopher. Combination 

differences are used to find possible pairs of transitions starting from adjacent ground 

state rotational levels and ending in same excited states. Also we introduce our 

temperature controlled spectrum setup for estimating lower state energy and rotational 

quanta prediction from temperature dependence, which proves to be working well for 

lower J levels for CH4. At last, we set up a double resonance system, using two lasers 
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to excite transitions from the same ground state, to provide strong proof for the lower 

state quanta. 

 

Chapter 5 describes and tests a novel cell for CW-CRDS. The cell is monolithic and 

maintains a rigid alignment of the two cavity mirrors. Two high-resolution and 

high-force PZTs are used to sweep the length of the cell by elastic deformation of the 

2.86 cm outer diameter stainless steel tube that makes up the body of the cell. The 

cavity length is scanned more than 1/2 wavelength of the near-IR light used, which 

ensures that at least one TEM00 mode of the cavity will pass through resonance with 

the laser. This allows the use of a frequency-locked-laser cw-CRDS technique, which 

increases the precision of the measurements compared to the alternative of sweeping 

the laser more than one FSR of the cavity.  The performance of the cell is 

demonstrated by using it to detect the absorption spectrum of methane (CH4) at the 

wavenumber regions of around 6051.8 – 6057.7 cm-1. 
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Chapter 2 DFB semiconductor diode laser tuning and 

stabilization 

 

Two different ways to tune DFB semiconductor diode lasers are discussed in this 

chapter. Temperature tuning, monitored by a thermistor bound to the laser chip, can 

serve as a course tuning element. The temperature variation from -10 to 65 oC 

corresponds to about -14 cm-1 change in the wavenumber of the laser output. A new 

design of temperature controller was introduced using the same thermistor and analog 

voltage controller. Previously the temperature tuning coefficient at 45 oC is about -

42.9 oC/V, while only -4.3 oC/V near 3 oC, which means the laser wavenumber step 

corresponding to one bit change of the Digital/Analog unit controlling the laser 

temperature varies from 0.00016 cm-1 (4.8 MHz) at temperature T = 3 oC, to 0.00161 

cm-1 (48.3 MHz) at T = 40 oC, comparing with 0.009 cm-1 (270 MHz) Doppler width 

(HWHM). With the new design, the varying coefficient is much more even 

throughout the entire temperature region, with -14.2 oC/V near 3 oC and -9.7 oC/V 

near 45 oC. The frequency-current dependence is also discussed in this chapter. When 

laser current increases from 20 mA to 100 mA at constant thermistor temperature, the 

laser chip shifts about -2 oC, which results in about -0.5 cm-1 change in wavenumber. 

At last, the design of a frequency modulation and PID feedback loop is demonstrated, 

and when using the optimum modulation amplitude as well as appropriate PID 

parameters from Tyreus-Luyben method, the laser jitter decreases significantly. Over 

a time period of 300 seconds, the DFB diode laser frequency drifts have a standard 

deviation of 4.37 MHz when there is no feedback applied. This value decreases to 

only about 0.18 MHz when applying optimum PID feedback parameters. 
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2.1 Introduction 

A standard Fabry Perot (FP) laser consists of an optical gain medium and two mirrors 

on the output facets of the laser, forming a FP cavity to provide optical feedback [1]. 

The problem with standard FP lasers is that they generate many wavelengths over a 

broad spectral region with too great a linewidth for many applications, such as 

telecommunications [2], spectroscopic sensing [3], terahertz waves [4], infra-red 

countermeasures [5], quantum key cryptography [6], atomic clock state preparation 

[7-8], frequency doubling [9], and photodynamic therapy [10].  

 

As one of the first few single frequency lasers, the first demonstration of the basic 

concepts of Distributed feedback (DFB) laser diodes were found in a certificate by 

Soviet inventors Alferov et al [18] in 1971. In this certificate, they described two 

ideas [19] that were later used by DFBs and distributed Bragg reflectors (DBRs): the 

grating for diffraction is formed on the surface of waveguide layer instead of in the 

bulk; the interaction between diffraction grating and waveguide modes provides both 

the distributed feedback and the well collimated radiation at the output.  

 

DFB laser diode, which consists of Bragg grating structure within the semiconductor 

as resonator, is one of the solutions for generating narrow linewidth. Unlike using 

discrete mirrors, which would result in either multiple longitudinal modes being 

excited simultaneously or mode hopping among different longitudinal modes, the 

grating in DFB laser diode only reflects narrow bandwidth and thus operates in a 

single longitudinal and transverse mode. Therefore, the emission of a DFB laser 

usually has precise wavelength with a narrow linewidth, which can be smaller or on 
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the order of a few MHz [11-17]. A picture of a DFB laser diode used in our work is 

shown in Figure 1. 

 

 

Figure 1. Picture of DFB laser diode. Model number: NEL model NLK 1556STG, 

15mW output power, 14 pin butterfly, +/-1nm accuracy, PANDA-PMF fiber, 

FC/Angled PC connector. 

 

As mentioned above, because of its design of using a Bragg grating as the laser cavity, 

only a very narrow linewidth, whose wavelength usually equals to the period of Bragg 

grating, can get amplified within DFB laser diodes. Also, the absence of critical opto-

mechanical components, for example discrete mirrors compared with traditional laser 

cavity, results in less noise from mechanical vibrations. By fine temperature and 

current control, high long-term stability and reliability can be easily achieved.  

 

DFB lasers are very sensitive to temperature change [20-23], which is used as an 

effective way for tuning and will be described later. Also, DFB lasers are extremely 

sensitive to reflections reentering the cavity [24-30], so usually there will be an 
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isolator to minimize reflection interference effect. Another disadvantage is that the 

laser output power is usually not very big, and conditions like laser current and 

temperature variation usually would cause significant power fluctuation. Therefore 

precise temperature control, power control and optical isolation are all required. 

 

Because of the narrow linewidth and precise wavelength tuning, DFB lasers have 

been widely used in absorption spectroscopy [31-33], gas monitoring [34,40-41], 

trace gas analysis [35-39], molecular and atomic spectroscopy [42-43], etc. They are 

also commonly used in various laser cooling techniques, including Doppler cooling, 

magneto optical trapping, atomic fountains, and optical dipole traps.  

 

2.2 Temperature tuning 

As mentioned in the first part, the grating acts as both light reflecting and wavelength 

selective element. The refractive index of grating material changes with temperature 

because of thermal expansion. (The DFB diodes in our CRDs experiments are NEL 

UL band CW DFB lasers near 1600nm, with specifications of: 10 or 15mW output 

power, 14 pin butterfly type, +/-1nm accuracy, PANDA-PMF fiber, FC/Angled PC 

connector. The wavenumber of DFB laser diode output beam varies about -0.25 cm-1/ 

oC, with a small nonlinear dependence.  The temperature controllers are Wavelength 

Electronics HTC1500 and HTC3000, which provide linear temperature stability of 

less than 1 mK.) Usually we operate the DFB lasers to work between 3 to 45 Cº. If 

lower than 3Cº, the temperature controller gets significantly noisier, and high 

temperature might also damage the diode. One thing that needs to be emphasized is 

that the DFB laser diodes we use (NTT Electronics Corporation, model 

NLK1U5EAAA) are vacuum sealed. If they have open cases, one should never use 
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the diode below the water vapor dew point temperature, which would cause 

unrepairable damage to the diode. 

 

From Steinhart equation, the resistance of a semiconductor thermistor is 
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where C1 = 1.1292E-3, C2 = 2.3411E-4, C3 = 8.7755E-8 from the NEL lasers 

specifications and T is in Kelvin. 

 

The laser chip is mounted on a Thermoelectric cooling (TEC) plate and the laser 

temperature is controlled by the current passing through this TEC.   The traditional 

temperature controllers pass the output of a precision constant current source through 

the laser thermistor and adjust the voltage across the thermistor while maintaining 

constant current.  For a thermistor current of I=100 μA, the temperature versus 

voltage (U) across the thermistor is: 
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Figure 2. DFB diode laser temperature dependence on thermistor voltage in black 

curve and temperature variation coefficient in red. The change at high temperature 

end is significantly faster than that at low temperature end, when varying the same 

amount of voltage applied to thermistor. The varying coefficient at 45 oC is about -

42.9 oC/V, while only -4.3 oC/V near 3 oC. 

 

From equation 2, it is obvious that there is a non-linear dependence of voltage U 

versus temperature T. U is controlled by a 16bit D/A convertor (Measurement 

Computing USB3103) with an output that can vary between 0 to 10V, with a single 

bit step size of 10V/216 = 0.15mV.  The laser wavenumber step corresponding to this 

one bit change of the D/A controlling the laser temperature varied from 0.00016 cm-1 

(4.8 MHz) at temperature T = 3 oC, to 0.00161 cm-1 (48.3 MHz) at T = 45 oC, due to 

the nonlinear temperature dependence of the thermistor incorporated in the laser.  

These are comparible to the 0.009 cm-1 (270 MHz) Doppler width (HWHM) of the 

methane lines in the NIR.   



29 
 

 

In order to solve the nonlinear temperature varying step size problem, our new design 

is to use a voltage divider. Instead of using constant current mode, we put the 

thermistor R in series with fixed resistor R', and R and R' are driven by a fixed voltage 

source U'. Both R' and U' have very low temperature coefficients. By varying the 

voltage U across thermistor R (whose value determines the temperature), we have 
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where R’ = 7.26 k, U’ = 10 V.  

 

In this case, the smallest R in our temperature range from -10 to 65 degrees is about 

70% of the largest value, as shown in figure 3.  This results in a laser frequency step 

per D/A bit of 16.0 MHz at 3 oC and 10.9 MHz at 45 oC, which allows good sampling 

of Doppler limited peaks throughout the scan range.  The more constant tuning rate 

also allows for better optimization of the temperature controller feedback parameters. 

We also expand the temperature tuning region (previously 3 to 45 oC and significant 

noise increase below 3 oC). With this new design, in the larger temperature region, -

10 to 65 oC, no obvious noise increase is observed at low or high temperature region 
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Figure 3. DFB diode laser temperature dependence on thermistor voltage when using 

the voltage divider design. The temperature-voltage varying coefficient are not too 

different throughout the whole region. The varying coefficient is -14.2 oC/V near 3 oC, 

-9.7 oC/V near 45 oC.  

 

A typical CRDS spectrum that results from a laser temperature sweep with our setup 

is shown in figure 4.  
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Figure 4. Typical CRDS absorption spectrum when varying DFB laser diode 

temperature. There were 5 parts per million (ppm) CH4 in the cavity in ~8 torr N2 gas, 

and the temperature varying from -10 to 65 oC corresponds to about 14 cm-1 change in 

wavenumber.  

 

As mentioned before, the laser frequency is not linearly proportional to temperature, 

so additional calibration needs to be done after using a nonlinear model to convert x 

axis from DFB laser diode temperature into optical frequency. The easiest and 

relatively accurate way to calibrate is by comparing the CH4 absorption peaks against 

those provided in HITRAN data base [49].  
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Figure 5 shows the nonlinear correction. The curve joining those points in the graph 

provides the nonlinear calibration for wavenumber. If keeping other settings the same, 

the same curve can be repeated when running temperature scan for the same laser 

diode. The calibrated wavenumbers are within 0.001 cm-1 accuracy. 
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Figure 5. Wavenumber calibration for linear diode temperature conversion. Here the 

x-axis is wavenumber from linear conversion from DFB laser diode’s temperature, the 

y-axis is the difference when comparing corresponding absorption peaks (the dots in 

the graph) against those reported in HITRAN database. 

 

2.3 Current tuning 

As mentioned before, the current provided to DFB laser controls not only the output 

power of the diode beam, but also the light frequency. The frequency shifts by 
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different current value are relatively small compared to temperature tuning, thus it can 

serve as a fine tuning method for laser frequency. 

 

To get a straightforward view of how much the laser frequency can shift for 

temperature and current tuning, Figure 6 gives the comparison of temperature tuning 

when using different current settings for laser power supply, shown as different colors 

in the graph. The dips on the curve are absorption peaks of CH3D, the most abundant 

isotope of CH4 in the sample used.  

 

 

Figure 6. Detector voltage of single pass cell (filled with 8torr 98% CH3D) at different 

laser driver current. The current supply (ILX Lightwave ultra low noise current source 

LDX-3620) can provide constant current 0-200 mA range with less than 100 nA rms 

noise in battery mode. 
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It is easy to tell that not only the overall beam power increased proportionally to 

current increasing from 20 mA to 100 mA, but also the corresponding peaks shifted to 

lower temperature, which corresponds to larger wavenumber/frequency. For example, 

one relative strong absorption peak was at about 17 oC when laser was running at 20 

mA, and the same peak showed up at about 15 oC when the current increased to 100 

mA. In other words, the laser shifted for about 2 oC, which equals to about 0.5 cm-1 

change in frequency, when current changed for 80 mA.  This is primary a thermal 

effect.  At high current modulation frequencies, the current tuning rate drops, reaching 

a value about one order of magnitude smaller that arises from changes in carrier 

density inside the laser cavity. 

 

Considering that we usually operate the DFB laser diodes between 50 mA to 100 mA, 

the maximum frequency tuning we can achieve by varying current is about 0.3 cm-1. 

Therefore the current tuning can serve as a fine tuning for laser temperature, and also, 

as a variable for feedback to stabilize laser frequency, which will be discussed in 

details later. 

 

2.4 Frequency modulation and electronic feedback locking 

Normally the DFB lasers in our experiments have a peak-to-peak frequency stability 

of about 10 MHz in the period of a few seconds, caused by the temperature stability 

of 1 mK by Wavelength electronics HTC1500 1.5 Amp low profile OEM temperature 

controllers; and from our previous experiments [44], the frequency drifts about 20 

MHz over a time period of 4 hours, which is probably caused by a temperature change 

of the laser diode by about 0.015 K.  
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For cavity ring down experiments, the absorption cross sections  are directly related 

to the difference of ring-down time with and without absorption species k(), as in 

equation 4. In other words, the improvement in frequency stability can reduce errors 

in absorption cross section.  

 

                                               
cN

k





                                                      (4) 

where N is number density of absorbing gas, and c is speed of light. 

 

What’s more, better laser beam frequency stability will also improve cavity 

transmission by equation 5. The smaller frequency jitter ν is, the larger the cavity 

transmission Tc is: 
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where T is cavity transmission, R is reflectivity, τ is ring down time. 
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Figure 7. Experimental setup for frequency stabilization of DFB laser diode. RF 

generator, radio frequency generator; LPF, low pass filter; HPF, high pass filter; EOM, 

electro-optic modulator. 

 

Our experimental setup for stabilizing laser frequency is shown in figure 7. We use 

single pass cell absorption as reference to lock the laser beam near the center of the 

absorption peak. The signal generator (IntraAction ME-70 355nm RF Modular Driver 

Signal Processor) produces 70 MHz signal. After splitter, part of the signal is sent to 

an EOM (Sumitomo Osaka Cement co ltd. 10GHz Phase modulator) to modulate 

DFB laser diode beam. The modulated laser beam then goes through a single pass cell 

filled with desired gas, 8 torr 98% CH3D in our experiment, and transmitted light 

intensity is picked up by detector. After filtering out the DC part of the signal by HPF, 

the high frequency part of the detector signal is used as signal input (RF) of mixer 

(Mini circuit coaxial frequency mixer, 0.5 – 500 MHz, 15542 ZAD-1 0 9817). 

Another input, local oscillator, is from signal generator after phase delay (Tennelec 

Delay Nim Bin Module, Model TC 412A). The low frequency part of the mixer 

output is then used as the feedback signal, picked up by analog-digital IO device 

(Measurement Computing 1608FS), and sent to computer program. The computer 
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then applies corresponding correction (by digital-analog IO device Measurement 

Computing 3103) to current supply of laser diode. 

 

If assuming that the modulating signal is a single tone sinusoid 

   ttm modcos                                      (6) 

where mod  is the modulation frequency. And it is easy to get 

     tdmta
t

mod
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                              (7) 

Then the FM signal can be expressed as 

  tjtj
FM e modsin                                  (8) 

where  is the carrier frequency.  

 

The frequency deviation ratio, also called modulation index, is mod




fk


. 

 

The exponential term 
 tj

e
modsin 

can be expanded in Fourier series 
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where 

 



mod/

mod/

modmodsinmod

2









dteC tjntj

n
                    (10) 

 

We can then substitute the above integral by the nth order Bessel function  nJ  of the 

first kind: 
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The 1f signal would be (neglecting normalization constants) 
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Figure 8. Numerical simulation for fitting FM 1f signal. The x-axis is relative 

frequency to the center (unit remains to be determined according to different Doppler 

width of absorption peak in real experiments). The curve on the top is from FM 1f 

calculation from equation 12. The second curve is from fitting the FM curve to the 

expression of Gaussian function’s first order derivative, 





2

2 









 eA , where A, ν 

and γ are variables. The bottom curve is the difference between FM calculation and 

Gaussian derivative fitting. 
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For simplicity, for a Gaussian absorption line, this 1f signal can be approximately 

fitted to the form of first order derivative of Gaussian function, which is 

. The numerical simulation of Gaussian derivative showed less than 1% 

difference from equation (12), shown in figure 8. 

 

The reason we use frequency modulation instead of direct absorption is that the sign 

of FM feedback signal is different for positive and negative frequency drift from the 

center of peak. Plus it usually comes with a better signal to noise ratio. 

 

Figure 9 is one of the experimental FM 1f signal (from the mixer output), when tuning 

the laser diode temperature. The absorption peaks were from CH3D. And as 

mentioned before, there is peak-to-peak amplitude change as well as frequency drift 

when laser current varies. 
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Figure 9. Example of experimental FM 1f signal. 

 

In normal conditions, the DFB diode laser drifts within 20MHz. This is narrower 

compared to the few hundred MHz frequency region corresponding to the part of FM 

curve near the absorption peak center, where ν=ν0, and approximately linear. The 

linear slope near absorption center is what we want to get the feedback signal from.  

 

When increasing the modulation amplitude, which is the carrier level of the signal 

generator, first the peak-to-peak of FM curve increases while the center slope remains 

about the same. After modulation reaches a certain value, the peak-to-peak value 

would remain the same while the center slope begins to drop. The optimal modulation 

index is therefore right before the center slope reaches the maximum value, since it’s 
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also where the peak-to-peak value for 1f FM signal gets maximum. Figure 10 is taken 

near CH3D absorption peak at 6055.178cm-1. The frequency variance is about 0 to +/- 

1.5GHz. The slope near ν=ν0 is about 0.78 V/GHz. 
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Figure 10. Feedback slope when using the optimal modulation index. The x-axis is 

frequency difference from the center of this absorption peak. The y-axis is mixer 

output. The slope near ν=ν0 is about 0.78 V/GHz. 

 

In order to eliminate 60 Hz and harmonics pick-up noise efficiently, the easiest way is 

to digitize the feedback signal at high frequency (several hundred kHz) and then 

average it over periods of 1/60 seconds. When converting mixer output signal into 

feedback signal, we created a computer program of numerical proportional-integral-

derivative controller (PID controller). This program is able to control the proportional, 
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the integral and derivative values, denoted P, I, and D, as well as overall gain and 

digitizing time intervals. As we find, by using different PID parameters, the laser 

stability differs drastically. Figure 11 shows that when just applying proportional gain, 

e.g. I=0 and D=0, when proportional gain increases at first, the laser gets more stable, 

and after a certain point, the laser begins to oscillate significantly. 
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Figure 11. DFB diode laser stability changes according to different proportional gain. 

DFB laser is near CH3D absorption peak at 6055.178cm-1. The y-axis is frequency 

drift from the center of absorption peak. At each gain setting, 2000 real-time diode 

laser frequencies are collected over a time period of seconds.  

 

When taking I and D parameters into consideration, the optimum parameters become 

more complicated to determine. We adopt two popular PID parameter settings, 
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Ziegler-Nichols tuning rule [45, 47-48] and Tyreus-Luyben tuning rule [46]. The 

results are shown in Figure 12 and Table 1. It is very obvious that when using 

parameters from Tyreus-Luyben method, the laser is significantly more stable than 

under other feedback parameters. Compared with the result when no feedback is 

applied, the laser jitter is over 20 times smaller. 

 

Figure 11. DFB diode laser frequency jitters under different PID feedback parameters. 

All the measurements are taken over a time period of 300 seconds. The blue points are 

taken when there is no feedback applied, black when only applying proportional gain, 

purple when using Ziegler-Nichols tuning rule, and red using Tyreus-Luyben method. 
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Table 1. Comparison of DFB laser jitters when free running and under different PID 

feedback controllers. The average column is mean value of frequency drift away from 

the center the peak. These deviations are for averages over 1/60 sec. 

PID parameters Average / MHz Standard Deviation / MHz 

No feedback applied 12.75845 4.3672 

Proportional feedback only -1.46707 1.25413 

Ziegler-Nichols Method -0.77357 1.44293 

Tyreus-Luyben Method -0.00046 0.18393 

 

 

2.5 Conclusion 

We discussed tuning DFB semiconductor diode lasers by temperature and current in 

details. The temperature tuning can serve as a course tuning. The temperature varying 

from -10 to 65 oC corresponds to about 15 cm-1 change in wavenumber. With the new 

design, the varying coefficient is much more linear throughout the entire temperature 

region. Also, with frequency modulation and PID feedback loop, and using the 

optimum modulation amplitude as well as appropriate PID parameters from Tyreus-

Luyben method, the DFB laser jitter decreases significantly. Over a time period of 

300 seconds, the DFB diode laser frequency drifts have a standard deviation of 

4.37MHz when there is no feedback applied. This value decreases to only about 0.18 

MHz when applying Tyreus-Luyben method. 
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Chapter 3 Measurements of CH3D Line Strengths, Foreign 

Pressure-Broadening and Pressure-Shift at near-IR region 

 

Three DFB near-IR lasers are used to measure the line strengths of CH3D ro-vibrational 

transitions (24) in the wavenumber regions of 6017.5 – 6031.5 cm-1 and 6046.5 – 

6070.0 cm-1 using continuous-wave cavity ring-down spectroscopy (cw-CRDS). In the 

wavenumber interval of 6017.5 – 6031.5 cm-1, the strongest peak is located at 6024.697 

cm-1, which has a line strength of 1.24×10-25 cm/molecule, considering the natural 

abundance of CH3D (0.0616 %).  In the 6046.5 – 6060.0 cm-1 interval, the strongest 

peak is located at 6055.178 cm-1, which has a line strength of 9.31×10-26 cm/molecule.  

In the 6060.5 – 6070.0 cm-1 interval, the strongest peak is located at 6066.538 cm-1, 

which gives 2.27×10-25 cm/molecule.  By using the small step size of the laser 

wavenumber scan, we are able to measure the foreign pressure-broadening and the 

pressure-shift effects on CH3D absorption lines. The N2, O2 and CO2 pressure-

broadening coefficients of CH3D are 0.064(1), 0.060(1) and 0.061(5) cm-1/atm 

respectively at the wavenumber of 6017.941 cm-1; 0.051(1), 0.052(1) and 0.046(2) 

cm-1/atm, respectively at the wavenumber of 6064.286 cm-1. The N2 and O2 pressure-

broadening coefficients of CH3D are 0.065(2) and 0.060(1) cm-1/atm respectively at the 

wavenumber of 6066.538 cm-1. The N2, O2 and CO2 pressure-shift coefficients of CH3D 

at the wavenumber of 6032.443 cm-1 are -0.012(1), -0.012(1) and -0.013(1) cm-1/atm, 

respectively. 

 

3.1 Introduction 
Methane is an important greenhouse gas in the Earth’s atmosphere. Although its 

concentration is much less than CO2, its greenhouse forcing effect per molecule is 21 - 
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25 times larger than CO2 in promoting global warming over a 100-year period [1-3].  

Its concentration on Earth has increased from ~ 700 to ~ 1800 ppb since the year 1750 

[4-5], while it has stayed nearly constant since 1998 [6].  Methane in the atmosphere 

has a lifetime of about 9 - 10 years [1, 4], and its primary removal process is the reaction 

with hydroxyl radicals [7], ultimately producing carbon dioxide and water.  Methane 

also affects the degradation of the ozone layer in the stratosphere and in the troposphere 

[7].  It was recently reported that the methane-outgassing rate from Earth’s oceans is 

greater than previously thought [8].  Recent studies provided new insights into the 

microorganisms that inhabit methane-rich sediments, and raised new questions 

regarding reaction mechanisms [9].  CH3D, the subject of this paper, has been 

monitored in the Earth’s atmosphere by ATMOS [10-11] 

 

Methane, including the CH3D isotopomer, has also been found in other locations both 

within and outside the solar system, including Mars [12-14], Jupiter [15], Saturn [15-

17], Uranus [18-20], comets [21-22], and the extrasolar planet HD 189733b [23].  It is 

particularly well studied on Titan (Saturn’s largest moon) because of the rich 

hydrocarbon chemistry on that body [24-31].  It is believed to have been created by 

abiotic processes, with the possible exceptions of Mars [12-14] and Titan (Saturn’s 

largest moon) [32-34].  On Mars, the atmosphere contains an average of 10 ppb methane 

[35-36].  In 2009, NASA scientists announced that Mars often vents methane into the 

atmosphere in summer in some specific areas [12].  Methane is photodissociated by 

deep-UV solar radiation [12, 36-37].  The calculated photochemical lifetime of CH4 on 

Mars is between 250 and 430 years [36], but the observed rate of variation is sufficiently 

fast that other destruction mechanisms appear to dominate.  It has been speculated that 

Martian methane bursts might be of gas produced by subsurface biological activity [12, 



51 
 

37-39].  Titan’s atmosphere contains 1.6 % methane and thousands of methane lakes 

have been detected [32].  In its upper atmosphere, methane is converted into more 

complex molecules including acetylene, a process that also produces molecular 

hydrogen [32].  There is evidence that acetylene and hydrogen are recycled into 

methane again near the surface [40]. This suggests the possible presence of an 

unfamiliar form of methanogenic life [13-14].  The ratios of different methane isotopes 

might provide constraints on methane’s formation and destruction chemistries [41].  For 

example, Titan’s atmosphere is enriched in deuterium by a factor of more than 3 relative 

to that reported for Jupiter and Saturn atmospheres [42-43]. 

 

Detection of trace species continues to be an important application of optical 

spectroscopic techniques.  Cavity ring-down spectroscopy (CRDS) [44] realizes long 

effective path-lengths, on the order of 100 km, therefore it has been extensively used 

for the detection of low concentration species in recent decades.  Since CRDS records 

the decay rate of the intracavity light after the excitation laser being turned off, laser 

intensity fluctuations do not affect the measurement of absorption spectra.  Each ring-

down event takes no more than a few milliseconds, so CRDS can have a relatively high 

detection rate.  Compared with pulsed-laser CRDS, continuous-wave CRDS provides 

higher spectral resolution [45-47].  More importantly, stable excitation of only the 

TEM00 modes of the cavity, which is only possible when the excitation laser has a 

bandwidth much narrower than the free spectral range (FSR) of the cavity, leads to 

more stable cavity decay rates and thus higher sensitivity of the method.  In the IR 

region, particularly at low pressure, the width of an individual ro-vibrational transition 

is comparable to the FSR of cavities of convenient length, and then cw excitation of the 
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cavity is important for the accuracy of the experimentally determined spectrum or the 

molecular concentrations deduced from it [48]. 

 

The eventual goal of this project is to quantify the ratios of the three principle isotopic 

forms of methane, 12CH4 (which will be simplified as CH4 in this paper), 13CH4 and 

CH3D, ideally without the need of pre-concentration.  The terrestrial natural abundances 

of these isotopes are 98.8 %, 1.11 %, and 0.0616 %, respectively, using the standard 

natural atomic abundances [49-50].  Considering the current mean atmospheric molar 

density of CH4 is around 1800 ppb, the detection limitation of CH3D must be better 

than 1.1 ppb to detect this species and about 2-3 orders of magnitude higher to be useful 

for characterizing isotopic abundances.  Our existing cavity ring-down spectrometer, 

working in the 1.65 mm spectral region, was demonstrated to have a 3methane 

detection limit of 29 pptv [51] and we are confident that further improvements are 

possible, particularly by reducing the laser linewidth, and by locking the laser and 

cavity to increase the optical coupling efficiency and ring-down event rate.  We focus 

on the first C-H overtone spectral region, because the lasers, detectors, and mirrors are 

all less expensive and have higher performance for building a trace detector than mid-

IR component.  These factors offset, at least to a considerable degree, the reduced 

absorption cross section of the overtone transitions in the near-IR compared to the 

fundamental bands in the mid-IR.   For example, Webster and Mahaffy recently 

described a mid-IR instrument for detection of isotopic abundances of methane [41] 

and this instrument had a 1 detection limit of 300 pptv.   In order to quantify the ratio 

of different isotopes, it is necessary to know their line strengths.  There were several 

studies on the absolute CH3D intensities [52-59].  In the most current version of 

HITRAN (2008) [49], the line strength of CH3D absorption in some regions are 
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included, but no information is available in the near-IR region that we are interested in, 

except for the 32 (C-D stretch second overtone) in the 6300-6510 cm-1 region [49].  In 

this work, we report the absolute line strengths of CH3D transitions in the wavenumber 

regions of 6017.5 – 6031.5 cm-1 and 6046.5 – 6070.0 cm-1 (mainly rotational lines in 

the 24 overtone bands) for first time.  The strongest lines in those regions are stronger 

than those of the 32 band and thus they are more favorable for trace detection.  The N2, 

O2, and CO2 pressure-broadening coefficients were also measured for transitions at 

6017.941, 6064.286 and 6066.538 cm-1.  The pressure-shift coefficients were measured 

at 6032.443 cm-1. 

 

The spectroscopy literature of methane, and even its CH3D isotopomer, is considerable.  

In the mid-IR region, recent studies of CH3D include [60-64].   There is also a rich 

literature on the overtone spectral regions of CH3D, including those in [65-72].  The 

comprehensive study of the overtone spectrum reported by Ulenikov et al. [73], the 

methane line list compiled by Campargue et al. [29], the study of the 1.58 m region 

by Wang et al. [54], and the prior study of this spectral region using FTIR spectroscopy 

by Deng et al. [74], are particularly relevant for our work.   There are also numerous 

studies of the pressure broadening and pressure shift of lines of CH3D, but those are in 

other spectral regions [75-85]. 
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3.2 Experimental 

 

Figure 1  The experimental setup.  PZT: piezoelectric transducer.  SOA: semiconductor 

optical amplifier (COVEGA, model BOA5690).  MOS:  multiple-channel optical 

switch (Agiltron, model LBPM-41011B333).  TEC: temperature controller.  SRS: 

digital delay/pulse generator (Stanford Research System, model DG535).  SM: super 

mirrors (Advanced Thin Films).  OPM: off-axis parabolic mirror (Edmond Optics).  D: 

InGaAs detector/amplifier (Tiger Optics). 

 

The experimental setup has been presented elsewhere [46-47, 55]. In Figure 1, each 

laser’s temperature (by wavelength electronics HTC1500 1.5 Amp low profile OEM 

temperature controllers) and current (by Newport LDX-3200 Series Precision Laser 

Diode Drivers) can be controlled individually, in order to change its wavelength. The 

four lasers are then combined into the system by a 4×1 multi-channel optical switch. 
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After a fiber beam splitter, part of the laser beam would go through the semi-conductor 

optical amplifier (SOA), which serves as a shut-off for continuous wave laser beam, 

and then the laser beam is carefully coupled into the cavity. He-Ne laser was used to 

help with the alignment. The cavity has two super mirrors; one of them is attached to 

PZT which can slightly change the length of the cavity. When the laser is on resonance 

with the cavity, and when the detector after the cavity would get a signal higher than 

threshold, the pulse generator would be triggered and send the pulse to shut down SOA. 

Then the data acquisition device (Measurement Computing PCI-DAS6000 series 12-

bit multifunction board) picks up the intensity changing of transmitted light. And the 

computer would use exponential fitting to get the decay time.  

 

The major change of our setup from previous presentation is that four distributed 

feedback (DFB) lasers will eventually be used for the measurements of three methane 

isotopes and the baseline.  In this work, three lasers (NTT Electronics Corporation, 

model NLK1U5EAAA), with room temperature wavelengths around 1650.1, 1652.0 

and 1660.8 nm respectively, were used to quantify the spectroscopic properties of 

CH3D. Each laser module was independently driven by an ultra-low noise current 

source (ILX Lightwave, model 3620).  The laser temperature was stabilized by using a 

temperature controller (Wavelength Electronics, models HTC1500 or HTC3000) 

controlled by a 16-bit D/A board (Measurement Computing, model USB-3103). The 

laser wavenumber step corresponding to one bit change of the D/A controlling the laser 

temperature varied from 0.00046 cm-1 (14 MHz) at temperature T = 3 oC, to 0.0033 cm-

1 (99 MHz) at T = 40 oC, due to the nonlinear temperature dependence of the thermistor 

incorporated in the laser.  These can be compared with 0.009 cm-1 (270 MHz) Doppler 

width (HWHM).  The typical wavenumber step was between 1 and 8 times the minimum 
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value.  No significant peak intensity difference was observed when different step sizes 

were employed.  When we measured the pressure-broadening and pressure-shift 

coefficients, we used the minimum step sizes.  The cavity and the signal collection were 

the same as previous reports [46-47, 55]. 

 

All the measurements were conducted at room temperature, 294(2) K.  The pressure 

was monitored using several pressure gauges, including capacitance manometers 

(MKS-Baratron models 127AA-01000B, 0 – 1000 Torr, and 627B12TDC2B, 0 – 100 

Torr), and Bourdons gauges (Pennwalt, models FA160, 0 – 20 or 0 – 400 Torr).  The 

1000 Torr Baratron gauge was calibrated against the local atmospheric pressure, as 

reported by the National Weather Service. Its linearity was tested by successive dilution 

of a fixed volume into another of ~ 80% of its volume, followed by pumping this 

secondary volume.  The other gauges were calibrated against the 1000 Torr gauge. We 

estimate the remaining systematic errors in our pressure measurements to be within 2 % 

of the reading. 

 

During the CRDS measurements, CH3D samples were diluted twice in order to reach a 

suitable number density, which introduced an additional source of uncertainty.  A 

single-pass 42.5 cm long cell filled with pure CH3D, or 13CH4, was used to determine 

the absorption strength of the strongest lines from transmission vs. wavenumber scans, 

using Beer’s law.  These lines were then used to calibrate the CH3D concentrations in 

the CRDS cell, allowing quantitative determination of the absorption strength of the 

weaker lines.  An Indium Gallium Arsenide (InGaAs) detector (Thorlabs, model 

PDA10CF) was used to measure the intensity of light transmitted through the single-
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path cell.  We also used this absorption cell to provide stable laser frequency values for 

the pressure-shift measurements. 

 

CH3D (98 % reported purity) and 13CH4 (99 % reported purity) lecture bottles were 

purchased from ISOTEC.  N2, O2, CO2 and CH4 (5.01 ppm in N2) cylinders were 

purchased from GT&S/Praxair. 

 

3.3 Results and Discussion 

CH3D, in high purity N2 gas, was introduced into the cavity with a total pressure around 

8.3 Torr.  The CH3D number densities varied between (0.5-2.0) × 1014 molecule/cm3.  

The absorption spectra of CH3D in different wavenumber regions were measured by 

using three DFB lasers.  Four or five laser temperature scans were performed at each 

wavenumber region.  Depending on the ring-down trigger rate during the experiments, 

sometimes one sample mixture covered the full wavenumber region of one laser, while 

sometimes several mixtures were used.  Figure 2 shows a typical absorption spectrum 

of CH3D measured using CRDS.  The manufacturer specified laser frequency vs. 

temperature tuning coefficient of the laser wavenumber was -12.5 GHz/oC, i.e. -0.417 

cm-1/oC.  In this work, the wavelength/wavenumber of each laser was independently 

obtained by using the absorption lines of CH4, H2O and CO2, which have been well 

studied and tabulated in HITRAN [49].  The observed temperature coefficients for our 

lasers are -0.422(1) cm-1/oC (6017.5 – 6031.5 cm-1 laser), -0.431(1) cm-1/oC (6046.5 – 

6060.0 cm-1 laser), and  -0.427(1) cm-1/oC (6060.5 – 6070.0 cm-1 laser) respectively. 
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Figure 2  Cavity ring-down spectroscopy of CH3D in ~ 8.3 Torr N2 buffer gas.  The 

CH3D number density was  5.2×1013 molecule/cm3. 

 

The absorption cross sections were calculated using equation 1: 
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where σ(ν) is the absorption cross-section at the wavenumber studied, N is the number 

density of the molecules in the cavity, and c is the light speed.   Δk(ν), the increase in 

cavity decay rate caused by the sample, is defined by: 
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where τ(ν) and τ0 are the ring-down decay lifetimes with and without the sample 

respectively.  In principle, τ0 might drift slightly with the change of the laser 
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wavenumber and other experimental parameters, such as the temperature, and the 

ambient and the intra-cavity pressure [51], but it was assumed to be constant during 

each scan in this work. 

 

The line strengths were obtained from the corresponding peak absorption cross sections, 

using a Voigt lineshape model and the number density determined from the strongest 

CH3D peak at 6066.538 cm-1.  The line strength of CH3D line at 6066.538 cm-1 

(2.27×10-25 cm/molecule) was obtained by using a single-path cell filled with 8.3 Torr 

pure CH3D and fitting the cell absorption spectrum with a Voigt lineshape function.  

The reproducibility of the line strength determined from the single-path absorption cell 

measurements was better than 1 %.  This does not include the systematic bias 

introduced by errors in our pressure gauges and uncertainty in the gas temperature. 

 

The difference between the pressure-broadening effects from CH3D itself and from N2 

foreign gas needs to be considered.  In the ring-down cavity, the number density of 

CH3D was very small and the mixing ratios were smaller than 0.077 %, so the nitrogen 

broadening effect dominated.  In the single-path absorption cell, the CH3D self-

broadening effect dominated.  We calculated the air broadening effect and self-

broadening effect on several lines of CH4 and 13CH4, using the Voigt function and the 

broadening coefficients listed in HITRAN.  At 8 Torr, Doppler broadening (HWHM 

0.009 cm-1) dominated over pressure-broadening (HWHM of ~ 0.001 cm-1).  The air 

and self pressure-broadening coefficients (see below) affect the line strength by less 

than 3 %. 
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In calculation of absolute absorption cross sections, we assumed the CH3D purity to be 

98%, as claimed by the manufacturer.  If this number is in error, all of our line strengths 

will change by a constant factor.  The concentration of CH4 in the CH3D lecture bottle 

was checked several times and found to be 1.7(4)%.  No obvious 13CH4 absorption 

features were found when we measured the line strength of CH3D.  Other impurities 

from the lecture bottle, other than H2O and CO2, were not examined.  The doubly 

substituted 13CH3D [86], along with CH2D2 [87] and other isotopologues [73], might 

have effects on our results.  Among those, the effects from 13CH3D might be the largest.  

Unfortunately, neither 13CH3D commercial products nor literature spectra at low 

pressure were available.  As an additional test, we measured line strengths of 13CH4 

transitions in this wavelength region, using 13CH4 lecture bottle purchased from the 

same vendor as CH3D bottle and these line strengths were found to agree within 1% 

with values tabulated in HITRAN.  

 

In order to improve the wavenumber accuracy of the CH3D lines we report in this work, 

we have matched our lines against those determined from High Resolution FTIR 

spectra [73-74].  Quack and coauthors reported the absorption spectrum of CH3D at 

80K and ~ 2 Torr with the nominal instrumental resolution of 0.0027 to 0.0048 cm-1 

[73].  The absolute wavenumber accuracy of unblended of favorable intensity was 

claimed to be better than 10-4 cm-1.  The assignments of the absorption lines, along with 

the observed peak positions, were listed as supplementary materials of Ref. 40.  These 

authors listed no fits nor gave spectroscopic constants for the 24 bands, except band 

origins.  Deng et al [74] gave spectroscopic constants and term values for the ro-

vibrational states of the A and E symmetry 24 bands. These authors provided us with 

a transmission vs. wavenumber file for an FTIR absorption spectrum of a CH3D sample 
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at room temperature, 76.7 Torr pressure, 105 m absorption path length and an 

unapodized resolution of 0.01 cm-1.  This spectrum contained numerous CH4 lines, and 

our comparison of these against HITRAN revealed an overall shift of 0.003 cm-1 [49, 

88].  We have used the lines found in common between our two CH3D spectra, and 

spline interpolation, to improve the calibration of our spectrum.  We believe the 

wavenumber accuracy of the isolated lines we observed is  0.003 cm-1 or better.  The 

difference for lines in common between our measured wavenumbers and those listed in 

ref [73] was about +0.008 cm-1. 
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Table 1  Line strengths of CH3D in the 6017.5 – 6031.5 cm-1 wavenumber region, 

and the possible quantum numbers of the perpendicular band 24(E) transitions 

along with their calculated absorption positions and intensities (see text).  Not all 

the CH3D lines were assigned.  Reported line strengths correspond to cm per 

methane molecule, assuming a CH3D isotopic fraction of 6.157510-4.  The 

reproducibility of the line strengths was better than 1%.  Transitions with star (*) 

belong to the parallel band 24(A1), whose absorption positions and intensities 

were not simulated. 

 

Measured  

(cm-1) 

Measured S (10-26 

cm/molecule) 

Calculated  

(cm-1) 

Calculated 

Intensity (a.u.) 

Transition 

Assignment 

6017.590 0.506    

6017.706 2.74 6017.684 0.680 PQ1(10) 

6017.941 0.887 6017.767 0.633 RQ0(14) 

6018.098 0.553    

6018.235 3.40 6018.229 2.195 PQ1(9) 

6018.279 0.644    

6018.322 0.541    

6018.488 3.87 6018.586 0.990 RQ0(13) 

6018.731 4.24 6018.730 2.673 PQ1(8) 

6018.811 6.98 -- -- QR0(4) * 

6018.858 6.34 -- -- QR1(4) * 

6019.053 4.85 -- -- QR2(4) * 

6019.184 5.02 6019.185 3.099 PQ1(7) 
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6019.376 2.69 6019.380 2.98 RQ0(12) 

6019.537 0.559    

6019.588 5.26 6019.589 3.406 PQ1(6) 

6019.795 1.80    

6019.939 5.48 6019.942 3.531 PQ1(5) 

6020.067 1.87    

6020.146 3.30 6020.114 2.13 QR3(4) 

6020.236 5.29 6020.240 3.421 PQ1(4) 

6020.474 4.74 6020.481 3.046 PQ1(3) 

6020.654 3.75 6020.663 2.407 PQ1(2) 

6020.779 2.51 6020.785 1.544 PQ1(1) 

6020.811 4.67 6020.817 5.851 RQ0(10) 

6021.456 6.34 6021.472 7.672 RQ0(9) 

6021.711 1.37    

6022.065 8.18 6022.077 9.590 RQ0(8) 

6022.253 0.555    

6022.619 9.62 6022.627 11.39 RQ0(7) 

6023.011 1.11    

6023.115 11.2 6023.117 12.80 RQ0(6) 

6023.381 0.597    

6023.452 0.870    

6023.546 11.4 6023.545 13.54 RQ0(5) 

6023.909 11.5 6023.907 13.34 RQ0(4) 

6024.138 0.563    

6024.201 10. 5 6024.201 12.04 RQ0(3) 
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6024.318 0.611    

6024.422 8.46 6024.425 9.61 RQ0(2) 

6024.470 0.799    

6024.490 0.463    

6024.570 5.44 6024.572 6.218 RQ0(1) 

6024.697 12.4    

6025.329 0.983    

6025.356 0.699    

6025.419 1.20    

6025.917 4.75    

6025.943 2.12    

6026.473 2.20 -- -- QR0(5) * 

6026.572 7.23 -- -- QR1(5) * 

6026.689 7.28 -- -- QR4(5) * 

6026.953 1.15 6026.957 2.459 RQ1(7) 

6027.026 4.71 -- -- QR2(5) * 

6027.129 4.72    

6027.170 0.504    

6027.298 0.537 6027.307 4.17 RQ1(6) 

6027.433 5.22    

6027.610 1.61 6027.616 4.47 RQ1(5) 

6027.879 5.52 6027.881 4.32 RQ1(4) 

6028.100 5.37 6028.103 3.66 RQ1(3) 

6028.269 4.82 6028.262 2.36 RQ1(2) 

6028.497 2.99    
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6029.134 0.703    

6029.581 4.32    

6029.652 0.448    

6029.788 1.72    

6029.849 0.624    

6029.873 2.27    

6030.052 0.631 6030.080 0.833 RQ2(9) 

6030.139 0.548    

6030.235 3.08    

6030.275 0.694    

6030.489 1.51    

6030.581 0.486    

6030.634 0.712 -- -- RQ2(8) 

6030.828 1.93 6030.832 2.409 RQ2(7) 

6031.047 4.97    

6031.093 0.733 6031.159 2.618 RQ2(6) 

6031.148 5.14    
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Figure 3  (a) Line strengths of CH3D in the wavelength range of 6017.5 – 6031.5 cm-1.  

The total pressure in the cavity was around 8.3 Torr.  The CH3D number densities varied 

between 0.5-2.0 ×1014 molecule/cm3.  (b) CH3D absorption spectrum from Ref [74].  

The total pressure was claimed to be 10227 Pa (i.e. 76.7 Torr).  A CH4 absorption line 

is marked with an asterisk. 

 

The line strengths of CH3D lines larger than 4.5×10-27 cm/molecule in the 6017.5 – 

6031.5 cm-1 wavenumber region are shown in Figure 3 (a) and Table 1.  The literature 

CH3D absorption spectrum [74] is also shown in Figure 3 (b).  Using the CH3D lower 

state and upper state parameters given in [73-74, 89-90], we simulated the spectra using 

the P-Gopher program [91].  Using the constants listed in [74], we were not able to 

simulate the spectrum successfully, so we used P-Gopher to refit the 24(E) spectrum.   
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It was found that the RR3 branch is strongly perturbed. Removing these lines, we could 

fit the remaining lines with a mean absolute error of ~0.02 cm-1, with residuals largest 

for the higher J, K lines.  Our assignments are similar to these given in Ref. [73], but 

some of the Q-branches differ in numbering by one. The P-gopher log file that has the 

assignments and fit results is in supplementary material.  Table 1 also lists quantum 

numbers for assigned lines of the perpendicular band 24(E), along with their calculated 

absorption positions and intensities.  The calculated intensities in Table 1 are those 

predicted by P-Gopher, scaled to reproduce the intensity of the RR3(3) transition, 

6066.538 cm-1, which is the strongest in our observed spectrum.  The intensities are 

badly predicted by the simulation, suggesting strong perturbations of the upper state. 

 

As show in Figure 3, our CH3D spectrum agrees well with the previous FTIR spectrum 

but we have improved resolution (due to the lower pressure and higher sensitivity), as 

well as reduced levels of impurities, particularly CH4.  It should be noted that the peak 

at ~ 6026.23 cm-1 as shown in Figure 2 is a mixture of CH3D and CH4.  Since we cannot 

resolve these two components, we did not list the line strength of this specific CH3D 

line in Figure 3 (a) and Table 1.  The strongest line in this interval is at 6024.697 cm-1 

and has a line strength of 1.24×10-25 cm/molecule, accounting for the natural abundance 

of CH3D of 6.157510-4, as assumed in the HITRAN database [49] and elsewhere [50]. 
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Table 2  Line strengths of CH3D in the 6046.5 – 6060.0 cm-1 wavenumber region, 

along with the possible assignments. 

 

Measured  

(cm-1) 

Measured S (10-26 

cm/molecule) 

Calculated  

(cm-1) 

Calculated 

Intensity (a.u.) 

Transition 

Assignment 

6046.606 2.99 6046.580 1.158 RQ6(7) 

6046.641 2.33    

6046.709 2.96 -- -- RQ6(9) 

6046.884 4.67    

6047.076 2.35    

6047.434 0.824 6047.428 0.307 PR2(3) 

6047.540 4.47    

6047.657 6.42 -- -- RR0(2) 

6047.850 1.60    

6048.333 4.90    

6048.530 4.11    

6049.031 2.57    

6049.348 0.987    

6049.403 0.617    

6049.645 4.63    

6050.136 1.45    

6050.241 3.64    

6050.510 0.612    

6050.663 0.855    

6050.694 2.51    
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6050.882 1.05 -- -- RQ7(9) 

6051.005 1.01 6051.005 0.844 PR3(4) 

6051.262 2.93 6051.267 0.607 PR1(3) 

6051.304 2.14    

6051.375 6.17 6051.372 1.61 RR1(2) 

6051.523 0.845    

6051.882 0.501    

6052.479 0.631    

6052.628 1.41    

6052.760 0.723    

6053.666 0.703    

6053.947 0.783    

6054.362 0.646    

6054.695 1.33    

6054.873 1.16 6054.874 0.421 PR2(4) 

6055.021 3.63    

6055.178 9.31 6055.168 2.43 RR2(2) 

6055.239 7.44 6055.249 4.30 RR0(3) 

6055.274 0.543    

6055.594 4.17    

6055.626 4.12    

6056.293 3.65    

6056.969 2.86    

6057.118 0.726    

6057.443 0.627    
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6057.616 4.25    

6058.212 1.48    

6058.245 5.20    

6058.390 1.35 6058.390 1.068 PR3(5) 

6058.634 1.41    

6058.713 2.14 6058.716 0.682 PR1(4) 

6058.906 6.30 6058.908 1.64 RR1(3) 

6059.229 1.91    

 

 

Table 3  Line strengths of CH3D in the 6060.5 – 6070.0 cm-1 wavenumber region, 

along with the possible assignments. 

 

Measured  

(cm-1) 

Measured S (10-26 

cm/molecule) 

Calculated  

(cm-1) 

Calculated 

Intensity (a.u.) 

Transition 

Assignment 

6060.893 0.896    

6061.166 0.691 6061.172 0.282 PR6(7) 

6061.280 1.26    

6061.516 0.822    

6061.552 2.57    

6062.257 1.36 6062.259 0.9628 PR2(5) 

6062.719 8.39 6062.718 4.413 RR2(3) 

6062.780 7.36 6062.791 8.896 RR0(4) 

6062.840 0.610    

6062.865 0.552    
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6062.950 3.10    

6063.064 1.78    

6063.351 0.656    

6063.535 3.14    

6063.558 0.908    

6063.652 3.03    

6064.286 2.45    

6064.536 0.521    

6064.692 0.501    

6065.717 1.34 6065.717 2.676 PR3(6) 

6065.882 2.20    

6065.908 0.795    

6065.991 0.806    

6066.103 1.97 6066.105 1.379 PR1(5) 

6066.384 6.11 6066.391 3.203 RR1(4) 

6066.538 22.7 6066.535 22.7 RR3(3) 

6066.583 1.19    

6066.751 0.760    

6066.998 0.740    

6068.762 0.490 6068.405 0.384 PR6(8) 

6069.092 0.492 6069.093 0.230 PR4(7) 

6069.263 3.94    

6069.429 0.507    

6069.587 1.18 6069.586 0.9813 PR2(6) 
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The line strengths of CH3D in the 6046.5 – 6060.0 cm-1 wavenumber region are shown 

in Table 2.  The strongest line in this interval is at 6055.178 cm-1 and its line strength 

is 9.31×10-26 cm/molecule.  Both the absorption positions and the relative intensities 

agree well between our measurements and the literature.  The line at ~ 6047.853 cm-1 

(literature value) included the absorption from both H2O and CH3D.  Our CRDS 

measurement was able to resolve them.  The line strength of this CH3D line is included 

in Table 2 (6047.850 cm-1).  The referenced H2O peak position is 6047.790 cm-1.  The 

line strengths of CH3D in the 6060.5 – 6070.0 cm-1 wavenumber region are shown in 

Table 3.  The strongest line in this region is located at 6066.538 cm-1 and has a line 

strength of 3.69×10-22 cm per CH3D molecule, which corresponds to 2.27×10-25 cm per 

methane  molecule.  This is the strongest line found in the wavenumber regions we 

studied, but it is only about 1/3 – ¼ the strength on of the strongest lines of CH4 

(1.278×10-21 cm/molecule at 6057.086 cm-1), and 13CH4 (1.42×10-21 cm per 13CH4 at 

6029.106 cm-1) [49, 92-93].  Both CH4 and 13CH4 are spherical tops, which, except for 

the lowest J transitions, have several closely spaced absorption lines, due to tensor 

splitting that arises from centrifugal distortion, that blend together at atmospheric 

pressure and increase the cross section.  CH3D is a symmetric top.  The strongest lines 

in this region of the CH3D spectrum are from a perpendicular band, which has widely 

separated lines for different K values.  The result is that the integrated line strength of 

CH3D is more dispersed in frequency than for its spherical top isotopic variants.  It 

should be mentioned that we only assigned the transition lines belonging to the 

perpendicular band 24(E) along with some parallel band 24(A1) lines.  Many 

absorption lines reported in this work are not presently assigned.  
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Figure 4  The N2 (square and solid line) and O2 (circle and dash line) pressure-

broadening coefficients (HWHM) of the CH3D absorption line at 6017.941 cm-1.  The 

scattering symbols are measurements and the lines are linear fits.  The slope of the linear 

fit is defined as pressure-broadening coefficient. 

 

The N2, O2, and CO2 pressure-broadening coefficients of CH3D were measured for the 

line at 6017.941 cm-1.  The pressure of N2 and O2 varied between 40 and 200 Torr.  The 

pressure of CO2 varied only 10 and 50 Torr because the interference of CO2 is large at 

higher pressure.  A Voigt lineshape model was used to simulate the absorption spectrum 

of CH3D.  The Doppler contribution to the Voigt lineshape was fixed at the calculated 
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value.  A linear regression of the Lorentzian width vs. foreign gas pressure gave the 

pressure-broadening coefficient.  The N2 and O2 pressure-broadening effect is presented 

in Figure 4.  Laser frequency jitter (~ 20 MHz peak-to-peak in times intervals of ~ 1 

sec) is not accounted for in our lineshape model, so we did not force the linear fits to 

go through (0, 0) as shown in Figure 4.  The zero pressure intercept of the linear fits is 

-0.0028 and -0.0027 cm-1, respectively.  The N2, O2 and CO2 pressure-broadening 

coefficients (HWHM) of this specific CH3D line are 0.064(1), 0.060(1) and 0.061(5) 

cm-1/atm, respectively.  Here, the errors quoted are from the linear fits only (1σ).  By 

using the above numbers, the air pressure-broadening coefficient is calculated to be 

0.063(1) cm-1/atm.  For the spectral line at 6064.286 cm-1, the N2, O2 and CO2 pressure-

broadening coefficients of CH3D are 0.051(1), 0.052(1) and 0.046(2) cm-1/atm, 

respectively.  The pressures of N2 and O2 employed were between 8 and 260 Torr.  The 

pressure of CO2 employed was between 8 and 90 Torr.  For this line, the CO2 

broadening coefficient is ~ 10 % smaller than N2 and O2, which is different from what 

we expected, given the fact that CO2 has larger molecular quadrupole moment.  A 

previous study of the pressure-broadening of a four line cluster of transitions of CH4 at 

6057.1 cm-1 reported room temperature pressure-broadening coefficients of 0.0744 and 

0.0515 cm-1/atm for CO2 and N2 respectively [94].  For the line at 6066.538 cm-1 and 

in the total pressure range of 8 – 250 Torr, the N2 and O2 pressure-broadening 

coefficients are 0.065(2) and 0.060(1) cm-1/atm, respectively.  CO2 effect was not 

measured at this wavenumber because of strong CO2 absorption.  Our result of the 

pressure-broadening coefficients is presented in Table 4. 
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Table 4  Pressure-broadening coefficients () of CH3D at selected wavenumbers.  

Numbers in parentheses are from the linear fit only (1σ). 

 

 (cm-1) N2 

(cm-1/atm) 

O2 

(cm-1/atm) 

CO2 

(cm-1/atm) 

6017.941 0.064(1) 0.060(1) 0.061(5) 

6064.286 0.051(1) 0.052(1) 0.046(2) 

6066.538 0.065(2) 0.060(1)  

 

 

As a check, we measured the N2 and O2 broadening coefficients of CH4 at 6026.225 

cm-1, which gave 0.0661(6) and 0.0602(9) cm-1/atm, respectively.  The corresponding 

air broadening coefficient by using these measured values is 0.0649(7) cm-1/atm.  In 

HITRAN 2008, this CH4 absorption line has an air-broadening coefficient of 0.0634 

cm-1/atm, which is 2.3 % and 2 smaller than our measured value.  Our CH3D results 

also fell within the range of the reported pressure-broadening coefficients of other 

CH3D absorption lines [49, 85, 95].  For example, nearby CH3D absorption lines (6300 

– 6510 cm-1) listed in HITRAN have air pressure-broadening coefficients between 

0.0366 and 0.0729 cm-1 [49]. The CH3D 2 band in the wavenumber region of 2066-

2238 cm-1 has transitions with O2 broadening coefficients from 0.0153 to 0.0645 

cm-1/atm at 296 K [95].  The 6 band has transitions with air broadening coefficients 

between 0.016 and 0.077 cm-1/atm [85]. 
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Figure 5  The N2 (square and solid line), O2 (circle and dash line), and CO2 (triangle 

and dotted line) pressure dependence of the CH3D absorption peak at ~ 6032.443 cm-1.  

The scattering symbols are measurements and the lines are linear fits.  The slope of the 

linear fit is defined as pressure-shift coefficient. 

 

The N2, O2, and CO2 pressure-shift coefficients of CH3D were also measured at 

6032.443 cm-1.  Since the pressure-shift coefficient is relatively small, the frequency 

drift of the laser itself has to be considered.  The single-path absorption cell filled with 

~ 8 Torr CH3D was used to correct the laser wavenumber.  The total pressure in the 

cavity for CRDS measurements varied between ~ 1 and 380 Torr, as shown in Figure 

5.  Here, the pressure range of CO2 was much higher than that used in the measurements 
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of pressure-broadening coefficients.  We did not measure the full absorption spectra 

when the CO2 pressure-shift coefficient was being examined.  The partial absorption 

spectra with and without CH3D were measured separately.  The subtracted spectra were 

used to find the CH3D peak position.  At each pressure, the peak position measured 

using CRDS was subtracted from that measured using the single-path absorption cell.  

As shown in Figure 5, the CH3D peak position moved to lower wavenumber (red-shift) 

with the increasing pressure.  Considering the pressure difference between the single-

path cell and the cavity, along with other systematic errors, we did not force the linear 

fits to go through (0,0).  The N2, O2, and CO2 pressure-shift coefficients of the CH3D 

absorption line at 6032.443 cm-1 are -0.012(1), -0.012(1), and -0.013(1) cm-1/atm, 

respectively.  The confidence intervals come from the linear fits.  The air pressure-shift 

coefficients of nearby CH4 lines are between -0.006 and -0.015 cm-1/atm according to 

HITRAN 2008 [49].  Our results of CH3D fell within this range.  On the other hand, the 

O2 pressure-shift coefficients of CH3D 2 transitions were between -0.0017 and -0.0068 

cm-1/atm [95], which were significantly lower than our measurements.  But the air 

pressure-shift coefficients of CH3D 6 band transitions were between -0.012 and +0.008 

cm-1/atm and were mainly negative [85].  

 

With the line strengths, pressure-broadening and pressure-shift coefficients, the 

literature CH3D absorption spectrum [74] between 6021 and 6025 cm-1 was simulated 

using a Voigt lineshape.  During the simulation, we used our measured line strengths 

with fixed the pressure-broadening coefficient at 0.064 cm-1/atm and the pressure-shift 

coefficient at -0.012 cm-1/atm.  Since the pressure employed in the literature was not 

very high (76.7 Torr), the change of the pressure-broadening and pressure-shift 

coefficient with transition would only have small effect on the spectrum.  The 
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simulation results are shown in Figure 6.  The experimental conditions in the literature 

were not clearly described, so the simulation shown in Figure 6 is only quasi-

quantitative.  The major residual might be on account of the instrumental broadening.  
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Figure 6  Simulation of the literature spectrum [74] using our measured line strengths, 

and average pressure-broadening and pressure-shift coefficients.  (a) The simulation.  

(b) The literature.  (d) The residual (literature - simulation). 

 

3.4 Conclusions 

The line strengths of CH3D in near-IR wavelength regions are measured by cw-CRDS 

method.  The lines with line strengths higher than 4.5×10-27 cm per methane molecule 
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are listed in this paper.  The strongest transition in the studied wavenumber regions is 

located at 6066.538 cm-1, which has an integrated line strength of 2.27×10-25 

cm/molecule.  CH3D in this region indicates different absorption feature from both CH4 

and 13CH4.  There are more relatively strong lines of CH3D than that of CH4 and 13CH4 

falling in this wavenumber region, as can be expected due to the different rotational 

structures for the vibrational bands of a spherical top and the perpendicular bands of a 

symmetric top.  Both CH4 and 13CH4 centrifugal distortion split clusters of lines 

separated by 2B(1 – ), which is equal to ~ 10 cm-1, while CH3D has multiple 

overlapping sub-branches.  In consequence, the absolute line strengths of the most 

intense CH3D lines are weaker than those of CH4 and 13CH4.  The foreign pressure-

broadening coefficients of CH3D were quantified for several transitions.  At the 

wavenumber of 6017.941 cm-1, N2, O2 and CO2 have very similar pressure-broadening 

coefficients.  At 6064.286 cm-1, the CO2 broadening coefficient is ~ 10 % smaller than 

those of N2 and O2.  For the CH3D absorption line at the wavenumber of 6032.443 cm-1, 

N2, O2 and CO2 have very similar pressure-shift coefficients on CH3D.  Our motivation 

for this work was to provide data for detection of trace levels of CH3D.   For that purpose, 

one only needs the assignment of the strongest, most isolated lines.  In future work, we 

hope to assign the presently unassigned transitions in this region. 
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Chapter 4   CRDS spectrum analysis and double resonance 

of methane isotopomer CH3D in near infra-red region 

 

As one of the most important hydrocarbon prototype molecules, CH3D’s overtone 

band in near infrared region has not been well studied. This chapter covers the 

fundamentals of theoretical spectrum analysis, including group theory, rotational 

spectra of symmetric top molecules, vibrational transition types, Herzberg's character 

table, irreducible representation, selection rules, etc. Various methods were used to 

help identifying transitions in the CRDS spectrum of CH3D from previous chapter. 

Symmetric top molecules’ Hamiltonian diagonal terms for the ground states, 

perpendicular state and parallel state were simulated by software Pgopher. 

Combination differences were used to find possible pairs of transitions starting from 

adjacent ground state and ending in same excited states. Also, we introduced our 

temperature controlled spectrum setup for ground state energy estimate and rotational 

quanta prediction from temperature dependence, and proven to be working well for 

lower J levels for CH4. At last, we set up a double resonance system, using two lasers 

to excite transitions from the same ground state, to provide strong proof for the lower 

state quanta. 

 

4.1 Introduction 

Methane is a colorless, odorless gas with a wide distribution in nature and also the 

principal component of natural gas. The combustion of natural gas is widely used for 

heating and for generating electric power [1-4]. Compared with other fuels, methane   

produces less carbon dioxide when generating the same amount of heat [5-9], and it’s 

also more environmental friendly, since no other pollution gases are generated during 
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this process. During the past decade, natural gas accounted for about 1/5 of the total 

energy consumption worldwide [10], and about 1/3 in the United States [11]. Also, on 

a molecule-for-molecule basis, methane is 86 times stronger as a greenhouse gas than 

carbon dioxide [12-19]. The surface levels of methane in earth’s atmosphere varies 

from 1.6 to 1.84 parts per million. 

 

A new landmark study by Harvard [20] found that the U.S. Environmental Protection 

Agency's (EPA) inventory of greenhouse gases is undercounting total U.S. methane 

emissions by roughly 50 percent. Results show that current inventories from the US 

Environmental Protection Agency (EPA) and the Emissions Database for Global 

Atmospheric Research underestimate methane emissions nationally by a factor of 

~1.5 and ~1.7, respectively. This drastic undercounting is because the EPA does not 

currently have an effective and efficient means to measure methane from atmospheric 

samples, and instead they rely on many assumptions and biased self-reporting of 

voluntary emission reduction efforts by extraction companies. The estimates of 

missing methane are based on direct sampling of the atmosphere. Therefore, if there is 

a convenient way to measure atmospheric methane level directly, it would help fix the 

EPA’s underestimation problem. 

 

On earth, methane is emitted from a variety of both human-related and natural sources 

[21-26]. About two-thirds of methane emissions can be traced to human activities 

such as fossil-fuel extraction, rice paddies, landfills and cattle. Natural sources of 

methane include wetlands, gas hydrates, permafrost, termites, oceans, freshwater 

bodies, non-wetland soils, and other sources such as wildfires. Since different sources 

generates different ratios of methane isotopes [27-30], if there is a means to measure 
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the size and isotopic compositions of a certain sample, it would be feasible to 

determine what type of resources it comes from. With this idea in mind, our 

experiment in chapter 2 utilizes a CRDS method to measure atmospheric methane 

levels (on the order of a few part per million) and its isotopes that would directly help 

fix EPA’s under-estimation and provide clues for the sources. 

 

As one of the most important hydrocarbon prototype molecules, methane also has 

been studied extensively in various aspects like chemical bonding theory [31, 32], 

symmetrical molecule rotational dynamics [33], potential hypersurfaces structure [34-

39], etc. As for isotopomers, spherical top 12CH4 and 13CH4 has been well studied for 

their rovibrational spectra and dynamics, with most of their spectrum information 

available in HITRAN database. As the second most abundant isotopomer of methane, 

symmetric top CH3D’s spectrum has been reported in the near infrared region in 

previous work [40, 41] and also discussed in previous chapter.   

 

This chapter focuses on our approaches for analyzing CH3D spectrum, for both the 

CRDS spectrum in our previous paper [41] and an FTIR spectrum [42]. The methods 

we use include spectrum simulation, combination differences calculation, temperature 

dependence and double resonance. 

 

4.2 Experimental 

In our previous work [41], three DFB near-IR lasers were used to measure the line 

strengths of CH3D ro-vibrational transitions (2ν4) in the wavenumber regions of 

6017.5 – 6031.5 cm-1 and 6046.5 – 6070.0 cm-1 using continuous-wave cavity ring-

down spectroscopy (cw-CRDS). CH3D in high purity N2 gas was introduced into the 
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cavity with a total pressure around 8.3 Torr. The molecule number densities varied 

between (0.5-2.0) × 1014 molecule/cm3.  Details of our CRDS experimental setup 

were discussed in previous chapter. 

 

The Fourier transform infrared spectrum (FTIR) [42] we compared against our CRDS 

spectrum was recorded at room temperature on a spectrometer with 105 m path length 

multi pass cell. The gas pressure was 10227 Pa and 1000 scans were co-added in total. 

They reported the unapodized resolution is 0.01 cm-1. Our spectrum was very similar 

to this FTIR result, while there is an overall shift of 0.003 cm-1. Also our spectrum has 

removed absorption lines from CH4, H2O and CO2, which were still listed in this 

FTIR spectrum. 

 

Also in this chapter, more transitions were assigned and several assignments were 

corrected, compared with those reported in our paper [41]. 

 

4.3 Theoretical background [40, 41-43] 

Group Theory is the mathematical application of symmetry to an object to obtain 

knowledge of its physical properties. It is widely used to label and classify the energy 

levels of molecules and can qualitatively predict possible transitions between those 

levels. There are five types of symmetric operations: reflection ̂ (with subscripts v, h 

and d standing for vertical, horizontal and dihedral relative to principal axis), rotation 

nĈ  (rotates 2π/n clockwise), rotation-reflection nŜ , inversion î (inverting all atoms 

through a point), and identity Ê (do nothing). If molecule’s atoms are symmetric, e.g. 

the center of mass of a molecule remains unchanged under certain symmetry 
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operations, they are called point groups. Conventionally, for molecules like CH3D, 

who remains the same after 3Ĉ and has 3 symmetry plane v̂ , they are noted as vC3 . 

 

Symmetrical tops, which include all vC3  molecules, are those when two of their 

rotational axes have the same moment inertia and that of the third axis different. If the 

third rotational axis has a greater moment than the other two, the molecule is called an 

oblate symmetrical top; and if smaller, it’s called prolate symmetrical top. CH3D is a 

prolate symmetric top. 

 

When considering the pure rotational spectra of symmetric tops, the energy-level 

expression is 

  2422 )1()1()()1(),( KJJDKDJJDKBAJBJKJF JKKJ     (1) 

where the first two terms are from solving Schrodinger equation of a rigid rotor using 

symmetric top wavefunctions, and the last three terms are because of centrifugal 

distortion when the molecule rotates. The parameters A is rotational constant about 

symmetry axis; B is rotational constant perpendicular to symmetry axis; DJ, DK and 

DJK are related to quartic centrifugal distortions. 

 

The pure rotational spectra of symmetric tops have simple selection rules: 1J , 

1,0 M  and 0K . Here J is rotational quantum number, M is J’s projection 

along laboratory fixed axis, and K is projection along the symmetry axis of molecule 

coordinate system.  

 

Molecules vibrate and rotate at the same time, forming vibration-rotation spectra. For 

various types of infrared transitions, the fundamental transition refers to vibrational 
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quantum number 01  , and any transitions with lower state 0 are called 

hot bands. The transition 02  is called the first overtone, 03  the 

second overtone, and so on. It is worth mentioning that, the notations of vibrational 

modes are divided into symmetry species of the point group and the order for labeling 

follows Herzberg’s character tables [45]. For example [44], for spherical tops like 

CH4, ν1 is symmetrical C-H stretching, ν2 doubly degenerate deformation, ν3 triply 

degenerate stretching, and ν4 triply degenerate deformtion. For CH3D, ν1 is CH3 s-

stretching, ν2 C-D stretching, ν3 CH3 s-deforming, ν4 CH3 d-stretching, ν5 CH3 d-

deforming, ν6 CH3 rock [44], shown in figure 1. 

 

 

Figure 1. Vibrational modes of CH3D with only one of each degenerate mode 

displayed. (a) ν1 CH3 s-stretching. (b) ν2 C-D stretching. (c) ν3 CH3 s-deforming, or 
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called bending mode (umbrella mode). (d) ν4 CH3 d-stretching, or antisymmetric C-H 

stretch. (d) ν5 CH3 d-deforming, or antisymmetric bend. (f) ν6 CH3 rock. 

 

It is useful to have characters of the irreducible representation of the point groups. 

The character table for vC3  molecules like CH3D is 

 

Table 1. Character table for vC3  point group [43] 

vC3  Ê  
3

ˆ2C  ̂3  

A1 1 1 1 

A2 1 1 -1 

E 2 -1 0 

 

The first row of Table 1 is symmetry operations mentioned before. There are 6 

operations that would keep the group ‘the same’: do nothing Ê ; two rotations, 

120°clockwise 


3Ĉ  and counterclockwise 


3Ĉ ; And three plane-reflections ̂ . 

Therefore vC3  group order is 6. The first column lists the Mulliken symbols [46] for 

the irreducible representations of the group, where one-dimensional symmetric 

irreducible representation is labeled as A (labelled as A1 when +1 under principle 

rotation and +1 under reflection; A2 when +1 under rotation but -1 under reflection; if 

-1 under rotation, they are labeled as B1, B2 respectively.), two-dimensional 

symmetric irreducible representation as E (it’s unrelated to the operator Ê ). Note that 

these A and B are not the spectroscopic parameters mentioned in equation (1).  

Normal modes of vibration and total vibrational wavefunctions transform under the 

symmetry operations as irreducible representations and can be labeled by which 
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representation they transform as.  It is conventional to label normal modes with lower 

case letters and wavefunctions with upper case letters. 

 

For molecules with no net spin or orbital angular momentum, for example, diatomic 

molecules, the selection rules are rotational selection rules 1J and vibrational 

selection rules 1 that come from Harmonic oscillation approximation. The 

transitions with 1J  are called R branch, and those with 1J  belong to P 

branch. For molecules with non-zero spin or angular momentum, selection rules for 

one-photon and electric-dipole-allowed transitions are 1,0 J , where 0J  

transitions are called Q branch. There are transitions, like Raman transitions, that have 

different selection rules and J . When ignoring the effect of centrifugal distortions, 

the line positions for R and P branch are: 

  2)1)(()1)((0,1,  JBBJBBJJR      (2) 

  2)()(0,1, JBBJBBJJP                                 (3) 

Here B is the rotational constant perpendicular to symmetry axis. The upper state is 

marked by prime symbol (′) and lower state by double prime symbol (″). 

 

As for linear molecules, the transitions in symmetric tops can have transition dipole 

moments parallel to the symmetric axis, and those are of the A1 – A1 type; or if 

perpendicular to the axis, they are of E – A1 type.  The A1 – A1 type parallel selection 

rules are 1J  for 00  KK , and 1,0 J  for 0K . The 

perpendicular E – A1 type transitions of symmetric top require the addition of Coriolis 

term to the Hamiltonian operator, similar to equation (5) on next page. The presence 

of Coriolis interaction makes the energy-level structure of an E state more 
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complicated. The perpendicular E – A1 type selection rules are  and 

1K .  

 

If two transitions share a common upper or lower level, the difference between these 

two transitions is called combination difference. These differences are useful because 

they depend only on the upper or lower state spectroscopic constants. In later part of 

this chapter the combination differences will be used to help analyzing CH3D 

spectrum. 

 

4.4 Analysis of the experimental data 

4.4.1 Pgopher simulation 

We used PGOPHER software to simulate two stretching bands, parallel band 

)(2 14 A and perpendicular band )(2 4 E . The diagonal terms for the ground state of 

CH3D symmetric top are [42] 

222 )1()1()(,,  JJDJBJKBAKJ
hc

H
KJH J  

3342 )1()1(  JJHKDKJJD JKJK   

64222 )1()1( KHKJJHKJJH KKJJK              (4) 

The parameters A, B are rotational constant about and perpendicular to symmetry axis, 

respectively; DJ, DJK, DK are quartic centrifugal distortion parameters; HJ, HJK, HKJ, 

and HK are sextic centrifugal distortion parameters. 

 

The expression for A1 state is the same as above, with different parameters.  

The expression for E state is: 

1,0 J



97 
 

222 )1()1()(,,  JJDJBJKBAKJ
hc

H
KJH J  

3342 )1()1(  JJHKDKJJD JKJK  

64222 )1()1( KHKJJHKJJH KKJJK   

klkJJA KJ ])1(2[ 2                                      (5) 

where l=+/-1, K=|k|. J is total angular momentum quantum number, l is vibrational 

angular momentum quantum number, K is projection of J along molecular symmetric 

axis. 

 

For the K=1 in )(2 4 E  band, there is so called l-type splitting. The higher order terms 

should be used [47]: 

  )1,(),(
2

1
,,1/)(2,,1 2

2422  kJFkJFKqqkJlhcHHkJl K
effeff    (6) 

where   2/1)1()1(),(  kkJJkJF . 

 

PGOPHER [48] is convenient software for simulating rotational, vibrational and 

electronic structure of spectra. The comparison of our CRDS result, FTIR [42] and 

Pgopher simulation are shown in Figure 2 (only parts shown here). And the 

simulation parameters used are listed in Table 2. We found that some of the 

parameters are very different from literature [42], which cannot be used to reproduce 

a simulation that agrees well with experimental results. 
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Figure 2. Comparison of CRDS spectrum, FTIR and Pgopher simulation in the region 

of 6015 – 6075 cm-1. The gap in CRDS is the regions not covered by our DFB lasers. 

The FTIR is not pure CH3D spectrum (there are CH4, H2O and CO2 lines as well). The 

simulation of )(2 14 A and )(2 4 E  agrees well with experimental results, with most 

assigned peaks within +/-0.004 cm-1 away from corresponding experimental results, 

while there are still many lines (possibly from other vibrational bands) that cannot be 

assigned. 
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Table 2. Vibration-rotational parameters for simulating )(2 14 A and )(2 4 E  overtone 

bands (unit cm-1) 

Parameter Ground state [49] )(2)(2 1414 AA   )(2)(2 44 EE   

ν - 5980.404(8) 6022.203(4) 

A 5.250821 5.242(1) 5.2134(7) 

B 3.880195 3.862(1) 3.8506(3) 

DJ/10-5 5.2614 -1.5(4) ×10 4.8(7) 

DJK/10-4 1.26287 -1.6(2)×10 2.6(2) 

DK/10-4 -0.78844 3.4(2)×10 -2.3(3) 

HJ/10-9 1.394 - 1.0(5)×102 

HJK/10-8 1.146 - 3.9(2)×102 

HKJ/10-9 -6.58 - 3.9(4)×102 

HK/10-9 -1.05 - -2.9(4)×103 

Aζ - - -0.1021(1) 

ηJ/10-3 - - 1.26(2) 

ηK/10-3 - - 1.20(5) 

qeff/10-2 - - -1.59(2) 

qeff
K/10-3 - - - 

/10-3 - - - 

Note: The parameters for ground state were determined from ground state 

combination differences [54]. The parameters for A and E band were determined from 

fitting experimental spectrum. 
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4.4.2 Combination differences 

Though the rovibrational parameters of most overtone bands of CH3D are yet 

determined from experiments, the ground state parameters have been well studies. If 

there are two transitions from different ground states both go to the same overtone 

band state, their energy difference can be easily determined from equation (4).  

 

For example, for transitions KJKJ  ,,  and KJKJ  ,1, , their 

difference is 

23 )1(2)1(4)1(2),(),1( KJDJDJBKJHKJH JKJ   

                                                    423 )1(2)1(4 KJHKJH KJJK                  (7) 

 

Most of the identified transitions from Pgopher simulation agree with combination 

differences in the above formula. We are able to match more transitions by using 

identified transitions and combination differences. Some exceptions for K=1 

transitions happen because those transitions do not go to the same upper state because 

of l splitting. What’s more, since the experimental results’ resolution is around 0.001 

cm-1, other than the first two terms and some of the higher K transitions, most of the 

terms in equation (7) are negligible, which sometimes results in disability to 

distinguish combination differences with same J and different K. 

 

Other than frequency spacing calculation from equation (7), the relative intensities of 

combination differences can also be predicted. The line intensities in the bands of 

symmetric top molecules are proportional to the product:  

KThcKJF
JKJK egCA /),(                                                (8) 
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where C is a constant who is independent of K and J, but depending on the vibrational 

transition. JKg  and ),( KJF  are statistical weight and term value of the lower state. 

JKA  (and noted as f later) is proportional to the square of the transition moment 

( 222
zfyfxf RRR  ) summed over all orientations of J, which is also called the Hönl-

London factors. They directly indicate how the total intensity of a transition is 

distributed among the branches, i.e. the relative intensity found in the R-, P- and Q-

branch. These are derived assuming a separation of vibration and rotation, which only 

approximately holds when there are interactions between different vibrational bands. 

 

The Honl-London factors for the Q-branch (J'= J) are: 

)1(

)12(
),,(

2





JJ

KJ
KJKJf                                             (9) 

)1(4

)12)()(1(
),1,(





JJ

JKJKJ
KJKJf                (10) 

)1(4

)12)()(1(
),1,(





JJ

JKJKJ
KJKJf                (11) 

 

For the P-branch (J'= J-1): 

J

KJKJ
KJKJf

))((
),,1(


                                 (12) 

J

KJKJ
KJKJf

4

))(1(
),1,1(


                       (13) 

J

KJKJ
KJKJf

4

))(1(
),1,1(


                       (14) 

 

And for the R-branch (J'= J+1): 
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1

)1)(1(
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KJKJ
KJKJf                 (17) 

 

4.4.3 Temperature dependence 

If only considering rotational energy, the relative integrated intensity of each 

rotational line should have a temperature dependence of 

2/3/)12(  TeJC KTE                                                       (18) 

where C is a constant, E is state energy and T is temperature. The 2/3T  part comes 

from the inverse of the rotational partition function in the high temperature limit. 

(When calculating the rotational partition function, the numerator is the degeneracy of 

this rotational state and the denominator is the sum of all states’ degeneracies, which 

yields a dependence.) Since all excited vibrational states are weakly excited 

(E>>KT), the methane spectrum should be dominated by the rotational partition 

function.  

 

If we have the intensities of the same absorption line at two different temperatures T1 

and T2, the ratio of their intensities would be 

2

3

1

2

212

1 11
exp 




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


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
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


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I

I
                                       (19) 

 

Therefore the energy would be 
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In the meanwhile, from equation (4), for lower J levels, the majority of energy are 

from the term E=BJ(J+1). Therefore after getting the transition energy from equation 

(20), one can easily estimate the corresponding J value: 









 141

2

1

B

E
J                                                                (21) 

 

In order to get the absorption spectrum under two different temperatures, for example, 

room temperature and liquid nitrogen temperature, we designed a temperature-

controlled single-pass cell, shown in figure 3. The laser we used to get CH3D 

absorption spectrum under different temperature was New Focus 6331 tunable diode 

laser, which covers the wavelength region of 1645 – 1686 nm. 
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Figure 3. Temperature-controlled single-pass cell. The two blue tubes are vacuumed 

and sealed glass tubes, with flat windows on both ends. They are inserted into the cell 

such that the laser beam would only reach sample gas within temperature controlled 

region. The gas cell is surrounded by a tank which can be filled with liquid nitrogen. 

 

In order to see how estimated J values from equation (21) agree with real J value, we 

took the direct absorption spectrum of CH4 Q branch under room temperature and 

liquid nitrogen temperature, shown in Figure 4. Each peaks’ integrated value are 

proportional to line intensities I1 or I2 in equations (19-20). Then experimentally 

predicted energy can be calculated from equation (21). The comparison between 

experimentally predicted state energy and E=BJ(J+1) approximation is shown in 

Figure 5. The energies do not differ much for lower J levels. Therefore energy 

temperature dependence can serve as an effective way to estimate the rotational 

quantum number J but there is ambiguity for the very lowest J values.  The estimate 

also fails for J > 6.  These levels have very small absorption at 77K and the remaining 

absorption is likely strongly influenced by some residual warm gas in the laser path, 

as well as errors in the extraction of integrated intensity of weak lines.  This situation 
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could be improved by taking a spectrum at an intermediate temperature, say near 200 

K, but we presently are not set up to take such spectra. 
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Figure 4. Normalized direct absorption spectrum of CH4 Q-branch near 6000 cm-1. 

Compared with those under room temperature 293K, under liquid nitrogen 

temperature 77K, the low J lines got stronger and high J lines got weaker, as expected. 
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Figure 5. Comparison of state energy from experimental temperature dependence and 

rotational energy approximation. We can see that for lower J (less than 6) they agree 

well with each other, and for J higher than 8 they start to differ significantly. This is 

probably because for higher J, the energy contributed from vibrations is getting too 

big to be neglected and it may follow different temperature dependence. 

 

We then fill the temperature-controlled single-pass cell with 15.5 torr CH3D. (The 

reason we don’t choose higher pressure is because the vapor pressure of CH3D around 

liquid nitrogen temperature is about 10-15 torr.) After calibrating pressure change 

under liquid nitrogen temperature, the calculated energy is listed in appendix of CH3D 

near infra-red spectrum. 
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4.4.4 Double resonance 

Double resonance means exciting one resonant transition while simultaneously 

monitoring a different transition. In our setup, we used a pump laser (Aculight Argos 

Model 2400 CW OPO 3200 – 3900 nm) to excite fundamental transition, and then 

monitor all the first overtone band (mostly 2ν4) that is accessible with our probe NIR 

lasers (New Focus 6331 tunable diode laser 1645 – 1686 nm and various NEL DFB 

diodes). The experimental setup is shown in Figure 6. The two laser beams counter 

propagate through the single pass cell filled with CH3D, and are combined and 

separated by 60° prisms. The OPO’s frequency is locked onto a CH3D fundamental 

transition, by using wavemeter as well as a 150MHz etalon reference. The pump laser 

beam is mechanically chopped at a frequency of 2.7 kHz and near-IR detector signal 

is sent into Stanford Research Systems SR510 lock-in amplifier.  The reference for 

the lock-in derives from the mechanical chopper. There is an additional single pass 

cell filled with higher pressure mixture of CH4, 13CH4 and CH3D to help with NIR 

wavelength calibration, which is not shown in this figure. 
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Figure 6. Experimental setup for double resonance. The OPO beam is chopped at 2.7 

kHz, then combined with and later separated from diode laser beam by prisms. The 

single pass cell is filled with 300 mtorr CH3D. The pressure is chosen to have 

strongest double resonance peaks. The two beams travel in opposite directions within 

the single pass cell. The lock-in amplifier is used to pick up CH4 or CH3D absorbing 

signal of diode laser. The pump laser is locked onto the desired fundamental transition 

absorption peak, and the probe laser is scanned throughout the entire region. The OPO 

locking system is not shown in the graph.  

 

We first test this system on two known transitions of CH4, and the result is shown in 

Figure 7 and 8, where Figure 7 is coarsely temperature tuning and 8 finely current 

tuning. As expected, the OPO excited fundamental transition ‘burns a hole’ in the 

diode laser excited first overtone band transition.  
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Figure 7. Locking amplifier output shows there is a double resonance peak, marked 

with star. This is the first overtone band of CH4 near 6000 cm-1 Q branch, taken by 

DFB laser diode #927690. The pump laser is locked on the transition whose lower 

state is from ground state J”=3. The double resonance peak is Q(3). 
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Figure 8. Double resonance signal of CH4 transitions after normalization. OPO is 

locked at a fundamental transition of CH4 at 3057.68cm-1 (R(3)). And this is the fine 

tuning (power supply current scan) through this first overtone peak of CH4 at 

6004.293 cm-1 (Q(3)) by DFB laser diode #927690. The temperature of DFB laser 

was set at 19.5 oC, and power supply current at 23.6 mA. And x axis is varying the 

current servo input voltage in order to finely tune laser frequency. The asymmetric 

structure is because OPO beam is not locked exactly at the center of the fundamental 

transition. When locked exactly in the center, the sharp spike would be in the center 

of the broader peak.  

 

The procedure of finding CH3D double resonance peaks is similar to the one of CH4, 

and the only difference is that the ground state of two beams should have same J and 

K. Since the fundamental transitions of CH3D near 3μm have been well studied in 

HITRAN database, and then finding the ground state J and K value would be strong 
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proof for the unassigned overtone transitions near 1.6μm. All the results are listed in 

appendix. 

 

In our double resonance experiment of CH4 and CH3D, there are four different 

features we observed: broad (Doppler limited) and sharp (pressure broadening and 

laser jitter limited) of negative (reduced absorption) and positive (increased 

absorption) going phases.  All four different features are shown in Figure 9 (a) and (b).  

 

Figure 9 (a). Broad and sharp positive going features of double resonance. The double 

resonance single pass cell is filled with ~1torr pure CH4. The pump laser OPO is 

locked at 3028.726 cm-1 which is R(0) ν=1←0 transition for CH4. For the sharp 

positive going peak (marked with blue star), the probe laser excites molecules ν=3←1. 
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Figure 9 (b). Broad and sharp negative going features of double resonance. The 

double resonance single pass cell is filled with ~300 mtorr pure CH3D. The pump 

laser OPO is locked at 3034.688 cm-1 which is RR1(1) ν=1←0 transition for CH3D, 

corresponding to the sharp negative going peak (marked with purple star). All the 

broad negative peaks (marked with green star and also including the one overlapped 

with sharp peak) correspond the probe laser excites molecules ν=2←0. 

 

The Doppler broadened negative going features are at the probe wavenumbers of the 

ν=2←0 absorption peaks. They are found to have a phase delay of ~-70° relative to 

the chopped pump laser light, while the sharp peaks’ relative phase delay varies with 

different pump laser transitions. One might expect that the heating of the methane gas 

by the pump laser will result in an increase in temperature and thus a decrease in the 

absorption intensity of the lower J lines but an increase in intensity of the higher J 

lines.  However, we observe an approximately uniform fractional depletion in the 

strength of transitions from the ground vibrational state. We would also expect that 
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for low J transitions, we should see an increase in absorption of the wings of the lines 

due the larger Doppler broadening at high temperature, and again, this is not observed. 

We believe these observations reflect the fact that the pump laser is primarily raising 

the vibrational temperature of the gas but having very little effect on the rotational and 

translational temperatures. Previous measurements of relaxation of methane found the 

collisional rotation-translation (RT) relaxation rate is ~20 μs-1Torr-1 [51], and thus 

very fast compared to our pump laser modulation frequency 2.7 kHz. Though the rate 

for vibrational relaxation is slower, about an order of magnitude slower than that for 

rotational relaxation [52], but still fast compared to our modulation frequency. 

However, the decay of vibration energy into a combination of rotational and 

translational excitation for methane is known to be very slow, only ~0.25 μs-1Torr-1 

[53], comparable to our modulation rate at our optimal sample pressure range of ~0.2-

1 torr and also the time required for molecules initially in the center of the cell to 

diffuse to the walls which is expected to also cause vibrational relaxation. For each 

methane molecule pumped to the 2ν3 state, we can anticipate V-V relation to produce 

four molecules in the lowest bending state. 

 

The sharp negative features almost always overlap with broad negative features, 

indicating that the probe laser and the pump laser are exciting molecules from the 

same lower state; in other words, the probe laser excites ν=2←0 and the pump laser 

ν=1←0, with the same lower rotational state in common in both transitions (V type 

double resonance). As the pump laser has a linewidth of ~1 MHz, the initially pumped 

molecules have a narrowly selected velocity in the direction of the propagation of the 

pump laser. This results in a sub-Doppler transition for the probe with an expected 

width about twice that the pump laser. Power broadening of the pump laser, pump and 
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probe laser jitter, and pressure broadening (including from elastic collisions) all 

contribute to broadening this sub-Doppler feature, which we observe to have a typical 

width of 10 MHz (HWHM). 

 

The sharp positive features come from ‘ladder’ transitions, where the pump laser 

excites molecules by ν=1←0, and the probe laser excites molecules by ν=3←1 such 

that the upper vibrational state of the pump transition is the lower state of the second 

transition.  As these probe transitions have negligible lower state population even with 

the increased vibrational temperature produced by the pump, these typically do not 

have Doppler broadened features underneath these transitions. 

 

We tentatively assign the Doppler broadened, positive going features as starting from 

rotational levels of the lowest bending state, which is metastable given the slow rate 

of V -> RT relaxation. These features are more prominent in the case of CH4 over that 

of CH3D. The lowest excited vibrational state of CH3D (1166.1 cm-1) is lower than 

that of CH4 (1367.4 cm-1), and thus a significantly faster V -> RT rate is expected for 

CH3D by the exponential gap law. In the case of CH4, the lowest bending state is the 

F2 symmetry ν4 fundamental level. Electric dipole selection rules allow this lower 

vibrational state to be driven to states of A1, E, F1, and F2 symmetry, while such 

transitions from the A1 ground state only are allowed to the F2 vibrational levels. 

Based upon our assignment, we expect to find combination differences to ground state 

absorption features of methane near 7400 cm-1, as well as within the observed 

transitions from the ν4 state. Note that unlike for transitions from the ground state, 

upper states will typically share multiple transitions from different lower states that 

are fully allowed even neglecting rovibrational interactions. Due to the expected 
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strong rovibratonal interactions of the rovibrational states near 7400 cm-1, we 

anticipate that there should be a significant number of combination difference 

transitions observed between the 1.6 and 1.35 μm Spectra. High sensitivity and high 

resolution spectra near 1.35 μm has been obtained at both 80 and 300 K by a group 

from Grenoble [50]. Our next experimental step is to repeat the double resonance 

measurements in the liquid nitrogen cooled cell, which should give us estimates for 

the rotational excitation of the lower states of these hot band transitions and then 

combine our spectra with those of Grenoble to do a combination difference search 

which we hope will give us sufficient number of assigned lines to bootstrap an 

assignments for both spectra and allow fitting the observed term values to an effective 

molecular ro-vibrational Hamiltonian. 

 

It is also worth mentioning that the broad negative features and sharp negative 

features do not always have same phase shifts difference. By phase shifts it means to 

get the highest peak-to-peak, the phase settings on lock-in amplifier are not the same 

for these two features. Also, the phase shifts between these features do not have a 

fixed difference. 

 

It’s also necessary to pay attention to is the choice of pressure within the double 

resonance single pass cell. We ran several measurements using different methane 

pressure, and it has been found that the optimum pressure for detecting sharp negative 

and positive features is ~300 mtorr for CH4 and CH3D for the 1 m long cell. For broad 

negative or positive features, their peak values all seem to increase with higher 

pressure or number density of target molecules. 
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4.5 Conclusion 

This chapter is intended to help identifying transitions from previous CRDS spectrum 

of CH3D from previous chapter. Firstly we introduce the fundamentals of theoretical 

spectrum analysis, including group theory, rotational spectra of symmetric top 

molecules, vibrational transition types, Herzberg's character table, irreducible 

representation, selection rules, etc. Then we list four different methods that we used, 

which are software simulation, combination differences, temperature dependence, and 

double resonance. Symmetric top molecules’ Hamiltonian diagonal terms for the 

ground state, perpendicular state and parallel state are simulated by software called 

Pgopher. Combination differences are used to find possible pairs of transitions 

starting from adjacent ground state and ending in same excited states. Then our 

temperature controlled spectrum provides evidence for ground state energy and 

rotational quanta prediction from temperature dependence, which works well 

especially for lower J levels. At last, our double resonance system uses two lasers to 

excite transitions from the same ground state, to provide strong proof for the lower 

state quanta. All these results can be found listed in appendix. 
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Chapter 5 A rigid, monolithic but still scannable cavity ring-

down spectroscopy cell 

 

A novel cell for continuous wave cavity ring-down spectroscopy (cw-CRDS) is 

described and tested.  The cell is monolithic and maintains a rigid alignment of the 

two cavity mirrors. Two high-resolution and high-force piezoelectric transducers 

(PZT’s) are used to sweep the length of the cell by elastic deformation of the 2.86 cm 

outer diameter stainless steel tube that makes up the body of the cell.  The cavity 

length is scanned more than 1/2 wavelength of the near-IR light used, which ensures 

that at least one TEM00 mode of the cavity will pass through resonance with the laser.  

This allows the use of a frequency-locked-laser cw-CRDS technique, which increases 

the precision of the measurements compared to the alternative of sweeping the laser 

more than one free spectral range (FSR) of the cavity.  The performance of the cell is 

demonstrated by using it to detect the absorption spectrum of methane (CH4) at the 

wavenumber regions of around 6051.8 – 6057.7 cm-1. 

 

5.1 Introduction 

Detection of trace species continues to be an important application of optical 

spectroscopic techniques [1-4]. Cavity ring-down spectroscopy (CRDS) has been 

extensively used for the detection of those species in recent decades because of its 

long effective path-length and high sensitivity [2-5]. Among the other advantages is 

its immunity to the fluctuation of the laser intensity5 because CRDS measures the 

decay rate of the laser power in the cavity.  Compared with pulsed-laser CRDS, 

continuous-wave (cw) CRDS provides narrow bandwidth, i.e. high resolution [6-20]. 

More importantly, stable excitation of only the TEM00 modes of the cavity, which is 
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only possible when the excitation laser has a bandwidth much narrower than the free 

spectral range (FSR) of the cavity, leads to more stable cavity decay rates and thus 

higher sensitivity of the method [6-11]. In the IR region, particularly at low pressure, 

the width of individual ro-vibrational transitions are comparable to the free spectral 

range (FSR) of cavities of convenient length, and then cw excitation of the cavity is 

important for the accuracy of the experimentally determined spectrum and the 

molecular concentrations deduced from it. 

 

When using a spectrally narrow laser, with linewidth, L , less than the FSR of the 

cavity, the cavity and/or the laser must be tuned into resonance to allow efficient 

cavity excitation of one TEM00 mode of the cavity.  This is usually done by sweeping 

either the cavity length or the laser frequency.  A scan amplitude of the laser of at 

least one FSR, or of the cavity length of at least 2, will insure that at least one 

TEM00 mode will come into resonance with the laser on each sweep [6-7]. 

 

For diode lasers, and many other single mode lasers as well, it is possible to 

electronically sweep the laser the few hundred MHz, which is typically required to 

ensure resonance.  The disadvantage of this is that, without additional measurement, 

the optical frequency at which the sample absorption is measured is uncertain by the 

laser scan amplitude and thus at least one FSR of the cavity.  As an example, for the 

cell described below (FSR = 380 MHz), and a Doppler full width at half maximum 

(FWHM) of 500 MHz (typical small molecule value in the Telecom Laser spectral 

window), the absorption of the sample will change from 67 – 100 % of its peak value 

as the cavity mode moves from half a FSR off resonance to on resonance.  With a 

Doppler width of 250 MHz, the absorption varies from 20 – 100 % as the mode drifts.  
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It is possible to measure the laser scan ramp voltage when the cavity ring-down event 

is initiated by sufficient cavity transmission, and thereby make a correction for the 

laser frequency modulation, but this often introduces unacceptable error.  One cause 

of this error is phase shifts in the transducer that produces the laser frequency 

modulation (FM).  For very precise measurements, we would like to lock the laser 

frequency, say to an absorption line or optical comb tooth, and for that we would 

likely want no FM or a different one than used to ramp around the cavity mode. 

 

The most common way to realize this required sweep is to mount at least one of the 

mirrors that make up the CRDS cavity with one or more piezoelectric transducers 

(PZT) actuators, allowing for electronic control of the mirror position.  This has the 

advantage that each cavity decay occurs with light inside the cavity initially within the 

bandwidth of the laser.  As the cavity scans, the Doppler shift of the light off of the 

moving mirror will keep the intracavity light in resonance with the scanning mode.  

For experiments with Doppler or broader lines, this shift in intracavity frequency  

during a couple cavity lifetimes is negligible, since the scan rate per cavity lifetime 

must be less than the laser linewidth in order to not suppress the cavity excitation.4  

To allow the maintenance of vacuum integrity of the cell while having a moving 

mirror, one has traditionally either had the PZTs exposed to the gas sample or had 

externally mounted PZTs but used a bellows or oversized O-ring to allow for length 

adjustment.  The disadvantage of the former is that it can introduce contamination, the 

gas could contain components that chemically attack the PZT transducer, or one can 

get electrical breakdown, particularly when working in the desired pressure range 

where pressure broadening about matches Doppler broadening, which is desired to 

simultaneously maximize signal to noise and effective spectral resolution.  The use of 
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a bellows and external PZT mounted to a cavity has been used for many years in our 

laboratory [8-11]. The studies on the noise and stability of the setup have been 

reported [8-9]. While highly suitable for an instrument permanently mounted on an 

optical table, the spring loaded mirror mounts lead to misalignment when the cell is 

subjected to even modest acceleration or significant vibration.  We have also observed 

the cell needs small changes in mirror alignment when the cell’s internal pressure 

cycles from low to ambient pressure and back, and even a drift in the cell’s empty 

cavity decay rate that correlates with changes in ambient pressure [8], likely due to 

very slight changes in mirror alignment which changes where on the mirrors the 

TEM00 mode is centered.  Given the growing importance of portable cw-CRDS 

instruments with long-term stability, scientists want a cell that will maintain a rigid 

alignment of the mirrors relative to one another. 

 

In this paper, we describe the design of a stainless steel cell that allows for improved 

mechanical stability.  When used with a frequency locked laser (which we are 

currently working on) this cell should allow for increased precision in the 

determination of molecular density using cw-CRDS.  The Allan variance is used to 

present the long-term stability of the ring-down decay time [8]. In the final section, 

we show the measurements of methane (CH4) absorption by using the new design we 

have made.  The eventual goal is to precisely measure 12C/13C and H/D ratios of 

environmental methane without requiring pre-concentration of the gas.  The isotope 

values of CH4 provide additional information that is useful for resolving the relative 

importance of individual sources and sinks, and they differ for biotic and abiotic 

origins [21-25]. 
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5.2 Experimental 

 

 

FIG. 1.    The experimental setup.  SOA: semiconductor optical amplifier.  L:  near-IR 

distribution feedback (DFB) laser.  T: temperature controller.  SRS:  digital 

delay/pulse generator (Stanford Research System).  D: InGaAs detector.  SM: super 

mirrors.  OPM: off-axis parabolic mirror.  PZT: piezoelectric transducers. 
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 FIG. 2.    A diagram of the stainless steel cavity whose length can be swept by using 

a pair of PZT’s. 

 

Figure 1 shows the experimental schematic containing our new cell design, and 

Figure 2 shows a diagram of the stainless steel cavity.  The stainless steel cell has a 

mirror-to-mirror length of about 40 cm which gives a FSR of 380 MHz.  The outer 

diameter of the center tube is ~ 2.86 cm and the inner diameter is ~ 1.27 cm.  The 

mirrors are held inside the gas sample, i.e. are not simultaneously used as vacuum 

windows.  The ending ‘view port’ conflat flanges have an outer diameter of 7.5 cm.  

Two PZTs (Physik Instrumente, model P844.20W) were mounted perpendicular to the 

end flanges of the stainless steel cell and were used to sweep the length of the cavity.  

The PZT length was 6.5 cm.  Two stainless steel rods (with a diameter of 1.8 cm and 

a length of 33 cm) were attached to the other flange of the cell by ¼-20 threaded rods 

and were used to transfer force.  In order to minimize compression of the threaded 
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rods, C-shaped spacers were machined with a thickness selected so they would 

produce a snug fit between the end of the rods and the end flange and these were press 

fit after the rods and PZT’s were mounted.  In order to minimize torque on the PZT 

when tightening the rod, a sapphire ball was used between them.  The manufacturer 

specifies that the maximum open-loop travel distance of the PZT is 30 μm (with a 

resolution of 0.3 nm) when a voltage of 0 – 100 V is applied to it.  In this work, the 

applied voltage was swept between 1 – 19 V, which would generate a PZT extension 

of 4.8 m against no resistance.  The observed travel distance of the mirrors was less 

than this, a little larger than 1 FSR (~ 0.88 μm).  The PZT’s were driven by a 20 Hz 

triangular wave, generated by a function generator (Agilent, model 33220A) and 

amplified by a PZT driver (Physik Instrument, model P863).  The triangular 

modulation signal has a 50 % symmetry, so the maximum total trigger rate was 40 Hz.  

The PZT manufacturer also specifies that the response time of the PZT’s is sub-

millisecond. 

 

The displacement of the mirrors produced by the force against the end flanges is given 

by ΔL = (L×F) / (A×E), where L is the distance between the end flanges, F is the 

total force applied, A is the cross sectional area of the stainless steel cell, and E is the 

Young’s modulus for stainless steel.  Assuming L = 0.4 m, A = 5.15 cm2, and E = 207 

GPa, a total force of F = 267 N is calculated to produce 1 μm of displacement.  Each 

of the PZTs we have used are specified as being able to apply 3 kN of force, and a 

travel of 30 μm, well more than what is needed to sweep the cavity by the required 

λ/2 even at relatively long IR wavelengths. We used a pair of symmetrically placed 

PZT actuators so as not to cause a warping of the cell that would move the optical 

axis of the cell as the cavity length is scanned.  Note that the stainless rods used to 
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transmit the force between the ends of the cell will themselves compress while the 

central cell body expands.  If each rod has area A’, and length L’, and assuming the 

same Young’s modulus, each PZT will expand by a factor of 





 

 '2

 '
1

A

A

L

L
 times 

the increase in distance between the mirrors.  This factor is ~ 2.0 for our cell. 

 

The input mirror of the cavity is flat and the output one has a radius of curvature of 1 

m (Advanced Thin Films).  Both mirrors have the back side wedged by 0.55o to 

prevent the laser feedback into the cavity, which could modify the cavity decay rate.  

The mirrors are pressed against the cell and held rigidly in place.  The TEM00 mode of 

the cavity has a focus on the flat mirror and a calculated beam waist of 0 = 0.5 mm 

and a divergence of ~1 mrad upon leaving the cell.  On the output mirror, the TEM00 

mode has a beam waist of 1 = 0.7 mm.  Light transmitted by the cavity was focused 

onto a 300 m diameter Indium Gallium Arsenide (InGaAs) detector/amplifier (Tiger 

Optics) using a focus lens with a 2.5-cm focal length, producing a calculated 30 m  

diameter spot size at the focus on the detector.  The detector and lens are tilted to 

minimize feedback to the cavity TEM00 mode, which can disturb the cavity decay rate. 

  

The stainless steel cell based upon this design approach (but without PZT’s) has been 

demonstrated in instruments that have been shipped throughout the world and have 

not required any realignment when they arrive onsite, nor after years of use.  The 

input laser radiation can be adjusted to lie on the optical axis and thus mirror angle 

adjustment is not required.  Because this is somewhat more challenging than when the 

mirror angles can be adjusted, in the Appendix of this paper we give an explicit 

procedure to align the input beam.  The obvious mechanical advantage of monolithic 
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cavity was previously believed offset by the apparent inability to scan the length 

between the mirrors and thus the resonance wavelength of the cavity, but the presently 

reported cell demonstrates this is not in fact true. 

 

Our experimental setup, shown in Figure 1, is similar to other cw-CRDS instrumental 

and has been presented in our previous reports [8-11]. Briefly, a distribution feedback 

(DFB) laser (NTT Electronics Corporation, model NLK1U5EAAA) was used to 

measure the cavity ring-down spectrum in this work.  The laser module was driven by 

an ultra-low noise current sources (ILX Lightwave, model 3620).  The short term 

spectral linewidth of the laser was given as 2 MHz by the manufacturer, which we 

previously confirmed by a self heterodyne measurement.  The laser is observed to 

have a frequency jitter of 20 MHz peak-to-peak, measured over a few seconds.  The 

laser temperature was stabilized by using a Wavelength electronics temperature 

controller, and was adjusted by using the output of a 16-bit or 12-bit D/A board which 

determined the set voltage of the controller.  By changing the laser temperature, the 

laser wavelength/wavenumber can be tuned.  The laser beam passed through a two 

lens telescope and was mode-matched into the stainless steel cavity.  A pulse/delay 

generator (Stanford Research System, model DG535) was used to turn off a 

semiconductor optical amplifier, SOA, (COVEGA, model BOA-5690) and to trigger 

a 12-bit PCI A/D board when the laser intensity on the detector exceeded a preset 

threshold, typically 2.5 V, which is approximately the mean peak transmission of the 

TEM00 mode.  Each ring-down decay transient was fit to a single-exponential decay 

using a nonlinear fitting algorithm with equal weights of the points.  The resulting 

cavity decay rate is the sum of the loss rate due to the mirrors, 2×(1-R)×FSR, where R 

is the power reflectivity of the mirrors, and the loss due to sample extinction, c×, 
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where c is the light speed and  is the extinction coefficient of the gas between the 

mirrors. 

 

A gas cylinder with 5.01 ppm CH4 in N2 was purchased from Praxair (GTS-Welco).  

The flow was adjusted by using a mass flow controller (Brooks Instrument, Model 

5850E).  The temperature inside the cavity were the same as the ambient, 294(2) K. 

 

5.3 Results and Discussion 

 

 

 

FIG. 3.    Mode structure of the CRDS cavity.  The length of the cavity was scanned 

by PZT at intracavity pressure 1 atmosphere.  The calculated FSR is 380 MHz.  All 

high order transverse modes were very weak. 
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By careful alignment, we can significantly reduce the transmission of higher order 

modes.  Figure 3 shows a typical example of the CRDS cavity transmission for a 

single recorded by an oscilloscope (Tektronix, model TDS1012), revealing the cavity 

mode structure.  The triangular signal (channel 2) was the output from Agilent 

function generator, which was also applied to the PZT’s through the piezo driver ( 

10 gain).  The voltage shown on the oscilloscope is the output from Agilent function 

generator before being amplified.  Channel 1 of the oscilloscope is the intensity of 

light transmitted by the ring-down cavity.  It can be seen that the TEM00 transmission 

dominates over the higher order modes.  Examining 30 captured cavity sweeps, we 

find that the average peak transmission of the TEM00 mode was > 2.1 V (about 1/5 

were off scale at 3.5 V), while for the highest transverse mode (TEM01), the mean 

peak transmission was 0.15 V. This is essentially equivalent to previous work 

reported from our laboratory using our traditional adjustable mirror cavity [9], where 

the transmission of higher order modes was reduced to around 6 % of that of the 

TEM00 with careful alignment.   The probability on each sweep of triggering on a 

mode during each sweep [4] is exp(-I), where I is the ratio of the trigger voltage 

divided by the mean peak transmission of the mode.   For the TEM01 mode with mean 

transmission of 6% of the 2.5V trigger threshold, the calculated probability of 

triggering the detection system is 610-8, compared to 0.30 for the TEM00 mode.  
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FIG. 4.    (a) One example of the ring-down decay curves, along with the first-order 

exponential fitting.  The first 15 point was skipped in the fitting.  The ring-down time 

constant from the fitting was 102.69(4) s with the Chi-square of 1.070.  (b) The inset 

shows the ring-down decay curve before 275 s.  (c) The residual between the 

measured data and the fitting result. 

 

Figure 4 (a) shows one example of the ring-down decay curves, along with the first-

order exponential fitting, which gave a ring-down decay time constant of 102.69(4) s 

with a reduced Chi-square, , of 1.07, i.e. the root mean square (rms) residuals of the 

fit are only ~ 3.5 % higher than the measured rms noise on the detector when the input 

laser was blocked.  The detector signal was digitized for 2 ms, at a rate of 1 MHz.  

The first 15 points of each decay transient were not used in the fit to allow turn off 
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transients to die away.  The inset in Figure 4 (b) shows the ring-down decay curve 

before 275 s.  Also shown in Figure 4 (c) is the residual between the measured data 

and the fitting result.  Most of the residuals are smaller than 10 mV.  The residual plot 

shows the first-order exponential decay fitting was acceptable in this work, and there 

is no intermode beating.  It should be noted that the residuals after ~ 550 s reflect the 

intrinsic noise of the detector/amplifier. 
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FIG. 5.    16-hour measurement of CRDS when the length of the stainless steel cavity 

was swept.  Filled in the cavity was 180 sccm CH4/N2 flow (5.01 ppm).  The laser 

temperature was selected such that the laser wavelength was off the CH4 absorption.  

(a) The ring-down time constant.  (b) Chi-square of exponential decay fit of each ring-

down event. 
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Figure 5 (a) presents a 16-hour CRDS measurement without intentionally changing 

any experimental parameters.  A gas flow of 180 sccm CH4/N2, vented into the room, 

was used.  The fluctuation of decay time  was less than 0.5 % in 16 hours as shown.  

A portion of the fluctuation could be attributed to the change of the ambient 

temperature and pressure [8]. Figure 5 (b) presents the χ2 of each ring-down decay.  

The χ2 (reduced chi-square value) is determined from the fit of each decay to a single 

exponential decay model.  In this calculation, each data point is given a standard 

deviation equal to that of a measurement of the detector signal with the excitation 

laser turned off, which was conducted before the ring-down measurement. Based 

upon the difference in sequential decay times (to eliminate the effect of drift) a shot-

to-shot standard deviation of τ of 0.052 s (0.04 % of ) is calculated, which can be 

compared to a standard error value of ~ 0.034 μs predicted from the individual fits.  

The observed value corresponds to a single shot fluctuations (1) in the sample 

absorbance of 1.5  10-11 cm-1. 
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FIG.  6.    Allan Variance plot of the measured ring-down decays as shown in FIG. 5. 

 

We calculate the Allan variance [8], shown in Figure 6, of the cavity decay rate to 

analyze the slow drift of the ring-down decays. The Allan variance gives the observed 

mean squared fluctuations when the samples of different length are averaged.  If the 

only noise in the system is uncorrelated shot-to-shot, the slope of the log-log plot of 

Allan variance will be -1.  If the system displays a linear drift in time of the cavity 

loss, a log-log plot will have a minimum and increase with slope +2; for diffusive drift 

it will have slope +1.  The position of the minimum in the Allan variance plot gives 

the optimum integration time, and its value gives the minimum variance one can reach 

by averaging the data.  As shown in Figure 6, the optimum averaging is 23 decays 
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(101.36), corresponding to integration time of 3.46 minutes.  For details of Allan 

variance, please refer to the references [8, 26-27]. This sensitivity could be improved 

by comparing the difference between the loss at two closely spaced wavelengths to 

correct for common mode drift in cavity loss [8]. 
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FIG. 7.    (a) Absorption cross sections of 1 atmosphere and 5.01 ppm CH4 in N2 at 

the wavenumber region of 6051.8 – 6057.7 cm-1 measured using the PZT-driven 

length-scanned stainless steel cavity.  The strong band at ~ 6057.08 cm-1 was skipped.  

(b) The absorption cross sections of weak CH4 bands between 6053.0 and 6056.8 cm-1.  

(c) The calculated CH4 absorption cross sections by using the Voigt function, and line 

strengths, pressure-broadening and pressure-shift coefficients from HITRAN [28]. 
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The absorption band at ~ 6053.85 cm-1 shown in Figure 7 (b) could be assigned to 

CH3D according to our previous measurements [30]. 

 

Figure 7 shows a typical absorption spectrum of CH4 measured using the length-

sweeping stainless steel cavity.  Since the number density of CH4 in this work was 

relatively large (around 1.24×1014 molecule/cm3), the ring-down decay time constants 

are too short near the strong absorption peak to be detected using our experimental 

setup (without reducing the trigger threshold), we had to skip over it.  The 

wavenumber was calculated from the laser temperature.   The temperature tuning 

coefficient of the DFB laser frequency is around - 12.5 GHz/oC.  This number 

changes slightly for different lasers.  The wavenumber of each laser we use was 

separately calibrated by using several strong absorption peaks from CH4, CO2 and 

H2O, which have been well studied and are listed in the HITRAN database [28].  We 

also assumed that the wavenumber changed linearly with the laser temperature.  In 

this work, the step size of the laser temperature scan was between 0.04 and 0.08 oC, 

which corresponded to the wavenumber step size of ~ 0.017 and 0.034 cm-1, 

respectively.  This was good enough to resolve the absorption structure at the ambient 

pressure.  At each laser temperature/wavenumber, 80 ring-down events were repeated.  

The average of these decay rates was used to calculate the corresponding absorption 

cross section by using equation 1: 

                                          
cN

k





                                                        (1) 

Where σ(ν) is the absorption cross section at the wavenumber studied (ν), N is number 

density of the molecules studied, and Δk is calculated using equation 2: 

                                        
0

1

)(

1


 k                                                  (2) 
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Where τ(ν) and τ0 are the averaged ring-down decay constant with and without the 

absorbance, respectively.  In principle, τ0 might shift slightly with wavenumber and 

time, but it was assumed to be constant in this work.  Since the number density of 

CH4 in this work was larger than those typically employed in our group, it is possible 

for us to quantitatively examine the weak tail between 6053.0 and 6056.8 cm-1
, as 

shown in Figure 7 (b).  Figure 7 (c) presents the calculated absorption cross sections 

by using the Voigt function and the line strength, along with the pressure-broadening 

and pressure-shift coefficients, reported in HITRAN in the same wavenumber region 

[28] as Figure 7 (b).  The program used for the calculation was written using 

Mathematica (version 5.2).  The step size of the wavenumber during the calculation 

was 0.02 cm-1, similar to the step size used in the experiments.  As shown in Figure 7 

(b) and (c), both the positions and the intensities are very similar between the 

calculation and the measurement.  Figure 7 indicates that sweeping the length of a 

stainless steel cell to obtain the laser-cavity resonance in CW cavity ring-down 

spectroscopy is feasible.  It should be noted that the absorption band at ~ 6053.85 cm-1 

could be attributed to CH3D according to the literature [29] and our previous 

measurements [30]. In the buffer gas of N2, CH3D has two absorption bands at 

6053.652 and 6053.935 cm-1 with the absorption cross sections of 7.10×10-27 and 

7.91×10-27 cm2 cm-1 molecule-1 respectively [30]. If we included the contribution from 

CH3D, the total apparent absorption cross sections of CH4 and CH3D at these 

wavenumbers were expected to be around 7×10-23 and 8×10-23 cm2/molecule, 

respectively, which are very close the measured values.  The abundance of CH3D 

from the commercial CH4 cylinder is very close to the nominal natural abundance (~ 

0.0616 %) value.  The small difference between the calculated and measured values 

might come from the baseline subtraction. 
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FIG. 8.    CRDS absorption at ~ 13 Torr CH4/N2.  The laser wavenumber was sitting 

on the absorption peak of CH4 at ~ 6057.08 cm-1.  (a) The cavity length was swept.  

Δk drifted slightly because of both the drift of baseline (τ0) and the drift of the laser 

wavenumber.  (b) The laser current was swept.  Each data point in the figure is the 

average of 80 cavity decays. 

 

The advantage of using cavity mode modulation over laser frequency modulation is 

dramatic at low pressure, near the Doppler Limited regime.   Figure 8 compares two 

measurements of the cell, the upper one with cavity length modulation and the second 

with diode laser current modulation, with a depth slightly more than one FSR of the 

cavity.  The cell contained a total pressure of 13 Torr N2 with 5.01 ppm of CH4 and 

the laser was initially manually tuned to the peak of the methane absorption at ~ 
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6057.08 cm-1.  Each data point shown in Figure 8 is the average of 80 cavity decays.  

The upper, cavity length scan, shows a slow drift, while the lower, frequency 

modulated curve, shows the thermal drift of the cavity modes of the cell, which shift 

the frequency at which ring-down events are recorded relative to the peak of the 

absorption line. Assuming a thermal expansion coefficient of stainless steel of 16 

ppm/K, one can calculate that the modes of the cavity will shift by 1 FSR for a cell 

temperature change of 0.13 K. It is technically difficult to tune by varying the 

temperature of the entire cell considering the potential mobility of this setup and thus 

we did not attempt to change the temperature. 

 

5.4 Conclusions 

The feasibility of sweeping the length of a monolithic stainless steel cell by elastic 

deformation to reach laser-cavity resonance in CW cavity ring-down spectroscopic 

measurements has been demonstrated.  Methane with a number density of 5.01 ppm 

in N2 was used to test the stability at the total pressure of 1 atmosphere.  The shot-to-

shot fluctuation of the ring-down time was less than 0.5 % in 16 hours.  The measured 

CH4 absorption spectra were very similar to the calculation by using the Voigt 

function and literature values from HITRAN.  Further work will be conducted in 

future.  In particular, when moving to low pressure measurements with a frequency 

stabilized laser, the increase in precision of the extracted analyte concentration will be 

substantial because we will substantially reduce the uncertainty in where on the 

absorption profile the absorption coefficient is measured. 
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5.5 Appendix:  Mode matching into a Cavity with fixed mirrors 

 

For a cell with two curved mirrors, the optic axis is defined by the line that passes 

through the center of curvature of each mirror.  If one mirror is a flat, as in our cell, 

the optic axis is defined as the normal to the flat mirror that passes through the center 

of curvature of the curved mirror.  As long as the cavity is not close to the concentric 

limit of stability, the precision of the fixed mounting does not present a challenge of 

machining; a mrad error in the normal will move the optic axis by ~ 1 mm.  Bringing 

the input laser beam onto the optic axis requires four adjustments.  To mode match the 

cavity further requires placement of the position and size of the incoming beam to 

match that of the TEM00 mode of the cavity.  The later can be calculated using 

standard resonator theory, though one is cautioned to not neglect that a curved 

concave mirror will act as a defocusing lens when used in transmission.   

 

To adjust the input beam, one needs a pair of mirrors, with one ideally close to the 

cell input.  Better is to be able to independently change to position of the input beam 

without changing its angle.  One way to do this is to use a four axis mount for the 

fiber to free space coupler but doing so does not allow a fixed, external telescope.   

An alternative is to use a prism, such as a Amici Roof prism or a pair of 45° prisms 

rotated 90° to one another, that allows x, y translation of a beam without changing 

beam direction.  When entering a flat-curved mirror cavity on the flat mirror, the 

direction of the input beam is correct if it is normal to the high reflector side of the 

input mirror, i.e. the input beam retro-reflects back to its source.  The minimum spot 

size of the TEM00 mode, 0, sets the scale for how accurately the beam must be 

positioned, and its far field divergence angle, /0, set the scale for the angle 
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tolerance.  Lehmann and Romanini give expressions that allow the overlap of all 

modes to be calculated as a function of the errors in the input alignment and beam 

parameters.31 

 

 We now describe an explicit alignment procedure.  First, the position and mirror 

separation of the telescope are adjusted so that the input near-IR radiation has the 

proper beam size and focal point to match the calculated TEM00 mode of the cavity.   

Use of a commercial beam profiler makes this an easy task.  This need not be done to 

very high precision – an error of 30% will only reduce the maximum energy coupling 

into the TEM00 mode 10 %.  The position of the focus is even more forgiving, and 

error in the focus position by ±z0 (the confocal length for the cavity TEM00 mode) 

will only reduce the TEM00 mode power coupling by 5% [31-32]. The crude 

alignment of the input beam is done by first aligning a He-Ne beam so that the 

reflected spots overlap and then forcing the IR beam to pass through irises aligned 

with the red beam.  This is not precise due to the wedge in the input mirror combined 

with the dispersion of the mirror material.  One can calculate this deviation and move 

the input beam accordingly.  Next, an aperture the size of the calculated TEM00 mode 

leaving the cell is mounted on an x, y adjustable mount and the time averaged  cavity 

transmission is measured as the cavity is swept back and forth more than 1 FSR.  The 

aperture is moved to center it in the region with cavity transmission.  Since each 

excited cavity mode is symmetric around the optic axis of the cavity, this should place 

the iris close to the optic axis of the cavity modes.  Then the input beam position and 

direction is adjusted to produce maximum time averaged intensity on the detector.  

Given that the spatial filtering by the aperture has substantially higher transmission 

for the TEM00 than higher modes, this should maximize overlap with that mode.  The 
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cavity transmission vs. aperture position can be used to estimate how close to align 

the cavity optic axis the input beam is.   As this improves, the position of the aperture 

can be adjusted to more precisely align it with the optic axis.  When this optimization 

is completed (and assuming the input beam has close to the correct size and focal 

position), the strongest overlap should be with the TEM00 mode of the cavity.  One 

can then look at the cavity transmission as a function of sweep and make final input 

beam angle and position adjustments to minimize the intensity in higher transverse 

modes.  This is made challenging by the fact that there is 100 % intensity noise of 

each mode’s transmission for the usual case that the laser linewidth is much greater 

than the width of the cavity mode.  It is useful to know the expected displacement (in 

terms of ramp voltage) of the TEM10 and TEM20 modes from the TEM00 mode.  If the 

input beam is perfectly aligned with the axes, the overlap with odd order modes 

should be zero, so one should concentrate on reducing these.  If there remains 

significantly more intensity in the TEM20 mode after input beam alignment is 

optimized, then either the input beam focal position or size is needs to be improved, 

or the input beam does not have sufficiently low M2 value.  Our experience is that 

many of the fiber to air couplers introduce significant spherical aberration in the beam, 

and this ultimately limits the degree to which the beam can be mode-matched.   

 

It is important not to have the detection electronics trigger on a higher transverse 

mode, as these invariably have different mirror loss than the TEM00 mode, thereby 

introducing noise in the calculated sample loss.  If a full FSR of the cavity is scanned, 

then the detection threshold must be set high enough to prevent triggering on these 

modes.   An alternative is to only make small cell length scans around the position of 

the TEM00 mode, such that one does not scan over the higher order modes with 
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significant excitation.  This further improves the rate that cavity decays are observed 

since one spends a higher fraction of the time resonantly exciting the cavity.  By 

capturing the scan voltage when the detection system is triggered, one can apply slow 

feedback to the average voltage applied to the PZTs to correct for drift of the cavity 

relative to the laser.  

 



147 
 

Bibliography 

[1] A. A. Kosterev, F. K. Tittel, IEEE J Quantum Electron. 38, 582 (2002). 

[2] W. Denzer,  G. Hancock,  M. Islam,  C. E. Langley,  R. Peverall,  G. A. D. Ritchie, 

D. Taylor, Analyst 136, 801 (2011). 

[3] S. S. Brown, Chem. Rev. 103, 5219 (2003). 

[4] bJ. B. Dudek, P. B. Tarsa, A. Velasquez, M. Wladyslawski, P. Rabinowitz, K. K. 

Lehmann, Anal. Chem. 75, 4599 (2003). 

[5] A. O'Keefe, D. A. G. Deacon, Rev. Sci. Instru. 59, 2544 (1988). 

[6] D. Romanini, A. A. Kachanov, F. Stoeckel, Chem. Phys. Lett. 270, 538 (1997). 

[7] D. Romanini, A. A. Kachanov, N. Sadeghi, F. Stoeckel, Chem. Phys. Lett. 264, 

316 (1997). 

[8] H. F. Huang, K. K. Lehmann, Appl. Opt. 49, 1378 (2010). 

[9] H. F. Huang, K. K. Lehmann, Opt. Express 15, 8745 (2007). 

[10] H. F. Huang, K. K. Lehmann, Appl. Opt. 47, 3817 (2008). 

[11] H. F. Huang, K. K. Lehmann, Chem. Phys. Lett. 463, 246 (2008). 

[12] W. Denzer, G. Hancock, M. Islam, C. E. Langley, R. Peverall, G. A. D. Ritchie, 

R. A. Washenfelder, N. L. Wagner, W. P. Dube, S. S. Brown, Environ. Sci. Technol. 

45, 2938 (2011). 

[13] D. Taylor, Analyst 136, 801 (2011). 

[14] F. Ye, B. Qi, L. Qian, Opt. Lett. 36, 2080 (2011). 

[15] R. Wada, A. J. Orr-Ewing, Analyst 130, 1595 (2005). 

[16] D. B. Atkinson, Analyst 128, 117 (2003). 

[17] M. D. Wheeler, S. M. Newman, A. J. Orr-Ewing, M. N. R. Ashfold, J. Chem. 

Soc. Faraday Trans. 94, 337 (1998). 



148 
 

[18] A. M. Parkes, B. L. Fawcett, R. E. Austin, S. Nakamichi, D. E. Shallcross, A.J. 

Orr-Ewing, Analyst 128, 960-965 (2003). 

[19] B. L. Fawcett, A. M. Parkes, D. E. Shallcross, A. J. Orr-Ewing, Phys. Chem. 

Chem. Phys. 4, 5960 (2002). 

[20] J. Domysławska, S. Wójtewicz, D. Lisak, A. Cygan, F. Ozimek, K. Stec, Cz. 

Radzewicz, R. S. Trawiński, R. Ciuryło,  J. Chem. Phys. 136, 024201 (2012). 

[21] M. J. Mumma, G. L. Villanueva, R. E. Novak, T. Hewagama, B. P. Bonev, M. A. 

DiSanti, Avi M. Mandell, M. D. Smith, Science 323, 1041 (2009). 

[22] J. P. Pinto, J. I. Lunine, S. J. Kim, Y. L. Yung, Nature 319 388 (1986). 

[23] C. R. Webster, P. R. Mahaffy, Planetary and Space Sci. 59, 271 (2011). 

[24] C. A. Nixon, R. K. Achterberg, S. Vinatier, B. Bézard, A. Coustenis, P. G. J. 

Irwin, N. A. Teanby, R. de Kok, P. N. Romani, D. E. Jennings, G. L. Bjoraker, F. M. 

Flasar, Icarus 195, 778 (2008). 

[25] Q. Ma, S. Wu, Y. Tang, Geochimica Cosmochimica Acta 72, 5446 (2008). 

[26] D. W. Allan, Proc. IEEE 54, 221 (1966). 

[27] P. Werle, R. Mucke, F. Slemr, Appl. Phys. B 57, 131 (1993). 

[28] L. S. Rothman, I. E. Gordon, A. Barbe, D. C. Benner, P. F. Bernath, M. Birk, V. 

Boudon, L. R. Brown, A. Campargue, J. P. Champion, K. Chance, L. H. Coudert, V. 

Dana, V. M. Devi, S. Fally, J. M. Flaud, R. R. Gamache, A. Goldman, D. Jacquemart, 

I. Kleiner, N. Lacome, W. J. Lafferty, J. Y. Mandin, S. T. Massie, S. N. Mikhailenko, 

C. E. Miller, N. Moazzen-Ahmadi, O. V. Naumenko, A. V. Nikitin, J. Orphal, V. I. 

Perevalov, A. Perrin, A. Predoi-Cross, C. P. Rinsland, M. Rotger, M. Simeckova, M. 

A. H. Smith, K. Sung, S. A. Tashkun, J. Tennyson, R. A. Toth, A. C. Vandaele, J. 

Vander Auwera, J. Quan. Spec. Radiative Transfer 110, 533 (2009). 

[29] K. Deng, X. G. Wang, H. Lin, D. Wang, Q. S. Zhu, Mole. Phys. 97, 787 (1999). 



149 
 

[30] Y. X. Tang, S. L. Yang, K. K. Lehmann, D. C. Benner,  Measurements of CH3D 

Line Strengths, Foreign Pressure-Broadening and Pressure-Shift Coefficients at Near-

IR Region Using Continuous-Wave Cavity Ring-Down Spectroscopy (In preparation.  

To be submitted to the Journal of Molecular Spectroscopy). 

[31] K. K. Lehmann, D. Romanini, J. Chem. Phys. 105, 10263 (1996). 

[32] A. E. Siegman, Lasers. University Science Books; 1986. 



Chapter 6 Summary and future plans 

 

6.1 Summary 

Chapter 1 gave a brief introduction about fundamentals of CRDS. We described two of 

the most common CRDS schemes, P-CRDS and CW-CRDS, as well as brief 

introduction of several other CRDS developments. CRDS has developed significantly 

during the past three decades. Because of its immunity to intensity fluctuation, high 

sensitivity and high repetition rate, CRDS have developed greatly during the past three 

decades and they are practiced in various fields. 

 

Chapter 2 discussed two different ways to tune DFB semiconductor diode lasers, 

temperature as course tuning and current as fine tuning. A new design of temperature 

controller was introduced using almost the same thermistor and analog voltage 

controller while having a more even wavenumber tuning coefficient throughout the 

entire temperature region. We also designed a feedback loop using frequency 

modulation and digitized PID controller which greatly improved the short term 

frequency jitter of the DFB lasers. 

 

Chapter 3 introduced the measurement of the line strengths of CH3D ro-vibrational 

transitions (24) in the wavenumber regions of 6017.5 – 6031.5 cm-1 and 6046.5 – 

6070.0 cm-1 by CW-CRDS. We also measured the foreign pressure-broadening and the 

pressure-shift effects of N2, O2 and CO2 on CH3D absorption lines. These coefficients 

are needed for the precise determination of the concentration of CH3D and thus methane 

isotopic ratio when present as a trace component in these gases. 
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Chapter 4 explained our approaches to the analysis of the CH3D near-IR spectrum. As 

one of the most important hydrocarbon prototype molecules, CH3D’s overtone band in 

the near infrared region was not been well studied. We used the Pgopher [4,5] software 

package to simulate two rovibrational overtone bands of CH3D and combination 

differences were used to find possible pairs of transitions starting from adjacent ground 

state rotational levels and ending in same excited states. We also designed a single pass 

cell for measuring methane absorption spectrum under different temperatures for 

estimating lower state energy and rotational quanta, which proved to be working well 

for lower J levels. An IR-IR double resonance system was used to provide strong proof 

for the lower state quanta. 

 

Chapter 5 described and tested a novel cell for CW-CRDS. The cell is monolithic and 

maintains a rigid alignment of the two cavity mirrors. Two high-resolution and high-

force PZTs are used to sweep the length of the cell by elastic deformation of the 2.86 

cm outer diameter stainless steel tube that makes up the body of the cell. The 

performance of the cell was demonstrated by using it to detect the absorption spectrum 

of methane (CH4) near 6050 cm-1. 

 

6.2 Recent progress 

The hypotheses about Martian methane origins remain to be proved by more 

experimental methods, including analyzing the isotopic consumption of methane 

emissions on Mars’ surface. Our collaborators Onstott et al. developed a near infra-red 

CW-CRDS device with the goal of measuring seasonal changes in the isotopic 

composition of atmospheric 12CH4 and 13CH4 on Earth and eventually on Mars. Their 

reported 1σ detection limit was 1.9 × 10−12 cm−1, corresponding to 10 pptv of CH4 at 
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100 Torr, while the Earth’s global methane level is around 1800 ppb. The same group 

later made direct measurements of methane emissions from abandoned oil and gas wells 

in Pennsylvania [2]. They also developed a compact near-IR CW-CRDS [3], which has 

titanium optical cavity with rugged quartz windows as protections to survive the harsh 

environmental changes during space flight and a Martian surface mission. 

 

6.3 Future plans 

6.3.1 CH3D linestrength measurement at intermedia temperature 

We used the linestrength temperature dependence for estimating the ground state 

energy and rotational quantum number in chapter 4. The two temperatures we chose 

were room temperature 293K and liquid nitrogen boiling temperature 77K. For higher 

J levels’ absorption peaks, the intensities dropped significantly at 77K, resulting in 

much worse signal to noise ratio. We are planning to measure the absorption spectrum 

at other intermedia temperatures, which might provide better estimation for ground 

state energies especially for transitions with lower state J >6. 

 

6.3.2 Assignment of double resonance peaks 

We tentatively assign the Doppler broadened, positive going features as starting from 

rotational levels of the lowest bending state, which is metastable given the slow rate of 

V -> RT relaxation. These features are more prominent in the case of CH4 over that of 

CH3D. Based upon our assignment, we expect to find combination differences to 

ground state absorption features of methane near 7400 cm-1, as well as within the 

observed transitions from the ν4 state. Due to the expected strong rovibratonal 

interactions of the rovibrational states near 7400 cm-1, we anticipate that there should 
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be a significant number of combination difference transitions observed between the 1.6 

and 1.35 μm Spectra.  

 

6.3.3 Liquid nitrogen cooled double resonance 

We also plan to repeat the double resonance measurements in the liquid nitrogen cooled 

cell, which should give us estimates for the rotational excitation of the lower states of 

these hot band transitions and then combine our spectra with those of Grenoble to do a 

combination difference search which we hope will give us sufficient number of 

assigned lines to bootstrap an assignments for both spectra and allow fitting the 

observed term values to an effective molecular ro-vibrational Hamiltonian. 

 

6.3.4 Double resonance in CRDS 

Previously, temperature dependence and double resonance experiments were carried 

out using single pass cell filled with pure methane, which only has a path length of less 

than 1m. We plan to incorporate the pump laser beam used in double resonance 

experiment into our CRDS setup, turning on or off the pump laser beam in the middle 

of each ring-down event. The normal CRDS spectrum would be obtained by fitting the 

curve free of pump laser, while double resonance information can be collected from the 

other part of the curve. This setup will enable measuring both CRDS and double 

resonance at the same time. We expect the Doppler effect will show up since the pump 

laser beam will not always counter-propogate with the probe laser beam, which is also 

the laser beam for CRDS which travels back and forth between the two super mirrors. 
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Appendix A 

 

Table 1. Comparison of FTIR spectrum, CRDS spectrum, PGOPHER software simulation or 

combination differences calculation, double resonances, and transition assignments. 

FTIR CRDS 
Pgopher or Comb. Diff (#) 

by lineposition
Double 

Resonance
Temperature 
Dependence 

transition 
Com
ment

freq. 
line 

strength 
freq. 

line 
strengt

h 
freq. 

line 
stren
gth

Quanta 
 

E J 
  

5653.827 0.989 -- -- -- -- -- -- -- -- 

5654.377 1.017 -- -- -- -- -- -- -- -- 

5655.254 1.237 -- -- -- -- -- -- -- -- 

5655.275 0.913 -- -- -- -- -- -- -- -- 

5655.292 1.106 -- -- -- -- -- -- -- -- 

5655.875 1.469 -- -- -- -- -- -- -- -- 

5656.981 2.112 -- -- -- -- -- -- -- -- 

5657.130 1.251 -- -- -- -- -- -- -- -- 

5660.541 1.308 -- -- -- -- -- -- -- -- 

5661.324 1.282 -- -- -- -- -- -- -- -- 

5662.382 1.678 -- -- -- -- -- -- -- -- 

5662.599 6.265 -- -- -- -- -- -- -- -- 

5662.823 6.024 -- -- -- -- -- -- -- -- 

5663.488 0.935 -- -- -- -- -- -- -- -- 

5663.555 3.561 -- -- -- -- -- -- -- -- 

5667.238 1.073 -- -- -- -- -- -- -- -- 

5667.662 1.058 -- -- -- -- -- -- -- -- 

5668.441 0.933 -- -- -- -- -- -- -- -- 

5668.569 1.022 -- -- -- -- -- -- -- -- 

5669.107 1.213 -- -- -- -- -- -- -- -- 

5669.512 1.228 -- -- -- -- -- -- -- -- 

5669.598 0.853 -- -- -- -- -- -- -- -- 

5671.181 1.044 -- -- -- -- -- -- -- -- 

5671.935 2.064 -- -- -- -- -- -- -- -- 

5673.688 0.927 -- -- -- -- -- -- -- -- 

5673.801 1.323 -- -- -- -- -- -- -- -- 

5675.066 1.014 -- -- -- -- -- -- -- -- 

5675.222 0.989 -- -- -- -- -- -- -- -- 

5675.325 1.286 -- -- -- -- -- -- -- -- 

5676.397 1.630 -- -- -- -- -- -- -- -- 

5676.454 1.321 -- -- -- -- -- -- -- -- 

5678.457 1.790 -- -- -- -- -- -- -- -- 

5679.343 0.988 -- -- -- -- -- -- -- -- 

5679.927 1.285 -- -- -- -- -- -- -- -- 
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