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Abstract 

  

 By transmitting and processing microwave signals over an optical carrier, 

analog optic links provide many advantages over electronic approaches, such as 

large bandwidth, low loss, immunity to electromagnetic interference (EMI), and 

lightweight cabling. The photodiodes used in the receivers of analog optic links 

need to be able to maintain high bandwidth, high power, and high linearity. The 

primary motivation behind this dissertation has been to study the power and 

linearity performance of high-power InGaAs/InP photodiodes with respect to both 

internal physical parameters and external microwave circuits. The knowledge 

gained from this study is to be applied for developing improved high-power 

photodiode designs. 

 Systematic characterizations and modeling of the bandwidth, impedance 

and third-order intermodulation distortion (IMD3) properties of the Modified Uni-

Traveling Carrier (MUTC) photodiode are presented. Negative differential 

resistance (NDR) is found in the MUTC-4 photodiode under optical illumination 

and its origin is investigated using measurement and simulation tools. The 

electric-field-dependent responsivity caused by the Franz-Keldysh effect in the 

depleted InGaAs absorber in the MUTC photodiode with heavily doped absorber 

(HD-MUTC) has been identified as the primary contributor to nonlinear 
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distortions at low frequencies. Both the magnitude and the phase characteristics of 

IMD3 in HD-MUTC photodiodes can be well explained using the developed 

model, which also enables the design of a new high-linearity MUTC photodiode 

structure with graded-bandgap InGaAsP layer. 

 Wilkinson power combiners and resonance circuits have been 

monolithically integrated with high-power InGaAs/InP photodiodes to improve 

their power and linearity performance. A 6 dB OIP3 improvement has been 

demonstrated with the 4×1 combiner circuit and an improved 2×1 combiner 

circuit achieved over 50 dBm OIP3 at 20 GHz. 

  High-power MUTC photodiodes have been successfully incorporated into 

the NIST ultra-low phase noise optoelectronic oscillator (OEO) at 10 GHz; the 

result was 10 ~ 20 dB noise floor reduction. In order to optimize the high-power 

performance of MUTC performance in OEOs, large-signal impulse response 

measurements have been carried out. The amplitude-to-phase (AM-to-PM) 

conversion in the photodiode, a primary contributor to phase noise in OEOs, has 

been investigated and a physical explanation is provided for the zeros in AM-to-

PM conversion factors. 
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Chapter 1 Introduction 

 

 Fiber optics is the science and engineering field concerned with 

transmission and processing information by using optic fiber.  Compared with 

other transmission media, optic fiber has the major advantages of low loss, low 

dispersion, and high bandwidth [1]. Other desirable properties of optic fiber 

include high immunity to electromagnetic interference (EMI), light weight, and 

compact size, as well as mechanical flexibility. Fiber optics have been widely 

used to transmit information over distances ranging from thousands of kilometers 

in telecommunication systems down to a few meters in high-speed computer 

interconnections [2]. The maturity and commercial availability of photonic 

components including lasers, modulators, amplifiers and detectors brought about 

by the widespread deployment of fiber optics have enabled many new 

applications in areas traditionally dominated by electronics, such as analog 

transmission links [3-7]. 

1.1 Analog optic link  

 An optical link combines optically encoded electrical signals with an 

optical carrier. Figure 1.1 shows an example of a simple optical link. On the 
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transmitter side, the input electrical signal is imposed on the light from a laser 

through a modulation device. The optical fiber transmits the signal-bearing 

lightwave from one location to another. Optical amplification may be 

incorporated in the signal path to boost its strength. At the receiver end, a photo-

detection device such as a photodiode is used to demodulate the electrical signal 

from the optical carrier. Depending on the fashion of signal modulation and 

detection, optical links fall into two major categories. Intensity modulation direct 

detection (IMDD) systems use the intensity of the optical carrier to convey signal 

information and the demodulation is completed by direct square-law photo-

detection. In a coherent system, the phase and frequency of the optical carrier are 

also used to transfer information. The demodulation process is more complicated 

than in an IMDD system since the optical phase or frequency information is lost 

during the square-law detection by a photodiode (PD). The received signal needs 

to be mixed with an optical local oscillator (LO) in order to be detected.    

 

Figure 1.1 A simplified diagram of an optical link 

 While digital links constitute the majority of fiber optic links deployed 
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around the world, there are a growing number of applications for their analog 

counterparts, especially when there is a need to transmit and process electrical 

signals with high fidelity, power, or speed over a relatively short range (a few 

meters to tens of kilometers) [4, 6]. The initial commercial deployment of analog 

optical links has been for video distribution in CATV services [8, 9]. Replacement 

of point-to-point microwave links is another important application for analog 

optical links, which can have lower insertion loss than microwave links at 

distances as short as a few meters [5]. Their light weight and compactness are 

major attractions for systems where bulk is a concern, such as in shipboard or 

avionic applications [9]. In antenna remoting, a high fidelity and high power 

microwave signal is transmitted between an antenna and a central station via an 

analog optic link so that the complexity of instruments at the remote locations (on 

top of ship mast or in a difficult terrain) can be greatly reduced [6, 10]. Analog 

optic links are also used in beam-forming networks for phased array antennas to 

provide true time delay [11, 12]. Local oscillator signals over 100 GHz can be 

distributed to individual antennas for radio telescopes using analog optic links 

[13, 14].  
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Figure 1.2 Simplified local oscillator distribution system used in the ALMA radio telescope in Chile 

[13] 

 Other than applications focused on signal transmission, photonic 

processing of microwave signals also uses analog optic links [15]. Examples 

include photonic delay lines [16], filtering [7, 15, 17], arbitrary waveform 

synthesis [18], A/D conversion [19, 20] and optoelectronic oscillators (OEO) [21, 

22]. Here, we focus on the OEO because it is involved in a latter part of this 

dissertation. An oscillator is an indispensable component in virtually all modern 

electronic systems. Most of electronic oscillators rely on high-Q quartz crystal 

resonators to achieve high spectral purity. However the performance of crystal 
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oscillators degrades with increasing frequency due to either reduced resonator Q 

value or the phase noise introduced by frequency multiplication. An 

optoelectronic oscillator (OEO) can produce an ultra-stable microwave signal at 

high frequencies (up to tens of GHz) by taking advantage of the low-loss 

properties of optical resonators, such as long fiber delay lines, Fabry–Pérot 

cavities, and whispering gallery mode resonators (WGMR). Many OEOs take the 

form of a transposed gain oscillator (TGO), while others use a dual-mode laser or 

an optical frequency division technique. The fact that OEOs generate microwave 

signals in both the electrical and optical domains makes them especially suitable 

for integration with other photonic systems. Figure 1.3 shows a schematic 

diagram of an OEO based on the transposed gain approach. 

 

Figure 1.3 Schematic diagram of an OEO 
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1.2 Why high-power high-linearity photodiode?  

 The primary figures of merit for an analog optic link are gain (G), 

spurious-free dynamic range (SFDR), and noise figure (NF) [5-7, 10]. The link 

gain is the ratio of output RF power delivered to the load to the input RF power 

required. The SFDR is defined by the difference between the minimum input 

power that is above the noise floor and the maximum input power where all the 

distortions stay below the noise floor. The SFDR represents the usable input 

power levels over which an accurate and detectable signal can be transmitted 

through the system. The noise figure is the change in the signal-to-noise ratio 

from the system input to the output. Obviously analog optic link designs need to 

maximize both link gain and SFDR while keeping the noise figure as small as 

possible.  

  Among other factors, the amount of optical power or photocurrent the 

photodiode (PD) can handle has a large impact on the link performance. V. J. 

Urick et al. [6] have provided an excellent analysis of this subject. The figures of 

merit for a typical IMDD link can be related to the photocurrent using the 

following equations [6]: 

 

𝐺𝑅𝐹 = 𝜋2 (
𝐼𝑝ℎ𝑜𝑡𝑜
2

𝑉𝜋2
)𝑅𝑖𝑛𝑅𝑜𝑢𝑡 . (1.1) 



7 

 

 

𝑆𝐹𝐷𝑅3 = (
4𝐼𝑝ℎ𝑜𝑡𝑜

2 𝑅𝑜𝑢𝑡

𝑁𝑜𝑢𝑡𝐵𝑅𝐹
)

2
3

 . (1.2) 

 

𝑁𝐹𝑅𝐹 =
𝑉𝜋
2𝑁𝑜𝑢𝑡

𝐼𝑝ℎ𝑜𝑡𝑜
2 𝜋2𝑅𝑖𝑛𝑅𝑜𝑢𝑡𝑘𝐵𝑇

 . (1.3) 

where 𝐼𝑝ℎ𝑜𝑡𝑜 is photocurrent of the PD, 𝑉𝜋  is the half-wave voltage of the 

modulator, 𝑅𝑖𝑛, and 𝑅𝑜𝑢𝑡  are the input and output resistance of the link, 

respectively, 𝑁𝑜𝑢𝑡 is the noise power spectral density at the system output, and 

𝐵𝑅𝐹 is the RF bandwidth. We can see that both the link gain and SFDR increase as 

the system can handle larger photocurrent, while the noise figure decreases. 

Moreover, large photocurrent and RF output power from the photodiode can 

eliminate the need for electronic amplifiers and their corresponding contributions 

of noise and distortion to the system.      

 In addition to high-power handling capability, the photodiode an analog 

optic link also needs to have high-linearity in order to avoid introducing excessive 

distortion during the photo-detection process. The equations above assume that 

the photodiode is perfectly linear. In reality, all electronic devices tend to be more 

nonlinear with increasing power. It is beneficial, therefore, for the photodiode to 

be able to handle high power while maintaining high linearity.  

 



8 

 

1.3 PIN photodiodes 

 The most common type of photodiode used in optical communications is 

the PIN photodiode, which is also the basis for many advanced photodiode 

designs. The PIN photodiode consists of an intrinsic layer, sandwiched between 

heavily doped n-type and p-type layers. The built-in potential and applied bias 

voltage establish the electric field in the depletion region. Only photons with 

energies larger than the semiconductor bandgap are able to generate electron-hole 

pairs. The carriers generated within the depletion region are swept across the 

region by the internal electric field, while the carriers generated in the p- or n-type 

doped regions rely on diffusion before reaching the depletion region. The terminal 

current consists of contributions from both the conduction current and the 

displacement current induced by the moving charges. A simplified diagram of the 

PIN photodiode is shown in Figure 1.4. Insertion of the intrinsic layer between the 

p-type and n-type regions increases the absorption volume and reduces the 

junction capacitance. Therefore, the PIN photodiode exhibits higher quantum 

efficiency and larger bandwidth than the PN photodiode. 
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Figure 1.4 Top (a) and back (b) illuminated PIN photodiodes. 

 The InGaAs/InP material system is widely used for optical communication 

applications. 𝐼𝑛0.53𝐺𝑎0.47𝐴𝑠 (which will be referred to as InGaAs for simplicity 

in this dissertation) is lattice matched to InP and has a bandgap energy of 0.74 eV 

(1.68 µm) at 300 K [23]. It is well suited for optical absorption in the 1.3 µm and 

1.55 µm transmission windows in optical fibers. InP works as an IR-transparent 

layer due to its larger bandgap (1.34 eV at 300 K). The electron velocity 

overshoot in both InGaAs and InP can help to increase the device speed. Ge has 

similar bandgap energy but suffers from higher leakage current. Its major 

advantage is the monolithic integration with Si components. 
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Figure 1.5 Bandgap energy and lattice constant of common semiconductor materials used in 

optoelectronics. The superimposed color bands represent visible wavelengths [24]. 

 

 Depending on the optical coupling scheme, PIN photodiodes can be 

divided into two major categories: vertically-coupled (surface-normal) PDs and 

waveguide-coupled (WG) PDs [25]. A vertically coupled PD is usually easier to 

design, fabricate, and achieve uniform absorption. However, it suffers from a 

performance trade-off between speed and efficiency due to the parallel direction 

of optical illumination and charge carrier transport. The waveguide-coupled PD 

avoids this problem by changing the direction of lightwave propagation and has 

the added benefit of easy planar integration with other photonic components. 

However, it is more complex and absorption tends to be non-uniform along the 

length of the PD. As we will see in the next section, uniform absorption is very 
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important in order to achieve high-power operation. This dissertation will focus 

on the vertically-coupled photodiodes. Different PIN photodiode structures are 

shown in Figure 1.6.   

 

Figure 1.6 Different PIN photodiode structures [25]: (a) vertical-PD, (b) waveguide (WG-PD), (c) 

evanescently-coupled WG-PD, (d) distributed traveling-wave (TW) PD,  and (e) periodic TW-PD  

 The conventional PIN photodiode has its limitations with respect to its 

high-power characteristics. Space charge [25-27], load feedback [26], and thermal 

[27, 28] effects are fundamental mechanisms that limit the photodiode 

performance under intense optical illumination. Trade-offs exist between various 

design parameters restricting further improvements. This is the motivation for 

advanced photodiode structure development.  

 

1.4 Photodiode performance metrics 

 This section discusses the primary performance metrics for photodiode 

characterization. Their implications for photodiode design are also included. 
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1.4.1 Responsivity 

 The responsivity (R) is defined as the ratio of the photocurrent to the 

incident optical power in the units of A/W. For a vertically illuminated 

photodiode, the responsivity can be calculated by 

 

where 𝐼𝑝ℎ is the photocurrent, 𝑃𝑜𝑝𝑡 is optical power, 𝜂𝑒𝑥𝑡 is the external quantum 

efficiency, 𝜆 is the light wavelength, 𝑅𝑠𝑢𝑟𝑓𝑎𝑐𝑒 is the surface reflectivity, and α and 

d are the absorption coefficient and thickness of the absorber, respectively. The 

above equation assumes single-pass light absorption and 100% carrier collection. 

The absorption coefficient for InGaAs at 1.55 µm and 300 K is about 7000 cm
-1

 

[23]. Therefore, 2 µm-thick InGaAs is needed to absorb 80% of the incident light. 

The maximum achievable responsivity (assuming no gain) at 1.55 µm is 1.25 

A/W which corresponds to 100% external quantum efficiency.   Methods to 

increase responsivity for photodiode include using thicker absorbers, anti-

reflection (AR) coatings, optical resonant-cavities, and structures with internal 

gain such as the avalanche photodiode (APD).  
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1.4.2 Bandwidth 

 Bandwidth is used to describe the operational speed of a photodiode in 

terms of frequency response. The photodiode can be regarded as a low-pass 

system and the 3-dB bandwidth is defined as the frequency at which the output 

RF power decreases from its low-frequency value by 3 dB.  

 RC-time constant and carrier transit time are the two primary bandwidth 

limitations for a PIN photodiode. The junction capacitance, 𝐶𝑝𝑑 , of the 

photodiode forms a first-order RC circuit with the effective resistance, 𝑅𝑒𝑓𝑓, in 

parallel.  The load resistor, 𝑅𝑙𝑜𝑎𝑑 , which is typically 50 ohm, and the series 

resistance of the photodiode, 𝑅𝑝𝑑, are the two primary contributors to 𝑅𝑒𝑓𝑓. Other 

parasitic impedance components in the photodiode are usually much smaller than 

𝐶𝑝𝑑 and 𝑅𝑙𝑜𝑎𝑑. The RC-limited bandwidth 𝑓𝑅𝐶 is given by the expression, 

 𝒇𝑹𝑪 =
𝟏

𝟐𝝅𝑹𝒆𝒇𝒇𝑪𝒑𝒅
  . (1.4) 

 The carrier transit time is the time required for the photo-generated 

electrons and holes to travel through the intrinsic region and reach their respective 

contacts in order to be collected. Assuming uniform generation, the transit time 

limited bandwidth for a PIN photodiode can be estimated by [29] 

 

𝒇𝒕𝒓 =
𝟑. 𝟓�̅�

𝟐𝝅𝒅
 (1.5) 

where d is the thickness of intrinsic region and �̅� is the average carrier velocity. 

Combining the RC and transit-time components, the 3-dB bandwidth is given by 
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𝒇𝟑𝒅𝑩 =

𝟏

√
𝟏

𝒇𝑹𝑪
𝟐 +

𝟏

𝒇𝒕𝒓
𝟐

    . 
(1.6) 

 There are trade-offs between these two bandwidth-limiting mechanisms 

and the responsivity of the PIN photodiode. A thick absorption layer provides 

large responsivity and small junction capacitance but increases the carrier transit 

time, which results in a reduction in bandwidth. A thin absorption layer, on the 

other hand, can increase the junction capacitance, which frequently limits the 

bandwidth. Reducing the active area of the PIN photodiode lowers the 

capacitance while maintaining the same carrier transit time, but this usually 

results in increased series resistance and its power handling capability suffers as 

well. A 50 ohm parallel resistor can be added to the photodiode in order to reduce 

the RC time by ~50% and increase the bandwidth. This is achieved, however, at 

the expense of half of the photocurrent. These design trade-offs and possible 

solutions will be discussed in greater detail in Chapter 2. 

 

1.4.3 RF output power 

 The RF output power is defined as the AC power delivered to the load 

resistor, which is usually 50 ohm. Assuming a single-frequency sinusoidal signal, 

the photocurrent can be express as 

 𝑰𝒑𝒉(𝒕) = 𝑰𝑫𝑪 + 𝑰𝑨𝑪 = 𝑰𝒂𝒗𝒈 + (1.7) 
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𝜶𝑰𝒂𝒗𝒈𝐜𝐨𝐬 (𝟐𝝅𝒇𝒕)    . 

where t is time, Iavg is the average photocurrent or DC component, α is the 

modulation depth, and f is the signal frequency. Since the load is usually 

connected to the photodiode through a bias tee or dc block, only the second term 

or the AC component is delivered to it. The RF power is expressed as 

 𝑷𝑳𝒐𝒂𝒅 =
𝟏

𝟐
𝑰𝑨𝑪
𝟐 𝑹𝑳𝒐𝒂𝒅   . (1.8) 

 

Figure 1.7 The power transfer plot of a typical photodiode showing (a) compression and (b) 

expansion/compression 

  

 The power transfer characteristic of a typical photodiode is plotted in 

Figure 1.7. At a given frequency, the output power of a photodiode first increases 

linearly when the input optical power is increased from a low level. However the 

power transfer curve gradually deviates from the linear response as the input 

optical power continues to increase. This phenomenon is referred to as 

“expansion” if the output power exceeds the ideal line and 
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“compression/saturation” if it falls below it. All physically realizable devices 

would enter saturation eventually due to either supply/breakdown voltage limit or 

thermal failure. In order to evaluate the photodiode power handling capability, the 

1-dB saturation point is defined as the point where the power transfer curve drops 

below the ideal line by 1 dB. The corresponding RF output power and average 

photocurrent are referred to as the saturation power and saturation current, 

respectively. Some devices exhibit significant expansion behavior prior to the 

onset of compression. For these devices, the 1-dB saturation point is defined as 

the point where the power curve drops below the maximum expansion point by 1 

dB.  

 

(a) 

 

(b) 

Figure 1.8 (a) Carrier and electric field distribution in a PIN photodiode under illumination (b) carrier 

transport properties of 𝑰𝒏𝟎.𝟓𝟑𝑮𝒂𝟎.𝟒𝟕𝑨𝒔 at 300K [30] 
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 There are many factors that contribute to the saturation behavior of a PIN, 

the space-charge effect [25, 26, 31, 32] being the most important. Figure 1.8 (a) 

shows the spatial distribution of the photo-generated carriers as they transit the 

depletion layer and the corresponding electric field. The electric field generated 

by the free carriers, i.e., the space-charge field, works against the field established 

by ionized dopants and the applied bias voltage. This is referred to as the “field-

screening” effect. As a result, the total electric field in the depletion region drops 

to almost zero at high current densities. Once this occurs, the carrier transit time 

increases significantly and RF power output suffers from compression/saturation. 

The saturation problem is more severe in a photodiode structure with 

heterojunctions, since the carriers may not have sufficient energy to overcome the 

heterojunction barriers after the electric field collapses.  

 

Figure 1.9 Photodiode equivalent circuit 

 The loading effect also plays an important role in determining the 

saturation current. Figure 1.9 shows the photodiode equivalent circuit. The AC 

voltage swing across the load is superimposed on the DC voltage bias applied to 

the photodiode, as illustrated in Figure 1.10. The photodiode stays at its quiescent 
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point (4V and 80 mA in Figure 1.10 (b)) when the light intensity is constant. 

When there is AC signal present, the operating point of the photodiode moves 

along the straight load line (without reactance) or the ellipses (with reactance) 

[33], causing the effective bias on the photodiode to change. This change is 

negligible when the photodiode works in the small-signal region. Under large 

signal operation, however, the effective bias voltage can be reduced substantially 

when the instantaneous current is larger than its average value, and pushes the 

photodiode towards saturation. The photodiode is easier to saturate when driving 

a larger load resistor. Increasing the bias voltage mitigates the loading effect, but 

is ultimately limited by the device breakdown voltage and thermal effects. 

 

(a) (b) 

Figure 1.10 (a) The time-domain waveforms and (b) the loci of voltage and current on the photodiode. 

4V bias voltage and 80 mA average photocurrent is assumed for (b).  

 The distribution of charge carriers and the electric field inside the 

photodiode is not always uniform. If the light is focused on a portion of the 

photodiode active area and it will create a high local carrier concentration. This 



19 

 

usually results in early saturation of the photodiode. Also, current crowding due to 

high resistance in the contact layers causes a lateral potential drop on the device 

that exacerbates saturation. 

 

1.4.4 Linearity 

 Linearity describes the extent to which the output of a system follows its 

input without distortion. The photodiode nonlinearity has a direct impact on the 

spurious free dynamic range (SFDR) of an analog optic link [34, 35]. Phase 

distortions can also be introduced by photodiode nonlinearity and limit the 

performance of systems that require precision timing, such as photonic ADCs [36] 

and optoelectronic oscillators [21, 37]. 

 The nonlinear distortion phenomenon in photodiodes was first studied by 

Ozeki and Hara in 1976 [38]. Esman [39], Williams [40] and Humphreys [41] 

pioneered the work on characterization of intermodulation distortion (IMD) and 

harmonic distortion (HD) in PIN photodiodes in the 1980s and 1990s. Early 

efforts at nonlinearity modeling include the numerical studies by Williams [40] 

and Dentan and de Cremoux [42] based on carrier drift/diffusion (DD) transport 

mechanisms. Since then, there has been growing interest in nonlinearity study and 

developing high-linearity photodiodes.   

 Many physical mechanisms could potentially contribute to the nonlinear 
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behavior of photodiodes, including carrier velocity modulation [40], carrier 

recombination [43], nonlinear capacitance [44, 45], resistance [45], and nonlinear 

responsivity [46]. Optical effects such as refractive index change due to electric 

field and carrier concentration [47, 48] are also capable of producing nonlinear 

response under certain conditions. Device heating [49] and circuit loading effects 

play important roles in photodiode nonlinearity as well. The fact that most of 

these mechanisms are interrelated makes nonlinearity study an even more 

complicated task.  

 

Figure 1.11 Frequency spectrum of a nonlinear system 

 Different kinds of nonlinear distortions exist in the output of a system 

when it is excited by an input signal, as shown in Figure 1.11. The third-order 

intermodulation distortions, IMDs or IMD3s, are considered the most 

troublesome. This is due to the fact that usually the IMD3s are the largest 

nonlinear distortion products that fall in the vicinity of the fundamental 

frequencies or the pass band of the system [50, 51]. 

 

   

     2   2     

 2 

  
 
   

 
   

 
   

 
 

 2       +  2 

      2 

   +  2   2 +    

      2 Frequency 

P
o
w

er
 



21 

 

 

Figure 1.12 Power transfer plot showing the definitions of SFDR and IP3 

 The third-order intercept point (IP3) is the figure of merit that is widely 

accepted for characterizing weakly nonlinear systems. At the fundamental 

frequency, the output power of the system grows by 1 dB for every 1 dB increase 

in the input power until the system goes into a strongly nonlinear region. This 

relationship appears as a straight line with slope of 1 on the power transfer plot, 

while the IMD3 line has a slope of 3 as shown in Figure 1.12. The linear 

extrapolations of these two lines intercept at a point referred to as the third-order 

intercept point (IP3). In the weakly nonlinear region, the OIP3 can be calculated 

by [35] 

 𝑶𝑰𝑷𝟑 = 𝑷𝒇 +
𝟏

𝟐
(𝑷𝒇  𝑷𝑰𝑴𝑫𝟑)   . (1.9) 

where 𝑃𝑓 is the power of fundamental frequency, 𝑃𝐼𝑀𝐷3 is the power of the IMD3, 

both in units of dBm. The photodiode linearity will be studied in Chapter 6. 
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1.5 A brief review of high-power photodiode 

structures 

 

Figure 1.13 High-power photodiode structures: (a) conventional PIN-PD, (b) UTC-PD, (c) PDA-PD, (d) 

DDR-PD and (e) MUTC-PD [31] 

 Over the years, many photodiode designs focused on high-power 

operation have been developed, including the partially depleted absorber (PDA) 

photodiode [26, 32, 52], the dual depletion region (DDR) photodiode [53, 54], 

uni-traveling carrier (UTC) photodiode [31, 55-57], the modified UTC (MUTC) 
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photodiode [58-61], and the near-ballistic UTC (NB-UTC) photodiode [62, 63]. 

Figure 1.13 compares the epitaxial structure design, light absorption, and carrier 

transport in different high-power photodiodes.   

 The PDA photodiode design reduced the intrinsic InGaAs layer thickness 

in order to mitigate space-charge effect, while adding an undepleted InGaAs 

absorber in order to keep the responsivity the same as that of a conventional PIN 

photodiode. The PDA photodiode also has better charge balancing in the intrinsic 

layer than a PIN, which can increase the saturation current [64], since the carrier 

injection from the undepleted layers can be controlled independently. 48 GHz 

bandwidth and 24 mA saturation current from PDA photodiode has been reported 

[32]. 

 The DDR photodiode design inserts a transparent InP depletion layer 

between the InGaAs absorber and the n-type quasi-neutral region. It reduced the 

junction capacitance while maintaining the same hole transit time as an InGaAs 

PIN. The electrons do need to traverse a longer distance in this structure, but they 

have higher drif velocity than holes. Therefore, the total transit time is not 

affected significantly and the device bandwidth is increased. 50 GHz bandwidth 

and 0.7 A/W responsivity of a DDR photodiode has been published [65]. Another 

DDR design with integrated GRIN lens for more uniform illumination achieved 

45 mA saturation current at 10 GHz [66].  

 The UTC photodiode design relies on undepleted p-type InGaAs for light 
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absorption and intrinsic InP for depletion region. It is so named because only 

electrons need to travel through the whole structure, since the holes are generated 

directly in the p-type region and collected within the dielectric relaxation time 

(<0.1 ps). The fact that electrons can maintain relatively high drift velocity at low 

electric field enables UTC photodiodes to operate at high speed and high 

saturation current. A UTC photodiode with bandwidth up to 220 GHz has been 

demonstrated [67]. A p-type charge layer can be added between the InP collector 

and the n-contact layer to control the electric field in the InP, in such a way that 

electrons can travel at the overshoot velocity over a significant portion of the InP 

collector. This variation of the UTC photodiode has been named near-ballistic 

UTC-PD and has achieved 120 GHz bandwidth and 25 mA saturation current 

[68].  

 The modified UTC (MUTC) photodiode can be viewed as the combination 

of all the device structures mentioned above and provides greater flexibility in 

design optimization. An MUTC photodiode with 24 GHz bandwidth and 144 mA 

saturation current has been developed in our group [59]. It is the focus of my PhD 

study. The MUTC photodiode working principle and design considerations will be 

discussed in greater detail in Chapter 2. 
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1.6 Scope and organization of thesis 

 The main objectives of this thesis are: 

1. To understand the frequency response of high-power MUTC photodiode 

in both continuous-wave (CW) and pulse operations.  

2. To develop a physics-based model for analyzing the magnitude and phase 

of intermodulation distortion products in the MUTC photodiode. 

3. To demonstrate the feasibility of using integrated microwave circuitry 

with high-power MUTC photodiode for power and linearity improvement. 

4. To understand the requirements of high-power photodiodes for precision 

timing applications and demonstrate their value for ultra-low phase noise 

optoelectronic oscillators (OEOs). 

The thesis describes my attempts to achieve these objectives. My main 

contributions are: 

1. The development of a software model to explain the frequency response 

and impedance of the MUTC photodiode and the discovery of negative 

differential resistance (NDR) under optical illumination. 

2. The development of a physics-based model for analyzing third-order 

intermodulation distortions (IMD3s) in MUTC photodiodes at low 

frequencies and the development of an experimental setup and technique 

for characterizing the phase of IMD3s. 
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3. The demonstration of MUTC photodiodes monolithically integrated with a 

Wilkinson power combiner and a resonance circuit at 20 GHz with 

improved power and linearity performance. 

4. The achievement of record-low (-170 dBc) phase noise at 10 GHz with a 

NIST OEO that incorporates the high-power MUTC photodiode and 

determination of mechanisms responsible for zero phase distortion 

phenomenon in the MUTC photodiode.    

 The thesis is divided into eight chapters. Chapter 1 introduces the 

background of high-power photodiode research and reviews the fundamentals of 

PIN photodiodes as well as the state of high-power photodiode development. 

Chapter 2 describes design considerations for the MUTC photodiode, which is the 

device focus of this study. Characterization techniques and measurement setups 

are also discussed. The fabrication process is described in Chapter 3. In Chapter 4, 

the frequency response and impedance of the MUTC-4 photodiode are 

systematically characterized. Device parameters are extracted to establish a 

software model. The origin of the NDR is investigated using both measurement 

and simulation tools. Chapter 5 presents the design, fabrication and 

characterization of monolithically integrated MUTC photodiodes and microwave 

circuitry (Wilkinson power combiner and resonance circuit). Chapter 6 describes 

the development of a physics-based model for analyzing the IMD3s in the MUTC 

photodiode at low frequencies. Chapter 7 presents the record-low phase noise 
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results achieved at 10 GHz using a NIST OEO and the MUTC photodiode. The 

phase distortions during the photo-detection process are very important for OEOs 

and investigated to reveal the optimum operating conditions and the mechanisms 

responsible for these distortions. Chapter 8 outlines the main conclusions of the 

thesis and how this work can be extend in the future.       

  



28 

 

Chapter 2 High-Power MUTC 

Photodiode Design and 

Characterization 

 

2.1 Overview 

 As we have discussed in Chapter 1, the MUTC photodiode structure offers 

high performance and great design flexibility. Our group has been working on 

optimization of the MUTC photodiode structure for the past several years [28, 32, 

58, 59, 69-72], the most recent designs being the MUTC-4 [59] and HD-MUTC 

[61, 71] photodiodes. The design process involves three primary parts: the 

epitaxial structure, geometry, and fabrication process design. The epitaxial 

structure design defines the vertical layer stack of the semiconductor materials 

such as material composition, thickness, and impurity dopant types and 

concentrations. The carrier transport properties are determined by the epitaxial 

structure design. Simulation software such as Crosslight Apsys [73] is an 

excellent tool for design optimization. The crystal can then be grown in either a 

metal organic chemical vapor deposition (MOCVD) or molecular beam epitaxy 
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(MBE) reactor.  

 The geometry design involves defining the physical dimensions of the 

photodiode. Since we use a planar microfabrication process, the geometry design 

is concerned primarily with lateral dimensions, such as the mesa area and size of 

contact pads. The product of this step is a photomask set (reticle) that is used for 

photolithography during the fabrication process. The process flow defines the 

procedures used in cleanroom to fabricate the devices. Included are metal 

deposition, oxide growth, chemical and dry etching, deposition of anti-reflection 

coatings, wafer thinning, bonding to appropriate heat sinks, and electroplating. 

The fabrication procedures will be described in Chapter 3. We note that these 

three aspects of photodiode development are interrelated. For example, the 

dimensions of the photodiode can deviate from its design values due to lateral 

etching in the fabrication process. The designer needs to take all these effects into 

account. 

 Various measurement techniques are used to characterize the photodiode 

performance. The latter part of this chapter describes the experimental setups and 

techniques, with emphasis on high-power measurements.        
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2.2 Epitaxial structure design 

 

Figure 2.1 The (a) energy band diagram and (b) epitaxial structure of the MUTC-1 photodiode  

 The epitaxial structure and energy band diagram (under reverse bias) of 

the MUTC-1 photodiode are shown in Figure 2.1. The essential sections are the 

InGaAs absorber and the InP collector. The InGaAs absorber contains both p-type 

(undepleted) and unintentionally doped (UID) material. An electric field exists in 

the depleted region including UID InGaAs and UID InP due to the built-in 

potential of the junction and the applied reverse bias. Most of holes are generated 

in the undepleted absorber; they are quickly collected since they only need to drift 

a small distance toward the p-region. The electrons generated in the undepleted 

absorber diffuse more slowly toward the depletion region. In the depletion region 

Collector 
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their transport is accelerated by the electric field. Consequently, the electron 

diffusion in the undepleted absorber is the primary bandwidth-limiting transport 

factor in the MUTC photodiode. 

 The undepleted InGaAs absorber is graded-doped. The dopant gradient 

establishes an electric field that accelerates electron transport. At high 

photocurrent densities, the potential drop across the undepleted absorber (ohmic 

potential) is the origin of another accelerating field for electrons, the so-called 

“self-induced” field. This effect reduces the carrier transit time significantly and 

becomes stronger with increasing photocurrent. Lower p-type doping 

concentrations result in larger self-induced field and less carrier recombination in 

the undepleted InGaAs absorber. This results in higher bandwidth and 

responsivity. However, there is a minimum doping concentration (~  ×

 0 7 𝑐𝑚−3) below which the p-type absorber cannot be considered undepleted or 

quasi-neutral. Moreover, low doping concentrations lead to larger capacitance 

variation with respect to voltage, resulting in more nonlinear distortion. The 

highest doping level is limited by the material growth capabilities (on the order of 

 ×  0 9 𝑐𝑚−3) and impurity diffusion. The p-type InP layer is used to block 

electron diffusion toward the p-contact in order to increase responsivity. The 

heavily doped InGaAs layer on top of the structure lowers the contact resistance. 

 Several design features are intended for facilitating electron transport over 

the InGaAs/InP heterojunction barrier between the absorber and collector, where 



32 

 

the conduction band discontinuity is ~ 0.24 eV. InGaAsP quaternary layers with 

intermediate bandgap energies are used to smooth the transition by breaking up 

the single large barrier into multiple smaller barriers. The depleted InGaAs layer 

accelerates electrons before they reach the heterojunction barrier. The “cliff” layer 

is a thin n-type charge layer on the InP side of the heterojunction. It boosts the 

electric field in the depleted InGaAs layer for better electron transport and larger 

saturation current. The electric field in the InP collector is reduced by the cliff 

layer, but it is usually acceptable since the space-charge effect there is not as 

severe as that in the depleted InGaAs layer. 

 The InP collector is lightly n-doped. The positive charges of the ionized 

donors compensate the negative charges of injected electrons from the absorber 

and mitigate the space-charge effect. More charge compensation increases 

saturation current, but results in larger capacitance and lower breakdown voltage.    

 It is worth mentioning that the MUTC photodiode structure is very similar 

to InGaAs/InP heterojunction bipolar transistors (HBTs). Optical injection is used 

in the photodiode, instead of the electrical injection by the emitter-base (EB) 

junction in the HBTs. Many design features mentioned above have their 

counterparts in HBT structures, such as the depleted InGaAs layer as “spacer” or 

“setback” layer, and the cliff layer as “delta-doping” or charge control layer in 

HBTs. 
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2.3 Geometry design 

 

(a) 

(c) 

 

(b) 

Figure 2.2 The (a) photomask design, (b) top-view microscope picture and (c) cross-section diagram 

(not to scale) of an MUTC photodiode. The structures in (a) and (b) measure approximately 400 µm × 

200 µm. 

 Figure 2.2 shows the photomask design, top-view microscope picture and 

the cross-section diagram of an MUTC photodiode. The active area of the 

photodiode consists of only the small circle in the center of Figure 2.2 (a) and (b). 

The rest of the area is mainly occupied by the coplanar waveguide (CPW) pads 

used for probing and wire bonding. The photodiode uses mesa structure for 

isolation. The top p-mesa is connected to the center conductor of the CPW pad by 

an air-bridge to reduce the parasitic capacitance. The n-mesa is connected to the 

ground conductor directly.      
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2.4 Device simulation 

 Although analytical formulas can provide first-order estimations for some 

device performance metrics, numerical simulation is often needed to get more 

accurate results. I use the Crosslight Apsys software [73] for photodiode structure 

simulations. It is a semiconductor-technology computer-aided-design (TCAD) 

software based on 2D/3D finite element analysis. For an input structure and 

material set, the software solves the Poisson equation, carrier transport equations, 

and the current continuity equation self-consistently. The simulation output 

includes distributions of various physical quantities inside the device, such as the 

energy bands, electric field profile, carrier concentrations, and terminal 

(electrode) current and voltage. DC, AC and transient analysis are supported. The 

Crosslight APSYS software has been very useful for the present work.  

 

2.5 Characterization techniques 

 

2.5.1 Current-Voltage (I-V) and Capacitance-Voltage 

(C-V) measurements 

 A probe station and an HP4145B semiconductor parameter analyzer are 
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used for on-wafer DC current-voltage (I-V) measurements. The dark current for 

the MUTC photodiode is usually in the range 10 nA to 1 µA at 10 V reverse bias. 

A large forward current at low voltage is desirable because it implies low series 

resistance, which is usually around 1 ~ 5 ohms. 

 An HP4275A LCR meter and the same probe station are used for on-wafer 

capacitance-voltage (C-V) measurements. Typical device capacitance ranges from 

tens of femtofarad (fF) to hundreds of femtofarad.   

 

2.5.2 RF response measurement 

 

Figure 2.3 The two-laser heterodyne setup [74] 

 RF response measurements are carried out in both the frequency and time 

domains in order to obtain the 3-dB bandwidths. Comparison of the results from 
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these two domains can reveal more information about the physics of the 

photodiode. In the frequency domain, the two-laser heterodyne setup shown in 

Figure 2.3 is used.  The outputs from two distributed-feedback (DFB) lasers with 

slightly different wavelengths are mixed together and the resultant beat note 

frequency is used as the RF source signal. Both lasers are temperature-controlled; 

their wavelengths are near 1544 nm at room temperature. The beat note frequency 

is swept by changing the temperature and thus the wavelength of one laser. For 

the 50GHz RF frequency range, the maximum wavelength change is ~0.4 nm. 

The output power of the two lasers are matched using current controllers and the 

modulation depth of the beating note is kept at approximately 100% across the 

frequency band of interest [32]. The ability to provide large-signal modulation 

across a wide frequency range is the primary advantage of the two-laser 

heterodyne setup. Saturation current is measured using the same setup. The input 

optical power is controlled by the attenuator while keeping the beat note 

frequency constant. Figure 2.4 shows the photodiode chip mounted on a thermal-

electric cooler (TEC) for testing. A 50 GHz ground-signal-ground (GSG) CPW 

probe is used to connect to the device. The fiber is on the backside of the TEC and 

not visible in this picture.  
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Figure 2.4 The photodiode chip mounted on the thermal-electric cooler (TEC) for testing. 

 Bandwidth can also be obtained from impulse response measurement by 

using fast Fourier transform (FFT). The light source for the impulse response 

measurement is a 1560 nm high-power (>100 mW average optical output) fiber 

laser from Toptica Photonics [75]. The pulse width is less than 100 fs and the 

repetition rate is 100 MHz. The relatively low repetition rate ensures that the 

photodiode has enough time to relax after each pulse. The electrical pulse 

waveform is captured by a high-speed sampling oscilloscope.   
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2.5.3 S-parameter measurement 

 S-parameter measurements are carried out using the HP8510C vector 

network analyzer (VNA). Both the Agilent 2.4 mm calibration kit or a CS-5 

calibration substrate can be used, depending on whether on-wafer measurement is 

required.    

 

2.5.4 Linearity measurement  

 

Figure 2.5 The three-tone IMD measurement setup [61] 

 A number of measurement techniques have been developed to characterize 

IMD behavior in nonlinear systems [76]. Two-tone and three-tone tests are by far 

the most common methods used for IMD characterization. Their results are a rich 

source of information about the IMD mechanisms for academic studies and serve 

as a good prediction for linearity performance [76, 77].  

 A three-tone measurement setup has been employed in this study. A 
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schematic diagram of the setup is shown in Figure 2.5 [61]. The three-tone 

method is free of the interference from second harmonics produced by the 

modulators [78] and less sensitive to modulator bias deviations. The three 

fundamental tones 𝑓 , 𝑓2 and 𝑓3 are closely spaced and incommensurate. The RF 

power of the IMD tones located at 𝑓 + 𝑓2  𝑓3 , 𝑓  𝑓2 + 𝑓3 and  𝑓 + 𝑓2 + 𝑓3 

are recorded using the spectrum analyzer and their average value is used for OIP3 

calculation. Large attenuation (10 dB external, 30~40 dB internal) is needed in 

order to prevent nonlinear distortions of the spectrum analyzer from interfering 

with photodiode nonlinearities. The resolution bandwidth (RBW) of the spectrum 

analyzer is set to 100 Hz to reduce the noise floor since the magnitude of 

intermodulation distortions from the photodiode are very low (-80 dBm ~ -110 

dBm). 
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Chapter 3 Photodiode Fabrication 

Process 

 

 This chapter describes the fabrication process for the MUTC photodiodes. 

Fabrication begins with the as-grown epitaxial wafer, which is usually provided 

by a vendor. Processing consists of four fundamental functions. A complete 

process flow consists of 7~9 steps, which are listed at the end of this chapter.  

   

3.1 Metal deposition 

 The purposes for metal deposition include contact metallization, seed layer 

for electro-plating, and creation of thin film resistors. An electron beam (E-beam) 

evaporator is used for this process. The metal pattern is defined by 

photolithography. Oxygen plasma ashing (150 W, 5 min) is used before E-beam 

evaporation to remove any possible photoresist residues in the open windows. The 

small amount of photoresist lost (<100 nm) during this process is acceptable. The 

metal is deposited on the whole surface of the wafer in the E-beam evaporator, 

after which immersion in a solvent solution (e.g. acetone) removes the metal on 

the photoresist, leaving only the metal that adheres to the semiconductor surface 
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directly. This is the “lift-off” process.    

 For thin (<100 nm) metal deposition, positive photoresist such as AZ5214 

can be used directly for pattern definition. For thicker metal layers, a double layer 

process is needed to ensure successful lift-off. In this process, a layer of lift-off 

resist (LOR) is spun onto the wafer surface before the AZ5214 photoresist. The 

LOR is not photo-sensitive but still can be removed by the developer solutions. 

With careful baking (3min at 130 °C and 2 min at 150 °C), the LOR has a slightly 

faster developing speed than the photo-sensitive resist on top of it. After the 

developing step, an undercut forms at the edge of the open patterns in the 

photoresist. This undercut breaks the continuous metal film and let the solvent 

solution remove the photoresist more easily. N-Methyl-2-pyrrolidone (NMP) and 

polyethylene glycol (PEG) instead of acetone are needed in order to remove the 

LOR. An ultra-sonic bath can be used if difficulties are encountered during the 

lift-off process, but the intensity should be kept as low as possible to avoid any 

unwanted removal of the deposited metal. 

 Metal stack Ti (15 nm)/Pt (20 nm)/Au (80 nm) is used for p-metallization 

on InGaAs, while AuGe (30 nm)/Ni (20 nm)/Au (80 nm) is used for n-

metallization on InP. Ti and AuGe serve as adhesion layers in their respective 

stacks. Cr or Ni can also be used in this role. Usually no annealing is required for 

the n-metallization, but p-metallization tends to require an anneal step, which is 

carried out at 450 
o
C for 30 seconds by rapid thermal annealing (RTA) in order to 
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achieve low contact resistance. 

 

3.2 Mesa etching 

 There are two steps that require mesa etching. First p-mesa etching defines 

the active area of the photodiode. It stops on the n-contact layer. Next n-mesa 

etching isolates different devices and removes the heavily doped n-type material 

where the CPW pads are located. This etch reduces leakage current and parasitic 

capacitance. A SiO2 layer is deposited first on the InGaAs/InP material to act as 

the mask layer during etching. The pattern defined by photolithography on this 

mask layer is transferred to the InGaAs/InP layer with either wet chemical etching 

or inductively coupled plasma (ICP) etching (dry etching). The mesa height after 

etching is measured using the Alpha stylus profilometer.  

 Two types of wet etchant can be used: H3PO4:H2O2:H2O (volume 1:1:10, 

etch rate 0.5~0.6 µm/min) and bromine:methanol (volume 1:200~250, etch rate 

0.2~0.3 µm/min).  H3PO4:H2O2:H2O only attacks InGaAs while 

bromine:methanol can etch both InGaAs and InP. The etching process by 

bromine:methanol is diffusion limited and tends to leave trenches around the edge 

of the mesa, whose depth is proportional to the etching time. Although stirring the 

solution mitigates this problem, the material thickness etched by 

bromine:methanol should be kept at minimum. Consequently, the InGaAs layer is 
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usually removed by H3PO4:H2O2:H2O while bromine:methanol is used for InP 

etching. 

      ICP etching is carried out using the Oxford RIE-ICP system. The recipe 

is Cl2 (20 sccm):N2 (8 sccm) gas mixture at 150 °C and 4 mTorr pressure. Dry 

etching attacks both InGaAs and InP with an etch rate of 500~600 nm/min. Laser-

interferometry end point detection is used to monitor the etching progress. The 

SiO2 mask layer is partially consumed in the dry etching process, so a relatively 

thick SiO2 layer (400~500 nm) is needed to prevent etching through the mask. 

 Wet etching usually produces smoother sidewalls and lower leakage 

current, but also results in lateral undercut due to its isotropic nature. The 

undercut can be a serious problem for small devices (diameter < 20 µm). Dry 

etching is highly anisotropic and ensures an accurate pattern transfer from the 

mask to the InGaAs/InP layers, but tends to leave more surface damage and 

results in higher leakage current. In practice, a combination of dry and wet 

etching is used: first dry etching completes most of the etching progress and a 

quick wet etching (30 seconds) is used to remove the surface damage.   

 

3.3 Oxide deposition and etching 

 SiO2 is used as the etching mask, passivation layer, and anti-reflection 

(AR) coating in the fabrication process. It is grown in the plasma enhance 



44 

 

chemical vapor deposition (PECVD) system using SiH4 (400 sccm) and NO (105 

sccm) gas mixture at 285 °C. The SiO2 film thickness is measured using the 

Filmetrics spectral reflectance machine on a Si dummy wafer placed close to the 

InP/InGaAs wafer in the PECVD chamber. The growth rate of SiO2 is 10 ~ 12 

nm/min. 

 Both wet and dry etching can be used for SiO2 removal. Wet etching is 

done with buffered oxide etchant (BOE).; the etch rate is 120 ~ 140 nm/min. BOE 

etching is very stable but has similar undercut issues as the wet etchants used for 

mesa formation. For small features such as p-contact opening, dry etching is 

preferred. It is carried out in the Trion reactive ion etching (RIE) machine, using 

O2 (60 sccm):CF4 (2 sccm) gas mixture at room temperature with 300 W RIE and 

ICP power. The etch rate is 15 ~ 20 nm/min.   

 

3.4 Au electro-plating 

 Electro-plating is used to form the contact pad and the air-bridge. It is a 

two-step process. First the contact pad and the pier area of the air-bridge are 

defined by photolithography. The photoresist in these areas is removed during the 

developing process, while the photoresist underneath the bridge area is kept intact 

in order to support the air-bridge during the electro-plating process. A long hard-

bake process (120 °C, 30min) is used before the seed metal deposition. The 
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purpose of this hard-bake is to release all the gases in the photoresist, which tends 

to form bubbles beneath the seed metal layer and adversely affect the electro-

plating process. A metal stack of Ti (20 nm)/Au (60 nm) is deposited as the seed 

layer for plating. After the metal deposition, a second photolithography is carried 

out directly without lifting off the first layer of photoresist and metal. The CPW 

pad, bridge, and bridge pier areas are all exposed after this photolithography. 

Oxygen plasma ashing (150W, 5 min) is used to remove any possible photoresist 

residue in the opening areas. The gold plating solution (from Technic Inc.) is kept 

in a 50 °C wafer bath during the plating process. The amount of current needed 

depends on the exposed gold area on the wafer. Usually 1 mA of current is used 

for a 1 cm × 1 cm wafer and the voltage is ~ 0.4 V. The plating rate is 0.2 ~ 0.3 

µm/min. The thickness of the CPW pad and the air-bridge is 2.5 ~ 3.0 µm. The 

gold usually grows faster along the edges of open areas where the field lines are 

more crowded. After the plating is completed, the wafer is transferred to N-

Methyl-2-pyrrolidone (NMP) and polyethylene glycol (PEG) for lift-off, which 

usually takes about 60 minutes. Both photoresist layers and the metal seed layer 

sandwiched in between are removed. A mild ultrasonic bath can be used to 

facilitate the lift-off process without damaging the air-bridges.    
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3.6 Additional Processing 

 Additional processing steps usually include wafer dicing, polishing the 

back of the wafer, and wire bonding. Dicing with a Disco dicing saw (from Disco 

High Tech America) splits the wafer into smaller pieces for testing. A layer of 

photoresist is spun onto the top surface of an InGaAs/InP wafer in order to protect 

the devices from accidental damage during the dicing process.  The InGaAs/InP 

wafer is glued onto a silicon carrier wafer by black wax for support. The purpose 

of polishing is to remove any residues attached to the backside of the wafer and 

improve responsivity. It is done using the Logitech polishing machine. An anti-

reflection coating is frequently added after polishing. Wire bonding is needed to 

connect the CPW pad to other substrates for testing. 

    

3.7 Complete process flow 

 The complete process flow for fabricating the MUTC photodiode is listed 

below. 

1. P-metal deposition 

2. P-mesa etching 

3. N-metal deposition 

4. N-mesa etching 
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5. SiO2 passivation 

6. Contact-via opening 

7. CPW pad deposition 

8. CPW pad and air-bridge electro-plating 

9. Wafer dicing, polishing and wire bonding (if needed) 
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Chapter 4 The High-Power Modified 

Uni-traveling Carrier (MUTC) 

Photodiode 

 

4.1 Introduction 

 The MUTC photodiode designed by Zhi Li and others [32, 58, 59] has 

achieved record-high performance in terms of RF output power and linearity, and 

has served as the basis for further high-power photodiode development in our 

group. However, some interesting phenomena exhibited by the MUTC photodiode 

have not been understood very well, either quantitatively or qualitatively. For 

example, the 3-dB bandwidth of the MUTC-4 photodiode structure increases 

dramatically with photocurrent until saturation, as shown in Figure 4.1. This is 

usually attributed to electron transport acceleration by the self-induced field in the 

p-type InGaAs absorber [59, 79, 80]. But there is no quantitative study to relate 

the photocurrent-dependent bandwidth of MUTC photodiodes to their physical 

parameters, without which further optimization of the structure is difficult and 

other possible contributing mechanisms cannot be ruled out.  
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Figure 4.1 RF output power of a 34-μm-diameter MUTC-4 device at 24 GHz versus photocurrent at 

reverse biases of 4-V, 5-V, and 6-V. The inset shows the −3 dB bandwidth for different photocurrent 

values (10, 50, 90, and 130 mA). [59] 

      The impedance of the MUTC photodiode also varies with changing 

photocurrent. One example of S11 measurement on a MUTC-4 photodiode is 

shown in Figure 4.2. Most interestingly, the magnitude of S11 becomes larger 

than unity at high photocurrent levels, which implies the existence of negative 

differential resistance (NDR). It should not be surprising to find NDR in the 

MUTC photodiode, which contains many possible contributing elements, such as 

the negative differential electron mobility of InGaAs and InP, electron injection 

delay from absorber to the drift layer (similar to Gunn and IMPATT devices) and 

the heterojunction barrier. The existence of NDR in MUTC photodiodes could 

have important implications on the device operating principles, as well as the 

epitaxial structure and matching circuit design.    
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Figure 4.2 (a) S11 and (b) its magnitude of a 40 µm MUTC-4 photodiode bias at -5V. The photocurrent 

is increased from 0 mA to 70 mA 

 It is therefore the purpose of this chapter to provide a detailed study of 

both the bandwidth and the impedance characteristics of the MUTC photodiode. 

Results obtained from different measurement techniques are compared, and a 

physics model of the photodiode is established using the commercial software 

package Crosslight Apsys [73]. The model is also used to study the origin of the 

NDR.  
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4.2 The MUTC-4 photodiode 

 

Figure 4.3 The epitaxial structure of the MUTC-4 photodiode [59] 

 The epitaxial structure of the MUTC-4 photodiode is shown in Figure 4.3. 

It is a PIN diode, or more specifically, 𝑝+𝑛−𝑛+structure. The majority of the 

potential drop exists in the 𝑛− layers when the diode is reverse-biased. The total 

InGaAs absorber thickness is 850 nm, of which 700 nm is p-type with Zn doping. 

The 150nm UID InGaAs layer is intended to provide sufficient electric field for 

electrons generated in the absorber to overcome the heterojunction barrier at 

InGaAs/InP interface. The electric field is further enhanced by the thin charge 
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layer or “cliff” layer of 50nm n-type InP. The incorporation of the InGaAsP 

quaternary layer reduces the conduction band spike between InGaAs and InP. The 

drift layer, which is also referred to as the collector, is 900 nm-thick n-type InP. 

The purpose of the light Si doping in this layer is to compensate the charge of 

injected electrons at high photocurrent levels and avoid early saturation.  

 MUTC-4 photodiodes with different diameters are studied in this chapter, 

including 20µm, 28µm, 40µm and 56µm. Comparing the performance of 

photodiodes with different active area is a very useful in many aspects. For 

example, the smaller devices with less RC delay is good for studying transit-time 

related effect and they can usually withstand higher current density; on the other 

hand, larger devices provides less uncertainty for extracting area-related 

parameters and can reach larger current, which comes in handy when 

investigating current-related effect such as load feedback. Analysis accuracy can 

also be improved by employing statistical techniques like linear regression.  The 

responsivity is 0.7 A/W at -5V bias voltage and 1550 nm wavelength.    

 

4.2.1 Impedance analysis 

 Both capacitance-voltage (C-V) and one-port S-parameter measurements 

are used to extract the impedance parameters of the MUTC-4 photodiodes. The C-

V curves are measured in the dark, while the S-parameters are obtained under 



53 

 

both dark and illuminated conditions. 

 

Figure 4.4 The capacitance-voltage characteristics of MUTC-4 photodiode 

 The C-V curves of MUTC-4 photodiodes with diameters in the range 20 

µm to 68 µm are shown in Figure 4.4. The depletion width increases with 

increasing reverse bias voltage, thus reducing the capacitance. The C-V curve is 

almost flat after the drift layer is completely depleted. This is referred to as 

“punch-through”. Usually the measured capacitance contains contributions from 

the CPW pad and other sources. So the intrinsic capacitance of the photodiode is 

extracted using the linear regression technique, as shown in Figure 4.5. The 

intercept of the linear regression line is subtracted from the measured capacitance 

to reveal its intrinsic value.  
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Figure 4.5 Linear regression analysis of the photodiode capacitance 

  The impedance of the photodiode may deviate from its dark value when it 

is illuminated. A 1-port S-parameter measurement is used to characterize this 

change. The S-parameter is measured from 45 MHz to 40 GHz using an HP8510C 

vector network analyzer (VNA). A CS-5 calibration substrate from GGB 

Industries is used for on-wafer calibration with the short-open-load-through 

(SOLT) method. The reference plane is at the CPW probe (Cascade 50A-GSG-

150) tip after calibration. Bias voltage is supplied through an HP 50 GHz bias tee. 

The light source is a 1550 nm DFB laser without modulation. One measurement 

example is shown in Figure 4.6.  
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Figure 4.6 S11 of a28 µm-diameter MUTC-4 photodiode at -5V bias voltage and different photocurrent 

 The S11 curves resemble that of an open-end transmission line for dark 

and low photocurrent levels. This is due to the fact that the photodiode acts as a 

capacitor connected at the open-end of CPW pad, which can be regarded as a 

short transmission line. Ideally the CPW pad should be de-embedded by 

incorporating the calibration standards on the same wafer as the photodiode so 

that the reference plane can be moved onto the photodiode itself. But those 

calibration standards would either take up valuable real estate on wafer (for TRL 
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method) or be hard to implement accurately (for SOLT method). Fortunately the 

extent of distortion to resistance of the photodiode is negligible since the CPW 

pad is short (~100 µm). Although its effect on the photodiode reactance is quite 

large, I am concerned primarily with the relative change in the photodiode 

reactance in this measurement, rather than its absolute value. The CPW pad 

impedance is independent of photocurrent or bias voltage, and thus can be 

removed from the measurement results. 

 As the photocurrent increases in Figure 4.6, S11 of the photodiode moves 

radially outward on the Smith chart, and eventually exceeds the circle where the 

magnitude equals unity. This implies the presence of negative differential 

resistance (NDR). In order to see the impedance change more clearly, the 

measurement result can be plotted in the form of resistance and capacitance by 

converting the S-parameters into Z-parameters. Device parameters extracted from 

Figure 4.6 are plotted in Figure 4.7.  

 It is clear that both resistance and capacitance drop noticeably as the 

photocurrent increases. The capacitance change can be explained as follows: at 

high photocurrent levels, the photo-generated carriers screen the space-charge 

field generated by the background dopants. The net charge concentration becomes 

smaller so that a larger depletion width is required to satisfy the Poisson equation 

[81]. This phenomenon is especially pronounced in photodiode structures utilizing 

a charge-compensated drift layer, which does not achieve punch-through at 
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moderate bias voltage and small photocurrent. The frequency dependent behavior 

of the capacitance is the result of the CPW pad, as explained above.    

 The dark condition resistance is usually modeled as the series resistance of 

the photodiode, comprising contact and bulk resistances. At larger photocurrent, 

the resistance becomes smaller or even negative. This is very interesting and the 

focus of this study.          

 

(a) 
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(b) 

Figure 4.7 The (a) resistance and (b) capacitance of a 28 µm-diameter MUTC-4 photodiode at -5 V 

from S-parameter measurements 

 The net effect of decreasing resistance and capacitance of the photodiode 

is reduced RC time delay or larger RC-limited bandwidth. Overlooking this effect 

in device modeling could result in an over-estimate of the transit-time limited 

bandwidth of the photodiode.   
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20 µm 28 µm 

I 

(mA) 

R 

(ohm) 

C 

(fF) 

RC limited 

BW (GHz) 

I 

(mA) 

R 

(ohm) 

C 

(fF) 

RC limited 

BW (GHz) 

0 12 52 49.4 0 6 100 28.4 

10 10 45 58.9 10 5 100 28.9 

20 7 40 69.8 20 5 90 32.2 

30 3 35 85.8 30 4 85 34.7 

40 -6 33 109.6 40 -1 80 40.6 

50 -10 33 120.6 60 -7 72 51.4 

60 -15 32 142.1 90 -10 65 61.2 

40 µm 56 µm 

I 

(mA) 

R 

(ohm) 

C 

(fF) 

RC limited 

BW (GHz) 

I 

(mA) 

R 

(ohm) 

C 

(fF) 

RC limited 

BW (GHz) 

0 4 192 15.4 0 2.6 368 8.2 

20 4 182 16.2 40 2.6 350 8.6 

40 4 179 16.5 50 2.4 350 8.7 

60 2 170 18.0 70 2.4 350 8.7 

90 0 165 19.3 105 2 335 9.1 

140 -3 146 23.2 150 2 323 9.5 

Table 4.1 Summary of MUTC-4 photodiode impedance at -5V 
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 The impedance of MUTC-4 photodiodes at -5V is summarized in Table 

4.1. These data will be used in conjunction with bandwidth results to extract the 

carrier transit time and other parameters. The depletion width estimated using the 

capacitance data is shown in Figure 4.8. We can see that in the dark the collector 
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is not punched through; the depletion width is only 700~800 nm. The maximum 

depletion width of ~1100 nm agrees well with the epitaxial design.  

 

Figure 4.8 Depletion width of MUTC-4 photodiodes at -5V estimated from capacitance data 

 Figure 4.9 shows the normalized resistance with respect to current density. 

The data points spread over a larger range, comparing to that in Figure 4.8, but the 

decreasing trend is clear. 
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Figure 4.9 Normalized resistance of MUTC-4 photodiode at -5V 

 

4.2.2 Bandwidth measurement and discussion 

 The bandwidth of the MUTC-4 photodiode was measured using small-

signal impulse response and the two-laser heterodyne methods described in 

Chapter 2. The two-laser heterodyne method can generate a sinusoidal signal with 

almost 100% modulation depth over a large frequency range (>100GHz), and thus 

has become the standard approach for measuring the bandwidth of high-power 

photodiodes [6, 58, 82]. The majority of the MUTC-4 photodiode bandwidth data 

were obtained using this technique. However, the simultaneous presence of a 

large DC current offset (average photocurrent) and an RF tone during the test 

makes it difficult to distinguish their individual contributions to device 

performance. Consequently, it is beneficial to use different test methods with 
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separate control of average photocurrent and RF signal. The small signal impulse 

response method has very small RF component (or modulation depth) so that the 

effect of DC current offset can be separated. This approach also avoids possible 

early saturation caused by the large peak current/voltage during the two-laser 

heterodyne measurement. It is also a much faster measurement; it is almost 

instantaneous compared to 3~5 min for the heterodyne technique). A third method 

of large-signal impulse response is the other extreme (very large modulation 

depth), which will be investigated in Chapter 7.      

 The impulse response measurement setup has been described in Chapter 2. 

The pulse amplitude is kept constant during the measurement to observe only the 

effect of changing DC offset current. The impulse response waveforms are 

captured using a 50 GHz Agilent 86100C Infiniium DCA. 12dB of RF attenuation 

is used to minimize reflections. An example of small-signal impulse response is 

shown in Figure 4.10.    
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Figure 4.10 Impulse response of 28 µm-diameter MUTC-4 photodiode at -5V. These waveforms do not 

include calibration for the cable assembly.  

 Several observations can be made from Figure 4.10. First, the pulse peak 

amplitude becomes larger with increasing DC photocurrent, while the area below 

the curve remains constant. This is consistent with the photodiode being faster 

with increasing DC photocurrent, rather than a responsivity change. Secondly the 

larger oscillation or “ringing” at higher DC photocurrent suggests the presence of 

peaking in the frequency response. The relatively small change in pulse width or 

FWHM could be the result of cable assembly insertion loss. 

 The 3dB bandwidth of MUTC-4 photodiodes is summarized in Table 4.2. 

The small-signal impulse response bandwidth is calculated using Fast Fourier 

Transform (FFT). The transit-time limited bandwidth is computed from the 
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following equation, 

 𝟏

𝒇𝟑𝒅𝑩
𝟐

=
𝟏

𝒇𝑹𝑪
𝟐

+
𝟏

𝒇𝒕𝒓𝒂𝒏𝒔𝒊𝒕
𝟐

 (4.1) 

and will be used to compare with Crosslight Apsys model results in the next 

section. 

20 µm 

DC offset 

current 

(mA) 

RC 

limited 

BW  

(GHz) 

Small-signal 

impulse 

response BW 

(GHz) 

Two-laser 

heterodyne BW 

(GHz) 

Calculated 

transit-time 

limited BW 

(GHz) 

0 49.4 9 10 9.2 

10 58.9 12 14 12.3 

20 69.8 15 14 15.4 

30 85.8 18 18 18.4 

40 109.6 22 24 22.5 

50 120.6 30 30 31.0 

60 142.1 36 31 37.2 

28 µm 

DC offset 

current 

(mA) 

RC 

limited 

BW  

Small-signal 

impulse 

response BW 

Two-laser 

heterodyne BW 

(GHz) 

Calculated 

transit-time 

limited BW 
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(GHz) (GHz) (GHz) 

0 28.4 9 10 9.5 

10 28.9 10 10.5 10.7 

20 32.2 11 12 11.7 

30 34.7 12 13 12.8 

40 40.6 15 17 16.1 

60 51.4 17 19 18.0 

90 61.2 24 24.5 26.1 

40 µm 

DC offset 

current 

(mA) 

RC 

limited 

BW  

(GHz) 

Small-signal 

impulse 

response BW 

(GHz) 

Two-laser 

heterodyne BW 

(GHz) 

Calculated 

transit-time 

limited BW 

(GHz) 

0 15.4 8 9 9.4 

20 16.2 9 9 10.8 

40 16.5 10 11 12.6 

60 18.0 11 11 13.9 

90 19.3 12 13 15.3 

140 23.2 15 15 19.7 

56 µm 
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DC offset 

current 

(mA) 

RC 

limited 

BW  

(GHz) 

Small-signal 

impulse 

response BW 

(GHz) 

Two-laser 

heterodyne BW 

(GHz) 

Calculated 

transit-time 

limited BW 

(GHz) 

0 8.2 6 7 8.8 

40 8.6 7 7 11.9 

50 8.7 6.5 7 9.8 

70 8.7 7 8 11.8 

105 9.1 7 8 11.0 

150.0 9.5 8 8 14.9 

Table 4.2 Bandwidth summary of MUTC-4 photodiode at -5V 

 The bandwidth data can be better visualized when plotted versus current 

density, as in Figure 4.11. First we can see that the results from small-signal 

impulse response and two-laser heterodyne methods agree reasonably well. This 

is strong indication that the bandwidth increasing trend with photocurrent is 

caused by the current offset or bias, instead of the RF component. In other words, 

the MUTC-4 photodiode’s bandwidth is almost independent of signal modulation 

depth (from ~0% to 100%). It is a desirable feature for many applications. We 

revisit the bandwidth analysis in Chapter 7 for the very large modulation depth 

case. 

   The bandwidths of smaller devices (20 µm and 28 µm diameters) are 
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primarily limited by carrier transit-time up to the highest photocurrent density 

measured. The RC delay starts to affect bandwidth noticeably for the 40 µm-

diameter device. For the largest device (56 µm) the RC delay dominates the speed 

performance. 

 

(a) 20µm MUTC-4 photodiode at -5V 

 

(b) 28µm MUTC-4 photodiode at -5V 
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(c) 40µm MUTC-4 photodiode at -5V 

 

(d) 56µm MUTC-4 photodiode at -5V 

Figure 4.11 Bandwidth summary for MUTC-4 photodiodes with different diameters at -5V 

 Both RC and transit-time limited bandwidth increase with higher 

photocurrent. It has previously been assumed that only the transit-time changes 

significantly with increasing photocurrent [32, 58, 59]. The results presented here 

provide a more accurate picture for modeling the carrier dynamics inside the 

MUTC-4 photodiode. Figure 4.12 compares the extracted carrier transit time for 
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devices with different diameters. The good agreement among different curves 

implies that the effect scales with device area, an indication of bulk related 

phenomenon and the absence of perimeter/surface related parasitics.    

 

Figure 4.12 Carrier transit time’s dependence on current density for MUTC-4 photodiode at -5V 

 

 When the photocurrent is very small, the transit time is dominated by 

electron diffusion in the p-type InGaAs absorber, which can be calculated using 

[83], 

 
𝝉𝑨 =

𝑾𝑨
𝟐

𝜼𝑫𝒆
𝟐 . (4.2) 

Here 𝑊𝐴= 700 nm is the width of undepleted absorber, 𝐷𝑒 is the electron diffusion 

constant in p-type InGaAs, and 𝜂 =   for a uniformly doped absorber. For non-

uniform doping, as in the MUTC-4 design with dopant grading, the factor 𝜂 can 

be estimated by [83], 
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𝜼 = 𝟐 [𝟏 + (
𝑬𝒃𝒊
𝑬𝟎

)

𝟑
𝟐⁄

] (4.3) 

where 𝐸0 =
2𝑘𝑇

𝑞𝑊𝐴
, and 𝐸𝑏𝑖  is the built-in field due to graded doping. For the 

MUTC-4 design, we have 

 

𝑬𝒃𝒊 =
𝒌𝑻

𝒒𝑾𝑨
𝐥𝐧 (

𝑵𝑨
𝒎𝒂𝒙

𝑵𝑨
𝒎𝒊𝒏

) = 𝟏. 𝟑𝟗
𝒌𝑻

𝒒𝑾𝑨
 (4.4) 

Substituting (4.4) into (4.3), we have 𝜂 =  . . The electron diffusion constant 𝐷𝑒 

ranges from 60 cm
2
/s to 260 cm

2
/s in the literature [84-86]. Here we take 130 

cm
2
/s [85], In (4.2) this yields 𝜏𝐴 =   .8  ps. The collector transit time is 

represented as [83], 

 

𝝉𝑪 =
𝑾𝑪

𝟐𝑽𝒆
 (4.5) 

where 𝑊𝐶  is the depletion width and 𝑉𝑒 is the average electron drift velocity in 

InP. The electron overshoot velocity in InP is ~ .5 ×  07cm/s and the saturation 

velocity is ~ .0 ×  07cm/s [87, 88]. 𝑉𝑒 can be approximated as 1. 75 ×  07cm/s 

and 𝜏𝐶 =  .0 ps. The total transit time at small photocurrent is then 

 𝝉𝒕𝒓𝒂𝒏𝒔𝒊𝒕 = 𝝉𝑨 + 𝝉𝑪 = 𝟏𝟑. 𝟖 𝒑𝒔 (4.6) 

 As the photocurrent increases, the induced field in the p-type InGaAs due 

to hole current becomes stronger and reduces the electron transit time. The 

average induced field can be calculated as [89], (assuming uniform carrier 

generation) 
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𝑬𝒊𝒏𝒅 =
𝑱𝒉

𝒒𝒑𝒂𝒗𝒈𝝁𝒑
 (4.7) 

where 𝐽ℎ is the average hole current density, q is the electron charge, 𝑝𝑎𝑣𝑔 is the 

average hole concentration and 𝜇𝑝 =  50𝑐𝑚2/𝑉𝑠 [72] is the hole mobility. In 

Figure 4.12, for the largest current density 𝐽0 =  9 𝑘𝐴/𝑐𝑚2 and 𝐽ℎ ≈
𝐽0

2
=

9.5 𝑘𝐴/𝑐𝑚2. 𝑝𝑎𝑣𝑔 can still be approximated as quasi-neutral condition in which 

𝑝𝑎𝑣𝑔 = 𝑁𝑎𝑎𝑣𝑔 = 0.95 ×  0 8𝑐𝑚−3  . Then the induced field is 𝐸𝑖𝑛𝑑 =

0.4  𝑘𝑉/𝑐𝑚. Combining this with the build-in field of (4.4) we have =  0.  . 

Substituting into (4.2) yields,  

 𝝉𝑨 = 𝟒. 𝟖 𝒑𝒔 . (4.8) 

The collector transit time 𝜏𝐶 may increase slightly due to deeper penetration of the 

depletion region, which would reduce 𝜏𝐶  to  .  𝑝𝑠 . The total transit time at 

𝐽0 =  9 𝑘𝐴/𝑐𝑚2 is,  

 

 𝝉𝒕𝒓𝒂𝒏𝒔𝒊𝒕 = 𝝉𝑨 + 𝝉𝑪 = 𝟕. 𝟗 𝒑𝒔 . (4.9) 

 

 These two simple estimates fit the data in Figure 4.12 reasonably well. 

The overestimation of the transit time at high photocurrent may be caused by 

several factors. In reality, the electric field in a large portion of the depletion 

region could assume values close to overshoot field strength. This would reduce 

the collector transit time significantly. The induced field in the undepleted 



73 

 

absorber could be higher thus resulting a shorter absorber transit time. The 

carriers generated in the depleted InGaAs absorber, which we ignored in the 

analysis above, also tend to increase the device speed.   

 

4.2.3 Modeling MUTC-4 photodiode in Crosslight 

Apsys 

 I have established a 2-D numerical model for the MUTC-4 photodiode 

structure in Crosslight Apsys software in order to better understand its 

characteristics. The working principle and simulation process of Crosslight Apsys 

are described in Chapter 2. The device is simulated under short-circuit condition, 

which means that the RC delay is not considered. Parameter scans are carried out 

for different illumination intensities at constant bias voltage. The model files and 

material parameters used in the simulation can be found in Appendix I Parameters 

for Crosslight Apsys Simulation 

 Figure 4.13 (a)-(c) summarize the spatial profile of the conduction band 

energy, the electric field, and the electron velocity inside an MUTC-4 photodiode 

at different photocurrent densities. We can see that the edge of depletion region 

reaches the n contact layer at photocurrents above 9.6 kA/cm
2
, which agrees with 

the measurement data in Figure 4.8. The electric field in the right-half of the 

depletion region drops quickly with increasing photocurrent as a result of elevated 
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electron concentration or “electron accumulation”, which causes current 

saturation and limits the RF output power. The electric field in the depleted 

InGaAs absorber falls more quickly than that in the InP collector due to the 

blocking effect of the heterojunction interface. The insertion of a cliff layer boosts 

the field strength in depleted InGaAs at the expense of that in InP collector to 

prevent early saturation. We note that electrons travel at the overshoot velocity 

over a significant portion of the InP collector, which could potentially give rise to 

negative differential resistance. 

 The conduction band in the undepleted absorber bends more and more 

with increasing photocurrent and results in the self-induced field discussed above. 

This field transitions the electron transport in the undepleted InGaAs region from 

diffusion to mixed drift and diffusion, which is much faster. The electron speed 

reaches  07cm/s, which is consistent with calculations in [85, 89]. The transit-

time has been calculated using the small-signal AC analysis function of Crosslight 

Apsys. The results are plotted in Figure 4.14 together with measurement data. The 

agreement between measurement and simulation is good. 
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(a) 

 

(b) 
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(c) 

Figure 4.13 The simulated (a) conduction band, (b) electric field and (c) electron velocity profiles of an 

MUTC-4 photodiode at different photocurrent and -5V bias voltage. 

 

Figure 4.14 Comparison of measured and simulated transit-time of MUTC-4 photodiode at -5V 
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4.2.4 The origin of negative differential resistance 

(NDR) 

 

Figure 4.15 Measured (scatter points) and simulated (solid lines) series resistance of 28µm MUTC-4 

photodiode at -5V 

 The series resistance of the MUTC-4 photodiode structure has also been 

calculated using Crosslight Apsys. Figure 4.15 compares the measured and 

simulated series resistance of a 28µm-diameter photodiode at -5V. At dark 

condition, both the measured and simulated resistance are independent of 

frequency. The simulation tends to underestimate the dark resistance since it does 

not take contact/air-bridge resistance into consideration. As photocurrent 

increases, the series resistance begins to drop, most notably at low frequency end. 

The difference between the resistance at dark condition and illumination can be 
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seen as the value of NDR. The fact that the NDR in an MUTC-4 photodiode exits 

at relatively low frequency and over a broad frequency range indicates that it may 

have an origin different from NDR in an IMPATT diode [83] or some HBTs [90, 

91], which originate from transit and injection delays [92, 93], although the 

MUTC photodiode does have similar carrier injection and drift regions. 

 

Figure 4.16 Measured (scatter points) and simulated (solid lines) series resistance of 28 µm diameter 

MUTC-4 photodiode at 90 mA photocurrent 

 Figure 4.16 shows measurement and simulation results of the series 

resistance of a 28µm diameter MUTC-4 photodiode at 90 mA photocurrent and 

different bias voltages. Figure 4.17 illustrates the corresponding electric field 

distribution inside the device. The photodiode has the smallest NDR at -3V, 

despite the fact that at this bias voltage the portion of electric field in the InP 

collector that falls in the negative differential mobility regime (10 kV/cm ~ 35 
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kV/cm) is the largest. This argues against the view that NDR is introduced by 

transferred electron effect in the InP collector. The fact that the NDR stops 

growing after the bias voltage exceeds a certain limit has been observed at other 

photocurrent levels as well (data not shown here). It suggests that the NDR 

depends on both photocurrent and bias voltage.   

 

Figure 4.17 Electric field profile in a 28 µm-diameter MUTC-4 photodiode at 90 mA photocurrent 

 A heterojunction barrier can sometimes introduce NDR in semiconductor 

devices. Most cases involve tunneling in thin quantum well structures [94] or the 

real-space electron transfer effect that is utilized in High-Mobility Electron 

Transistors (HEMTs) [95]. Both are unlikely to occur in the MUTC-4 photodiode 

structure due to its physical dimensions. To investigate the influence of 

heterojunctions I have used the model to calculate the series resistance of MUTC-
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4 photodiode structures with several variations related to heterojunction barrier 

and material properties. The results are shown in Figure 4.18. First the energy 

barrier between the InGaAs absorber and the InP collector is removed by forcing 

the InP to assume the same bandgap and affinity as InGaAs, but light absorption 

is prevented. The resulting change in NDR is negligible. Another heterojunction 

barrier in the MUTC-4 structure is located between the p-InGaAs absorber and 

the p-InP electron blocking layer. When it is removed, the NDR becomes much 

smaller but still exists. This seems to suggest that the carrier dynamic around this 

heterojunction barrier interface is a major contributor to the NDR. Another 

simulation changes the electron transport in InP from a GaAs-like model with 

negative differential mobility to a Si-like model. This change only causes a 

relatively small reduction of the NDR and preserves its frequency dependence. 

This indicates that the transfer electron effect, or Gunn effect [96], in InP may 

only play a minor role here. It is worth mentioning that the saturation effect in the 

MUTC-4 photodiode is more severe when the Si-like transport model is employed 

for InP due to reduced electron velocity. The saturation results in larger positive 

resistance, which would further reduce the role of the transfer electron effect.     
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Figure 4.18 The series resistance of a 28µm diameter MUTC-4 photodiode at -5V and 90 mA 

photocurrent. Simulation results assuming different material properties are compared with 

measurement. 

 I have also simulated MUTC photodiodes with different p-type doping 

concentrations in the undepleted InGaAs absorber, since there is evidence in 

Figure 4.18 that indicates the carrier dynamics near the anode may give rise to the 

NDR. As we can see from Figure 4.19, the NDR disappears at low doping 

concentrations, where the absorber is almost completely depleted. The value of 

NDR essentially doesn’t change after the doping concentration exceeds 0.5 times 

of its original level. The maximum electric field inside the p-type absorber is 

approximately 1.5 kV/cm at this doping level, which means that the absorber can 

be considered quasi-neutral. As a result the holes respond to minority carrier or 

electron concentration changes almost instantaneously (within dielectric 

relaxation time <1.0 ps). Therefore the NDR most probably originates from 
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electron diffusion inside the p-type InGaAs absorber. The existence of the InP 

blocking layer apparently enhances this effect by increasing the directivity of 

electron diffusion. 

 

Figure 4.19 The series resistance of a 28 µm-diameter MUTC-4 photodiode at -5V and 90 mA 

photocurrent. The p-type doping concentration in the undepleted InGaAs absorber is changed from 

1/10 to 10 times its original value (5×1023cm-3 to 2×1024cm-3).  

 

4.3 Summary 

 In this chapter, the impedance and bandwidth of MUTC-4 photodiodes 

have been systematically characterized. Both small-signal impulse response and 

two-laser heterodyne tests show similar bandwidth results, which indicate that the 

DC current offset rather than the RF component is the primary factor determining 

the 3-dB bandwidth. The S-parameter measurement reveals the existence of NDR 
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while the photodiode is under optical illumination. A model for the MUTC-4 

photodiode is established using Crosslight Apsys software and the simulation 

results agree well with measurement data. The model is also used to investigate 

the origin of NDR, which has been traced back to the p-type InP electron blocking 

layer and the carrier transport in the undepleted InGaAs absorber. The discovery 

of NDR and establishment of the model improves our understanding of the 

fundamental operation of MUTC photodiodes and will be useful for future 

photodiode development.     
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Chapter 5 MUTC Photodiode Array 

with Monolithically Integrated 

Wilkinson Combiner 

 

5.1 Introduction 

 Power combining is widely used to increase the power output from 

various electronic devices. The linearity of the system also improves due to 

reduced power level on each device being combined. Photodiode arrays with 

integrated microwave circuits have been the subject of numerous research 

programs. V. J. Urick reported a four-photodiode array with 28 dBm third-order 

intercept point (OIP3) at 5 MHz [97]. S. Itakura achieved 32.6 dBm of OIP3 at 5 

GHz using a four-element photodiode array with hybrid integration [98]. A 

photodiode array was also used to generate sub-terahertz radiation by N. Shimizu 

and T. Nagatsuma [99].  
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Figure 5.1 Schematic diagram of a 2×1 Wilkinson power combiner. Z0 is the system characteristic 

impedance. 

 The Wilkinson power combiner was invented by E. J. Wilkinson in 1960 

[100] and has many applications in RF systems. In its simplest form, as shown in 

Figure 5.1, a 2×1 Wilkinson combiner consists of two quarter-wave (90-degree) 

transmission lines and an isolation resistor. Assuming the system has a 

characteristic impedance of Z0, the quarter-wave transmission lines have an 

impedance of √ 𝑍0  and the resistor is  𝑍0 . The scattering matrix for the 2×1 

Wilkinson combiner at its center frequency is: 

 

𝑺 =

[
 
 
 
 
 
 𝟎  

𝒋

√𝟐
 

𝒋

√𝟐

 
𝒋

√𝟐
𝟎 𝟎

 
𝒋

√𝟐
𝟎 𝟎

]
 
 
 
 
 
 

 (5.1) 

 

 The Wilkinson combiner adds the power of the two equal-phase input 

signals at port 2 and 3 and the output signal is at port 1. The output power is 3 dB 
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larger than either of the inputs, while the voltage swing at the input ports does not 

change.  This is different from the case for the direct connection of two input 

ports, where the currents are added together. For this configuration of a “current” 

combiner, the output power is 6 dB larger than either of the inputs, but the voltage 

swing at both input ports equals that at the output, which is twice their original 

value. The ability to increase the total output power while maintaining the voltage 

swing at input ports is a major advantage of the Wilkinson power combiner. 

Larger voltage swing causes the devices connected to the input ports, e.g. 

photodiodes in this work, to saturate earlier and generate more nonlinear 

distortions. This is the main reason why I chose to integrate a Wilkinson power 

combiner with high-power, high-linearity photodiodes.  

 Figure 5.2 shows S-parameters of an ideal 2×1 Wilkinson power combiner 

designed for a center frequency of 20 GHz. The fractional bandwidth is ~ 30% 

determined from -20 dB reflection points.   
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Figure 5.2 The S-parameters of an ideal 2×1 Wilkinson power combiner with 20 GHz center frequency 

 

 The Wilkinson power combiner is matched at all three ports. The same 

circuit can be also used as a divider since it only consists of passive components 

and is thus reciprocal. The Wilkinson combiner provides good isolation between 

the two input ports at the center frequency. There is no power dissipation in the 

ideal circuit if the input signals are in phase. Multiple-stage structures can be used 

to combine more input signals. In this chapter, I will demonstrate photodiodes 

monolithically integrated with 2×1 and 4×1 Wilkinson combiners. 
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5.2 First generation circuits 

5.2.1 Design and fabrication 

 An InGaAs/InP PDA photodiode with heavily-doped absorber (HD-PDA) 

[101] was used in the first generation circuits. Figure 5.3 shows its epitaxial 

structure. The motivation for utilizing heavily-doped absorbing layers is to 

decrease the frequency dependence of OIP3 through reduced variation of junction 

capacitance with bias voltage [45, 101]. The photodiodes used in this study have a 

diameter of 40 µm. 

 

Figure 5.3 The epitaxial structure of the HD-PDA photodiode [101] 

 The center frequency for this work is 20 GHz. I used the Agilent ADS 

momentum software for the electromagnetic (EM) design and simulation. An 

open-stub tuner was designed to match the photodiode impedance to 50 ohm at 

the center frequency. The layouts for the combiner and stub tuner are shown in 
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Figure 5.4. The circuits without integrated photodiodes are for S-parameter 

measurement. Air-bridges are placed in the vicinities of discontinuities (bends, 

tees and steps) to equalize potential on both ground planes and suppress spurious 

modes. The distance between the photodiodes (0.5 mm) is determined by the pitch 

of the fiber array for optical coupling. Thru-Reflect-Line (TRL) patterns for 2-

port calibration are included in the same layout for de-embedding.  

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 5.4 The layouts of the (a) 2×1 Wilkinson power combiner with HD-PDA photodiode pair, (b) 2×1 

Wilkinson power combiner without photodiodes,  (c) open-stub tuner and the HD-PDA photodiode and 

(d) open-stub tuner without photodiode. Dimensions: (a) and (b) 3.5 mm × 0.8 mm, (c) and (d) 1.3 mm 
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× 0.5 mm. 

 The circuits are fabricated on the same semi-insulating (SI) InP substrate 

as the photodiode using plated gold CPW transmission lines. The thin film resistor 

is made of evaporated titanium. Pictures of completed circuits are shown in 

Figure 5.5. A discrete photodiode is included for comparison. The test structures 

are not shown here. The three structures in Figure 5.5 will be referred to as 

Structure A, B and C in this chapter.  

   

 

 

(a) 

 

(b) 

 

(c) 

Figure 5.5 (a) Structure A: HD-PDA photodiode with its electrical output signal directly coupled to 

testing CPW pads. (b) Structure B: HD-PDA photodiode with an open-stub tuning circuit, followed by 

the same CPW pads in (a), and (c) Structure C: two HD-PDA photodiodes with the same open-stub 

tuning circuits coupled to the two input ports of a Wilkinson power combiner. 
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5.2.2 S-parameter measurements 

 The S-parameters was measured using the HP8510C vector network 

analyzer (VNA). TRL calibration was used to de-embed the impedance of the 

contact pads. The frequency range in the measurement (5~40 GHz) was limited 

by the length of the line standard in the on-wafer TRL patterns. Although the 

Wilkinson power combiner is a 3-port circuit, only 2-port S-parameters can be 

measured since there are only two test ports on the HP8510C VNA. The 

remaining port in the test structures was left open. The 2-port S-parameters still 

serve as good performance indicators for the circuits. The measurement results for 

the test circuits (the ones without integrated photodiodes) are compared with ADS 

momentum simulation in Figure 5.6 and there is good agreement. 
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(a) 

 

(b) 
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(c) 

Figure 5.6 Comparison of measured and simulated (a) S12 of the stub tuner in Error! Reference source 

ot found.(d), (b) S12 and (c) S23 of the Wilkinson combiner with stub tuner (port-1 is the output port) 

in Error! Reference source not found.(b) . 

 The RF resistance of the 100 ohm Ti thin film resistor (TFR) has beeen 

extracted from S-parameter measurement, as shown in Figure 5.7. The S-

parameters of the Ti TFR (Figure 5.7(a)) is very close to that of an ideal 100 ohm 

resistor. The layout of the resistor test pattern is also included as the inset. The 

resistances seen from both sides of the Ti TFR were calculated from S11 and S22 

and shown in Figure 5.7 (b). The 50 resistance of the test ports were subtracted 

from the calculation results. The resistance was 100~110 ohm across the whole 

frequency range. The fractional error was less than 10%. 
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(a) 

 

(b) 

Figure 5.7 (a) S-parameters of the Ti thin film resistor and an ideal 100 ohm resistor, and (b) the 

resistance seen from both ports extracted from the S-parameter measurement. The inset in (a) shows 

the layout of the resistor test pattern. The 50 ohm resistance of the test ports has been subtracted from 

(b).    
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 Only 1-port S-parameters were measured on Structure B and C, since 

other ports were terminated by the HD-PDA photodiodes. The results are shown 

in Figure 5.8. The matching frequency is very close to 20 GHz, with a bandwidth 

of approximately 3 GHz (-10 dB reflection).  

 

Figure 5.8 The S-parameters of Structure B (single photodiode with stub tuner) and C (photodiode pair 

with stub tuner and the 2×1 Wilkinson power combiner) 

  

5.2.3 Frequency response measurements 

 The frequency responses of the three structures were measured using the 

two-laser heterodyne method described in Chapter 2. The experimental setup was 

modified to accommodate the photodiode array. The output of an EDFA is split 
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into two branches, with fiber stretchers and optical attenuators placed in each 

branch to balance the phase and magnitude of signals. A 2-element lensed fiber 

array was used to illuminate both photodiodes in Structure C. The frequency 

response measurements of all three structures were carried out at 1 mA 

photocurrent and 5 V reverse bias. This means that the total photocurrent for 

Structure A and Structure B was 1 mA, while that for Structure C was 2 mA. The 

measurement results are normalized to the output power from Structure C at 0.5 

GHz, the lowest measured frequency.   

 

Figure 5.9 The frequency response measurement setup for the photodiode array. 

   As shown in Figure 5.10, the output power of Structure A decreases 

monotonically with frequency. The 3-dB bandwidth of Structure A is 13 GHz. The 

output power of Structure B reaches a maximum at 20 GHz, which is due to the 

resonance associated with the open-stub tuning circuit. The output power of 

Structure C at low frequencies is 6 dB higher than that of Structure A or Structure 

B. This is due to the fact that the Wilkinson combiner does not have isolation 

between the two input ports at frequencies that are much lower than its designed 
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center frequency (20 GHz) and thus the photocurrents from the two photodiodes 

directly combine.  At 20 GHz Structure C shows a resonance effect similar to that 

of Structure B, but its maximum power at 20 GHz is 2.6 dB higher than that of 

Structure B. This is close to the theoretical value of 3 dB enhancement for the 2×1 

Wilkinson power combiner.  

 

Figure 5.10 Relative frequency response of Structures A, B, and C measured at 1 mA photocurrent and 

5V reverse bias. 

 

5.2.4 Measurement and simulation of OIP3 

 The frequency dependence of OIP3 for the discrete HD-PDA photodiodes 

(Structure A) with and without the open-stub tuning circuits (Structure B) was 

measured using the three-tone technique described in Chapter 2. The maximum 
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measurement frequency of 20 GHz was limited by the signal generators used in 

the three-tone setup. The wavelengths of the lasers in the three-tone setup were 

1541 nm, 1542 nm and 1543 nm. The three fundamental RF signals that were 

used to modulate the lasers were spaced at 9.6 MHz and 10.4 MHz intervals. The 

photocurrent and bias were the same for both devices. The OIP3 of Structure A 

shows little dependence on frequency, which is similar to the results reported in 

[101]. However, the OIP3 of Structure B, which has a resonance at 20 GHz, 

increases with frequency, reaches its maximum at 12.3 GHz, and then decreases. 

This illustrates an interesting performance trade-off; at 12.3 GHz, where the 

output power of the photodiode reaches a minimum, the OIP3 exhibits its 

maximum, while at the resonance frequency of 20 GHz, the output power 

maximum coincides with an abrupt drop in the OIP3. 
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Figure 5.11 Measured OIP3 of HD-PDA photodiodes with and without open-stub at 25 mA 

photocurrent and 8 V reverse bias. 

 The photocurrent induces a voltage drop across the series and load 

resistances. As a consequence, the bias voltage across the photodiode junction is 

modulated by the photocurrent [42], which will be referred to as “voltage swing” 

in the following analysis. It has been shown that the change in responsivity caused 

by the voltage swing is the primary reason for nonlinearities at low frequencies in 

the HD-PDA photodiodes [101]. Assuming that VLoad and VPD are the amplitudes 

of the voltage swings across the load and photodiode, respectively. In Structure A, 

where the photodiode is directly connected to the CPW test pad, VLoad and VPD are 

almost the same in the frequency range up to 50 GHz assuming negligible loss on 

the CPW pad. However, for Structure B, due to the open-stub tuning circuit, VLoad 

and VPD are not the same for all frequencies. VLoad and VPD for both Structure A 
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and Structure B were simulated using Agilent ADS from DC up to 50 GHz. The 

equivalent circuit model for the PD used in simulation is shown in Figure 5.12. 

The measured 2-port S-parameters were used for the simulation of the stub tuner. 

 

Figure 5.12 The equivalent circuit model used for OIP3 simulation. 

 The simulation results are shown in Figure 5.13. The ratio of VPD of 

structure A to that of structure B should not be dependent on photocurrent as long 

as no significant saturation occurs in the photodiodes. Thus the photocurrent was 

fixed at 10 mA with 100% modulation for all photodiodes in the simulation. The 

photodiode voltage swing and that for the load are the same for structure A up to 

50 GHz, and thus only the load characteristic is shown for Structure A. The 

monotonic decrease of the voltage swing across the load with frequency is due to 

the RC time constant of the junction capacitance and the 50 ohm load. However, 

for Structure B, the voltage swing across the photodiode shows significant 

differences compared to the load when the frequency is higher than 7 GHz. The 

load voltage swing and thus the output power reach a minimum near 12.5 GHz, 
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where the mismatch between the impedance of the photodiode and that of the load 

is greatest. At this point the voltage swing across the load is 1.4 times larger than 

that for the photodiode. Near 20 GHz, where the impedance of the photodiode is 

well matched to the load, the load voltage swing and the output power exhibit a 

maxima. At this point the voltage swing across the load is 1.7 times smaller than 

for the photodiode. 

 

Figure 5.13 Simulation of the amplitude of the voltage swing versus frequency for 10 mA photocurrent. 

Solid and dashed lines are voltage swing amplitudes across the photodiode and the load resistor, 

respectively, for structure B. Dotted line: voltage swing amplitude across the load for structure A. 

 By definition, OIP3 = Pf + (Pf – PIMD3) / 2 with Pf and PIMD3 measured in 

dBm. The output power of the fundamental signal on the load can be expressed as 

𝑃𝑓 = 𝑎 ∙ 𝑉𝐿𝑜𝑎𝑑
2 , where a is a constant. If the voltage-dependent nonlinearity is the 

only source of nonlinearity in the photodiode (i.e. photocurrent-dependent 

nonlinear terms are negligible), the power of the third-order intermodulation on 
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the load, which is produced by a second order nonlinear process, is given by the 

relation: 𝑃𝐼𝑀𝐷3 = 𝑏 ∙ (𝑉𝑃𝐷
3 )2, where b is a constant that represents the strength of 

the nonlinear effect. Thus, by definition, 𝑂𝐼𝑃 =  0𝑙𝑜𝑔 [
𝑎
3
2

𝑏
1
2

(
𝑉𝐿𝑜𝑎𝑑

𝑉𝑃𝐷
)
3

] . For the 

case of Structure A, VLoad = VPD for all frequencies, and thus𝑂𝐼𝑃 =  0𝑙𝑜𝑔 [
𝑎
3
2

𝑏
1
2

]. 

For the case of Structure B, VLoad / VPD changes with frequency, and thus the OIP3 

is also frequency dependent. Since the photodiode structures are the same in 

Structures A and B, the frequency dependence of 
𝑎
3
2

𝑏
1
2

 can be assumed to be the 

same for both structures. Thus the difference between the OIP3 of the two 

structures can be represented as:  

 

𝑶𝑰𝑷 𝒊𝒎𝒑𝒓𝒐𝒗𝒆𝒎𝒆𝒏𝒕 = 𝑶𝑰𝑷𝟑𝑩  𝑶𝑰𝑷𝟑𝑨 = 𝟏𝟎𝒍𝒐𝒈 [(
𝑽𝑳𝒐𝒂𝒅
𝑽𝑷𝑫

)
𝟑

] (5.2) 

 The simulated OIP3 improvement is calculated from the simulated voltage 

swing on the load and the photodiode using equation (5.2). Figure 5.14 compares 

the measurements and the simulation. The good agreement between the two 

suggests that the tuning circuits can improve the linearity of the photodiode at the 

cost of reducing output power due to the reduced voltage swing at non-resonating 

frequencies. At 12.3 GHz, Structure B exhibits an OIP3 of 42.2 dBm, which is a 3 

dB improvement relative to Structure A. 
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Figure 5.14 Frequency dependence of OIP3 improvement for Structure B compared with Structure A. 

 The power of the fundamental tones Pf and third-order intermodulation 

products PIMD3 of Structure C will have approximately the same gain of 3dB near 

20 GHz compared to Structure B, assuming the same current and bias conditions 

for the photodiodes in both circuits. Hence, the OIP3 of Structure C would be 

projected to be 3 dB higher than that of Structure B. Table 5.1 compares the OIP3 

of structures B and C. The photocurrent in Table 5.1 refers to the photocurrent of 

each photodiode, and thus the condition of “8 V, 10 mA” corresponds to 10 mA 

for Structure B and 10 mA for each photodiode in Structure C. This provides a 

realistic comparison since the OIP3 of the photodiode might be different under 

different photocurrent and bias conditions. As shown in Table 5.1, for the same 
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conditions, the OIP3 of Structure C shows an improvement of approximately 3 dB 

relative to Structure B. 

                    

Conditions 

8V, 10 mA 6 V, 10 mA 6 V, 15 mA 

 Structure B 32.6 dBm 31.3 dBm 31.5 dBm 

Structure C 36.9 dBm 35.0 dBm 34.1 dBm 

Improvement 4.3 dB 3.7 dB 2.6 dB 

Table 5.1 OIP3 comparison between Structure B and C at 20 GHz. 

 

5.3 Second generation circuits 

 The first generation circuits demonstrated the feasibility of using an 

integrated Wilkinson combiner to improve the power and linearity performance of 

photodiodes. I expanded this work in the second generation circuits to include a 

4×1 Wilkinson combiner and photodiodes with higher performance. The circuits 

were also measured at larger photocurrents.    

 

5.3.1 Design and fabrication 

 The photodiodes used in the second-generation circuits were the more 

recently designed MUTC photodiode structure with heavily doped absorber (HD-
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MUTC). Device design and characterization are described in [71]. Similar to the 

HD-PDA structure, the HD-MUTC also utilizes heavy carbon doping in the p-

type absorber to reduce the dependence of the junction capacitance on voltage and 

to increase linearity. The HD-MUTC also has higher power handling capability 

than the HD-PDA photodiode due to the design focus on high-power capability. 

The epitaxial structure of the HD-MUTC photodiode is shown in Figure 5.15. 
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InP, Si, 5x10
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InP, n.i.d, <5x10
15
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19

, 1000nm 

InP, semi-insulating substrate 

Figure 5.15 Epitaxial structure of the HD-MUTC photodiode [71]. 

   For the design of the 4×1 Wilkinson power combiner, a single-stage 

design would have lower insertion loss and smaller footprint compared to a two-

stage design with a tree structure. On the other hand, quarter-wave transmission 

lines with 100 ohm (2 times the system impedance) characteristic impedance are 

required. This is hard to realize using CPW on InP substrate (dielectric constant = 

12.6). For example, the gap between the center conductor and the ground has to 

be ~50 µm wide even assuming a narrow center conductor width of 5 µm. The 
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large gap width would give rise to spurious transmission modes and create 

difficulties in layout design. The narrow center conductor width would also have 

high resistance, which may very well negate the low loss benefit of the single-

stage design. A less severe problem with the single-stage design is the difficulty of 

implementing equal path lengths from each input port to the output port in a 

planar environment. This problem can be partially corrected by using serpentine 

transmission lines or delaying some the inputs in the optical domain.  

 As a consequence, I chose the two-stage 4×1 Wilkinson power combiner 

design shown in Figure 5.16. It consisted of three 2×1 Wilkinson combiners. The 

open-stub tuners were omitted in order to save chip area. The distance between 

adjacent photodiodes was reduced to 0.25 mm for the same purpose. The path 

length from each photodiode to the output was roughly the same as in the first 

generation circuits. 2×1 Wilkinson combiners were also included in the design. 

Test patterns were changed from the first generation circuits. Any ports that were 

not needed during a 2-port S-parameter measurement were terminated with 50 

ohm Ti thin film resistors. For example, three of the input ports in Figure 5.16 (b) 

were terminated, leaving only one input and one output port for transmission 

measurement. Similar test patterns with different combinations of terminated 

ports were designed for measuring transmission between other ports (layout not 

shown in Figure 5.16). The TRL calibration patterns were reused from the first 

generation circuits.  
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(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 5.16 The layouts of (a) 4×1 Wilkinson combiner with 4-elecment photodiode array, (b) 4×1 

Wilkinson combiner transmission test pattern, (c) 2×1 Wilkinson combiner and 2-element photodiode 

array and (d) 2×1 Wilkinson combiner transmission test pattern. Dimensions: (a) and (b) 3.0 mm × 1.0 

mm, (c) and (d) 1.8 mm × 0.5 mm 

  The fabrication process is similar to the one used for the first generation 

circuits. The completed circuits are shown in Figure 5.17. 



108 

 

 

(a) 

 

(b) 

Figure 5.17 Pictures of completed (a) 4×1 Wilkinson power combiner and 4-element photodiode array 

and (b) 2×1 Wilkinson power combiner and 2-element photodiode array. 

  

5.3.2 S-parameter measurements 

 The S-parameters of both 4×1 and 2×1 Wilkinson power combiners were 

measured using the HP8510C VNA and results are shown in Figure 5.18. 

Calibration was carried out using the on-wafer TRL method. We can see that 

matching and isolation bandwidths are much wider than those of the first-

generation circuits. This is expected since no tuning stubs were incorporated for 

the second-generation circuits. The insertion loss can be determined from the S12 

transmission data. Note that there are 6 dB and 3 dB of built-in “splitting loss” for 
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the 4×1 and 2×1 Wilkinson power combiners, due to the way that S-parameters 

are defined. By subtracting those losses from the S12 data, the insertion losses for 

the 4×1 and 2×1 Wilkinson power combiner were found to be 2.0 dB and 1.0 dB, 

respectively. The attenuation determined from straight transmission lines on the 

same wafer is ~ 0.55 dB/mm, which amounts to 1.7 dB and 1.1 dB insertion loss 

for the 4×1 and 2×1 Wilkinson power combiners, respectively. The insertion 

losses estimated from these two methods agree well.   

 

(a) 
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(b) 

Figure 5.18 The measured S-parameters of the (a) 4×1 Wilkinson power combiner and (b) 2×1 

Wilkinson power combiner 

 

5.3.3 Bandwidth and linearity measurements 

 The frequency response of the integrated photodiode array-Wilkinson 

power combiner was measured using the two-laser heterodyne setup shown in 

Figure 5.9. When testing the 4×1 Wilkinson combiner and photodiode array, four 

sets of optical delay lines and attenuators were used, as well as a 4-element lensed 

fiber array.  
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Figure 5.19 The frequency responses of (a) 4×1 Wilkinson power combiner and 4-element photodiode 

array and (b) 2×1 Wilkinson power combiner and 2-element photodiode array. The bias voltage was -5 

V for both measurements. 

 The measured frequency responses are shown in Figure 5.19. The 

insertion loss for the 2x1 combiner circuit is approximately 0.7 dB at 20 GHz and 

1.5 dB for the 4x1 combiner circuit. This is consistent with the measurement 

results presented in the previous section. We can see the “current combining” 

effect (12 dB gain for the 4×1 combiner and 6 dB gain for the 2×1 combiner) at 

very low frequency. The two separate peaks and the larger than 6 dB gain near 25 

GHz in the frequency response of the 4×1 combiner circuit are indications of a 

resonance effect, e.g. the resonance between stages of the Wilkinson combiner.  

The maximum photocurrents were limited by the coupling efficiency of the lensed 

fiber array. 
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Figure 5.20 The OIP3 of (a) 4×1 Wilkinson power combiner and 4-element photodiode array and (b) 

2×1 Wilkinson power combiner and 2-element photodiode array. The photocurrent used in (a) was 20 

mA for discrete photodiode and 80 mA for the combiner. The bias voltage for both measurements was -

9 V.   

 The OIP3 measurement results are shown in Figure 5.20. The OIP3 

increases in both cases as a result of the reduced voltage swing on each 

photodiode in the arrays, compared to that of a discrete photodiode. At low 

frequencies, the Wilkinson power combiners are electrically short and the voltage 

swing across the photodiode, VPD, is the same as that across the load, VLoad. As the 

frequency increases, the ratio of VPD/VLoad decreases due to the isolation effect of 

the Wilkinson power combiner, thus resulting in higher OIP3 values. 

 

5.4 Summary 

 In this chapter, I first demonstrated effective power combining and 

enhanced linearity performance using a monolithically integrated 2×1 Wilkinson 
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power combiner and 2-element HD-PDA photodiode array. The influence of an 

open-stub tuning circuit on photodiode performance was also studied. The OIP3 

improvement of the tuning stub circuit can be well explained by the responsively 

change caused by the voltage swing on the photodiodes. I expanded the study to 

include 4×1 Wilkinson combiners and HD-MUTC photodiode arrays in order to 

achieve higher output power and improved linearity. A 6 dB OIP3 improvement 

has been shown with the 4×1 combiner circuit and the 2×1 combiner circuit 

reaches over 50 dBm OIP3 at 20 GHz. 
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Chapter 6 Characterizing and 

Modeling MUTC Photodiode 

Nonlinearity 

 

6.1 Introduction 

 Various measurement-based models have been developed to explain 

photodiode nonlinearities [71, 102, 103], mostly in terms of voltage-dependent 

responsivity. However, there are few studies on the physical effects that cause 

nonlinear phenomena in the PDs that employ the UTC concept. A. Hastings et al. 

reported that the nonlinear distortion in partially-depleted-absorber (PDA) PDs is 

related to the Franz-Keldysh Effect (FKE) and impact-ionization in the depleted 

InGaAs absorber [104]. The voltage-dependent responsivity has been identified as 

the primary mechanism that determines PD nonlinearities at low frequencies. As 

the frequency increases, the nonlinear capacitance starts to dominate PD 

nonlinearities [71]. The goal of this chapter is to develop a physics-based model 

to explain intermodulation distortions in MUTC photodiodes at low frequencies.  
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Figure 6.1 The epitaxial layer structure of an HD-MUTC photodiode 

 I used the MUTC photodiode with heavily doped absorber (HD-MUTC) 

[71] for this study. It has been previously described in Chapter 5 and its epitaxial 

structure is shown again in Figure 6.1. The device is a mesa structure with back-

illumination. The 3dB bandwidth for devices with 40-µm diameter active area is 

13 GHz at -6 V bias. No active cooling was used during the measurements. 

 

6.2 Responsivity and OIP3 measurements 

 The responsivity of the 40 µm-diameter PD was measured at the 

wavelength of 1543 nm and different bias voltages. The results are shown in 

Figure 6.2. The responsivity increases at larger photocurrent and bias voltage due 

to InGaAs bandgap reduction at higher temperatures and improved carrier 

collection efficiency. The responsivity data were then used to determine fitting 
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parameters in the model. 
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Figure 6.2 Responsivity’s dependence on DC photocurrent and bias voltage of a 40-µm diameter HD-

MUTC photodiode 

 The OIP3 was measured using the 3-tone intermodulation distortion setup 

described in Chapter 2. The wavelengths of the three carrier tones were 1542 nm, 

1543 nm and 1544 nm. The fundamental modulation frequencies were f1 = 300.7 

MHz, f2 = 311.1 MHz and f3 = 320.7 MHz, respectively. It is worth mentioning 

that the third-order intermodulation distortion products (IMD3) are the largest 

among the in-band distortion products (IMD3, IMD5, IMD7…) for all measured 

photocurrent / bias voltage / modulation depth conditions. It follows that it is 

appropriate to use OIP3 as the figure of merit for characterizing nonlinearities. 

 The measurement results are shown in Figure 6.3. The OIP3 curve at a 

given bias voltage exhibits two peaks as the photocurrent increases from 10 mA to 

80 mA. Similar peaking behavior or OIP3 ‘sweet spots’ have been observed in 
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other photodiodes [82] and RF amplifiers [76, 105]. Pan et al. have previously 

reported the presence of the first OIP3 peak [71]. The observation of the second 

peak provides the potential for larger RF power output while maintaining high 

linearity performance. When the reverse bias voltage is increased, the positions of 

the OIP3 peaks shift toward larger photocurrent and the OIP3 values between the 

two peaks, i.e. the ‘valleys’, become higher.  

  

(a)  (b)  

Figure 6.3 Dependence of OIP3 on DC photocurrent and bias voltage. (a) 80% modulation depth and 

(b) 25% modulation depth 

 The OIP3 curves measured at different signal modulation depth are almost 

the same for photocurrents smaller than 50 mA. The difference between OIP3 

measured at large and small signal modulation depth becomes more pronounced 

with larger photocurrent. This suggests the presence of large-signal nonlinear 

effects such as expansion and saturation, which are usually observed in 

microwave devices including photodiodes [35, 40] and power amplifiers [76, 77, 

105]. The combination of high photocurrent level and high modulation depth can 
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drive the photodiode into saturation and thus generate the large-signal 

nonlinearity, which is dependent on both the quiescent point and RF signal 

amplitude, whereas the small-signal nonlinearity is only determined by the 

quiescent point [105].  

 

6.3 Nonlinear mechanisms in the MUTC 

photodiode 

 The refractive indices of the InP and InGaAs layers are affected by electric 

field, carrier density, and temperature changes in the PD. This can influence 

absorption in the InGaAs region and give rise to nonlinearity. However, for the 

photodiodes studied here the changes in the electric field strength and carrier 

density are too small to produce a significant refractive index change [47, 106]. 

Temperature-induced refractive index changes are too slow to produce the 

intermodulation distortions observed for the MUTC photodiodes because the 

fundamental frequencies are too high. Hence the model described in this paper 

does not include nonlinear mechanisms from these effects. 

 The band edges of a semiconductor are tilted when there is a strong 

electric field present. The wavefunctions for electrons and holes penetrate into the 

bandgap, which alters the probabilities for direct transitions involving energies 
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above the bandgap and photon-assisted tunneling below the bandgap. The 

absorption coefficient near the bandgap energy is thus dependent on the applied 

electric field. This is the Franz-Keldysh effect [107, 108]. It has been suggested as 

one of the key nonlinear mechanisms in MUTC and PDA PDs [71, 103, 104] and 

is a primary focus of this study. The impact-ionization effect in the InGaAs 

absorber is also included in the model. Neither the nonlinear stored charge nor the 

carrier transit time are considered in the model since the analysis and 

measurements are confined to the low frequency range near 300 MHz. Large-

signal effects such as expansion and saturation are not included. 
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6.4 The nonlinear model  

6.4.1 Electric field calculation 
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Figure 6.4 The average electric field in the InGaAs absorber at different bias voltages and 

photocurrent levels. 

 The electric field strength in the depleted InGaAs absorber is calculated 

using Crosslight APSYS. Linear fitting of the average electric field is used in the 

model for simplicity and is shown in Figure 6.4. 

 

6.4.2 Franz-Keldysh effect 

 To model the Franz-Keldysh effect I used equations developed by 

Callaway [107]and Lambert [108]. The absorption coefficient is given by 
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 𝛼 = 𝛼 + 𝛼2 

𝛼 ,2 = 𝜋𝜑ħ
 𝜇𝛽

 
3

[( 𝜇 )
3
2 + ( 𝜇2)

3
2]
× [(

𝑑𝐴𝑖(𝑦)

𝑑𝑦
)
𝑦0
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   (6.1) 

Where the parameters are defined as 

𝛽 =
 𝜇𝐹

ħ2
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𝑚𝑒
 
+

 

𝑚ℎℎ
  

 
 

𝜇2
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𝑚𝑒
 
+

 

𝑚𝑙ℎ
     

𝑦0 =
 𝜇

ħ2𝛽
2
3

(𝐸𝑔  ħ ). 

 The total absorption coefficient α is the sum of contributions 𝛼  from 

heavy holes and 𝛼2 from light holes; Ai(y) is the Airy function of the first kind; F 

is the electric force strength; and µ is the reduced mass of electrons and holes. The 

temperature dependence of the bandgap energy is adopted from [109] and 𝜑 is a 

fitting parameter that can be estimated from the responsivity measurement. The 

values of the parameters used in the model are listed in Table 6.1. 

 

 Value Unit Meaning and Reference 

𝑚0 9. ×  0−3  Kg electron mass 

𝑚𝑒
  0.041𝑚0 Kg effective mass of electron [110] 

𝑚ℎℎ
  0.43𝑚0 Kg effective mass of heavy hole [111] 
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𝑚𝑙ℎ
  0.04𝑚0 Kg effective mass of light hole [110] 

𝐸𝑔 0.74 eV 

bandgap of In0.53Ga0.47As at 300K [109, 

110] 

𝜑  .48 ×  04 𝑐𝑚− 𝑒𝑉−
 
2 fitting parameter 

Table 6.1 Values of model parameters 

 

6.4.3 Impact ionization 

 The model adopts the impact-ionization data for In0.53Ga0.47As obtained by 

Ng et al. [112] since it specifically addresses the low field scenario. Only electron 

impact-ionization is considered since α, the electron ionization coefficient, is at 

least an order of magnitude larger than the hole ionization coefficient, β, in 

In0.53Ga0.47As. The electron ionization coefficient is can be expressed as 

 

𝜶(𝑬) = 𝟐. 𝟎𝟑 × 𝟏𝟎𝟑 𝐞𝐱𝐩( (
𝟏. 𝟗𝟖 × 𝟏𝟎𝟓

𝑬
)

𝟏.𝟎𝟓

) , 𝑬 < 𝟏𝟓𝟎
𝒌𝑽

𝒄𝒎
. (6.2) 
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6.4.4 Device temperature 
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Figure 6.5 Estimated device temperature at different bias voltages and photocurrent levels. 

 The device temperature model is adapted from previous thermal analysis 

reported in Refs. [69] and [28]. Relative to these curves slight adjustments to the 

internal temperature are made for both responsivity and OIP3 simulation, i.e., the 

internal temperature of the device is a fitting parameter with initial values selected 

using previously reported measurements for specific values of the DC 

photocurrent. In Figure 6.5 the internal temperature is plotted versus DC 

photocurrent for bias voltage in the range 4 V to 8 V. 
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6.4.5 Coupling of physical effects in the photodiode 

 

Figure 6.6 Block diagram of physical effects that contribute to nonlinearities at low frequencies 

(300MHz). 

 

 The coupled physical effects that contribute to nonlinearities at low 

frequencies (300MHz) are shown in Figure 6.4. The DC photocurrent through the 

space-charge effect and the DC bias both affect the device temperature and the 

electric field in the depleted InGaAs absorber. The AC photocurrent and voltage 

swing across the photodiode alter the electric field profile. The temperature and 

the internal electric field strongly influence impact ionization and the Franz-

Keldysh effect, which, in turn, give rise to the nonlinear responsivity. Changes in 

the responsivity feed back to the DC photocurrent, electric field, and AC voltage 

and photocurrent.  

 Nonlinear responsivity has been previously interpreted in terms of voltage 
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dependence and current dependence [71, 81]. However, the electric field 

dependent responsivity is a better descriptor of the nonlinear mechanisms since 

the changing electric field in the depleted InGaAs absorber is the root cause of 

nonlinearities at low frequencies. 

 

6.4.6 Simulation procedure 

 For each bias voltage and average optical power, the quiescent point is 

first calculated for the PD by solving the responsivity and temperature equations 

simultaneously. The simulation process is frequency-independent since no 

capacitance effect is included in the model. The fundamental frequencies are 

chosen in such a way that the IMD products do not overlap in frequency.  Next 

the response for the 3-tone stimuli is solved for progressive temporal steps with 

the PD biased at the quiescent point. Fast Fourier Transform (FFT) is used to 

obtain the output frequency spectrum from which the OIP3 is calculated. The 

simplified flowchart of the simulation program is shown in Figure 6.7. 
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Figure 6.7 Simplified flowchart of the simulation program 
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6.5 Simulation results and discussion 

 

6.5.1 Responsivity versus wavelength 
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Figure 6.8 Simulated wavelength and electric field dependence of  responsivity at 300K. 

 The wavelength and electric field dependence of the responsivity were 

simulated from 1500 nm to 1600 nm and are shown in Figure 6.8. The effect of 

electric-field-dependent responsivity can be clearly seen at each wavelength. 
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6.5.2 Responsivity versus electric field 
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Figure 6.9 Simulated responsivity versus electric field in the depleted InGaAs absorber. (solid lines: 

with impact-ionization, dashed lines: without impact-ionization) 

 The responsivity as a function of the electric field in the depleted InGaAs 

absorber was simulated at 1543 nm. The results are plotted in Figure 6.9. The 

oscillation in responsivity is caused by the Franz-Keldysh effect. This is the 

primary source of nonlinear distortions in the MUTC PD at low frequencies. A 

few percent of change in the first order transfer function (responsivity) is enough 

to induce significant difference in higher order intermodulation distortion 

products [40, 71, 103, 113]. For small-signal nonlinearities, a more generalized 

argument can be made that the linearity (OIP3) curve is closely related to high 

order derivatives of the transfer function. The intermodulation distortion products 

approach zero (indefinite OIP3 value) where the derivatives of transfer function 

change signs (zero-crossing point). This relationship has been widely observed in 
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the nonlinear analysis of RF amplifiers [76, 77, 105, 114]. 

 The solid lines in Figure 6.9 include impact ionization and the dashed 

lines were calculated without impact ionization. It is clear that the contribution 

from impact-ionization is negligible in the electric field range where the PD 

operates. However, the temperature strongly affects the quiescent point of the PD. 

 

6.5.3 Responsivity versus photocurrent 

 The variation of the responsivity with photocurrent under different bias 

voltages was simulated at 1543 nm (Figure 6.10). The fitting parameter, φ, in the 

model was extracted from these curves. 
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Figure 6.10 Responsivity versus DC photocurrent under different bias voltages. (solid line: simulation, 

scattered: measurement) 
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6.5.4 OIP3 versus photocurrent 
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Figure 6.11 OIP3 versus DC photocurrent at -4V (solid line: simulation, scattered: measurement) 
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Figure 6.12 OIP3 versus photocurrent at -8V (solid line: simulation, scattered: measurement) 
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 Figure 6.11 and Figure 6.12 show the simulated dependence of OIP3 on 

photocurrent for -4V and -8V bias voltages at 1543 nm. Stimuli with both large 

(80%) and small (25%) signal modulation depth were used in the simulations. 

Comparisons of simulated and measured OIP3 at other bias voltages are not 

shown because the graphs become too cluttered.  

 The simulated OIP3 curves show good agreement with measurements. The 

quasiperiodic appearance of OIP3 peaks can be viewed as the result of the 

oscillating nature of the Franz-Keldysh effect. The fact that the OIP3 peak can be 

tuned with bias voltage may be beneficial in optimizing the PD linearity 

performance. 

 

6.6 IMD phase measurement and discussion 

 Only the magnitudes of IMDs can be obtained from conventional two-tone 

and three-tone measurements for nonlinearity characterization. Knowledge of the 

IMD phase information will aid understanding of the nonlinear distortion 

phenomenon, as well as facilitate the development of linearization techniques [6, 

115]. While several techniques exist to measure IMD phase for RF amplifiers 

[116, 117], there are no reports on the phase of IMDs in photodiodes in the 

published literature. 
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Figure 6.13 The IMD phase measurement setup 

 I designed the IMD phase measurement setup, which is shown in Figure 

6.13. It consists of a conventional two-tone setup and an additional “IMD 

cancellation” branch. The light sources are three DFB lasers at the wavelengths of 

1544nm, 1545nm and 1546 nm. The three signal generators and the spectrum 

analyzer share a common 10 MHz reference frequency. The signal generator in 

the IMD cancellation branch is set at the frequency of the IMD tone being 

measured. The phase and magnitude of the signal in this branch are controlled by 

a tunable optical delay line and an attenuator. The RF output from the photodiode 

is directed into the spectrum analyzer through AC coupling. 

 The IMD magnitude is determined the same way as for a two-tone setup 

while the light signal in the third branch is blocked. The phase measurement is 
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accomplished through cancellation of the IMD tone in the output spectrum of the 

photodiode by adjusting the phase and magnitude of the signal in the “IMD 

cancellation” branch. The power level of the signal generators and EDFA are kept 

constant during measurements to avoid introducing extraneous phase shifts. The 

frequencies of the fundamental tones (f1, f2) were 3.3111 GHz and 3.3207 GHz. A 

constant modulation depth of 55% was maintained during the test.  

 

Figure 6.14 The measured OIP3 and relative phase of the upper IMD3 product (IMD3U) for MUTC 

photodiode at different dc photocurrents and bias voltages. 

 Both measurement and simulation for OIP3 and IMD3 phase are shown in 
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Figure 6.14. Only the results for the upper IMD3 product (IMD3U) are included 

for sake of clarity. The nonlinearity model fully explains the variation of OIP3 

with photocurrent and bias voltage. 

 The most striking feature in the IMD3 phase plot is the existence of 180 

degree transitions at the photocurrent levels where OIP3 peaks, although the 

second transition at larger photocurrent is not as well defined as the first one. The 

180 degree phase changes can be attributed to the sign change of the third-order 

nonlinear coefficient. The more gradual phase transition near the second OIP3 

peak may indicate competing nonlinearities with different phase characteristics 

instead of a single dominate mechanism. Photodiode linearity can be improved by 

taking advantage of these phase changes. For example, multiple photodiodes 

could be biased at appropriate photocurrents and voltages and combining their 

outputs so that the IMD3 products cancel each other. 

 

6.7 Summary 

  In this chapter, I have systematically characterized the third-order 

intermodulation distortion phenomenon in the HD-MUTC photodiode and 

developed a physics-based model to explain the IMD3 characteristics at low 

frequencies (<3 GHz). The electric-field-dependent responsivity caused by the 

Franz-Keldysh effect in the depleted InGaAs absorber has been identified as the 
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primary contributor to intermodulation distortions. The simulation results agree 

well with measurement data. I have also built an experimental setup to measure 

the relative phase of IMDs. I discovered a unique 180-degree phase transitions 

near the OIP3 peaks. This provides further confirmation for the model since it 

predicts the IMD phase equally well. The knowledge gained on nonlinear 

distortions in the MUTC-photodiode is very useful in optimizing photodiode 

performance. One such example is presented in Chapter 8. 
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Chapter 7 High-Power Photodiode 

for Ultra-Low Phase Noise 

Microwave Signal Generation 

 

7.1 Introduction 

 As we have discussed in Chapter 1, photonic technology provides unique 

benefits for generating low phase noise microwave signals since optical cavities 

have much higher Q values than their electrical counterparts [21, 37]. High 

fidelity photo-detection is essential to transfer the frequency stability from the 

optical domain into the electrical domain [118-122].  

 Two of the fundamental noise sources are the thermal (Johnson) noise and 

shot noise. The voltage variance caused by thermal noise in 1-Hz bandwidth is 

given by 

 𝑽𝒏𝟐̅̅̅̅ = 𝟒𝒌𝑩𝑻𝑹 [𝑽
𝟐] (7.1) 

where T is the temperature (300K), 𝑘𝐵 is the Boltzmann constant and R is the 

resistance. The single-sideband (SSB) phase noise introduced by thermal noise in 
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the photo-detection process can be expressed as [118] 

 
𝑳(𝒇) = 𝟏𝟎𝒍𝒐𝒈

𝒌𝑩𝑻

𝟐𝑷𝟎
≈  𝟏𝟕𝟕  𝟏𝟎𝒍𝒐𝒈[𝑷𝟎] [𝒅𝑩𝒄/𝑯𝒛]  

(7.2) 

where P0 is the power delivered to the load resistor in units of mW. The current 

variance caused by shot noise in a 1-Hz bandwidth is given by 

 𝐼𝑛2̅ =  𝑒𝐼𝑠 [𝐴
2] (7.3) 

where e is the electron charge and Is is the average photocurrent. The SSB phase 

noise introduced by shot noise can be expressed as [118] 

 
𝑳(𝒇) = 𝟏𝟎𝒍𝒐𝒈

𝒆𝑰𝒔𝑹

𝟒𝑷𝟎

≈  𝟏𝟕𝟕 + 𝟏𝟎𝒍𝒐𝒈
𝑰𝒔
𝑷𝟎

 [𝒅𝑩𝒄/𝑯𝒛] 
.(7.4) 

Combining eqn. (7.2) and eqn. .(7.4) yields the following equation which describes 

the contributions from thermal and shot noise [118]. 

 
𝑳(𝒇) = 𝟏𝟎𝒍𝒐𝒈

𝒆𝑰𝒔𝑹+ 𝟐𝒌𝑩𝑻

𝟒𝑷𝟎
 [𝒅𝑩𝒄/𝑯𝒛] (7.5) 

 Before the photodiode enters the saturation region, the power delivered to 

the load, P0, is proportional to 𝐼𝑠
2. Therefore the thermal-noise-limited phase noise 

floor improves at a rate of 20 dB/decade with increasing photocurrent, while the 

shot noise limited floor improves with 10 dB/decade rate. The shot noise tends to 

dominate the total phase noise when the photocurrent is larger than 1 mA at 300K. 

  Another major phase noise source in the photo-detection process is the 

amplitude-to-phase (AM/PM) conversion or power-to-phase conversion (ppc) 
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[118-122]. The AM noise or relative intensity noise (RIN) in the optical signal can 

be converted into electrical PM noise by the photo-detector. The figure of merit,  

𝛼𝐴𝑀/𝑃𝑀, that is used to characterize this phenomenon and defined as [121] 

 
𝜶𝑨𝑴/𝑷𝑴 =

𝚫𝝋

𝚫𝑷
𝑷⁄

 (7.6) 

where the Δ𝑃/𝑃  is the percentage of amplitude change, and Δ𝜑  is the 

corresponding phase change. The AM/PM conversion is closely related to 

nonlinear distortions in the photodetector [76] and is determined primarily by the 

photo-detector design and operation parameters such as photocurrent and bias 

voltage. Depending on the operating condition, the phase noise contribution from 

AM/PM conversion can be much greater than from thermal and shot noise. 

 

7.2 Initial measurements at NIST 

 Dr. Scott Diddams’ group at NIST has been working on a photonics 

approach to ultra-low phase noise microwave generation. Their recently 

developed 10 GHz oscillator based on an optical frequency division method has 

demonstrated record low phase noise performance [37]. A schematic diagram of 

the optical frequency division method is shown in Figure 7.1. The optical pulse 

train produced by the frequency comb is converted into electrical pulse train by 

the photodiode and the 10 GHz signal is selected using a band-pass filter (BPF), 
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as shown Figure 7.2. Comparisons of phase noise performances for leading 10 

GHz oscillators are shown in Figure 7.3. 

 

Figure 7.1 Optical frequency division for low phase noise microwave generation [37] 

 

Figure 7.2 Time domain waveform and frequency spectrum of the oscillator 
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Figure 7.3 SSB phase noise comparison of leading microwave oscillators in the 10 GHz range [37] 

  Further improvement of the NIST oscillator phase noise performance is 

limited by the power handling capability and linearity of the photodiode used in 

the system. The high-power MUTC photodiode developed by our group holds 

great potential in this application. Dr.  Diddams’ group and our group launched a 

joint research project to investigate the MUTC photodiode performance in the 

pulse mode and its application in the 10 GHz low phase noise oscillator. 

 I measured the impulse response of MUTC-4 photodiodes together with 

Dr. Diddams’ students at NIST. The light source was an Erbium-doped fiber laser 

at 1.55-µm wavelength. The pulse width is less than 100 fs and repetition rate is 

250 MHz. The light was coupled into the back-illuminated photodiode using a 
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lensed fiber. The electrical pulse was recorded using a high-speed sampling 

oscilloscope and RF power was measured with a 50 GHz spectrum analyzer. The 

loss and dispersion of the RF cable/attenuator/bias tee assembly was measured 

using a network analyzer and was taken into account during data analysis. 

 The impulse response measurement results are shown in Figure 7.4. When 

the average optical power is less than 2 mW, the peak voltage of the electrical 

pulse does not change with the bias voltage, which suggests linear operation. The 

photodiode bias voltage can be completely collapsed by large photocurrent, which 

causes saturation and a significant increase in the pulse. The time domain 

waveforms clearly illustrate this phenomenon.  

 

(a) 

 

(b) 

Figure 7.4 (a) Impulse response of a 34 µm MUTC-4 photodiode at 8.9 mW optical power and (b) 

corresponding saturation plot 
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Figure 7.5 RF output power at 10 GHz of a 34-µm MUTC-4 photodiode 

   Figure 7.5 shows the RF output power measured with a spectrum analyzer. 

The maximum RF power is 8~10 dB larger than that from the commercial 

photodiode that NIST previously used in the system. 

 The AM/PM conversion factor was measured using the phase bridge setup 

described in [119, 121]. A 20 kHz amplitude modulation was used as the “AM 

noise” and the resultant “PM noise” was measured at the mixer output. The mixer 

was biased at the point where it was only sensitive to the phase difference 

between the input ports rather than amplitude difference.  
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Figure 7.6 The phase bridge setup used to measure the AM/PM conversion factor [37, 121] 

 

 The AM/PM conversion measurement results are shown in Figure 7.7. The 

MUTC photodiode has smaller conversion factor and larger photocurrent range 

than the commercial photodiodes. Both properties are desirable for low-phase-

noise microwave generation.  

 
 

Figure 7.7 AM/PM conversion factors of (a) a 34-µm MUTC-4 photodiode and (b) commercial 

photodiodes previously used in the system [121] 

 \
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Figure 7.8 The residue phase noise of 34-µm MUTC-4 photodiode at -9 V 

 The residual phase noise measurement result is shown in Figure 7.8. The 

noise floor has been reduced to -170 dBc/Hz, which is 10 dB lower than the 

results achieved by commercial photodiodes. 

 

7.3 Impulse response measurement at UVa 

 In order to better understand the performance of the MUTC photodiodes 

in pulse mode operation, I carried out large-signal impulse response 

measurements at UVa using our fiber pulse laser. The experimental setup was 

similar to that used in Chapter 4 for small-signal impulse response measurements. 

The light source was the fiber pulse laser from Toptica Photonics with 100 

femtosecond pulse width and 100 MHz repetition rate. No CW laser was used 
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since there was no need for a DC light offset in this measurement. The response 

waveform was recorded using a 50 GHz Agilent Infiniium digital sampling 

oscilloscope. A 25 dB RF attenuation was incorporated in the signal path since a 

large dynamic range was required in this measurement and the input of the 

oscilloscope was limited to 0.8 V maximum. The trigger signal was provided by 

the pulse laser module. The average photocurrent was measured by a Keithley 

source meter, which also supplied the bias voltage to the photodiode. 

 Since this was a phase-sensitive measurement, I paid special attention to 

ensure that phase changes from sources other the photodiode were kept at a 

minimum. Digital optical attenuators tend to introduce unwanted phase changes 

while the attenuation is being adjusted. Therefore a simple variable optical 

attenuator based on a precision blocking screw was used. The amount of 

attenuation was determined by the percentage of the beam cross-section that was 

blocked by this attenuator. Various settings on the sampling oscilloscope, such as 

the scale and voltage offset settings, were found to introduce phase change to the 

signal as well. Consequently all these settings were kept constant once the 

measurements started. With the above precautions, signal phase change with 

constant photodiode bias voltage and photocurrent settings was less than 0.05 

degrees at 100 MHz over 4 hours.  

 MUTC-4 photodiodes with different diameters were studied in this 

measurement, including 20-µm, 28-µm, 40-µm and 56-µm. Their performance 
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characteristics under CW and small pulse operation have also been discussed in 

Chapter 4. The voltage bias was changed from -5 V to -21 V for each photodiode 

in 4 V steps. The breakdown voltage for the MUTC-4 photodiodes was in the 

range 26 ~30 V. The device heating was limited due to the low duty cycle of the 

electrical pulse signals (<0.5%). The average photocurrent was swept from 50 µA 

to 1 mA in 50 µA steps. The maximum photocurrent was limited by the dynamic 

range of the sampling oscilloscope and available RF attenuation.     

 

7.3.1 Bandwidth and saturation analysis 
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(b) 

 

(c) 

Figure 7.9 Impulse response waveforms of a 20-µm diameter MUTC-4 photodiode at (a) -5 V, (b) -13 V 

and (c) -21 V bias voltages. The average photocurrent in each plot is changed from 50 µA (light green) 

to 1 mA (black) in 50 µA steps. A more intense the color, the larger the average photocurrent. 
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 Examples of impulse response waveforms of a 20-µm diameter MUTC-4 

photodiode are shown in Figure 7.9. The bias voltages are -5 V, -13 V and -21 V 

in (a), (b) and (c), respectively. The average photocurrent in each plot is changed 

from 50 µA to 1 mA in 50 µA steps. The insertion loss of the RF attenuator and 

cable assembly is not subtracted from Figure 7.9. The actual voltage waveforms 

on the photodiode would be ~18 times larger than the values shown above. 

 We can see that at -5 V, the photodiode saturates early due to the limited 

bias voltage. The height of the waveform stops growing with increasing 

photocurrent after it reaches ~0.24 V, which corresponds to 4.3 V on the 

photodiode. At this point, most of the bias voltage on the photodiode has been 

screened and the electric field inside the device collapses. After this point, the 

waveform can only grow in the lateral direction and the pulse width increases 

almost linearly with average photocurrent. In Figure 7.9 (b) and (c), the 

photodiode saturation is less severe due to the increased bias voltages. The timing 

delay of the voltage peaks with increasing photocurrent is also visible in each 

plot.  
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Figure 7.10 The electrical pulse energy of the impulse response of a 20-µm diameter MUTC-4 

photodiode at different bias voltages and average photocurrent. 

   The electrical pulse energy has been calculated by integrating the area 

underneath the curve using the impulse response waveform approach [122] and 

the results are shown in Figure 7.10. At small photocurrent (<0.2~0.3 mA), the 

electrical pulse energy increases proportional to the square of the photocurrent. 

This is the direct result of the square-law nature of the photo-detection process. At 

larger photocurrent, the electrical pulse energy scales linearly with photocurrent, 

which indicates the presence of saturation. This can also be explained using the 

following equation:  
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𝐸𝑝𝑢𝑙𝑠𝑒 = ∫𝐼(𝑡)2 𝑅𝑙𝑜𝑎𝑑𝑑𝑡 =
𝑄𝑝𝑢𝑙𝑠𝑒
2

∆𝑡2
𝑅𝑙𝑜𝑎𝑑∆𝑡 = 𝑄𝑝𝑢𝑙𝑠𝑒

𝑄𝑝𝑢𝑙𝑠𝑒

∆𝑡
𝑅𝑙𝑜𝑎𝑑 (7.7) 

where 𝐸𝑝𝑢𝑙𝑠𝑒  is the electrical pulse energy, 𝐼(𝑡) is the photocurrent, 𝑅𝑙𝑜𝑎𝑑  is the 

load resistance, 𝑄𝑝𝑢𝑙𝑠𝑒 is the total charge in the pulse, and ∆𝑡 is the pulse width. 

𝑄𝑝𝑢𝑙𝑠𝑒 is proportional to optical pulse energy and average photocurrent. From the 

impulse response waveforms in Figure 7.9, we can see that the pulse width ∆𝑡 is 

constant at low photocurrent, and thus 𝐸𝑝𝑢𝑙𝑠𝑒  is proportional to the square of 

𝑄𝑝𝑢𝑙𝑠𝑒  or average photocurrent. After saturation, the pulse width, ∆𝑡, increases 

linearly with photocurrent as a result of the lateral expansion of the waveform. As 

a result, 𝐸𝑝𝑢𝑙𝑠𝑒 scales linearly with 𝑄𝑝𝑢𝑙𝑠𝑒 and average photocurrent. The authors 

of [122] point out that in their work the electrical pulse energy is linear with 

respect to optical pulse energy or average photocurrent over the full data range. 

This is a clear indication that the commercial photodiode used in their experiment 

saturates at rather low power levels. 

 Figure 7.11 shows the 3-dB bandwidths calculated from the impulse 

response waveforms of the MUTC-4 photodiode using Fast Fourier Transform 

(FFT). Similar to the small-signal impulse response and two-laser heterodyne CW 

measurements we have discussed in Chapter 4, the bandwidths of MUTC-4 

photodiodes under large-signal pulse excitation initially increase with the 

photocurrent. This is more evident for smaller devices (20-µm diameter and 28-

µm diameter) due to their lower RC delays. The bandwidth reaches a maximum 
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value then starts to drop with increasing photocurrent. The photocurrent at which 

the bandwidth maximizes increases with growing bias voltage and scales 

approximately with the active area of the photodiode. The maximum bandwidth 

calculated from large-signal impulse response measurement is less than 

(50%~80%) that from small-signal impulse response and two-laser heterodyne 

CW measurements in Chapter 4. This early saturation of the MUTC-4 photodiode 

under large-signal pulse excitation can be attributed to two factors. First the large-

signal pulse signal has much higher modulation depth (>>100%) than the signals 

used in the other two measurements (<1% for small-signal pulse and ≈ 100% for 

two-laser heterodyne). In other words, a pulse signal has much larger peak-to-

average ratio than the signals in the other two measurements. For signals with the 

amount of RF power, pulse excitations have larger peak values, which cause them 

to saturate early. Secondly, the assumption that the frequency response obtained 

from impulse response equals that from method based on frequency sweep as in 

the two-laser heterodyne measurement relies on the linear properties of the 

system. This assumption usually does not hold when considering large-signal 

saturation, which is nonlinear process in nature. In a CW frequency sweep 

measurement, only one major RF frequency component exists as the input. The 

multiply frequency components present in an impulse response measurement 

interact with each other and it is possible that higher frequency components are 

suppressed by the lower frequency components through nonlinear saturation 
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effects.   

 

(a) 

 

(b) 



153 

 

 

(c) 

 

(d) 

Figure 7.11 The 3-dB bandwidth calculated from the impulse response waveforms of (a) 20-µm, (b) 28-

µm, (c) 40 µm and (d) 56 µm diameter MUTC-4 photodiodes at different bias voltages and average 

photocurrent. 
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7.3.2 The AM-to-PM conversion factor 

 The AM-to-PM conversion factor of the MUTC-4 photodiode is calculated 

using FFT analysis of the impulse response waveforms [121]. The results for a 

20-µm MUTC-4 photodiode at -9 V bias voltage are shown in Figure 7.12. The 

phase of harmonics is directly extracted using FFT analysis. A 7-th order 

polynomial is used to fit each harmonic phase curve in order to reduce the 

discontinuities when calculating the first-order differentials. The polynomial order 

is chosen in such a way that the resulting differential curve can capture the 

primary features of the discrete data without introducing significant artifacts. It is 

worth mentioning that when comparing pulse measurement data, the difference in 

pulse repetition rate should be considered. The data shown in this section are 

measured with 100 MHz repetition rate pulses and the average photocurrent needs 

to be multiplied by 10 in order to compare with data measured at 1 GHz in the 

previous section. 
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(a) 

 

(b) 
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(c) 

Figure 7.12 The (a) phase, (b) AM-to-PM conversion factor, and (c) RF power of different harmonics 

for a 20-µm diameter MUTC-4 photodiode at -9 V bias voltage. The 3dB bandwidth is also shown in 

(c). 

  The phases of harmonics at lower frequencies change slowly with 

photocurrent. At higher frequencies, the phase change is larger and more rapid. 

There are even oscillatory features in the 20 GHz phase curve. As expected, the 

AM-to-PM conversion factor generally increases with both frequency and 

photocurrent. The most distinctive feature in Figure 7.12 is the existence of 

“zeros” in AM-to-PM conversion factors at certain photocurrent levels. More 

zeros appear with smaller spacing as the harmonic frequency increases. This 

phenomenon has been observed in other PIN photodiodes [119-122] and the 

authors in [122] and [123] have provided phenomenological explanations. It is 

obvious that operating the OEOs at these zero points could reduce the phase noise 
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of the system [37, 119, 121].  

 Comparing the AM-to-PM conversion factors of different harmonics in 

Figure 7.12 (b), we can see that they all reach zero near 0.15 mA photocurrent. 

This is slightly before the photocurrent at which the bandwidth of the photodiode 

reaches a maximum in Figure 7.12 (c). This suggests that this particular zero in 

the AM-to-PM conversion factor may have a different origin than those that 

appear at higher photocurrent in a repetitive fashion. If so, the zeros in the AM-to-

PM conversion factor can be divided into two categories: the common zero, i.e. 

the one shared by all harmonics, which occurs right before saturation; and the 

other zeros after saturation whose positions depend on the harmonic frequency. 

The correlation between the common zero in the AM-to-PM conversion factor of 

the MUTC-4 photodiode and its saturation can be seen more clearly in Figure 

7.13. Only the AM-to-PM conversion factors at 10 GHz are shown for clarity.  
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Figure 7.13 The AM-to-PM conversion factor of a 20-µm diameter MUTC-4 photodiode at 10 GHz and 

its bandwidth at different bias voltages. Dashed lines indicate positions of the zeros in the AM-to-PM 

conversion factor. 

 The increase in bandwidth with photocurrent illustrates that as the 

photodiode speeds up signal phase advances. After the saturation point, the 

photodiode slows down and retards the signal phase. It follows that there is a 

photocurrent near the saturation point where the signal phase is relatively 

independent of photocurrent or power. This is the origin of the common zero in 

the MUTC-4 photodiode AM-to-PM conversion factors. 

 Several other observations can be made from Figure 7.13. Before 

saturation or bandwidth reduction, the AM-to-PM conversion factor is small and 

only has weak dependence on either bias voltage or photocurrent. This is 

understandable since before saturation, the carrier transit time in the MUTC-4 
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photodiode is dominated by the electron transport in the p-type InGaAs absorber. 

The primary factor that causes the transit time to change is the self-induced field 

in the p-type absorber, which is determined by photocurrent instead of bias 

voltage. This results in weak dependence of the AM-to-PM factor on bias voltage. 

Moreover, the carrier transit time has a quasi-linear dependence on photocurrent 

(Figure 4.12 in Chapter 4). Therefore, its first-order derivative with respect to 

photocurrent is almost a constant, which means that the device speed does not 

change much with varying photocurrent and explains the weak dependence of the 

AM-to-PM factor on photocurrent. After saturation, the electric field in a 

significant portion of the depletion region collapses to a small value where the 

carrier speed is very sensitive to the field strength (velocity modulation regime). 

Consequently, a small change in either photocurrent or bias voltage can lead to 

large changes in carrier transit time and signal phase. This gives rise to larger 

AM-to-PM conversion factors. 

 The AM-to-PM conversion factors of the MUTC-4 photodiodes with 

different active areas are compared in Figure 7.14 (a). Larger photodiodes have 

smaller AM-to-PM conversion factor due to the fact that their bandwidth changes 

less with photocurrent (RC limited rather than transit time limited) and saturation 

is not as pronounced. At the same time, we need to consider the RF power output 

from the photodiode since it is directly related to the shot-noise-limited noise 

floor. In Figure 7.14 (b), the 56-µm diameter photodiode has low RF power due to 
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its large RC constant, while the RF power of the 20-µm photodiode saturates at 

high photocurrent levels. 

 

(a) 
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(b) 

Figure 7.14 The measurement results for different size MUTC-4 photodiodes at 10 GHz and -21 V bias 

voltage: (a) AM-to-PM conversion factor and (b) RF power. The 3-dB bandwidth for each photodiode 

measured at -21 V is also included in the upper half of (a). Dashed lines in (a) mark the positions of 

zeros in the AM-to-PM conversion factors. 

 

7.4 Summary 

 In this chapter, the importance of high-power photodiodes for ultra-low 

phase noise microwave signal generation is discussed. High output power and low 

phase distortion from the photodiode are both required in order to achieve 

superior phase noise performance. In collaboration with Dr. Scott Diddams’ group 

at NIST, I successfully integrated the high-power MUTC photodiode into the 

photonic OEO. The noise floor has been reduced by 10 ~ 20 dB. I continued this 

work at UVA and systematically characterized the performance of the MUTC-4 

photodiode under large-signal pulse excitation. The large-signal pulse bandwidth 

was found to be quite different from that obtained from small-signal pulse and 

CW frequency sweep measurements. The AM-to-PM conversion factor of the 

MUTC-4 photodiode was studied with respect to bias voltage, photocurrent, and 

device area. A physics explanation was provided for the common “zero” in the 

AM-to-PM conversion factor. This work may prove beneficial for improving the 

phase noise performance of photonic OEOs and developing photodiode structures 

specifically optimized for large-pulse operation.     
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Chapter 8 Summary and Future 

Work 

 

8.1 Summary 

 The primary motivation behind this dissertation has been to study the 

power and linearity performance of advanced PIN photodiode designs with 

respect to both internal physical parameters and external microwave circuits. The 

knowledge gained from this study can then be applied for developing improved 

photodiode structures. 

 The first step has been to analyze the basic operation of advanced PIN 

photodiodes. This not only serves as a solid foundation for future research, but 

can lead to new discoveries. The MUTC-4 photodiode that has achieved record-

high power performance is a good candidate for this purpose. It has proven to be a 

successful design for RF photonics applications, while at the same time it presents 

some important questions that need to be answered. First I carried out systematic 

bandwidth measurements in order to extract the parameters needed to build an 

accurate model for the MUTC-4 photodiode. I compared the bandwidth results 

from two measurement techniques: the small-signal impulse response and the 
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two-laser heterodyne CW measurements. The goal was to distinguish the effects 

from the DC current offset and the RF component on the photodiode bandwidth. 

The similar bandwidth results from these two approaches indicate that the DC 

current offset rather than the RF component is the primary factor that determines 

the 3-dB bandwidth before saturation. A model for the MUTC-4 photodiode has 

been developed using Crosslight Apsys software and the simulation results agree 

well with measurement data. Next by using S-parameter measurements I 

discovered the existence of negative differential resistance (NDR) while the 

photodiode is under optical illumination. Through measurements and software 

modeling, the origin of NDR has been traced back to the p-type InP electron 

blocking layer and the carrier transport in the undepleted InGaAs absorber. The 

discovery of NDR and establishment of the model improves our understanding of 

the fundamental operation of MUTC photodiodes and is useful for future 

photodiode development.     

 Next, in order to circumvent limitations on the output power and linearity 

of a single photodiode, I investigated power combining and resonance techniques.   

I demonstrated effective power combining and enhanced linearity performance 

using a monolithically integrated 2×1 Wilkinson power combiner and 2-element 

HD-PDA photodiode array. The trade-off between output power and linearity was 

studied using an integrated open-stub tuning circuit. The OIP3 improvement of 

the tuning stub circuit can be well explained by the responsively change caused 
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by the voltage swing on the photodiodes. Then I expanded this effort to include 

4×1 Wilkinson combiners and HD-MUTC photodiode arrays in order to achieve 

higher output power and improved linearity. A 6 dB OIP3 improvement has been 

shown with the 4×1 combiner circuit and an improved 2×1 combiner circuit 

achieved over 50 dBm OIP3 at 20 GHz. 

 Studying nonlinear distortions in high-power photodiode has always been 

a difficult yet quite important task. Fortunately previous and current members of 

our group (Haupu Pan and Andreas Beling) have developed a measurement-based 

model that works well to explain intermodulation distortions in high-power 

photodiodes. I extended this work by building a physics-based model for 

intermodulation distortion analysis in high-power photodiodes. To this end, I did 

extensive intermodulation distortion measurements on HD-MUTC photodiodes 

and found out that the electric-field-dependent responsivity caused by the Franz-

Keldysh effect in the depleted InGaAs absorber was the major contributor to 

photodiode nonlinearities at low frequencies. The simulation results agree with 

measurement data very well. After building this model, I found out that the 

simulations of the third-order intermodulation distortions (IMD3s) showed 180 

degree phase transitions near the OIP3 peaks. Then I built a phase-sensitive IMD3 

measurement setup and confirmed the model predictions. This discovery not only 

added support for my model, but can also be used to improve photodiode linearity 

through IMD3 cancellation. 
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 My most recent pursuit involves application of high-power MUTC 

photodiodes in ultra-low phase noise microwave generation systems. Dr. Scott 

Diddams’ group at NIST had demonstrated champion results of low phase noise 

OEO at 10 GHz. However, further noise reduction was limited by the power 

handling capability of the photodiode under large-signal pulse excitation. In 

collaboration with Dr. Scott Diddams’ group members at NIST, I successfully 

integrated the high-power MUTC photodiode into the photonic OEO. The results 

were very promising and the noise floor had been reduced by 10 ~ 20 dB. I 

continued this work at UVA and systematically characterized the performance of 

the MUTC-4 photodiode under large-signal pulse excitation. The large-signal 

pulse bandwidth was found to be quite different from that obtained from small-

signal pulse and CW frequency sweep measurements. The AM-to-PM conversion 

factor of the MUTC-4 photodiode was studied with respect to bias voltage, 

photocurrent and device area. I have provided a physical explanation for the 

common “zero” in the AM-to-PM conversion factor. This work was useful for 

improving the phase noise performance of photonic OEOs and may be a useful 

development tool for photodiode structures specifically optimized for large-pulse 

operation.    
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8.2 Future Work 

 

8.2.1 High-linearity MUTC photodiode with graded-

bandgap InGaAsP absorber 

 Although the HD-MUTC photodiode has achieved very high peak OIP3 

values (55 dBm), it is always desirable to increase the OIP3 values in the 

“valleys” that constitute the largest portion on the photocurrent scale. This would 

also greatly relax the precision needed to control the photocurrent. We have 

previously seen in Chapter 6 that the electric field dependent responsivity caused 

by Franz-Keldysh effect in the depleted InGaAs absorber is the primary source of 

nonlinear distortions at low frequencies. Therefore if the dependence of the 

responsivity on electric field can be reduced then higher OIP3 values can be 

achieved. One way to accomplish this goal is to use graded-bandgap InGaAsP as 

the depleted absorber.  
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Figure 8.1 Calculated responsivity of depleted InGaAsP absorber with different bandgaps. Bias voltage 

= -7 V, modulation depth = 80%, light wavelength = 1543 nm 

 Figure 8.1 shows the calculated responsivity of an HD-MUTC photodiode 

with the depleted InGaAs absorber replaced by InGaAsP layers with different 

bandgaps. It can be seen that the responsivity curves of InGaAsP with different 

bandgaps are “out of phase” with each other with respect to electric field. This is a 

very important observation. If the depleted absorber consists of InGaAsP layers 

with multiple bandgaps, then with proper design, the total responsivity can have 

less dependence on electric field, which will result in higher OIP3. One such 

example is shown in Figure 8.2. The InGaAsP absorber consists of two different 

bandgaps, 0.74 eV and 0.76 eV. Their individual responsivity curves are almost 

“out of phase” with each other and the resultant total responsivity is much 

“flatter”. 
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Figure 8.2 Calculated responsivity of InGaAsP absorber with two different bandgap layers, 0.74 eV 

and 0.76 eV. 

 The calculated OIP3 of three design examples with different InGaAsP 

compositions are shown in Figure 8.3. It can be seen that the OIP3 value increases 

by almost 8 dB in the design with 0.74/0.78 eV InGaAsP absorbers and 4 dB in 

the other two designs. Therefore larger bandgap difference is desirable for 

improving OIP3. Designs with more than two grading steps have also been 

simulated, but do not show much improvement over the basic two-step grading 

design.  

 There are several challenges for the graded-bandgap design. The bandgap 

discontinuities can impede carrier transport. The responsivity of larger bandgap 

InGaAsP layer is lower than InGaAs. Material quality might be an issue for 

multiple InGaAsP layers. The precision needed in InGaAsP bandgap control has 
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approached the capability limit of some commercial epitaxial wafer vendors. 

 

Figure 8.3 The calculated OIP3 value of three graded-bandgap absorber designs. The depleted 

absorber in each design is made up by InGaAsP layers with two different bandgaps. The OIP3 of a 

single bandgap absorber design (HD-MUTC) is included for comparison. 

 The MUTC photodiode with graded-bandgap absorber I have designed is 

shown in Figure 8.4.   
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Figure 8.4 The epitaxial structure design of MUTC photodiode with graded-bandgap InGaAsP 

absorber. 

 

 

8.2.2 Integrated lumped element Wilkinson combiner 

with high-power photodiodes 

 The distributed Wilkinson power combiner has a major disadvantage of 

being physically large at lower frequencies due to the requirement for quarter-

wave transmission lines. This consumes a large amount of valuable chip area. A 

hybrid design based on flip-chip bonding could solve this problem by placing the 
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Wilkinson combiner on inexpensive substrates such as AlN. But the process 

variation of flip-bonding presents a large uncertainty for the electromagnetic 

(EM) design. An alternate approach is to use a lumped element Wilkinson power 

combiner.  

 

(a) 
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(b) 

Figure 8.5 A broadband Wilkinson power combiner design realized in (a) distributed form and (b) 

lumped element form. 

   A broadband Wilkinson power combiner design based on transmission 

lines is shown in Figure 8.5 (a). An extra section of quarter-wave transmission 

line has been added at the system output to increase the bandwidth. To make a 

lumped element design, each transmission line section is replaced with a 𝜋-LC 

circuit. Spiral inductors and Metal-Insulator-Metal (MIM) capacitors are used in a 

planar environment. The lumped element Wilkinson power combiner I have 

designed is shown in Figure 8.6. The center frequency is 20 GHz. The substrate is 

semi-insulating InP (dielectric constant = 12.6). The area of the lumped Wilkinson 

power combiner is 0.3 mm × 0.4 mm, which is much smaller than the original 

distributed design (2.6 mm × 0.8 mm).  
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Figure 8.6 Lumped element Wilkinson power combiner in Ansoft HFSS 

  The S-parameter simulation results for the lumped element Wilkinson 

power combiner are shown in Figure 8.7. The excess insertion loss is 

approximately 1 dB at the center frequency and the bandwidth (-10 dB) is ~ 6 

GHz. Major challenges include fabrication of the tightly wound inductor loops 

and the dielectric material quality used in the MIM capacitors.  
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Figure 8.7 Simulated S-parameters of the lumped element Wilkinson combiner. 
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Appendix I Parameters for 

Crosslight Apsys Simulation 

 

 The GaAs-type field-dependent mobility model with negative differential 

mobility (NDM) was used for electrons in InGaAs and InP. 

 

Where 𝜇𝑛  is the electron mobility, 𝐹  is the electric field strength, 𝑣𝑠𝑛  is the 

electron saturation velocity, and 𝐹0𝑛 is the normalization electric field. 

 The Si-type field-dependent mobility model was used for holes in InGaAs 

and InP. 

 

Where 𝜇𝑝  is the hole mobility, 𝐹  is the electric field strength, 𝑣𝑠𝑝  is the hole 

saturation velocity, and 𝜇0𝑝 is the low-field hole mobility. 

 The low-field mobility’s dependence on doping concentrations is 

described by the following equations: 
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Where 𝜇0𝑛  is the low-field electron mobility, 𝜇 𝑛  is the minimum electron 

mobility, 𝜇2𝑛  is the maximum electron mobility, 𝑁𝐷  and 𝑁𝐴  are doping 

concentrations for donors and acceptors, respectively, 𝑁𝑡𝑗  is the trapping 

concentration, 𝑁𝑟𝑛  is the reference doping/trapping concentration and 𝛼𝑛  is a 

coefficient. 

 The parameter values are listed in the following table. 

Parameter  InGaAs InP 

Energy bandgap (eV) 0.74 1.34 

Dielectric constant 13.9 12.6 

Electron affinity (eV) 4.32 4.07 

Electron mass (m0) 0.041 0.078 

Hole mass (m0) 0.54 0.588 

𝜇 𝑛 (𝑚2𝑉− 𝑆− ) 0.34 0 

𝜇2𝑛(𝑚
2𝑉− 𝑆− ) 1.0 0.45 

𝜇 𝑝 (𝑚2𝑉− 𝑆− ) 0.0075 0.002 
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𝜇2𝑝 (𝑚2𝑉− 𝑆− ) 0.036 0.015 

𝑁𝑟𝑛 (𝑚−3) 9×10
22

 6×10
23

 

𝑁𝑟𝑝 (𝑚−3) 1×10
24

 7×10
23

 

𝛼𝑛 0.76 0.46 

𝛼𝑝 1.37 0.96 

𝑣𝑠𝑛 (𝑚𝑠− ) 0.75×10
5
 0.8×10

5
 

𝑣𝑠𝑝(𝑚𝑠− ) 0.6×10
5
 0.45×10

5
 

𝛽𝑛  2 2 

𝛽𝑝 1 1 

𝐹0𝑛 (𝑉𝑚− ) 4.5×10
5
 15×10

5
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