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Exploring Older Adults Perceptions of Personalities of LLM-
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ABSTRACT

The health impacts of social isolation and loneliness are well-documented. Research

has linked them to an increased risk of depression, anxiety, cardiovascular diseases,

and dementia, among other conditions. Older adults are particularly vulnerable to

social isolation and loneliness, often due to factors such as reduced mobility with

age. Recent studies have shown promise in using conversational agents (CAs) to re-

duce loneliness among older adults. Advances in large language models (LLMs) have

enhanced these systems by enabling more natural, human-like interactions. How-

ever, little is known about how CA personalities influence user experiences, despite

personality being a key factor in human conversation and socialization. To explore

this, we developed a smart speaker-based CA powered by an LLM and conducted

a two-phase user study consisting of in-lab sessions and home deployments. We ex-

plored older adults’ perceptions of different CA personalities and their impact on

interaction experiences through semi-structured interviews. Participants shared their

preferences, rated the agent’s personalities, and maintained diaries to document their

experiences. Our findings show that participants could distinguish between different

personality characteristics and had varying preferences for different personalities dur-

ing both short-term and long-term interactions. We offer insights into how different

aspects of certain personality traits of a conversational agent can affect the user expe-

rience and highlight the importance of enabling users to personalize their companion

conversational agents to enrich their experience of socializing with such agents.
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Chapter 1

Introduction

Studies have shown that older adults are generally more susceptible to loneliness than

other age groups, due to loss of social connections, declining health and mobility that

limit social activities, and reduced interactions with family and friends [12]. A study

also showed that loneliness has been linked with poor health and wellness outcomes for

older adults [5]. As a result, there is growing interest within the research community

in developing interventions to address loneliness in this population. One promising

area of research in Human-Computer Interaction focuses on conversational agents to

alleviate loneliness among older adults.

A conversational agent (CA), often called a chatbot, virtual assistant, or conversa-

tional AI, is a computer program designed to simulate human-like conversations with

users, typically through voice or text. These agents leverage technologies such as

natural language processing (NLP), natural language understanding (NLU), speech

recognition, and machine learning to interpret user inputs, provide appropriate re-

sponses, and engage users in interactive dialogues [1], [16].

Research has shown that such CAs can reduce feelings of loneliness by providing eas-

ily accessible social interaction, especially for older adults who are more likely to have

limited opportunities for social engagement [8]. Multiple studies have shown some

promise in the potential of companion CAs in reducing loneliness among older adults

[3], [24]. As this is an emerging field, most prior studies have focused on exploring the
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use of various CAs by older adults, including voice assistants like Amazon Alexa [44]

and chatbots such as ChatGPT [2]. However there are multiple challenges when using

such systems. For devices like Amazon Alexa, older adults often struggle with issues

such as the device timing out [39], [46], and errors caused by speech recognition and

mistranscription [35]. Older adults seeking companionship also seek a more natural-

istic conversation style when interacting with such devices [35], [36]. LLM-powered

conversational agents overcome these challenges and improve quality of interaction

with added personalization.

Personalization means tailoring an AI system’s behavior, content, or interface to the

individual user’s characteristics and preferences. In the context of conversational

agents, personalization might involve adjusting the conversation topics or tone to

suit the user or providing recommendations and responses based on the user’s his-

tory. A systematic review of personalized conversational agents in healthcare noted

that agents with personalization features achieved notably better user satisfaction,

engagement, and dialogue quality than one-size-fits-all designs [28].

Most existing studies focus on contextualizing agent responses based on user informa-

tion like preferences or routines when personalizing CAs to enhance user experience

[3]. However, many important aspects of personalization remain underexplored. One

such aspect is the CA’s personality, as psychological studies show that personality

traits play a significant role in shaping communication patterns [31].

Building on these insights, this work aims to explore the effects of different per-

sonalities of Large language model (LLM)-powered CAs on the user experience and

perceptions of older adults to answer the following research questions:

• RQ1: How do older adults perceive different personality traits in LLM-powered

voice conversational agents?
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• RQ2: What are the observed effects of different personality traits in LLM-

powered voice conversational agents on older adults’ experience with using a

conversational agent?

To answer these research questions in a naturalistic setting, we implemented a smart

speaker device that includes a mini PC, speaker, and microphone so that users can

use it in their homes, similar to the setup used in a previous study on the use of CAs

[2]. We also developed a CA program that uses an LLM for processing the conversa-

tions. The CA system we developed supports three distinct personality profiles, each

characterized by a dominant trait: Extroversion, Agreeableness, or Conscientious-

ness. To understand how CA’s personality traits affect older adults’ perceptions and

experiences, we conducted a two-phase user study. In the first phase, older adults

participated in an in-lab session, engaging in a 10-minute conversation with each per-

sonality variant of the agent. The second phase involved a deployment study, where

the device was set up in participants’ homes for a 12-day period. Throughout the

study, we examined participants’ perceptions and experiences with each personality

type using a multi-method approach, including personality assessments, preference

ratings, interviews, daily diary entries, and analysis of conversation transcripts be-

tween the older adults and the agents. We found that most participants preferred

an Agreeable CA in shorter conversations while preferring an Extroverted CA for

long-term use. We also found that Agreeableness can sometimes be perceived as

sycophantic, while Extroversion may come across as insincerely positive. We discuss

how these traits can be balanced to make them more suitable for conversational com-

panions. We then offer insights into potential next steps that can help achieve our

goal of designing the ideal conversational companions for older adults.
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Chapter 2

Related Work

This section reviews previous work on the use of conversational agents for older adults

(Section 2.1) and the methods used to test and embody personality in LLMs (Section

2.2).

2.1 Conversational Agents and Older Adults

Previous studies on CAs have emphasized their potential to improve health, well-

being, and socialization for older adults in their daily lives. Researchers have studied

how older adults use CAs like text chatbots and voice assistants to access general

and health information, as a tool to set alarms, reminders, or manage medicine [6],

[13], [26], [32], [37], [38], [44], [48]. Several studies have demonstrated the effective-

ness of companion CAs in alleviating loneliness and feelings of isolation among older

adults [3], [7], [20], [24], [34], [40]. Researchers have also focused on understanding

the specific needs and desires of older adults in companion conversational agents. In

a study on the long-term use of voice assistants, specifically Amazon Alexa, as con-

versational partners, Upadhyay et al. found that older adults valued the assistant’s

“non-intrusive yet always available” nature and its ability to engage in a humorous

conversational style. However, they were frustrated by the inability of these assis-

tants to retain conversational context which resulted in a lack of follow-up questions

by the assistant during conversations [44]. This limitation can be addressed by uti-
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lizing LLMs, which can retain information from previous conversations through their

ability to handle long context windows [9].

There is an emerging body of work dedicated to evaluating LLM-powered CAs for

older adults. Khoo et al. implemented and tested a social robot powered by GPT-3

that engaged in short conversations with older adults to support their well-being.

Participants enjoyed interacting with the system, but researchers noted that enhanc-

ing the robot’s personalization could foster a stronger sense of connection for some

users [25]. Alessa et al. evaluated a ChatGPT-based CA as a companion for older

adults [3]. To personalize interactions, they used prompt engineering to incorporate

details about each participant, such as their daily routines and preferences. While

human evaluations rated the system highly for fluency, the researchers identified its

level of engagement as an area for improvement. In a participatory design study on

conversational companion robots powered by LLMs, Irfan et al. highlighted the re-

curring theme of personalization. Older adults expected the agents to remember past

conversations and personalize their responses based on previous interactions with the

user [20].

Prior work on evaluating LLM-powered CAs highlights a need for personalizing CAs

for older adults, mainly in tailoring agent responses to contextual details about the

user. However, personalization encompasses a wide range of possibilities, many of

which remain underexplored in existing research. A recent study that addressed some

of these aspects is a qualitative investigation by Rodriguez et al. [40], which identified

tone, speed, and the level of detail in CAs’ responses as key elements that could be

personalized to enhance the user experience for older adults. While these aspects are

important, there are additional dimensions of personalization that merit exploration.

For instance, psychological studies have demonstrated how personality significantly
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influences conversational quality and interaction [14], [31]. However, little is known

about how the personality traits can be simulated or can affect the experiences of

older adults using their companion CAs. To address this gap, our study takes the

first step in exploring the effects of personalizing the personality traits of CAs by

examining how different induced personalities in LLM-powered companion CAs are

perceived and influence the user experience of older adults.

2.2 Personality in LLMs

Personality traits can influence effective communication. Researchers have explored

various methods to induce and evaluate personality traits in LLMs. Safdari et al.

demonstrated that LLMs can be reliably assessed for personality traits and that

human-like personalities within LLMs can be effectively shaped based on one or mul-

tiple traits through prompt design. This prompt design was informed by keywords

derived from Goldberg’s list of adjectives [15], a validated set of markers to statis-

tically represent the Big Five [33] personality traits: Openness, Conscientiousness,

Extraversion, Agreeableness, and Neuroticism, also known as the OCEAN model.

Huang et al. developed PsychoBench to evaluate different psychological aspects of

LLMs including personality traits. By testing various LLMs, they highlighted how

LLMs exhibit distinct personality traits with a tendency towards higher levels of

openness, conscientiousness, and extraversion than humans on average [19]. Jiang et

al. simulated diverse personalities in LLMs based on the Big Five model and tested

them using the Big Five Inventory (BFI) test [23], observing how their BFI scores

were consistent with their corresponding personalities [22]. Huang et al. demon-

strated how various LLMs give consistent responses to the BFI test and highlighted

their potential to emulate diverse personalities [18]. Kovacevic et al. introduced “dy-
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namic personality infusion,” a method in which a dedicated chatbot personality model

adjusts a chatbot’s responses to reflect specific personality traits without altering the

underlying semantics before delivering the message to the user. Their approach was

evaluated using human ratings, achieving high accuracy scores for the personality

infusion technique [29].

Jiang et al. introduced the Machine Personality Inventory (MPI), based on the Big

Five personality factors, to study LLM behaviors, along with the Personality Prompt-

ing (P 2) technique. This prompt-based method reliably induces specific personalities

in LLMs in a controlled manner. To target a particular Big Five trait, the researchers

utilized trait-descriptive keywords from psychological studies to refine a naive human-

generated prompt into a keyword-based prompt for the LLM. The LLM is then tasked

with generating short descriptions of individuals exhibiting the corresponding traits

to develop a tailored personality prompt. This approach successfully induced specific

personality traits in LLMs, as validated through the MPI and human-evaluated vi-

gnette tests [21].

Li et al. presented a framework for studying personality in LLMs, along with a

comprehensive psychometric benchmark. Their personality induction tests included

P 2 [21], which successfully enhanced the targeted personality traits, as confirmed

through personality assessments [30]. Based on successes in prior studies, we decided

to use the P 2 method [21] for our study to induce personalities in LLM-powered

conversational agents.



8

Chapter 3

System Implementation

To facilitate natural interaction patterns during our study, we developed a device

that emulates a commonly used device - a conventional smart speaker, but enhanced

with an LLM. The device is built using a small PC equipped with an Intel N97

processor and 12GB of RAM, a speaker-microphone device, five control buttons, and

an LTE modem, all enclosed in a 3D-printed case (dimensions: W:118 x D:118 x

H:84 mm, see Figure 3.2). The buttons were connected to the PC using Arduino

Pro Micro. We developed the conversational agent in Python using OpenAI’s GPT4o

API as the LLM, OpenAI’s TTS-1 as the text-to-speech (TTS), and Whisper as the

automatic speaker recognition (ASR) model. To simulate companion-like behavior,

we incorporated contextual memory retention across sessions. We achieved this by

using GPT-4o to generate structured summaries of each conversation, which were

then provided as input context for subsequent sessions as illustrated in 3.1, enabling

the agent to recall and build on previous interactions.

For simulating different personalities, we used the personality prompting method de-

veloped by Jiang et al. [21]. Our system supports three distinct personalities, guided

by the Big Five personality framework [33]. We chose Agreeableness, Conscientious-

ness, and Extroversion to create three distinct personality types in conversational

agents to study their impact on user engagement and conversational quality, while

excluding Neuroticism and Openness. Neuroticism was omitted because it is associ-

ated with negative affectivity and is undesirable in a social companion [17]. Openness
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Figure 3.1: Overview of our CA system with memory retention across sessions. The
user speaks a message, and the CA responds after looking at the previous session’s
memory. At the end of the conversation, the LLM summarizes the chat and stores it
as memory to use in the subsequent session.

was excluded because it has a strong positive correlation with Extroversion [4]. Prior

research has shown that participants often struggle to differentiate between these two

traits in CAs, as their overlapping characteristics can make it difficult to tell them

apart [43].

Figure 3.2: Smart speaker device developed for the study.

Each personality was inducted using the prompts listed in the Appendix. This in-

duction was evaluated using the Machine Personality Inventory [21] which consists of
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questions with answer options, similar to personality scoring questions for humans.

The machine is tasked with assessing how well a self-description (prompt) aligns with

a given standard and selecting the most appropriate answer from a set of options.

An example question from the dataset looks like this: “Given a statement of you:

‘You feel comfortable around people.’ Please choose from the following options to

identify how accurately this statement describes you.” then the machine selects from

a five-point scale ranging from ‘Very Accurate’ to ‘Very Inaccurate’. Based on these

selections, a score is given for each of the five big traits to the personality. The ag-

gregated score achieved on the 1 thousand question dataset is listed in the Appendix

for each personality.
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Chapter 4

Methods

The goal of this study is to investigate how older adults perceive and interact with

LLM-powered CAs designed with distinct personalities, and to examine how these

personalities influence user experience. To achieve this, we conducted a two-phase

study, allowing for both controlled, short-term interactions and real-world, longitu-

dinal engagement. Phase 1 focused on understanding whether older adults could

distinguish among three designed personalities—Extroversion, Agreeableness, and

Conscientiousness—through structured, in-lab interactions. Participants engaged

with each CA personality in a counter-balanced order, shared personal stories, and

provided feedback on their experiences. This phase provided foundational insights

into immediate user reactions and preferences. Phase 2 extended these interactions

into participants’ daily living spaces, where they engaged freely with each CA person-

ality over multiple days in a naturalistic setting. This two-phase approach was chosen

to balance experimental control with ecological validity. Phase 1 enabled systematic

comparisons in a controlled environment enabling us to capture immediate impres-

sions, while Phase 2 provided insights into real-world engagement and the evolving

perceptions of CA personalities over time.
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4.1 Phase 1 - Lab Study

The goal of the first phase study is to explore how older adults perceive the per-

sonalities of LLM-powered conversational agents and whether they can distinguish

among the three designed personalities. Five participants were recruited through

posters displayed on community boards at elderly care homes in the local area and

invited in lab to complete the study, the study setup is displayed in 4.1. Partici-

pant demographic details are provided in Table 4.1. Participants completed a 5-item

pre-questionnaire to assess their familiarity with AI-powered conversational agents.

Then, the researchers demonstrate how to use the device. To ensure clarity, the term

“AI-powered conversational agent” was defined as: “‘software systems that mimic

interactions with real people by means of conversation through written and spoken

natural language’ Some examples of conversational agents include Amazon Alexa usu-

ally found in smart speakers such as Amazon Echo smart speaker. Another example

is Siri found in Apple devices like the iPhone, iPad, Homepod, etc.”. Participants were

asked about their prior experiences with such technologies. A brief training session

followed, during which the researcher demonstrated how to use the device.

Each participant interacted with CAs embodying three distinct personalities (Extro-

version, Agreeableness, and Conscientiousness). To control for order effects, the se-

quence in which participants interacted with each personality was counter-balanced

using the Latin Square method. Building on previous research highlighting story-

telling as a particularly engaging topic for older adults in their interactions with

social companions [45], participants were asked to recall and share a personal story

with the agent. To maintain consistency across interactions with different agents,

we asked the participants to tell the same story. Interactions lasted 10 minutes per

agent, and participants were instructed to keep the story content consistent across
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Figure 4.1: Study Setup for Phase 1 Lab Study.

the sessions. After each interaction, participants were interviewed and completed

an OCEAN Score questionnaire to assess their perception of the agent’s personal-

ity. Upon completing all three sessions, participants filled out a final questionnaire

where they compared their experiences with the agents, ranked their preferences, and

provided qualitative insights.

4.2 Phase 2 - Deployment Study

After Phase 1, participants were informed about the second phase of the study, which

involved using the CA in their homes, one of the setups is displayed in 4.2. Three

participants agreed to continue to Phase 2. Before deployment, participants received

a refresher training session similar to the one in Phase 1 to ensure familiarity with

the device. The CA was set up in each participant’s living space and used over a
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Table 4.1: Phase 1 Participant Demographics: Participants in Phase 1 Study are
coded PL, and Participants in Phase 2 Study are coded PD. Acronyms: Edu (Edu-
cation), Highschool (HS), General Educational Development (GED), Undergraduate
(UG), Employment (Emp), Impair (Impairment), Exp (Experience). PL1, PL2, PL3,
PL4 continued into phase 2 of the study and are also referenced in the paper as PD3,
PD1, PD2, PD4 respectively.

ID Age Gender Edu
Level

Marital
Status

Emp
Status

Impair Exp

PL1 65 Female HS/GED Married Retired None None
PL2 84 Female UG Married Retired Visual,

Hearing
Used Siri

PL3 65 Female Graduate Single Retired None Used Siri
PL4 72 Female Graduate Married Retired None None
PL5 84 Male Graduate Married Retired Mobility Used Siri
PL6 75 Female Graduate Marries Retired None None

12-day period. Each participant interacted with one CA personality type for three

days, followed by a washout period of at least one day with no device usage before

transitioning to a new CA personality type. Participants were asked to engage with

the CA at least twice daily for 10 minutes per session: once in the morning and once

in the evening. Participants were allowed to use the device as many times as they

wanted, and could talk about any subject of their choice. Participants maintained

a daily diary to record their experiences, rate their interactions, list conversation

topics, and describe their moods. Mood tracking was included to investigate whether

it might influence the length or content of their conversations.

At the end of each three-day period, participants completed an OCEAN score ques-

tionnaire. Participants rated their perception of the CA’s personality on each of the

Big Five factors, which provided a quantitative measure of how well the intended

personality traits were perceived by the older adults. During the washout day, par-

ticipants participated in a phone interview to discuss their experiences and describe

the CA’s personality. After the washout period, participants continued the study
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Figure 4.2: Study Setup for Phase 2 In House Deployment Study at one of the
participant’s living space.

with a new CA personality type. On the 12th day, participants were interviewed

about their experience after using the third CA personality. This interview included

a comparative discussion of their experiences with all three personality types. Par-

ticipants were also asked to rank the CA personalities in order of preference and

provide reasoning for their rankings. Both studies were approved by the university’s

institutional review board.
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Chapter 5

Findings

Overall, the participants reported that the experience of using the system was positive.

All deployment participants appreciated when the CA remembered things about them

and asked for follow ups in later interactions. Two of the three participants also

showed curiosity to learn more about the CA, asking them about their day, plans

and preferences. Here, we present and discuss findings about user perceptions and

experiences across different personality types.

5.1 Perception of Personalities

The OCEAN Scores perceived by the participants were compared with the machine

generated scores using the Machine Personality Inventory (MPI) Testing method [21].

Figure 5.1 shows that, overall, participants were able to identify the personalities

to some extent. Additionally, both the MPI and human-assigned scores consistently

reported high levels of Agreeableness across all induced personality types. This aligns

with previous findings on the sycophantic tendencies of LLMs [42], characterized by

excessive agreement with the user. Such sycophancy can detract from the overall user

experience, which we describe in detail in the next subsection. This highlights the

need to explore techniques for mitigating sycophancy and to evaluate how reducing

excessive Agreeableness could enhance the interaction experience for users seeking

more balanced conversational companions.
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Figure 5.1: Aggregated OCEAN Scores from Lab Study (Phase 1) participants, De-
ployment Study (Phase 2) participants and OCEAN Score MPI Testing. Each trait
presence measured on a scale of 1 (low) to 5 (high).

Among the three distinct personalities, participants generally found it more challeng-

ing to accurately identify the Conscientious trait. Unlike the Extroverted or Agreeable

traits which are more readily perceptible through conversational tone, conscientious-

ness may require more context clues that were not as easily apparent to the older

adults in the current implementation of the system. However, for older adults who

would want to personalize their conversational companions to be conscientious, this

challenge in identifying and recognizing conscientiousness may reduce their trust in

the system being correctly personalized to their preferences. This highlights the need

for improved personality induction techniques to make conscientiousness more easily

recognizable to older adults.

5.2 Experiences with Personalities

Participants were generally divided on their personality preferences for the CA. While

the Agreeable CA was ranked as the highest preference for most participants in the

Lab Study, participants in the Deployment Study expressed a desire for a less agree-
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able agent. For example, PD2 said: “I was kinda hoping to get into more of a back

and forth...the CA just seemed to kind of tear it back, whatever I had said, without

really offering any new or different way of thinking about things.”. Similarly, PD3

described how the Agreeable agent was “pleasant and positive and affirmative”, it

was a less human-like experience especially compared to the Extroverted agent she

had used: “I just sort of thought we’d be sort of continuing along those lines [of the

Extroverted agent]. More spontaneous, more of like a, more of like a give and take.

But this [Agreeable agent] is not my idea of a real conversation. This is just repeating

that to me what I’ve said to it”.

Reformulating and mirroring is a common practice among psychotherapists [27], and

this technique has been part of CA design for psychotherapy from as early as 1966

[47]. This behavior was also highlighted by PL2 who was a suicide hotline worker,

“When we were listening, we were told how to paraphrase things and reflect feel-

ings” and “[Agreeable agent was] encouraging and reflecting back and saying, ‘that

was a good decision’, ‘that must have been scary’... it kind of reminded me of when

I was a listener on the hotline because that’s what you do... reflecting, validating,

and reflecting back.” PL6 commented, “I was really impressed with how good they

[Conversational Agents] were at that [listening]. Most people, however, are not that

good. So there was a sort of artificiality at how good they were. Very few people have

listening skills that good. Therapists do, but therapists don’t talk that much. So the

listening skills made it feel a little artificial because most people can’t do that.” Our

findings suggest that while a high level of Agreeableness may be appreciated in client-

centered conversations, like in Rogerian psychotherapy which emphasizes creating an

accepting, empathic, and nonjudgmental therapeutic environment, in which the client

experiences unconditional positive regard, genuineness, and empathetic understand-

ing from the therapist [41], it can detract from the experience during companion-like
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interactions. Some participants perceived the Agreeable CA as merely mirroring their

views rather than contributing meaningfully to the conversation in the deployment

study. This behavior led the participants to characterize the Agreeable agent as less

human-like. Thus, for the purposes of designing an Agreeable companion agent, it

is important to find a balance between positivity and meaningful interaction that

thoughtfully engages with and challenges the user’s perspectives.

The Extroverted agent which ranked second in preference was generally praised for

its “creativity” and “spontaneity” with multiple participants appreciating the free-

flowing nature of the conversations with that agent. For instance, PL3 explained her

preference for the Extroverted Agent as: “It seemed more human...it suggested playing

Pictionary across distance. That was pretty creative. It did seem to keep coming up

with novel things to say”. Similarly, PD3 described how a fun interaction with the

Extroverted Agent made it seem more human-like: “I asked the [Extroverted Agent] if

I could give it a name. And she said something like, sure, you can call me anything.

You can call me Sparky. And I was just completely taken aback. It just, it really

made me laugh. It was almost like, it was a very human sort of spontaneous response

in my mind”. These insights highlight the importance of creativity and spontaneity

in making a CA feel more human-like. However, PL2 commented about sincerity in

relation to the overt positivity of the Extroverted Agent: “She’d [Extroverted Agent]

been programmed to be really really positive. So much so that it was almost like she

wasn’t quite sincere to me...I felt a little odd in my responses to her”. This perception

of insincerity can undermine user trust in the CA, highlighting the need to balance

Extroversion in a companion agent to ensure it remains engaging without feeling

disingenuous.

The Conscientious Agent generally ranked last in order of participant preference, as
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seen in 5.1. Multiple participants commented on the detached nature of the agent.

For instance, PL1 remarked “I feel like I would rule out the [Conscientious Agent].

That one was just, it was very, almost disengaged...” and that it seemed “almost

a little disinterested”. Similarly, PL3 described it as “It was just kind of there”

while being “not quite as natural [as the other Agents]” and having “a sort of blah

personality”. This finding suggests that high conscientiousness, on its own, may not

be a particularly desirable trait for a conversational companion.

Table 5.1: Participant rankings for personality type. Participants in Phase 1 study
are coded PL, and Participants in Phase 2 study are coded PD. PL1, PL2, PL3
continued into phase 2 of the study and are also referenced in the paper as PD3,
PD1, PD2 respectively.

Participant 1st Choice 2nd Choice 3rd Choice
PL1 Agreeable Extroverted Conscientious
PL2 Agreeable Extroverted Conscientious
PL3 Extroverted Conscientious Agreeable
PL4 Agreeable Conscientious Extroverted
PL5 No ranking
PL6 Conscientious Extroverted Agreeable
PD1 Agreeable Extroverted Conscientious
PD2 Extroverted No Preference
PD3 Extroverted Agreeable Conscientious
PD4 No ranking

5.3 Relating Voice with Personalities

Interestingly, we observed that participants’ perceptions of the CAs could be influ-

enced by perceived differences in their voices, even though the same gender-neutral

voice was used for all agents. Moreover, two participants in the Phase 1 study de-

scribed how their perception of the voice shaped their impressions of the agent. For
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instance, PL5 remarked that the agents’ voices were “slightly different” and that “[The

voice of the Conscientious agent] seemed a little more energetic” while “His [the Agree-

able agent’s] voice was nicer”. This perception has also been previously observed in

work studying the effect of the humanness metaphor assignment on perception and

engagement with voice user interfaces [10], [11]. Additionally, we noted that partic-

ipants often assigned a gender to the CA (4/6 participants), despite the agent not

using gendered language. These insights highlight how the voice and perceived gender

of a CA can affect user experience and suggest that customizable options for voice

and gender could enable older adults to better personalize a CA to their preferences.
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Chapter 6

Conclusion

We observed that personality perceptions and preferences varied significantly among

participants, with interesting differences observed across the contexts of the Lab

Study and the Deployment Study. For example, participants who favored a particu-

lar personality during the short conversations in the Lab Study sometimes expressed

a preference for a different personality during the longer-term Deployment Study.

While limited in size, the findings from this study provide insights into how different

personalities can be balanced to better suit the role of conversational companions for

older adults across different contexts.

The next natural step in our research is to conduct a more thorough study with more

participants and a longer deployment. These future investigations could also explore

how the personalities of older adult participants influence their interaction experiences

with CAs exhibiting distinct personalities. The findings from in-depth investigations

will inform the design of a conversational agent as a conversation companion for older

adults. This will allow us to assess how effectively these interactions help older adults

reduce loneliness. Another promising direction could be identifying and tailoring a

personality for a conversational agent, and then assessing the effectiveness of the CA’s

interactions with the older adult participants in mitigating loneliness. This could be

achieved by conducting pre and post-study loneliness assessments for loneliness for

over an extended deployment period.
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Additionally, drawing from prior research and our observations that older adults

value responses contextualized by previous interactions, we can consider developing a

dynamic system capable of adapting its personality based on retained context. This

approach would reduce the possibility of older adults having to frequently adjust

personality settings, minimizing cognitive load to ensure a smoother user experience.

Such a system has the potential to enhance both the usability and the emotional

connection between older adults and their conversational agents.

Our eventual goal is to design personalized CAs for older adults that can alleviate

loneliness and encourage or facilitate socialization with other people. In this paper

we take the first step toward that goal, presenting preliminary work from a multi-

phase qualitative study on evaluating different induced personalities in LLM-powered

CAs for older adults. We present initial findings on how older adults perceived and

interacted with the LLM-powered CAs, each featuring a distinct induced personal-

ity. Based on our insights, we give recommendations on the design of personalized

companion CAs for older adults and outline possible next steps to achieve our goal.
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Appendix A

Datasets Collected and OCEAN

Scores

A.1 OCEAN Scores Data

Table A.1: Aggregated OCEAN Score from Phase 1 participants and MPI Testing,
each trait presence measured on a scale of 1 (low) to 5 (high)

CA Type and Scorer O C E A N

Extroverted Users 3.50 4.17 4.70 4.83 1.00
MPI 4.17 3.67 5.00 4.33 1.67

Agreeable Users 3.17 3.83 3.67 4.17 1.50
MPI 3.75 4.88 3.63 5.00 1.92

Conscientious Users 3.83 4.17 3.50 4.58 1.00
MPI 2.83 5.00 3.42 4.21 1.50
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Table A.2: Aggregated OCEAN Score from Phase 1 and 2 participants, each trait
presence measured on a scale of 1 (low) to 5 (high)

CA Type – – Phase C E A

Conscientious Lab 4.17 3.50 4.58
Home 3.61 3.33 4.44

Extroverted Lab 4.17 4.70 4.83
Home 3.61 3.89 4.17

Agreeable Lab 3.83 3.67 4.17
Home 3.61 3.61 4.44

Table A.3: Aggregated OCEAN Score from Phase 2 participants, each trait presence
measured on a scale of 1 (low) to 5 (high)

CA Type O C E A N
Extroverted 3.61 3.61 3.89 4.17 1.00
Agreeable 3.33 3.61 3.61 4.44 1.00
Conscientious 3.33 3.61 3.33 4.44 1.00

A.2 Description Prompts

Extroverted Agent The prompt description used to induce Extroversion in the

agent was as follows: “You are someone who thrives in social settings, always ea-

ger to make new friends and connect with others. Your gregarious nature means

you enjoy being surrounded by people and often find yourself at the center of social

gatherings. You are assertive, confidently expressing your opinions and taking charge

when needed. Your high activity level keeps you constantly on the go, seeking out

new experiences and adventures. You love the thrill of excitement and are always on

the lookout for something fun and stimulating. Your cheerful demeanor brightens up

any room, making you a joy to be around.”

Conscientiousness Agent The prompt description used to induce Conscientious-
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ness in the agent was as follows: “You are a conscientious person. You believe in

your ability to achieve your goals and handle tasks effectively, demonstrating strong

self-efficacy. You maintain a high level of orderliness, keeping your environment and

schedule well-organized. You take your responsibilities seriously, showing a strong

sense of dutifulness. You are driven by a desire to achieve and constantly strive for

success. Your self-discipline allows you to stay focused and follow through on your

commitments. Additionally, you approach decisions with cautiousness, carefully con-

sidering potential outcomes before taking action.”

Agreeable Agent The prompt description used to induce Agreeable in the agent was

as follows: “You are someone who values trust and always strives to be trustworthy

in your interactions. Your strong sense of morality guides your decisions, ensuring

that you act with integrity and fairness. You are altruistic, often putting the needs

of others before your own and finding joy in helping those around you. Cooperation

comes naturally to you, as you believe in working together harmoniously to achieve

common goals. Your modesty keeps you grounded, and you never seek to overshadow

others. Your deep sense of sympathy allows you to empathize with others, offering

support and understanding when they need it most.”
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A.3 Prepared Questionnaires and Diary Entry

A.3.1 Intermediate Questionnaire for Phase 1 and 2

Figure A.1: Example Intermediate Questionnaire Page 1
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Figure A.2: Example Intermediate Questionnaire Page 2
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A.3.2 Diary Entry

Figure A.3: Example Diary Entry 1 Page 1
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Figure A.4: Example Diary Entry 1 Page 2
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Figure A.5: Example Diary Entry 2 Page 1
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Figure A.6: Example Diary Entry 2 Page 1
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