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Abstract

Numerous studies have reported the adverse health, environmental, and climatic effects of

aerosol or soot particulate emissions from the combustion of hydrocarbon fuels in boilers,

furnaces, gas turbines and other internal combustion engines. Considering the significant

dependence that our modern society places on hydrocarbon fuels, it is of ethical interest

to reduce or mitigate the resulting pollutants. With advanced laser based diagnostic tech-

niques under development, the potential for future regulation on particulate emissions pro-

vides further motivation. While production of some pollutant species is well understood,

knowledge of soot particulate nucleation and growth remains in its infancy. Precise syn-

thesis of flame generated carbon nanoparticles may also prove useful as an industrial and

technical commodity to increase efficiency and reduce cost for a variety of applications.

One of the most elementary and important effects on soot formation and growth relevant

to modern combustion engines is that of pressure. Utilizing the simple laminar, steady

counterflow burner configuration, the goal of this work is to investigate the effect of ele-

vated pressure on the soot nucleation, growth, and oxidation mechanisms of hydrocarbon

combustion over a wide range of flow residence times.

An absolute irradiance calibrated two-color time resolved Laser Induced Incandescence

(LII) technique was developed and utilized to collect quantitative soot incandescence data

for determination of soot particle temperature, primary particle size, soot volume fraction,

and number density. The approach requires a comprehensive LII nano-scale heat transfer

model with coupled extinction and elastic light scattering submodels. Thermophoretic soot



sampling and Transmission Electron Microscopy (TEM) analysis were conducted to pro-

vide further insight into soot structure and morphology. Particle Image Velocimetry (PIV)

was also employed to quantify flow residence time. All sources of uncertainty from both

measured experimental variables and assumed heat transfer model variables were consid-

ered and included in a detailed uncertainty analysis to determine total uncertainties on all

LII extracted soot quantities. The uncertainty analysis of PIV measurements was also pre-

sented. The resulting total standard uncertainties of soot volume fraction, primary particle

size, and soot number density are reported. Several improvements to the LII procedure

are presented. The results indicate that uncertainty associated with the local gas temper-

ature, soot absorption function, and thermal accommodation are the dominant variables

dictating uncertainty on all LII extracted quantities. Experimental repeatability uncertainty

was found significantly lower than the combined total standard measurement uncertainty

for soot volume fraction and primary particle diameter indicating additional research into

key heat transfer model parameters is still needed to reduce the overall uncertainty of LII

measurements.

The results of TEM analysis on thermophoretically sampled soot are presented. An

extensive analysis of number density, soot volume fraction, and primary particle size is

conducted. Particle nucleation is identified as the driver of total soot loading in the coun-

terflow configuration and exhibits a clear pressure and temperature dependency. The results

indicate that increased combustion pressure should be targeted to reduce total soot loading

while allowing for increased combustion temperatures before soot particle nucleation is

initiated. From thermodynamic first principles, increased pressure and temperature are di-

rectly related to improved engine efficiency and energy density. The finding is encouraging

for practical application in industry.
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Chapter 1

Introduction

1.1 Motivation

The majority of domestic and international energy consumption results from the combus-

tion of hydrocarbon fuels. Internationally, in 2010 total final energy consumption com-

posed of 84% hydrocarbon fuels. Regardless of future climate and emission policy, in-

ternational energy consumption is expected to continue to grow at an annual rate of 1.6%

with hydrocarbon based energy continuing to satisfy a large portion of future demand [1].

It is well known that hydrocarbon combustion produces various pollutants [2]. Numerous

studies have reported the adverse health, environmental, and climatic effects of pollutants

including CO, ozone, NOx and aerosol or soot particulate emissions from the combus-
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tion of hydrocarbons in boilers, furnaces, gas turbines and other internal combustion en-

gines [3–5]. The free radical nature of soot is theorized to be a cause of cloud nucleation.

Inhalation of free radicals into the human respiratory system is considered damaging and

significantly increases the risk of lung cancer [6]. Studies also suggest a complex inter-

play between soot and other pollutants in some cases where soot is thought to play a role

in reduction of the pollutant nitric oxide [7]. The US Clean Air Act of 1970 and later

amendments and regulations by the EPA have published emission limits in the transporta-

tion and energy sectors on various pollutants including CO, ozone, NOx, and particulate

matter as low as 2.5 microns in diameter. Similar standards have been established through

legislation by the European Commission and are implemented by many countries outside

of the United States. The European standards include additional air quality objectives for

2.5 micron fine particle emissions [8]. From an ethical standpoint, effort dedicated to con-

tinuing research, technology advancements, and careful combustion optimization, should

be conducted to further reduce or mitigate many known pollutants including fine partic-

ulate emissions. Additional advancements in technology for measuring and controlling

fine particulate emissions and knowledge into the adverse health effects intensifies the po-

tential for future pollutant regulations especially on soot particulate emissions below 2.5

microns. Concerted efforts are underway to better characterize fine soot particle emissions

and understand the soot particle formation and oxidation mechanisms in combustion de-

vices. Extensive experimental and modeling efforts have been undertaken by the scientific

community and the transportation and energy sectors including the commercial aerospace

industry over the last several decades [6, 9–17]. A conceptual representation of the steps

involved in soot formation are shown in Fig. 1.2 and described as follows [6, 17, 18]. Gas

phase chemistry initiates polycyclic aromatic hydrocarbon (PAH) formation. Higher order

planar PAH structures are formed by PAH chemistry and physical bonding mechanisms.

The planar PAH structures combine to form three-dimensional stacked clusters which coa-

lesce into nascent soot particles on the order of 3-5 nm with additional reaction time. Con-
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Figure 1.2: A conceptual representation of soot formation.

tinued particle surface growth leads to larger mature primary soot particles approximately

10-30 nm in size. With sufficient residence time, primary particles collide due to Brownian

motion and coagulate to form aggregates.

Aside from the negative externalities associated with soot production and pollution

from the burning of hydrocarbon fuels, there are numerous positive aspects to the syn-

thesis of nanoscale carbon particles for several industrial applications. Recently, strategies

were developed for using carbon nanoparticles in dye sensitized solar cells in an attempt to

reduce cost and improve light absorption efficiencies [19]. The field of nanofluid research

have proposed utilizing carbon nanoparticles for improved efficiency in heat exchange style

solar collectors [20]. The increased efficiency is realized by introducing highly broadband

light absorbing nanoparticles into the working fluid to increase solar light absorption. Other

research has explored the application of carbon nanoparticles as electrodes for supercapac-

itors due to their large surface area to volume ratios for storing charge from a surrounding
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electrolyte [21]. Carbon nanoparticle research possibilities are exciting yet many chal-

lenges remain associated with measurement and production of nanoparticle products. New

breakthroughs may one day make it possible to fine tune properties like flame generated

particle size, structure, and optical properties to satisfy a range of industrial and technical

applications.

1.2 Selection of Equipment

1.2.1 Selection of Burner Configuration

The chemical and physical processes of soot nucleation, growth, and oxidation are highly

complex functions of macroscopic combustion properties like gas and particle flow res-

idence time, temperature, fuel-oxidizer mixing, and pressure. While progress has been

made towards understanding these processes, many of the details remain speculative or

unknown [6, 7, 22]. Any design modifications to gas turbines or any other internal com-

bustion engines to meet potential new regulations are expected to be led by computational

fluid dynamics (CFD) modeling efforts. This will require soot kinetic models well vali-

dated by experimental data targeted at fundamental soot characteristics with well-defined

uncertainties. While real world combustion flow fields are generally complex, and exhibit

complicated turbulence and fuel-air mixing, laboratory burner configurations can employ

much simpler laminar flow field geometries. Canonical burner configurations significantly

simplify the flow field characteristics by which flow field and chemical effects on soot nu-

cleation, growth, and oxidation can be separately identified and accurately analyzed. Com-

mon laminar laboratory burner configurations include premixed burner stabilized flames,

non-premixed co-flow diffusion flames, and counterflow flames [23–26].

All these burner configurations suffer from some degree of instability issues at in-

creasing pressure due to turbulent transition. These instabilities are generally remedied

by introducing a helium dilution to reduce gas density and delay transition according to
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Fig. 4, and showed no sensitivity towards ambient aerodynamic
forces. At 35 atm, only a small portion of the flame very close to
the fuel nozzle rim remained blue, Fig. 4. The visible flame heights
in this work remained constant at about 5.5 mm for pressures be-
tween 10 and 35 atm. The physical appearance of the flame pre-
sented in this work is consistent with the theory [14,15] and the
work presented in [6,8,11].

As the pressure increased, axial flame diameter decreased to
give an overall stretched appearance to the flame as noted by pre-
vious investigators [6–8,11]. For pressures between 10 and 35 atm,
the cross-sectional area of the flame decreased as Ac / P!1 to give a
pinched appearance to the flame, Fig. 4. This observation is in
agreement with the previous experimental studies [6,8,10,11] as
well as to the recent numerical effort in [16] that showed that
the axial velocity profiles are independent of pressure along the
flame centerline in methane diffusion flames between 0.5 and
4 MPa. The inverse dependence of the flame cross-sectional area
to pressure implies that the residence times are independent of
pressure and thus the measurements can be compared at the same
height above the burner exit [6,8,11].

The constancy of the residence time can be illustrated by using
the flame height expression developed in [14]. To a first approxi-
mation, the height of the buoyancy-dominated laminar co-flow
diffusion flame established on a circular-port burner under fixed
fuel flow rate, scales with the volumetric fuel flow rate Q, and
molecular diffusivity, D as,

H / Q
D

/ vA
D

ð1Þ

where v is the fuel exit velocity and A is the nozzle exit area [6]. For
a fixed mass flow rate, density scales with pressure and thus the
velocity varies inversely with pressure. However, since the molecu-

lar diffusivity, D, is inversely proportional to pressure, the height of
the diffusion flame is independent of pressure. Hence, the average
velocity within the flame envelope will not change with pressure
if the flame cross-sectional area varies inversely with pressure. That
is, as the pressure increases, the material flow within the flame
envelope will be through a narrower cross-section but at a higher
density, thus keeping the average velocity constant at a given
height.

3.2. Soot concentration measurements

A three-dimensional representation of radial soot volume frac-
tion profiles for the ethylene–air laminar diffusion flames diluted
with nitrogen as a function of pressure from 10 to 35 atm is pre-
sented in Fig. 5. Detailed measurements of soot concentration pro-
files are provided in Fig. 6. Overall, the pressure has a significant
effect on sooting ethylene–air diffusion flames. The measured
maximum soot concentration increased from less than 8 ppm at
10 atm to over 62 ppm at 35 atm. Soot forms first in an annular
band near the burner rim. With increasing pressure, the annular
band becomes less pronounced at higher axial flame locations,
and the maximum soot concentration is observed near the flame
centerline, Fig. 6. The contraction of the flame diameter with pres-
sure is reflected by the decreasing radial distances of the peaks in
the radial soot volume fraction profiles for pressures between 10
and 35 atm, Fig. 6. The axial location of the maximum soot concen-
tration decreased from 4.5 mm at 10 atm to 3.5 mm at 35 atm. The
decrease in the axial location is reflective of the fact that the soot-
ing region expands towards the burner rim with increasing
pressure.

As expected, soot concentrations are relatively low because
nitrogen was added to the ethylene fuel stream. Using an additive
has three general effects as described extensively by Du et al. [17]
and Liu et al. [18]: (1) thermal effect due to the change in the flame
temperature; (2) direct chemical effect due to the active participa-
tion of the diluent in the chemical reaction concerning soot forma-
tion and oxidation and (3) dilution effect since the concentrations
of the reactive species responsible for soot formation is reduced.
However, it is difficult to isolate properly the individual effects be-
cause these effects are intimately coupled. For example, it is argued

Fig. 3. Images of nitrogen-diluted laminar ethylene–air diffusion flames at atmo-
spheric conditions. Ethylene flow rate is 0.27 mg/s and nitrogen flow rate is
1.35 mg/s. (a) Air co-flow rate 0.2 g/s, (b) air co-flow rate 0.28 g/s.

Fig. 4. Images of nitrogen-diluted laminar ethylene–air diffusion flames at pres-
sures 10–35 atm. The visible flame height remained constant at about 5.5 mm.
Ethylene flow rate is 0.27 mg/s and nitrogen flow rate is 1.35 mg/s. Co-flow air is
fixed at 0.4 g/s.

Fig. 5. A three-dimensional representation of soot concentration profiles. The
‘‘Heights” on the figure axis represents successive axial flame locations along the
flame used in the measurements for each flame at various pressures indicated.

418 H.I. Joo, Ö.L. Gülder / Combustion and Flame 158 (2011) 416–422

Figure 1.3: Left: Premixed burner stabilized flame originating from the burner surface
near the bottom of the image [27]. Center: Non-premixed co-flow diffusion flame with
the fuel nozzle shown in the middle of a surrounding air flow. [26]. Right: counterflow
non-premixed flame with air flowing down from the top nozzle and fuel flowing up from
the bottom nozzle.

Reynolds number. Both premixed burner stabilized flames and non-premixed co-flow dif-

fusion flames are driven by buoyancy and suffer from buoyancy induced shear vortex insta-

bilities especially at high pressure [28]. CFD models required to represent non-premixed

co-flow diffusion flames are two-dimensional and require significant computational re-

sources to accurately represent the flow field, leaving less resources available to include

detailed chemical models. Models required to represent premixed burner stabilized flames

are inherently one-dimensional and require modest computational resources to accurately

resolve the reacting flow field. However, both configurations suffer from a lack of ability to

control soot propensity. This stems from an inability to control the flow field residence time

due to the buoyancy driven nature of the burners. Some measure of control usually resorts

to the approach of perturbing the fuel-oxidizer ratio or fuel and oxidizer dilutions to change

soot conditions. A lack of flexibility on flow residence time also results in a reduction in

control of soot nucleation, growth, and oxidation. These flames generally exhibit the full

range of soot particulates from early inception to agglomeration of particulates into very

large aggregates. While a full range of soot formation steps is intuitive in its own right, a

single step in the soot formation process cannot be individually targeted due to a lack of

control of flow residence time. Additionally, the issue of agglomerated particles can add

significant complexity to experimental measurement techniques.
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In contrast, counterflow flames are largely unaffected by buoyancy instabilities and the

flow field can be accurately characterized through a one-dimensional similarity solution,

leaving ample computational resources for analyzing detailed chemical models [28]. Flow

instabilities from the counterflow fluid streams are generally found negligible in the prac-

tical sense. The configuration does suffer from a lack of spatial resolution in that the flame

and soot layer formed is thin due to the chemical mixing layer and becomes thinner with

increased flow strain (shorter flow residence time) and pressure. This drawback can be

partially remedied by replacing nitrogen with helium as a diluent gas in the fuel and ox-

idizer streams. However, flow residence times and fuel-oxidizer compositions (diluted,

non-premixed, partially premixed, or fully premixed) can be readily adjusted to control

and examine a wide range of soot conditions. Most importantly and of great value to the

research community, soot nucleation and early growth can be easily singled out and inves-

tigated. Due to its numerous advantages, use of the counterflow configuration will be the

focus of this work.

1.2.2 Selection of Measurement System

With choice of the burner configuration also comes the careful selection of relevant mea-

surement techniques for characterizing the physical-chemical processes of soot inception

and growth. Various diagnostic tools have been developed to characterize combustion char-

acteristics. Reviews of optical and intrusive techniques applicable to sooting flames are

available in literature [9, 29]. In terms of intrusive probing methods, Gas Chromatogra-

phy/Mass Spectroscopy (GC/MS) is a technique used to collect gas species concentrations

from a local probe region by first separating species via gas chromatography then measur-

ing the species using mass spectroscopy. Scanning Mobility Particle Sizing (SMPS) is used

to physically collect soot particles from a flame environment and measure particle sizes and

distributions based on their aerodynamic size. However, both techniques suffer from spatial

resolution and flow disturbance issues from physical probing under large spatial gradients
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of temperature and species concentrations like those found in counterflow flames.

In terms of optical diagnostics, Laser Induced Fluorescence (LIF), Tunable Diode Laser

Absorption Spectroscopy (TDLAS), and Raman Scattering are commonly used to measure

species concentrations and temperature. Rayleigh (Elastic) Light Scattering (ELS), Line of

Sight Extinction or Attenuation (LOSA), Spectral Soot Emission (SSE), and Laser Induced

Incandescence (LII) are common diagnostics for measuring soot properties. Rayleigh scat-

tering is advantageous for acquiring a two dimensional elastic scattering irradiance signal

from soot particles proportional to soot number density and particle size. Yet the technique

suffers from extreme sensitivity to background scattered light and several complexities in-

volving the structure of particles, insensitivity under some aggregate sizes ranges, and erro-

neous results due to particle polydispersity [30]. Several diagnostics used to measure soot

properties take advantage of a unique property of soot compared to other combustion prod-

ucts. Soot exhibits a significant complex index of refraction over a large wavelength range

and therefore readily absorbs electromagnetic radiation. Line of sight extinction is com-

monly utilized as a point measurement diagnostic by quantifying the total path integrated

extinction of a laser beam due to soot and is utilized effectively in many studies [31–34].

However, the line of sight extinction technique is not well suited to the counterflow con-

figuration especially at high pressure due to spatial resolution limits and large temperature

and species concentration gradients causing beam steering. Spectral Soot Emission is a line

of sight technique capable of measuring local flame temperature and soot volume fraction

where soot is present by measuring the blackbody radiation emitted from soot at the local

flame temperature. The results require an inversion technique to resolve a cross section.

Laser Induced Incandescence is a nonintrusive measurement technique capable of measur-

ing various soot properties. LII utilizes electromagnetic energy from a pulsed laser, some of

which is absorbed by soot particles and converted to internal energy. The particles heat up;

incandesce at elevated temperature governed by Planck’s radiation law and cool through

several heat transfer mechanisms. Soot volume fraction is determined from the absolute
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soot incandescence intensity while information on the soot particle size is inherent in the

particle temperature decay. With a carefully designed LII system, the complex index of

refraction of soot allows for measurement and analysis of soot properties filtered out from

all other interfering signals including chemiluminescence, laser induced fluorescence, and

elastic scattering. The issues of spatial resolution and flow disturbances from various mea-

surement techniques using the counterflow configuration are acknowledged. As such, a

high-resolution two-dimensional non-intrusive Laser Induced Incandescence system is the

diagnostic measurement technique of choice for this investigation. The LII system devel-

oped in this study is capable of measuring particle temperature (T ), soot volume fraction

(fv), primary particle size (dp), and number density (N ) across a thin non-premixed coun-

terflow flame structure.

As previously mentioned flow field residence time plays a significant role in the pro-

cesses of soot nucleation and growth. Velocity profiles and boundary conditions must be

measured and specified accurately for comparison against modeled soot results. Improper

boundary conditions have been shown to result in significant deviations between measured

and modeled combustion characteristics [35]. For the characterization of flow residence

time via velocity measurement, several diagnostics exist, most notably Laser Doppler Ve-

locimetry (LDV) and Particle Image Velocimetry (PIV). Both diagnostics have been exten-

sively implemented and tested in previous work [35]. Utilization of PIV was chosen as the

desired diagnostic tool due to several factors including its high data collection rate, high

spatial resolution potential, and ability to simultaneously collect two-dimensional flow field

measurements.
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1.3 Historical Background

1.3.1 A Brief History of Soot Research

Soot investigations have been largely dominated by non-premixed co-flow diffusion flames

[11, 26, 32, 34, 36–40] and premixed burner stabilized flames [12, 24, 41–43], most likely

due in part to relaxed spatial resolution requirements for point measurement diagnostics.

Utilizing the non-premixed co-flow configuration, a sampling of soot research conducted

at atmospheric pressure is as follows. Kang et al. [32] examined soot volume fraction,

number density, and primary particle size with point measurements of line of sight extinc-

tion and elastic scattering while also quantifying polycyclic aromatic hydrocarbon (PAH)

fluorescence and soot limits and reported the influence of flame structure on soot proper-

ties. In one of the first practical utilizations of laser induced incandescence, Vander Wal et

al. [36] examined the potential of LII signal decay point measurements to determine pri-

mary soot particle size and reported successful results. More recently, Mikofski et al. [37]

examined and reported two-dimensional planar profiles of the structure of OH and PAH

fluorescence signals and laser induced incandescence signals of soot from inverse diffusion

flames. The group reported spatial and temperature ranges of soot inception and growth

and the relationship with PAH species. At elevated pressures McCrain and Roberts [38]

measured and compared integrated soot with line of sight extinction and soot volume frac-

tion with LII at pressures up to 2.5 MPa and reported variations between pressure scaling

of the two measured parameters. Kim et al. [39] measured species and soot concentrations,

soot temperature, and structure to determine soot growth and oxidation rates for pressure

up to 8 atm. Thomson et al. [34] examined and compared soot morphology including vol-

ume fraction and particle size using LII and line of sight extinction point measurements

at pressures as high as 4 MPa. Several researchers have utilized spectral soot emission at

ambient flame temperature to determine soot temperatures and soot volume fractions at

pressures up to 35 atm [11, 26, 40]. Joo [44] extended the pressure range applied to co-
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flow diffusion flames in a PhD dissertation and examined soot volume fraction and flame

temperature for methane-oxygen flames up to 100 atm using spectral soot emission. This

remains one of the highest known pressures investigated. While some of these studies have

proved pioneering to the research community, the issue of the two-dimensional nature of

the flow field ads unnecessary computational burden and none of these studies adequately

addressed measurement complexities due to aggregate formation.

Utilizing the premixed burner stabilized flame configuration, atmospheric pressure soot

studies have been conducted by several research groups. Xu et al. [41] measured species

concentrations, soot volume fraction, and soot primary particle size with an array of diag-

nostic methods to determine soot nucleation and surface growth rates with good correlation

found to commonly proposed growth mechanisms. Inal and Senkan [42] focused on mea-

surements of aromatic and PAH species concentrations using gas chromatography-mass

spectrometry (GCMS) while also measuring soot volume fraction and primary particle size

with line of sight extinction and scattering. However, a key particle size assumption made in

this study self admittedly introduced large uncertainties in the regime of aggregate particles.

Also in a novel study, Ergut et al. [43] investigated the effect of temperature on soot and

PAH concentrations using GC and GCMS analysis and reported that hotter flames exhib-

ited reduced soot loading due to increased oxidation beyond the rate of soot formation. At

elevated pressure, Tsurikov et al. [12] reported soot volume fraction and temperature mea-

surements for flames up to 5 bar using LII and Coherent anti-Stokes Raman Spectroscopy

(CARS). Hoffman et al. [24] investigated the use of LII at pressures up to 10 bar and re-

ported data for measured soot volume fractions and primary particle sizes with attention

given to aggregate soot particles. Good agreement was reported with thermophoretically

sampled soot analyzed using Transmission Electron Microcopy (TEM). While the pre-

mixed burner stabilized configuration offers computational simplicity over non-premixed

co-flow flames due to their one-dimensional nature, as previously mentioned, the issues of

a lack of control on flow residence time, aggregated particles, and buoyancy instabilities
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remain.

Less effort has focused on the use of the counterflow configuration for soot research.

A comprehensive review of research at atmospheric pressure resulted in only a handful of

studies known to this author. Mcnesby et al. [45] investigated the influence of fuel compo-

sition on soot formation and OH concentration using elastic scattering and OH fluorescence

in two-dimensions. Leusden and Peters [33] used quartz probe sampling and GC analysis

to measure various species at low strain rate and atmospheric pressure to achieve accept-

able resolution for probing while minimizing the effects of flow disturbance. Yamamoto et

al. [46] studied the effect of strain rate on PAH formation using GCMS. Lin and Faeth [47]

reported hydrodyamic sooting limits for a range of fuels and mixture fractions. Of great

importance, the counterflow burner configuration was utilized to target soot nucleation and

growth. Several researchers primarily used one-dimensional point or line of sight diagnos-

tics of combined extinction and scattering or laser induced incandescence at atmospheric

pressure where the flame thickness is conducive to point measurements. Soot limits, soot

volume fraction, and particle sizes were measured to determine soot growth rates for com-

parison to soot growth mechanisms [25, 32, 48]. Visible fluorescence was also used to

observe relative PAH concentrations. At elevated pressure, counterflow studies related to

soot formation are even less prevalent. To date, only two studies were found in literature.

Du et al. [10] investigated sooting limits at pressures up to 2.5 atm utilizing elastic scat-

tering while Sung et al. [49] reported visual sooting limits with Raman scattering species

concentration measurements at pressures up to 5 atm. The highest reported pressures inves-

tigated using the counterflow configuration, while not specifically related to soot research,

were 15 atm [50] and 30 atm [28]. Results applicable to soot studies were reported by

Figura and Gomez [28] who achieved favorable spatial resolution and flame stability by

diluting flames with helium at high pressure. Lack of research at elevated pressure utilizing

the counterflow burner configuration, its computational one-dimensionality, and its ability

to target early soot nucleation and growth while avoiding complexities due to particle ag-
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gregation is evident. A detailed and complete dataset on the effects of pressure and flow

residence time on soot characteristics is also lacking in literature and is a clear motivation

for this work.

1.3.2 A Brief History of Laser Induced Incandescence

Equally important to this work is the research leading up to the laser induced incandes-

cence system utilized in this study. In 1974 Weeks and Duley [51] developed the first basic

nanoscale particle heat balance and showed size information could be determined from

the incandescent signal decay of aerosols. In 1977 Eckbreth [52] observed interference

in Raman scattering measurements due to soot incandescence and developed an incandes-

cence model to improve the signal to noise ratio of Raman measurements. In 1984 work

by Melton [53] first exhibited the potential of LII as a measurement technique and reported

proportionality between the soot incandescent signal and soot volume fraction. While pro-

viding the first relation between incandescent signal and volume fraction, the analysis only

applied to the high laser fluence, high soot vaporization regime where considerable uncer-

tainties exist on the vaporization heat transfer term and enthalpy of formation of sublimed

carbon species. The formulation also requires an assumption or measurement of particle

size due to a nonlinear dependence on volume fraction. Bad assumptions or inaccurate

measurements of particle size would result in large errors on soot volume fraction. Laser

induced incandescence was largely overlooked as a practical measurement technique un-

til the 1990s when in 1991 Dec et al. [54] reported the first qualitative measurements of

in-cylinder soot concentrations from a diesel engine.

The use of laser induced incandescence for soot particle sizing began in 1995 where

Roth and Filippov [55] used the ratio of LII signals at two or more times after initial particle

heating to deduce primary particle size with a nanoscale heat transfer model. Also in 1995,

Will et al. [56] was the first to apply LII to two-dimensional particle sizing through the

ratio of the incandescent signal at two decay times. In 2004, Dankers and Leipertz [57]
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attemped to determine primary particle size and distribution width with the assumption of

a distribution type and two signal decay rates. The application of LII to measuring size

distributions, however, comes into question when analyzing the uncertainties in measuring

particle size alone and the ability to accurately resolve small changes in the temperature

decay rate used to determine the size distribution.

Quantitative advancements in measuring soot volume fraction began in 1994 with Van-

der Wal and Weiland [31] who first experimentally demonstrated a linear proportionality

between the LII signal and soot volume fraction in comparison to light extinction measure-

ments. Santoro et al. [58] utilized the linear proportionality by calibrating LII measured

soot volume fractions by single point light extinction while also measuring soot particle

size via elastic scattering. These works represented the next major advancement in cali-

bration and determination of soot volume fraction by laser induced incandescence. While

this technique relies on a formulation more fundamentally understood than the original re-

lation by Melton [53], this procedure does suffer from its own inherent uncertainties. Most

notably, the uncertainties in the optical properties of soot and changes in particle size that

introduce time gate integrated signal uncertainties. The latter suggests short integration

time gates are preferable for transfer calibration to LII at the expense of signal. The cal-

ibration method also suffers from spatial and temporal resolution issues inherent to line

of sight extinction. In 1995, Santoro et al. [59] was the first to acquire two-dimensional

images of soot volume fraction. In 2003 Hoffman et al. [60] first applied LII to measur-

ing soot volume fraction in high pressure laboratory flames. In 2005 Snelling et al. [61]

introduced a novel approach to LII calibration that relies strictly on the physics of LII and

two-color pyrometry. By relating the spectral radiance of the soot particle incandescent

signal at known temperature to an absolute irradiance or radiance calibration of the record-

ing device, the soot volume fraction can be directly determined. While the original study

was applied to point measurements of laser induced incandescence, the concept is robust

and can be applied to two-dimensional imaging. The method only suffers from uncertainty
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in the known optical properties of soot, but offers potential for high temporal and spatial

resolution. The absolute irradiance calibrated LII method is adopted in this work and is

further extended and modified for two-dimensional imaging.

1.4 Dissertation Objectives

The effects of turbulence, complex fuel air mixing, and other real world combustion op-

erating parameters all merit investigation. However, attention must first be devoted to the

simplest of underlying effects due to the complexity and challenges in understanding the

inception and growth of soot. One of the most elementary and important effects of soot

formation and growth relevant to modern combustion engines is that of pressure. Utilizing

the simple laminar, steady counterflow configuration, the goal of this work is to investi-

gate and analyze the effect of elevated pressure on the soot characteristics of hydrocarbon

combustion over a wide range of flow residence times.

1.5 Dissertation Outline

The organization of this dissertation continues as follows:

Chapter 2 – Research Design and Methodology

The general experimental procedure is presented for laser induced incandescence and

particle image velocimetry measurements. The laser induced incandescence model

and elastic light scattering and light extinction correction submodels are developed

for extracting measured soot particle temperature, volume fraction, primary particle

size, and number density. A thermophoretic sampling device is also developed.

Chapter 3 – Uncertainty Analysis

A detailed uncertainty analysis of laser induced incandescence and particle image
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velocimetry measurements is presented. Improvements to uncertainty estimates are

suggested.

Chapter 4 – Experimental Results

Thermophoretically sampled soot is analyzed by transmission electron microscopy

and soot characteristics including aggregate dimensions, primary particle diameter

and aggregate size distributions, and particle morphology are presented. A detailed

analysis of underlying laser induced incandescence measured soot characteristics and

formation and growth mechanisms is presented. The effects of pressure and strain

rate on formation and growth mechanisms is reported.

Chapter 5 – Summary and Recommendations

The significant conclusions of this dissertation and practical applications for industry

are summarized. Recommended improvements to the experimental apparatus and

avenues for future research are suggested.
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Chapter 2

Research Design and Methodology

2.1 General Experimental Methodology

A nonpremixed counterflow burner designed to operate at atmospheric and elevated pres-

sures was used to conduct all experiments [62]. The high pressure chamber and LII system

are shown in Fig. 2.1. A set of two nested convergent co-annular nozzles made up the coun-

terflow burner. The counterflow burner assembly is shown in Fig. 2.2. The inner nozzles

were used for the fuel and oxidizer streams while inert flows of nitrogen (or helium for high

pressure experiments) were introduced through the outer annuli formed between the inner

and outer nozzles to prevent secondary flames in the enclosed chamber. The convergent

co-annular nozzles were machined from aluminum with a contour designed to minimize

the boundary layer and boundary layer instabilities (Taylor-Görtler vortices) at the nozzle

exit plane due to the nozzle radius of curvature [63,64]. The inner nozzle exit diameter was

selected to be 6.5 mm with a convergent area ratio between the inner nozzle tube diameter

and nozzle exit diameter of 19.1. The design ensured a consistent top hat velocity profile

upon exit from the inner nozzles. The two sets of co-annular counterflow nozzles were

mounted vertically in the chamber with the capability for varying the counterflow burner

separation distance L using spacers. Four two inch diameter ports sealed by one inch thick,
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Figure 2.1: High pressure counterflow burner with assembled LII system. The motorized
back pressure regulator is shown in the top right and flow meters are visible in the back-
ground.

three inch diameter fused silica windows arranged with one centered on each side of the

square chamber allowed access for LII and PIV diagnostics and viewing of the flame. The

fused silica windows were hydro tested to a pressure of 150 atm while the chamber itself

was hydro tested to a pressure of 200 atm using aluminum blanks. In experiments, the oxi-

dizer, fuel and inert gases were metered and controlled by a series of Sierra model 100 mass

flow controllers (with a factory calibrated accuracy of ±1% of full scale and repeatability

of ±0.2% of full scale including linearity at operating conditions) interfaced in a LabView

data acquisition program. The chamber operating pressure was regulated via a Stravalve

back-pressure regulator controlled by a stepper motor through LabView. For the case of

atmospheric pressure data, the backpressure regulator was removed. Overpressure safety

precautions were taken by additionally equipping the chamber with a pressure relief valve

and burst disk staggered approximately 20 and 50 psi above operating pressure. Bulletproof
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Figure 2.2: Counterflow burner nozzle assembly. Oxidizer is metered from the top inner
nozzle with fuel metered from the bottom inner nozzle. Inert gas is introduced through
the outer annulus formed between the inner and outer nozzles. The nozzle separation L is
shown in the z-dimension.

polycarbonate and aluminum plating shielded the operator for safety.

LII measurements utilized a New Wave Research Solo III 50 mJ, 532 nm, pulsed (du-

ration 8 ns FWHM) dual head Nd:YAG laser with collimated and apertured Gaussian sheet

optics (adjustable height, ∼250µm width FWHM). Only one laser head was used for LII

measurements. Laser fluence was controlled by adjusting the energy output of the flash

lamp. A peak laser fluence around 0.1 J/cm2 was used for all experiments to maintain

peak soot particle temperatures below the ∼4000 K sublimation threshold of soot while

maximizing incandescent signal in the low fluence regime and minimizing the potential

for C2 Swan band laser induced fluorescent interference [65]. The soot particle incan-

descent signal was collected through a Nikon micro-Nikkor 105 mm lens, interchangeable

450 nm and 650 nm bandpass filters (10 nm FWHM), LaVision Intensified Relay Optics

(IRO), and a LaVision Imager ProX4M 2048x2048 pixel CCD camera. The two bandpass

filters were used to measure particle temperature via two color pyrometry where the cen-

ter wavelengths and widths of the filters were chosen to further avoid potential C2 Swan

band fluorescent transitions [65]. The bandpass filters were interchanged with a motorized
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Figure 2.3: Schematic and general layout of absolute irradiance calibrated LII system.
The same configuration applies to PIV without the image intensifier. The insert shows the
typical image of 500 LII signals.

filter wheel built into the optical assembly. The equipment was controlled via Davis 7.2

and LaVision SootMaster software through a programmable timing unit with 10 ns resolu-

tion. The PIV system utilized the same laser and CCD camera with a Nikon micro-Nikkor

200 mm lens and 532 nm bandpass filter (10 nm FWHM). LaVision FlowMaster software

controlled PIV data collection and processing.

The general experimental procedure adopted is as follows. The camera and laser sheet

are aligned perpendicular, focused, and centered on the air nozzle exit axis of symmetry

as shown in Fig. 2.3. The air nozzle exit plane is identified by z = +L/2 while the

fuel nozzle exit plane is identified by z = −L/2. The z-dimension identifies the axis

of symmetry coordinate with L the nozzle separation distance and z = 0 the midpoint

between the two burner nozzles. The camera images are spatially calibrated in reference

to the known inner nozzle exit diameter (D). Opposed non-premixed fuel, oxidizer, and

inert gas dilution streams are introduced via the inner nozzles, with momenta balanced

(ρoxv2
ox = ρfuelv

2
fuel where ρox is the oxidizer stream density, vox the average oxidizer

nozzle exit velocity, ρfuel the fuel stream density, and vfuel the average fuel nozzle exit

velocity). The average nozzle exit velocities are determined by the ratio of the volume

flow rate to nozzle cross sectional area. A co-flow of nitrogen or helium is introduced
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through the outer annulus of each nozzle with the same momentum balance. For a selected

global strain rate (a function of inverse flow residence time), defined by ag = 4vox/L, a

LabView interface automatically assigns all flow meter settings. Once the chamber pressure

is stabilized near the desired pressure, the mixture is ignited with a spark, and a stable

planar axisymmetric flame is produced between the counterflow nozzles. For high pressure

experiments beyond 8.45 atm the burner is ignited at a lower pressure around 6 atm and

ramped up to the desired operating pressure. A global strain rate is chosen within the

sooting regime of the given fuel-oxidizer mixture and two color LII image samples are

collected from heated soot particles excited by the laser and filtered through the 450 nm

and 650 nm bandpass filters with an exposure time of 10 ns dictated by the intensifier gate.

The IRO delay time is varied to collect gated signals temporally as the particle temperature

decays in order to characterize soot particle size. The prompt sample corresponding to

peak temperature at the peak of the laser pulse is used to characterize soot volume fraction.

In order to achieve sufficient signal, samples of five hundred LII images are collected and

averaged. The validity of time averaging under the assumption of steady laminar flow has

been previously verified with PIV measurements [35]. For characterizing flow residence

time in the sooting regime with PIV, five hundred images are collected and processed using

Davis 7.2 and the FlowMaster software to obtain mean and RMS 2D velocity data.

2.2 Supporting Numerical Results

The LII analysis requires knowledge of local gas temperature and physical properties in-

cluding local species concentrations, the local gas thermal conductivity, and local gas heat

capacity ratio. Since the near sooting flames considered in this study are far from extinc-

tion limits, only the mixing phenomena and thermo-chemistry control the flame structure.

The mixing layer thickness can be well characterized by knowing the nozzle exit velocities

and the gradients, easily measured by PIV as described in [35, 66]. By implementing the
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above experimentally measured flow boundary conditions, together with the most recent

compilation of thermochemical, transport, and untuned finite-rate chemical kinetic param-

eters [67, 68] in quasi one-dimensional simulations [69], the required gas phase properties

of ethylene-air flames were evaluated. The key flame properties extracted for LII analysis

are the local temperature and gas composition. Both are used to calculate heat transfer

variables for soot particle temperature decay analysis. Certain known soot precursors cal-

culated from the present numerical approach are shown with LII data to lend support for

scientific discussion but their uncertainties can be quite significant.

2.3 Laser Induced Incandescence Methodology

2.3.1 Absolute Irradiance Calibration of ICCD Camera

Following the calibration approach proposed by Snelling et al. [61], a light source of known

spectral irradiance (model RS-10D from Gamma Scientific) was used for calibration of the

detection system. The light source is shown in Fig. 2.4. A sample of five hundred images

of the irradiance incident on the intensified CCD chip from the calibrated light source were

collected over 10 ns and 20 ns gate widths and through two 10 nm bandwidth bandpass

filters at 450 nm and 650 nm. Samples were also collected over three different separations

between the calibrated light source and the detector to test for repeatability. Irradiance

incident on the detector scales with the inverse-square law of distance and the calibrated

physical area represented by one pixel on the CCD. The energy collected by each pixel

over a specified gate width is represented by a unit of "counts". These signal counts are

related back to an irradiance scale by a calibration factor ηi at the i-th bandpass filter center

wavelength (450 nm or 650 nm in this study),

ηi =
AcIc(λi)tg

ILS
, (2.1)
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Figure 2.4: Gamma Scientific RS-10D calibrated light source used for imaging irradiance
onto intensified camera.

where ILS is the five hundred image average energy response of the CCD represented as

counts from the calibrated irradiance light source imaged onto the CCD,Ac is the calibrated

area of one pixel of the CCD camera to image dimensions in the configuration used to

conduct calibrations, tg the temporal gate width of the image intensifier, and Ic(λi) the

known absolute spectral irradiance at the bandpass filter center wavelength λi from the

calibrated light source. A test was conducted to determine mathematically that calibrating

to the spectral irradiance of the filter center wavelength is simpler and results in negligible

difference from results if the integrated signal across the filter bandwidth were used to

calibrate. The procedure results in a calibration for direct measurement of soot volume

fraction according to the absolute incandescent emission of soot particle radiation from

Plank’s law if the temperature of the laser heated soot particles is known.
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2.3.2 Beam Profile and Fluence Calibration

An accurate LII model also requires careful spatial characterization of the excitation laser

source, as well as the calibration of energy per unit area (fluence). The measurements were

conducted with a Thorlabs BC106-VIS CCD beam profiler and a total laser pulse energy

transfer calibration from a Scientech AC2501 Astral Calorimeter with 3% documented un-

certainty. Measurements from five hundred successive laser pulses were recorded for a

range of laser power settings covering the parameters defined by low to high fluence LII.

Figure 2.5 shows the a) 2D profile and b) contour plot of the fluence calibrated beam sheet

used in this study. The beam sheet appears mostly Gaussian with some minor Fresnel

diffraction noticeable at the two ends in height. Collimation of the sheet minimized the

diffraction pattern. The beam sheet profile along the center in height is clearly consis-

tent and was configured so the soot layer was uniformly heated from this constant profile

center in height (approximately 2.5 mm). Shot to shot variation is significant and on the

order of 10%. Fluence variations between five hundred shot sample averages however are

negligible. Additional details are given in Chapter 3.1.1.
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Figure 2.5: Profile of laser sheet used in LII studies.

Images of the average laser sheet fluence profile were recorded by the beam profiler

for a range of laser power settings. The images were imported and analyzed in MATLAB
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where a lookup table was generated of laser fluences and corresponding spatial locations

across the excitation laser beam sheet width at center height. Figure 2.6 shows all laser

beam sheet fluence profiles that were measured and calibrated for potential use in LII ex-

periments. The fluences range from low to high fluence LII (∼0.08 to 0.26 J/cm2), the latter

case defined by the point at which significant sublimation plays a role in the physics of LII.

The highest and lowest calibrated fluence profiles were fitted with a Gaussian as a reference

to the ideal laser profile expected. The lowest fluence profiles exhibited the best Gaussian

fits.
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Figure 2.6: Fluence calibrated beam sheet width profiles for laser settings from low to high
fluence LII (black dots) with Gaussian profile fits to the lowest and highest fluence profiles
(red lines).

2.3.3 Particle Temperature

Experimental Temperature

The result of the above radiometric calibration can be used to determine properties of in-

terest for each pixel in two dimensions including soot particle temperature, mean particle

size, and volume fraction with the aid of a comprehensive soot particle heat transfer model.

The experimental soot particle temperature is extracted from a combination of two-color
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pyrometry and incandescent signal decay. The peak particle temperature corresponding to

maximum incandescence signal (TLII,p) is determined by the following two-color pyrome-

try equation based on Planck’s radiation law and the Wien approximation [61],

TLII,p =
hc

kB
(

1

λ2

− 1

λ1

)/ ln[
ILII,p(λ1)E(m)η1λ

6
1

ILII,p(λ2)E(m)η2λ6
2

]. (2.2)

Here, h is the Planck constant, c the speed of light, kB the Boltzmann constant, ILII,p(λi)

the incandescent signal at a given center detection wavelength in counts, the absorption

function of soot E(m) = − Im
[
m2−1
m2+2

]
(a function of the complex index of refraction of

soot m = n + iκ) at a center detection wavelength, and λ1 and λ2 the center detection

wavelengths 650 nm and 450 nm respectively. While the complex index of refraction is

a function of wavelength, both 650 nm and 450 nm wavelengths are found to fall near a

trough in the curve for the refraction index of soot based on dispersion theory [72]. The

absorption function is therefore assumed constant between the two detection wavelengths.

The equation assumes the Rayleigh limit of small particles πdp/λ < 0.3 is valid for vol-

umetric light absorption and emission where dp is the particle diameter. After the peak

particle temperature is reached, the temporal decay of soot particle temperature results in

a rapid decay in incandescent signal according to Planck’s radiation law. The incandescent

signal decay and decreasing signal to noise ratio is most evident through the 450 nm band-

pass filter and introduces a large uncertainty to measured particle temperatures by two color

pyrometry using Eq. 2.2. To address this issue, a different approach was considered here

in contrast to the original work by Snelling et al. [61], in which Eq. 2.2 was exclusively

utilized. The resulting temporal decay of particle temperature (TLII,n) after the peak parti-

cle temperature is determined here by the following equation based on the higher signal to

noise ratio incandescent signal decay through the 650 nm filter from Planck’s law,

TLII,n =
hc

λ1kB ln[
ILII,p

ILII,n
exp(hc/λ1kBTLII,p)− ILII,p

ILII,n
+ 1]

. (2.3)
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The temperature decay calculated from Eq. 2.3 was tested against the use of Eq. 2.2

used exclusively and was found to provide less uncertain temperature measurements due to

the strong incandescent signal decay through the 450 nm wavelength filter with decreasing

temperature.

Modeled Temperature

With a LII heat transfer model solution, the modeled soot incandescent signal is given by,

Im(λi) =
24π2E(m)

λi

∫ tf

t0

∫ ∞
−∞

∫ ∞
0

∫ ∞
1

BTpdf(Np)pdf(dp) dNp ddp dy dt. (2.4)

Here, the spectral radiance BT from Planck’s law emanating from a particle at a given tem-

perature is integrated over the intensifier gate time t, the beam sheet width y, an assumed

primary particle distribution pdf(dp), and an assumed distribution of the number of primary

particles in a soot aggregate pdf(Np) to match the experimental soot incandescent signal

collected from the soot layer of a flame. The expression for spectral radiance is given by,

BT (Np, dp, y, t) =
2hc2

λ5
i

[
exp

(
hc

λikBTm(Np, dp, y, t)

)
− 1

]−1

. (2.5)

The modeled particle temperature (Tm) is calculated by two-color pyrometry using Eq. 2.6

in an attempt to exactly match the experimental temperature measurement procedure.

Tm =
hc

kB

(
1

λ2

− 1

λ1

)
/

[
ln

(
Im(λ1)λ6

1

Im(λ2)λ6
2

)]
. (2.6)

2.3.4 Primary Particle Size

In order to determine primary particle size, the experimental particle temperature decay

curve determined by Eqns. 2.2 and 2.3 must be fitted to the results of an LII heat transfer

model representing the same particle temperature decay from Eq. 2.6. Primary particle size

is solved by iterative weighted least-squares minimization of the modeled and experimental
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particle temperature decays where the peak temperatures are preferentially matched with a

weight factor of 6. Different weight factors were tested and a value around 6 was found to

give good volume fraction convergence between the 650 nm and 450 nm filters while also

providing a good fit for particle size. An example of the fitting approach is given by Fig.

2.7.
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Figure 2.7: Example of iterative least-squares fitting of model and experimentally measured
particle temperature decays.

2.3.5 Soot Volume Fraction

The generalized equation for volume fraction is a function of the number of primary soot

particles per aggregate (Np), number density of aggregate particles (Nag) and primary par-

ticle diameter (dp) and is defined by Eq. 2.7 with the assumption of a particle diameter

distribution and aggregate distribution,

fv =
πNag

6

∫ ∞
0

∫ ∞
1

Npd
3
ppdf(Np)pdf(dp) dNp ddp. (2.7)

Physically, soot volume fraction represents the proportionality between the known radiance

of soot at a measured temperature and the irradiance from a volume of soot in a total
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volume of space measured by the detector from the soot layer of a flame. As such, soot

volume fraction is calculated from the measured peak incandescent signal at peak particle

temperature (for best signal to noise) and the modeled spectral radiance of soot at the same

temperature by Eq. 2.8 extended from Snelling et al. [61],

fv,i =
ILII,p(λi)πηi
ΩAeIm,p(λi)

(2.8)

ILII,p(λi) is the average measured peak incandescent signal represented as counts for one

pixel of the CCD camera at the filter wavelength λi, ηi the calibration factor, Im,p(λi)

the modeled peak incandescent signal from Eq. 2.4, Ω the measured solid angle of the

detector optics, and Ae the calibrated area of one pixel from a spatial calibration of the

detection device in the configuration used to conduct LII experiments. In this study, the

volume fraction measurement reported is the average from the two detection wavelengths,

fv = (fv,1 + fv,2)/2. However, proper choice of weight factors used in the primary particle

diameter fitting routine results in good convergence between the two signal wavelengths

and thus the measured volume fractions are nearly identical.

2.3.6 Number Density

The general form for total number density of primary soot particles in the local soot region

is given by the physical definition,

N = Nag

∫ ∞
1

Nppdf(Np) dNp. (2.9)

Here, the number density N is calculated using the best-fit primary particle size and as-

sumed size distribution and the volume fraction from Eq. 2.8, yielding

N =
6fv
π
/

(∫ ∞
0

d3
ppdf(dp) ddp

)
. (2.10)
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2.3.7 Heat Transfer Model

Accurate determination of LII extracted soot volume fraction fv, primary particle diameter

dp, and number density N requires a heat transfer model of the heat exchange between a

particle and the surrounding gas. The details of the LII heat transfer model and solution

procedure have been extensively documented in previous work [70, 71]. Since many re-

search groups have employed slightly different approaches to LII heat transfer modeling,

we list below only a summary of the specific governing equations and modifications rel-

evant to this study. An assumption of particle aggregation is allowed in this formulation

and the common Rayleigh-Debye-Gans (RDG) approach is utilized as a modification to ac-

count for aggregation of primary soot particles. The heat transfer mechanisms controlling

the temperature decay of soot particles are illustrated in Fig. 2.8. The governing equation

Figure 2.8: Illustration of the heat transfer mechanisms involved in the soot particle energy
balance.

relating the rate of change of internal energy of a nano-sized primary soot particle is thus,

dUinternal
dt

= Q̇absorption − Q̇radiation − Q̇sublimation − Q̇conduction. (2.11)

Where the right hand side terms are the rates of pulsed laser energy absorbed by the soot

particle and heat lost via conduction, radiation, and sublimation heat transfer mechanisms.
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Equation 2.11 can also be written in terms of the rate of change of particle temperature,

size, and mass. In particular, the rate of change of internal energy of the particle can be

written as,
dUinternal

dt
= ρscs

π

6
d3
pNp

dT

dt
. (2.12)

Where ρs and cs are the density and specific heat of soot, Np the number of particles per

aggregate where an aggregate or non-aggregated (Np = 1) assumption can be made. The

rate of pulsed laser energy absorbed by the particle is given by [90],

Q̇absorption =
π2d3

pE(m)Np

λL

F0q(t)

q1

. (2.13)

Where the Rayleigh approximation for volumetric absorption of light by small particles

(given πdp/λL < 0.3) is assumed valid, E(m) = − Im
[
m2−1
m2+2

]
is the absorption function

of soot at the laser wavelength λL, F0 the laser fluence, and q(t)/q1 the normalized laser

temporal profile where integration over all time is equal to unity. A Gaussian temporal

profile with a FWHM of 8 ns was assumed based on temporal profile measurements made

on the laser used in this study. Light absorption by a soot particle is assumed here to exhibit

a 1/λ dependence in accordance with a majority of literature [72]. The rate of radiation

heat transfer from Planck’s law integrated over all wavelengths is given by the following

equations.

Q̇radiation = πd2
pNp

∫ ∞
0

ελ
2πhc2

λ5[exp( hc
λkB(T−T0)

)− 1]
dλ, (2.14)

ελ = 4πdpE(m)/λ. (2.15)

The Rayleigh approximation for the emissivity ελ is assumed and is equal to the absorption

efficiency under consideration of Kirchhoff’s Law. Eq. 2.14 accounts for reabsorption of

radiation at the local gas temperature T0. The expression for the rate of heat loss due to
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sublimation is given by the following equations [70].

Q̇sublimation = −∆Hv

Wv

dM

dt
(2.16)

dM

dt
=
−πd2

pNpWvαMpv

RpT

√
RmT

2πWv

(2.17)

pv = pref exp

[
−∆Hv

R

(
1

T
− 1

Tref

)]
(2.18)

Wv is the molecular weight of sublimed carbon, ∆Hv the enthalpy of formation of sublimed

carbon, αM the mass accommodation coefficient, pref and Tref the reference pressure and

temperature, and R, Rp, and Rm the universal gas constant expressed in different units.

Conductive cooling of the soot particle to the surrounding gas is expressed by the Sherman

model [73] in the transition regime,

Q̇conduction =

[
1

Q̇C

+
1

Q̇FM

]−1

, (2.19)

Q̇C = 2πDeffκh(T − Tg), (2.20)

Q̇FM = αTπD
2
eff

p0

8

γh + 1

γh − 1

√
8RmTg
πWg

(
T

Tg
− 1

)
. (2.21)

The validity and limitations of employing various conduction models are well documented

(see [74] for an extensive review). Q̇C is the continuum heat conduction rate, Q̇FM is

the free molecular heat conduction rate, κh is the harmonic mean thermal conductivity, γh

the harmonic mean specific heat capacity ratio, p0 the gas pressure, and Wg the molecular

weight of the gas. The expressions employ RDG theory to estimate an effective diameter

Deff due to partial primary particle surface shielding from particle aggregation by Brasil

et al. [75]. This formulation differs from that commonly applied in literature which uses

a shielding relation based on 2D projected aggregate areas also proposed by Brasil et al.

The original surface reduction relation adopted here has the added benefit of converging
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to the correct relation for particle diameter under the assumption of no aggregation i.e.

Deff = dp. The equation follows,

Deff = dp

√
Np

[
1− φCov

(
1− 1

Np

)]
. (2.22)

The convention to mathematically represent fractal aggregate soot particles dimensions

uses two parameters; the fractal prefactor and fractal dimension kf and Df [75,91,125]. A

typical value of Df = 1.8 is cited as common to many flame studies with generally little

variation [75]. The fractal prefactor kf is more variable and dictates the extent of aggregate

shielding through a primary particle overlap parameter,

Cov = −0.0735k2
f + 0.5399kf − 0.6398. (2.23)

A fitting parameter φ (originally proposed as 1.3 by Brasil et al. [75]) was tuned to DSMC

data for the effect of thermal accommodation on changes in aggregate surface shielding

[76–78].

φ = 1.7(0.7144αT + 0.2873) (2.24)

The effective diameter due to aggregate shielding is assumed equal for the continuum and

free molecular expressions used in the Sherman formulation for transition regime heat con-

duction. The coupled differential equations for changes in soot particle mass and tempera-

ture are solved using a fourth-order Runge-Kutta method and a time step of 400 ps.

Local variation in gas temperature and variations in the specific heat ratio, thermal

conductivity, and molecular weight due to species concentrations and gas temperature

were calculated using the Smooke’s counterflow code [69] with SERDP chemical kinetic

model [68] or 56 species skeletal model at each spatial location along the axis of symmetry

of the counterflow burner in an effort to best represent the spatially varying properties of

the counterflow configuration. The skeletal model was obtained by applying the procedure
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in Esposito and Chelliah [79] to a C1-C4 baseline model from Sheen and Wang [80]. In

the reduction procedure, global combustion properties of ethylene non-premixed extinc-

tion, flame propagation and ignition were all included. The temperature profiles calculated

from SERDP, Sheen and Wang, and skeletal models at the strain rates of interest are in-

distinguishable. The molecular weight of species and the fitting parameters from the com-

putational model for heat capacity and thermal conductivity as a function of temperature

for each species were loaded and calculated in the LII model for temperatures from 300-

4500 K. The species mass fractions Yk at each spatial location were used to determine the

mixture averaged molecular weight,

Wg =
1∑K

k=1 Yk/Wk

. (2.25)

The mixture averaged heat capacity and thermal conductivity were calculated at each spa-

tial location over the temperature range of 300-4500 K. The equations for mixture averaged

mole fraction, heat capacity, and thermal conductivity are given respectively and specified

from Sandia Reports [81, 82],

Xk = Yk
Wg

Wk

, (2.26)

Cp =
K∑
k=1

CpkXk, (2.27)

κ =
1

2

(
K∑
k=1

Xkκk +
1∑K

k=1Xk/κk

)
. (2.28)

The heat capacity ratio can be calculated according to,

γ =
Cp

Cp −R
. (2.29)

The thermal conductivity and heat capacity ratio as a function of temperature were fit to

2nd and 8th degree polynomials respectively and passed to the LII model to minimize pro-

cessing time. The unique aspect of this work utilizes harmonic mean heat transfer variables
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for thermal conductivity κh and specific heat capacity ratio γh evaluated at local gas tem-

perature and particle temperature. The exact formulation for all relevant LII variables are

listed in Table 2.1.

Table 2.1: Parameters for heat transfer model

Parameter Description
Internal ρs 2.3031− 7.3106 ∗ 10−5T [83]

cs T-dependent [83, 84]
Absorption and Radiation E(m) ∼0.24 or allowed to vary

F 0.098-0.111 J/cm2 peak
Sublimation pv Clausius-Clapeyron Eq. [70, 85]

∆Hv T-dependent [70, 85]
Wv T-dependent [70, 85]
αm 0.8 [70]

Conduction αT 0.3 [70] or local mixture averaged
γh 2/( 1

γTg
+ 1

γT
)

κh 2/( 1
κTg

+ 1
κT

)

Wg Local mixture averaged
Df 1.8 [75] or calculated via TEM
kf Calculated via TEM

2.3.8 Heat Transfer Model Validation

Liu et al. [74] recommended the use of Fuchs boundary sphere model with integrated mean

heat transfer properties as a best fit to DSMC calculations of conduction heat transfer from

a spherical particle. This approach requires iteration however, where a simpler non-iterative

approach was desirable in this work. Two heat transfer formulations, the McCoy and Cha

[86] and Sherman [73] models match the requirement of simply implementation without

iteration. Figure 2.9 shows the performance of several heat conduction models in terms of

Nusselt number as a function of Knudsen number and pressure analyzed by Liu et al. [74]

including DSMC results for a particle temperature of 3400 K, gas temperature of 300 K, and

particle size of 30 nm. The Nusselt number corresponding to heat transfer was normalized

by half the continuum heat transfer result with thermal conductivity of the surrounding gas
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evaluated at an ambient gas temperature of 300 K. The experimental limit of pressure in

this work is 30 atmospheres represented by the black vertical line in Fig. 2.9. Clearly

the Fuchs approach suggested by Liu et al. and the Sherman approach with harmonic

heat conduction properties are shown as equally valid for pressures up to 30 atm and only

show significant variation at several hundred atmospheres. Most notably, the McCoy and

Cha model exhibits persistent under-prediction of the particle heat transfer rate over all

pressures and was therefore ruled out. Thus the harmonic Sherman approach was utilized

in this work as an acceptable alternative to Fuchs formulation.
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Figure 2.9: Nusselt numbers calculated from several heat conduction models including
DSMC results by Liu et al. [74] for a range of Knudsen numbers and pressures at a gas
temperature of 300 K.

Additional validations were conducted on the heat transfer model based on a compari-

son of models in literature using both a fully constrained baseline model and an indepen-

dently developed model with semi-constrained conditions [70]. Both model comparisons

utilized fixed initial conditions assuming air at an ambient pressure of 1 bar, ambient tem-

perature of 1800 K, primary particle size of 30 nm, a spatially uniform laser fluence of 0.05

J/cm2 at 532 nm with a numerically defined temporal profile, and an incandescent signal

represented at 500 nm integrated over the entire particle surface. The fluence used in this
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(b) LII Signal

Figure 2.10: Comparison of modeled a) temperature and b) LII signal decay from the semi-
constrained independent models.

comparison is well within the low fluence regime where sublimation of carbon from the par-

ticle surface is avoided. Heat loss by radiation is also negligible in all but sub-atmospheric

conditions. Thus heat loss by the particle in these comparisons is dominated by conduction.

Fixed heat transfer expressions and model variables were used for the fully constrained

model comparison and resulted in identical temporal decays of particle temperature and in-

candescent signal. The numerical laser temporal profile used in the workshop [70] was not

available so a lognormal temporal profile was applied to the heat transfer model developed

in this work. This resulted in a slightly steeper temperature rise near peak temperature

during laser heating and is the only cause of variation in the fully constrained compari-

son. The second comparison utilized heat transfer models with heat transfer mechanisms

independently developed by the research groups. Heat transfer variables ρs, cs, E(m), Wg,

αT , and αM remained constrained while all other model variables were specified indepen-

dently, the details of which can be found in the review paper by Michelsen et al. [70]. By

constraining the most influential model variables, this comparison served to illustrate dif-

ferences in conduction heat transfer mechanisms applied by the different research groups.

Figure 2.10 shows the temporal temperature and incandescent signal decays for the semi-

constrained model used in this work and the maximum and minimum bounds from the sam-
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ple of independent semi-constrained models reported in the summary article. The results

of the model used in this work closely match that of Liu and Hoffmann near the minimum

bound [70]. The agreement is due to the use of a conduction model formulation quanti-

tatively similar to the iterative Fuchs boundary sphere method used by Liu and Hoffman.

Additionally, average heat transfer properties γ and κ between the particle temperature and

ambient gas temperature are applied to both approaches where harmonic mean properties

(i.e. 2/( 1
γTg

+ 1
γT

), 2/( 1
κTg

+ 1
κT

)) are used here and integrated mean properties are utilized in

the Liu and Hoffmann formulations. This comparison serves to validate the low fluence LII

heat transfer model used in this work under constrained parameters where model variables

can then be freely optimized for specific LII experimental applications. The comparison

also serves to validate soot primary particle sizing based on particle temperature decay. A

baseline agreement in particle temperature decay between models in literature indicates all

models would perform similarly when extracting primary soot particle sizes under similar

experimental conditions and assumptions. Validation with other measurement techniques

on the high pressure counterflow flame geometry is not possible due to spatial constraints

on rapidly varying flame properties. However, numerous validations and comparisons to

other measurement techniques have been conducted in literature on other burner configura-

tions over a range of conditions with acceptable agreement [24, 87, 88]. This indicates the

LII model developed in this study is acceptable for determining soot primary particle sizes

within a prescribed uncertainty bound.

2.4 Elastic Light Scattering Aggregate Submodel

A model of elastic light scattering (ELS) was implemented to explore aggregate properties

of soot if they were thought to exist in any counterflow flame experiments. The method

described by Sorensen [30] and combined with LII by Reimann et al. [89] is adopted here.

The treatment is the same as individual particle scattering from Bohren and Huffman [90]
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with an aggregate structure factor S(qRg) included. The scattering intensity Isca per solid

angle is expressed as

Isca = IincNagN
2
p

dσp

dΩ
S(qRg). (2.30)

The differential scattering cross section of a single primary particle is given by [90]

dσp

dΩ
=

(
2π

λ

)4(
dp
2

)6 ∣∣∣∣m2 − 1

m2 + 2

∣∣∣∣2 , (2.31)

where Iinc is the incident laser intensity, Nag the number density of aggregates in the probe

volume, Np the number of primary particles in an aggregate where NpNag = N , the scat-

tering wave vector q = 4π
λ

sin(θ/2), and Rg the radius of gyration of the aggregate, λ

the laser wavelength, θ the scattering angle between the detector and laser, dp the primary

particle diameter, and m the complex index of refraction of soot. The number of primary

particles in an aggregate and the radius of gyration of a fractal aggregate are related by the

expression [75, 91, 125]

Np = kf

(
2Rg

dp

)Df

, (2.32)

where Df and kf are the fractal dimension and fractal prefactor representing the frac-

tal aggregate dimensions. Assuming arbitrary distributions for primary particle diameter,

pdf(dp), and the number of particles per aggregate, pdf(Np), the expression for scattering

intensity becomes

Isca = IincNag

(
2π

λ

)4 ∣∣∣∣m2 − 1

m2 + 2

∣∣∣∣2∫ ∞
0

∫ ∞
1

N2
p

(
dp
2

)6

S(qRg(Np, dp))pdf(Np)pdf(dp) dNp ddp. (2.33)
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Dividing Eq. 2.33 by the volume fraction of soot fv in the probe volume Vp cancels the

parameter Nag and results in

Isca
fv

= VpIinc

(
2π

λ

)4 ∣∣∣∣m2 − 1

m2 + 2

∣∣∣∣2∫∞
0

∫∞
1
N2
p

(
dp
2

)6

S(qRg(Np, dp))pdf(Np)pdf(dp) dNp ddp
π
6

∫∞
0

∫∞
1
Npd3

ppdf(Np)pdf(dp) dNp ddp
. (2.34)

Two unknown parameters remain in Eq. 2.34 and are cancelled out by performing a cal-

ibration of scattering intensity from a pure gas with identical operating conditions to the

soot scattering measurement. Nitrogen was chosen here for its relative availability and

well known scattering properties. The expression governing the scattering intensity from

nitrogen is

Isca,c = IincNN2Vp
dσN2

dΩ
. (2.35)

The same incident laser intensity Iinc and probe volume Vp are used as before. The number

density of nitrogen molecules NN2 can be determined from the ideal gas law. The differen-

tial scattering cross section of nitrogen is determined from the total scattering cross section

σN2 = 5.3 × 10−27 cm2 at 532 nm laser wavelength by dσN2

dΩ
= 3

8π
σN2 [92]. Dividing Eq.

2.34 by Eq. 2.35 cancels the remaining unknown variables Iinc and Vp and results in the

expression

Isca
Isca,cfv

=

(
2π

λ

)4 ∣∣∣∣m2 − 1

m2 + 2

∣∣∣∣2∫∞
0

∫∞
1
N2
p

(
dp
2

)6

S(qRg(Np, dp))pdf(Np)pdf(dp) dNp ddp

NN2

dσN2

dΩ
π
6

∫∞
0

∫∞
1
Npd3

ppdf(Np)pdf(dp) dNp ddp
. (2.36)
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When simplified under the assumption of monodisperse primary particle diameter (dp) and

number of primary particles per aggregate (Np), Eq. 2.36 reduces to the following equation

Isca
Isca,cfv

=
1

NN2

dσN2

dΩ

3π3

2λ4
d3
pNp

∣∣∣∣m2 − 1

m2 + 2

∣∣∣∣2 S(qRg). (2.37)

Differential scattering cross sections can be used in place of full scattering cross sections

without loss of accuracy due to the very small solid angle of the detector. Integrating the

scattering expressions for changes in scattering intensity over the detector solid angle are

negligible. Finally the structure factor is given based on the aggregate size regime,

S(qRg) =

 1− q2R2
g/3, qRg ≤ 1,

F1 [Df/2, 3/2;−(qRg)
2/Df ] , qRg > 1.

(2.38)

The scalable dimension qRg determines the treatment of the structure factor. Under the

limit of qRg ≤ 1 a simple approximate solution is given by S(qRg) = 1 − q2R2
g/3 [30].

As the radius of gyration increases and the size of the aggregate increases past the point of

qRg > 1, the scattering intensity becomes less and less dependent on the aggregate size.

The most well accepted cutoff function to represent the structure factor in this regime is

given by a Gaussian cutoff with the solution given by Kummers hypergeometric function

[30]. In general it is advisable to remain near or below the limit qRg ≤ 1 corresponding to

an aggregate radius of gyration limit of approximately 60 nm. The Eqs. 2.36 or 2.37 and

2.38 allow for least squares fitting of either the number of primary particles per aggregate,

or the radius of gyration of the aggregate when the volume fraction and primary particle

size is determined from LII using Rayleigh-Debye-Gans theory and a fractal aggregate

model of soot particle heat transfer. With a scattering submodel considered, the volume

fraction independent of particle and aggregate size is first solved. The particle size and

aggregate size are then solved iteratively until the particle temperature decay from LII and

the scattering intensity from ELS reach a converged solution where the combined squared



41

error of both models is minimized.

2.5 Extinction Correction

Upon close inspection of the two dimensional intensity profile captured during LII exper-

iments of sooting flames, it is clear that the measured LII signal exhibits a gradient in the

radial direction, evidence of signal trapping across the soot layer. This gradient was most

noticeable at higher soot concentrations and clearly identified a need to correct for errors

due to signal trapping from extinction. The adopted correction procedure is similar to an

LII extinction calibration and correction procedure by Choi and Jensen [93] for axisym-

metric flames. The original work proposed an iterative technique to calibrate and correct

LII data through a best-fit solution between a line of sight extinction measurement and

LII signal under the assumption of a single calibration factor between LII signal and line

of sight extinction. This assumption is considered relevant in the region of high-fluence

LII where the LII signal plateaus once all particles have reached vaporization temperature.

However, Choi and Jensen assumed no extinction of the laser fluence affected the high flu-

ence assumption. The chance to infer particle size from the temporal signal decay was also

lost due to large uncertainties in the vaporization regime of all nano-scale soot particle heat

transfer models. The geometrical construct from Choi and Jensen is relevant to this work

however, with additional considerations given to low-fluence LII. The geometry is shown

in Fig. 2.11. First the calibrated laser fluence F0 is corrected to the fluence expected after

extinction through the soot layer by a path length from x(1) = −Rf to a point of interest

x(i) given by the equation,

Fext(i) = F0(i)
∏
i

Ti. (2.39)
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Figure 2.11: Flame geometry with the laser entering along the x-axis from the left at y = 0.
The LII signal is collected in the y-dimension after signal trapping. The soot region is
divided into rings on the x-y plane corresponding to pixels of LII data. The LII signal also
varies in the axial or z-dimension in and out of the page.

The total fluence transmission is calculated by the product of signal transmission through

each pixel shell defined by the Beer-Lambert law

Ti = exp[−fv(i)(cabs(i) + csca(i))∆xi]. (2.40)

Where fv(i) is the volume fraction in the ith shell, ∆xi is the length of the i-th shell, and

cabs(i) and csca(i) are the specific particle volume absorption and scattering cross sections

in the i-th shell respectively. The relations for cabs(i) and csca(i) from Bohren and Huffman

[90] are given by

cabs(i) =
Cabs(i)

V
=

6πE(m)i
λ

, (2.41)
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csca(i) =
Csca(i)

V

=
4π4F (m)

∫∞
0

∫∞
1
N2
pd

6
pS(qRg(Np, dp))pdf(Np)pdf(dp) dNp ddp

λ4
∫∞

0

∫∞
1
Npd3

ppdf(Np)pdf(dp) dNp ddp
. (2.42)

In the realm of highly absorbing small particles in the Rayleigh limit as is the case here,

scattering is negligible but is included for rigor. An arbitrary assumption of a particle

diameter distribution is also included. The laser wavelength is represented by λ and the

absorption and scattering functions, E(m) = − Im
[
m2−1
m2+2

]
and F (m) =

∣∣∣m2−1
m2+2

∣∣∣2, are

related to the complex index of refraction m of soot. The unknown variable F (m) is

assumed 0.2 as an average from literature [72]. The effect of F (m) on extinction correction

results is generally negligible. The unknown variable E(m) can be assumed from literature

[70, 72] or iteratively solved for as described in Chapter 3.1.4. Given a monodisperse

particle and aggregate assumption

csca(i) =
Csca(i)

V
=

4π4F (m)Npd
3
pS(qRg(Np, dp))

λ4
. (2.43)

Under the assumption of no aggregation, S(qRg) = 1 and Np = 1. After correcting for

the remaining laser fluence transmitted to a point x(i), the two incandescent signal profiles

measured at 450 nm and 650 nm wavelengths are corrected for signal trapping in the y-

dimension. Signal trapping is removed by the equation

ILII,ext(i) = ILII,0(i)
∏
j

1

Ti,j
. (2.44)

Where ILII,0(i) is the signal measured by the detector and ILII,ext(i) is the signal measured

by the detector if no signal trapping had occurred (corrected for extinction). The product

of the signal transmission through each pixel shell given by

Ti,j = exp[−fv(j)(cabs(j) + csca(j))∆yi,j]. (2.45)
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Where the distance between two pixels in the y-dimension corresponding to a differential

extinction length is given by

∆yi,j =


√
x2
j − x2

i −
√
x2
j+1 − x2

i xi < 0 , j = 1 : i− 1√
x2
j − x2

i −
√
x2
j−1 − x2

i xi ≥ 0 , j = i + 1 : N.
(2.46)

If scattering is used to quantitfy aggregation, the scattering signal must also be corrected

for extinction. In order to compare to the scattering calibration, the same laser intensity

Iinc must be used between calibration and experiment. Therefore the scattering signal is

corrected for the loss of laser intensity and for signal trapping by the equation

Isca,ext(i) = Isca,0(i)
∏
i

1

Ti

∏
j

1

Ti,j
. (2.47)

Where Isca,0(i) is the signal measured by the detector and Isca,ext(i) is the signal measured

by the detector if no signal trapping had occurred.

A summary of the extinction correction procedure is as follows. The temporal LII

intensity profile is loaded and particle peak and decay temperatures are calculated. The

data is least squares fit to a model solution for particle diameter, soot volume fraction, and

scattering if applicable without an extinction correction on the first iteration as an initial

estimate. Equations 2.39-2.47 are applied to correct the laser fluence and LII and scattering

signals. The corrected results are recalculated and corrected until convergence. Generally

good convergence is observed on the third iteration. Equal fv, dp, and N is assumed in the

x-y plane for extinction correction of one-dimensional LII measurements along the axial

centerline of the counterflow burner. A comparison to two-dimensional results confirmed

the assumption was acceptable. If two-dimensonal data is processed, results for fv, dp, and

N are used corresponding in the y-dimension to the same shell left or right of the centerline

in the x-dimension in Fig. 2.11.
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2.6 Thermophoretic Sampling Probe

(a) Probing device (b) Electrical circuit

Figure 2.12: a) Mechanical device and b) electrical circuit constructed for thermophoretic
soot sampling on TEM grids.

A thermophoretic sampling probe was built based on optimized specifications by Lee et

al. [94] to minimize vibrations and influence on the flame during actuation for Transmission

Electron Microscopy (TEM) analysis of soot samples. High-pressure soot collection poses

a challenge to pneumatically actuated systems and hence a linear solenoid was chosen as

the actuating mechanism. Advantages of using solenoids for linear motion include relia-

bility and ease of use at high pressure and a fast acting, well described, and electronically

programmable actuation time. The circuit and mechanical device are shown in Fig. 2.12.

The thermophoretic sampling probe is 1 mm thick and 4 mm tall to accommodate a 0.5 mm

deep 3.1 mm diameter depression at the tip for placing a TEM grid (Electron Microscopy

Sciences CF400-Cu). The probe was filed to a knife-edge on all sides to minimize flame

disturbance. The side with the depression is sealed during experimentation, and a 1 mm

hole on the other side of the probe is used to thermophoretically deposit soot samples onto

the TEM grid. An end of the probe is attached to the solenoid rod and the solenoid housing

is attached to an adjustable mounting bracket so the center of the flame can be targeted

with the probe height parallel to the flow. The entire system is fixed to an aluminum blank
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for placement in the high pressure chamber. A thin metal shield seals the thermophoretic

sampling hole until the solenoid is actuated fully into the flame. The actuation time of

the solenoid is specified and controlled in LabVIEW. The time response for full actuation

of the solenoid is approximately 25 ms. A sampling time or hold time at full actuation of

approximately 100 ms was chosen based on work by Dobbins and Megaridis [95]. A two-

stage transistor circuit (2N3904 and Omega Engineering DC05-C) is used to amplify the

NI DAQ current to a level large enough to actuate the solenoid.
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Chapter 3

Uncertainty Analysis

3.1 LII Uncertainty

3.1.1 Detailed LII Model Parameter Uncertainty

A concerted effort was undertaken to assess all sources and magnitudes of uncertainty

from both measured experimental variables and assumed model variables. Details of each

uncertainty are as follows.

ILII

Uncertainty of attenuation of the laser induced incandescence signal (ILII) across

the detector path due to suspended soot in the enclosed high-pressure chamber was

calculated with a Thorlabs BC106-VIS beam profiler. An attenuated beam spanning

the chamber due to soot absorption and scattering was compared to a reference beam

under highly sooting conditions. The standard uncertainty estimate used here was

a measured signal attenuation of 7% for highly sooting conditions. Soot coating

the detector window was found negligible for individual datasets due to a relatively

short data collection time. Windows were cleaned between datasets to eliminate soot

buildup over time.
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η

The detector incandescent signal calibration factor (η) uncertainty was calculated via

error propagation of all independent uncertainties involved in the detector calibra-

tion. Measurement uncertainties due to distance (1.6%), spectral irradiance (2.5%),

and CCD pixel area to image area calibration (2%) were combined into a total mea-

surement uncertainty by the square root of the sum squared error. A standard devi-

ation repeatability uncertainty of (5%) between the three calibration sets conducted

was then error propagated with the total measurement uncertainty resulting in a final

detector calibration factor standard uncertainty of 6%.

Ω

The uncertainty of the detector solid angle (Ω) measurement was estimated based

on the repeatability in the distance measure between the detector and the soot signal

due to the difficult geometry and arrangement of the equipment. The resulting stan-

dard uncertainty estimate was 2%. The uncertainty in the measurement itself was

negligible compared to repeatability due to the use of calipers.

Ae

Uncertainty of the CCD pixel area to image area calibration (Ae) was calculated from

the repeatability standard deviation of the calibration procedure for image to world

mapping based on the known size of the counterflow burner nozzles in calibration

images. The analysis resulted in a 2% uncertainty.

T0

The local gas temperature (T0) profile is calculated from a quasi one-dimensional

flowfield model coupled to a chemical kinetic model tuned for aromatic precursors

and laminar flames for a set of conditions identical to each experimental sooting

flame dataset [67–69]. The uncertainty arises from the matching of the modeled lo-

cal gas temperature profile to the experimental soot incandescent profile and is based
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on a spatial uncertainty of the experimental flame location. Flow meter errors cause

slight momentum changes in the opposed fuel and air streams of the counterflow

burner resulting in small deviations of the flame location from the modeled case.

Calibration and consistency of a zero image reference point relative to the exit of the

air nozzle also plays a role in the estimated uncertainty of the local gas temperature.

Large temperature gradients near the flame region are evident for all cases and in-

crease with pressure and strain rate. The flame thickness controlling the temperature

gradients can be shown to scale with the inverse square root of Reynolds number.

This flame thickness scaling is convenient given the experimental requirement for a

laminar flame, hence pinning the Reynolds number and flame thickness extremum.

With the flame thickness minimum or temperature gradient maximum identified an

estimate on the standard uncertainty of the local gas temperature due to spatial uncer-

tainty was calculated as 250 K. It is worth mentioning that as pressure is increased,

additional uncertainty in modeled data is expected due to uncertainty in chemical

reaction rates and third body efficiencies. However, these modeled uncertainties are

largely unknown and difficult to quantify and hence are beyond the scope of this

work. Radiation effects on the local gas temperature from large quantities of soot is

also neglected but is shown to be at times significant under high soot loads and very

low strain rates [96]. It is assumed that the uncertainty estimate due to spatial model

to experimental matching is sufficient to appropriately represent the uncertainty in

the local gas temperature.

γ

The standard uncertainty in the local gas heat capacity ratio (γ) is calculated based on

the same spatial uncertainty method applied to the local gas temperature and resulted

in a 0.014 uncertainty estimate.

κ
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The standard uncertainty in the local gas thermal conductivity (κ) is calculated based

on the same spatial uncertainty method applied to the local gas temperature and re-

sulted in a 0.0006 W/cmK estimate.

Wg

The standard uncertainty in the local gas molar weight (Wg) is calculated based on

the same spatial uncertainty method applied to the local gas temperature and resulted

in a 0.5 g/mol estimate.

y

Uncertainty in the laser sheet spatial width (y) was negligible after completion of a

beam profile calibration.

F0

The uncertainty of the laser fluence profile (F0) was determined by propagation of all

independent error sources from a beam profile calibration using a Thorlabs BC106-

VIS beam profiler with a beam energy transfer calibration from a Scientech Astral

Calorimeter. Shot to shot noise from the laser source was significant and on the or-

der of 10% so all calibrations were conducted with 25 shot averages, the maximum

allowable by the Thorlabs beam profiler. Uncertainties relevant to the calibration

procedure were a 3% beam energy transfer calibration uncertainty and a 2.5% stan-

dard uncertainty due to beam energy drift inherent in successive 25 shot averages

due to shot to shot noise. The square root of the sum-squared error resulted in 4%

uncertainty. LII data samples are collected over 500 shot averages where the shot to

shot noise becomes negligible and should tend toward the mean calibrated value. An

additional uncertainty of 7% was considered due to laser fluence attenuation under

highly sooting conditions. The result for the total sum squared standard uncertainty

was 8%. If no laser attenuation were present from soot particles along the line of

sight, uncertainty in the fluence would be reduced to 4%.
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p0

Combustion chamber ambient pressure (p0) uncertainty was determined based on the

average observable drift in the ambient pressure from several Omega PX409 series

pressure transducers while experiments were conducted. The observable half width

of approximately 0.06 atmospheres or less resulted in a standard uncertainty estimate

s = 0.5·width/
√

3 due to drift of 0.035 atmospheres based on a uniform distribution.

αT

In the case of soot particle heat transfer model input parameters, uncertainty in the

heat conduction thermal accommodation coefficient (αT ) is significant and plays a

large role in the uncertainty of the measured soot primary particle size. The stan-

dard strategy of the LII community is to apply one global value for thermal accom-

modation based on some form of experimentally or computationally derived data.

The thermal accommodation coefficient represents the percentage of molecules that

thermally accommodate upon collision with the laser heated soot particle, the rest

undergoing specular reflection. When considering molecular geometry it is clear that

the thermal accommodation coefficient is a function of the local gas composition

as demonstrated using Direct Simulation Monte Carlo [97, 98]. Many studies have

utilized accommodation coefficient data from various molecular scattering experi-

ments on carbon surfaces at temperatures of 700-1400 K [99, 100]. Questions arise

however, on the validity of utilizing these results on the much higher temperature

conditions relevant to laser induced incandescence of soot, most notably the poten-

tial effect of molecular dissociation or the influence of internal degrees of freedom.

Other studies have attempted to determine the thermal accommodation coefficient by

model fitting a measured soot particle temperature decay utilizing a well described

sooting flame [83, 101, 102]. However, when carefully analyzing the residual uncer-

tainties in even a well described flame, it was determined by Daun et al. [97] that

an uncertainty of 48% is still inherent in the extracted values. It is also clear that
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the soot decay temperature fitting method would result in a thermal accommodation

coefficient only valid for sooting flames with a similar local gas composition. Since

local gas composition changes rapidly in the counterflow flames utilized in this study,

a large thermal accommodation coefficient uncertainty is expected. When the vari-

ability in accommodation coefficients found in literature is evaluated along with the

inherent uncertainties in LII derived thermal accommodation coefficients, it is esti-

mated that an uncertainty of 50% is warranted when applying one global thermal

accommodation coefficient applicable to the entire counterflow field.

Wv

The uncertainty in the molar weight of vaporized carbon due to sublimation (Wv)

was estimated from a fit to vaporized species calculations by Leider et al. [85]. The

fit varies from 26 to 42 grams/mole between 2000 K and 4200 K. Lacking any infor-

mation on uncertainty from the original work, the standard uncertainty in the molar

weight of vaporized carbon is estimated as 4 grams/mole largely based on the tem-

perature variability. The use of low fluence LII in this work where sublimation of

carbon from the surface of soot is small to negligible lends credence that the subli-

mation terms and their estimated uncertainty play a minimal role in the uncertainty

of derived LII variables.

αM

The vaporization mass accommodation coefficient represents the fraction of carbon

molecules escaping the heated soot particle surface to the molecules reabsorbed into

the particle after surface collision. Individual accommodation coefficients are used

by Michelsen [70, 83] to account for the vaporization of C1 and larger carbon clus-

ters. However, in the regime of low fluence LII where vaporization plays a minimal

role, many researchers utilize an average mass accommodation coefficient to account

for the average mass of sublimated carbon clusters [70]. The mass accommodation
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coefficient remains relatively unknown, and as such, values for the mass accommo-

dation coefficient vary in literature from 0.5 to 1. Considering a uniform distribution

with a width of 0.5, the standard uncertainty in the vaporization mass accommodation

coefficient used in this work is taken as 0.15.

pref

The uncertainty in the reference pressure (pref ) used in the Clausius-Clapeyron equa-

tion to calculate the equilibrium partial pressure of sublimed carbon is negligible

since the reference pressure of 1 atmosphere was the total vapor pressure setpoint for

calculation of the reference temperature.

∆Hv

The uncertainty in the enthalpy of formation (∆Hv) for sublimated carbon clusters

was estimated from two inferences. Data from Leider et al. [85] demonstrates ev-

idence that C3 is the primary sublimated species at laser induced incandescence

temperatures. NIST JANAF data [103] reported C3 carbon enthalpy of formation

uncertainty as ±13 KJ/mol at 2200 K. It is beneficial to develop an average enthalpy

of formation for all sublimed carbon clusters at high temperature. A comparison of

data reveals that values reported by Melton [53], averages from Leider et al., and

averaged NIST JANAF data for C1, C2, and C3 carbon clusters all agree to within

±15 KJ/mol. This analysis yielded a reasonable standard uncertainty estimate of

±15 KJ/mol on the enthalpy of formation used in this work due to the agreement

between documented uncertainty and independently published data.

Tref

The uncertainty in the temperature at which the total pressure of sublimated carbon

species reaches one atmospheric pressure, or the reference temperature (Tref ) was

estimated from data by Lieder et al. [85] and NIST JANAF data [103] for C3 carbon.

The nominal value published by Leider et al. is given as 3915 K from calculations
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using other measured thermal properties of carbon and in good agreement with car-

bon arc temperature measurements. NIST JANAF data provides a value of 4136 K

for C3 carbon. The difference in the two reported values provides the width of the

uniform distribution as 200 K. The standard uncertainty estimate thus is set at 60 K.

E(m)

The absorption function E(m) is a function of the complex index of refraction of

soot. Accurately determining a value for this variable has proven challenging to the

scientific community. Hence the uncertainty on the absorption function is large due

to several factors relevant to high temperature from LII. A thorough review on the

index of refraction of soot by Bond and Bergstrom [72] report the absorption func-

tion ranging from 0.15 to 0.24. The complex index of refraction data used to deter-

mine the absorption function was collected with a range of measurement techniques,

flame configurations, and carbonaceous fuels at temperatures from room air ambi-

ent to flame temperature. It is well known however, that many substances undergo

complex index of refraction changes with a change in temperature. While in general,

temperature tends to affect infrared wavelength absorption more strongly than visible

absorption, at LII temperatures of 3600 K, kBT thermal energy begins to approach

near infrared and visible photon energies and may start to affect near infrared and vis-

ible laser light absorption [90]. As such, research has been conducted utilizing high

temperature LII and a well described flame to determine a more relevant value for

the absorption function at high temperature. Snelling et al. [101] reported a value of

around 0.4. It is also worth noting that high temperature experiments may also give

rise to phase change, and a corresponding change in the optical properties of the sub-

stance. Work by Michelsen [83] mentioned this possibility and the data suggests that

the best fit between modeled and experimental LII data may lie somewhere between

the absorption function of solid and liquid soot if some melting is achieved. While

the phase diagram for graphite does not exhibit a liquid phase below 100 atm and
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4000 K, other soot morphologies may melt at LII conditions. Further investigation

into these mechanisms would be beneficial to the scientific community. Taking all

of these uncertainties into consideration, a standard uncertainty bound was estimated

for the absorption function with a lower bound of 0.2 and upper bound of 0.38.

ρs

Uncertainty in the density of soot (ρs) is estimated through several considerations.

Thermal expansion calculations compared to experimental data reported by Fried and

Howard [84] agree within approximately 1% or less for temperatures up to 3500 K.

Upon consideration of the uncertainty of the exact morphology of soot formed by

different fuel and flame configurations, measurements of soot density exhibit a spread

of about 10% in literature [70]. A 10% uncertainty was also reached by Daun et

al. [98] and will be adopted in this work as the standard uncertainty.

cs

Uncertainty in the heat capacity of soot (cs) is analyzed from documented uncer-

tainty and variation between published measurements. The temperature dependent

formulation adopted in this work was originally published by Fried and Howard [84]

and agrees well with JANAF data [103]. Uncertainties of 3-5% at temperatures up

to 3500 K were documented in the JANAF publication. Overall agreement between

different experimental measurements reported in literature [70, 103] due to changes

in soot morphology increases the standard uncertainty estimate to 10% in this work.

Qconduction

The uncertainty of the conduction model (Qconduction) was estimated by examining

the difference between the highest volumetric heat loss result (Sherman model [73]

with integrated mean heat transfer properties) and the lowest (McCoy and Cha [86])

for the transition regime. While the difference between the two models is affected

strongly by pressure and local gas temperature, an average deviation between the
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two models over the experimental operating conditions used in this work provided

an estimate of approximately 12% for the conduction model standard uncertainty.

pdf(dp), pdf(Np)

This analysis does not include uncertainties due to particle diameter distribution or

particle aggregation. Instead these are freely variable input assumptions based on

other measurement techniques. Transmission electron microscopy (TEM), and elas-

tic light scattering measurements are used in this work to provide insight into these

input parameters. Aggregate soot particles do have a large effect on conduction heat

transfer (∼40%) and primary particle sizing so accurate knowledge of this input pa-

rameter is important. Primary particle size distribution plays a smaller role. Neither

input has a significant effect on volume fraction measurements. Detailed work on the

uncertainty of these quantities can be found in literature [76–78, 104].

A summary of identified variables and underlying uncertainties are listed in Table 3.1.

The demarcation in the table identifies the experimental variables (top) and model variables

(bottom).

3.1.2 Uncertainty Analysis of LII Measurements

An attempt was made to utilize proper statistical uncertainty methods where possible. All

uncertainties documented here are standard uncertainty estimates. Expansion of uncer-

tainty to 95% confidence is not particularly meaningful due to a lack of statistics and in-

complete uncertainties on parameters found in literature. In the LII model, all variables

were perturbed by their respective uncertainties. The analysis does not include second or-

der effects. The resulting uncertainties corresponding to extracted variables of soot volume

fraction, primary particle size, and soot number density are listed in Table 3.2 by descend-

ing order of importance. The total uncertainty listed at the bottom of the table is the square
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Table 3.1: List of parameters involved in Laser Induced Incandescent analysis and their
associated uncertainties. Experimental and model variables/parameters are listed at the top
and the bottom, respectively.

Param. Uncert. % Units Description
ILII - 7 Counts Soot Incandescence
η - 6 W/nmCount Detector Calibration Factor
Ω 7E-4 2 Sr Detector Solid Angle
Ae 4.69E-8 2 cm2 Calibrated Experimental Pixel Area
y - - cm Laser Sheet Spatial Width
F0 - 8 J/cm2 Laser Fluence
p0 3.5E-2 - atm Ambient Pressure
T0 250 - K Local Gas Temperature
γ 1.4E-2 - unitless Local Gas Heat Capacity Ratio
κ 6E-4 - W/cmK Local Gas Thermal Conductivity
Wg 0.5 - g/mol Local Gas Average Molar Weight
αT - 50 unitless Heat Conduction Accommodation Coefficient
Wv 4 - g/mol Molar Weight of Vaporized Carbon
αM 0.15 - unitless Vaporization Mass Accommodation Coefficient
pref - - atm Reference Pressure for Clausius-Clapeyron Eq.
∆Hv 15 - kJ/mol Enthalpy of Formation of Sublimed Carbon
Tref 60 1.5 K Reference Temperature for Clausius-Clapeyron Eq.
E(m) 0.2-0.38 - unitless Absorption Function
ρs - 10 g/cm3 Soot Density
cs - 10 J/gK Soot Heat Capacity
Qcond - 12 W Conduction Model

root of the sum-squared error of all uncertainties (RSS). The generic equation is given as

∆fv, dp =

√√√√ N∑
i=1

ξ2
i . (3.1)

Where ξ is a generic LII model variable and the sum is over all N variables. A simpler

practical example of the origin of the RSS error method is given in Chapter 3.2. It is

clear that the absorption function, which directly affects the measurement of incandescent

signal and hence volume fraction, introduces the largest uncertainty on the volume fraction

measurement. Also as expected, uncertainty in the primary particle size is dominated by

uncertainties affecting the conduction heat transfer model. Sublimation terms are found

to be negligible for all three extracted variables due to the use of low-fluence LII in this
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work. Since the number density is extracted from measurements of soot volume fraction

and particle size, the uncertainty of the number density due to any variable and the total

uncertainty is given by,

∆N =
√

3∆d2
p + ∆f 2

v , (3.2)

yielding a much larger uncertainty compared to soot volume fraction and particle size mea-

surements.

Table 3.2: Uncertainties in Laser Induced Incandescence extracted variables.

Volume Fraction Primary Particle Size Number Density
Parameter Uncertainty Parameter Uncertainty Parameter Uncertainty
E(m) 30% αT 42% αT 72%
T0 17% T0 30% T0 55%
ILII 7% γ 18% γ 30%
η 6% ρs 10% E(m) 30%
γ 5% cs 10% ρs 20%
ρs 5% Qcond 8% cs 20%
cs 5% κ 4% Qcond 14%
αT 4% F0 4% F0 8%
Wg 4% Wg 4% Wg 8%
F0 4% p0 2% κ 7%
Qcond 2% ∆Hv 0 ILII 7%
Ω 2% Tref 0 η 6%
Ae 2% ILII 0 p0 4%
p0 2% η 0 Ω 2%
κ 0 Ω 0 Ae 2%
∆Hv 0 Ae 0 ∆Hv 0
Tref 0 y 0 Tref 0
y 0 Wv 0 y 0
Wv 0 αM 0 Wv 0
αM 0 pref 0 αM 0
pref 0 E(m) 0 pref 0
Total 38% Total 57% Total 106%

3.1.3 Mixture Averaged Thermal Accommodation Coefficient, αT

The reported uncertainties in Table 3.2 are conservative estimates of which there is clear

room for improvement. By targeting some of the most important uncertainties impacting

LII extracted variables we can hope to significantly improve the uncertainty in the LII tech-
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nique overall. Clearly the thermal accommodation coefficient between soot and the local

gas species i (αT,i) is the largest identified uncertainty on the primary particle size listed

in Table 3.2. A thorough review of thermal accommodation literature provided enough

data to explore a species mixture averaged αT =
∑
αT,iXi at each spatial location in the

flame. The concept is consistent with the current strategy of spatially varying mixture av-

eraged κ and γ by solving gas-phase conservation equations. This strategy is motivated by

a hypothesis that the uncertainty of αT can be reduced. The strategy considered molecular

dynamics (MD) determined values and experimental measurements compiled from litera-

ture. From quasi one-dimensional simulations as described in Chapter 2.2, the top 5 most

important species were determined at each spatial location on a molar basis and they typ-

ically represent approximately 95% of the total molar concentration. By considering the

top 5 species at all spatial locations and for all test cases, a final list of ten most impor-

tant species were included in the subsequent uncertainty analysis. Figure 3.1 shows the

computed species concentration profiles along the axis of symmetry for two test cases of

non-premixed ethylene-oxygen counterflow flames (a) at 4.065 atmospheres with opposed

nitrogen diluted fuel and air streams (XC2H4,−L/2 = 0.5 and XO2,+L/2 = 0.2101) at a strain

rate of 119 s−1, and (b) at 14 atmospheres with opposed fuel and oxygen streams diluted

with helium (XC2H4,−L/2 = 0.41 and XO2,+L/2 = 0.1723) at a strain rate of 135 s−1. The

local gas temperature profiles are also shown. In Fig. 3.1 the fuel flow originates from the

left boundary (z = −L/2) and the oxidizer from the right boundary (z = +L/2) where L

is the nozzle separation, setting up a fuel rich region in the negative z-direction, and an oxi-

dizer rich region in the positive z-direction with z = 0 identifying the center plane between

the nozzles. The red dotted vertical lines show the region of interest corresponding to the

soot layer location in the flow field. Narrowing the analysis to this region further reduces

the list of most important species to eight, which are identified as N2, He, C2H4, H2, H2O,

CO, CO2, and C2H2. O2 is insignificant at the spatial region where soot is formed under all

tested counterflow conditions.
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(a) Nitrogen diluted XC2H4,−L/2 = 0.5 and
XO2,+L/2 = 0.2101 non-premixed counterflow
flame structure at a pressure of 4.065 atm and
strain rate of 119 s−1.
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(b) Helium diluted XC2H4,−L/2 = 0.41 and
XO2,+L/2 = 0.1723 non-premixed counterflow
flame structure at a pressure of 14 atm and strain
rate of 135 s−1

Figure 3.1: Profiles of temperature and major species mole fractions with identification of
soot layers given by red vertical lines.

It is well accepted [105–107] that αT,i increases with increasing gas molecular mass and

decreases with gas molecule complexity. The former is at least partially influenced by in-

creased gas-surface interaction time (lower speed and deeper/wider potential well for larger

molecules) resulting in a higher probability that the gas molecule will equilibrate to the

surface temperature. The latter is an effect of difficulty in accommodating internal energy

modes. Thermal accommodation is additionally a function of gas and surface temperature.

For monatomic gases, thermal accommodation generally increases with increasing gas tem-

perature and remains constant or decreases slightly with increasing surface temperature

due to complex functions of molecular mass and gas-surface interaction. The effects have

been exhibited in both experiments and simulations with the exception of argon [105,106].

For polyatomic gases, evidence suggests that thermal accommodation decreases at both

higher gas and surface temperatures dominated by ineffective accommodation to internal

energy modes, especially vibrational modes. Low gas and surface temperatures increase

interaction time between gas molecule and surface resulting in greater energy exchange

to internal energy modes and higher thermal accommodation. The converse is true for

higher temperature yet shows evidence of asymptotic behavior as temperature is increased
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to about 1000 K [98, 106, 108]. The asymptotic behavior offers evidence that experimental

data collected at gas and surface temperatures around 1000 K can be relevant for LII stud-

ies at much higher temperatures. It is thus assumed here that thermal accommodation is

constant for the temperature range of approximately 1000 K and above. Literature sources

with αT,i values reported in the low temperature regime were not considered in the anal-

ysis. All αT,i data reported were for species collision on a graphite or soot surface. It is

assumed in this case that graphite and soot are acceptable analogs, as soot is believed to

anneal around 2500 K forming a graphitic surface structure. All species dependent ther-

mal accommodation coefficients reported in literature most relevant to LII (high gas and

surface temperature) for the eight most important species supplemented with O2 and CH4

species common to other flame configurations are analyzed in detail. No data could be

found for αT,i of the OH-graphite pair. Clearly CO2, H2O, OH, and O2 thermal accom-

modation measurements at high surface and gas temperatures are complicated by surface

reactions. The lack of a sufficient population of data for any species makes the calculation

of uncertainty difficult and inaccurate on statistical bounds. Instead the uncertainties were

estimated conservatively based on the scatter in the data assuming a uniform distribution

with consideration to the reported error in literature. The maximum error reported in litera-

ture was used as a conservative estimate of measurement error. The large uncertainty of LII

derived thermal accommodation from Daun et al. [97, 98] for individual species (∼ 50%)

was acknowledged but not directly considered in the uncertainty analysis when less uncer-

tain results were available relevant to LII and high temperature conditions. Details for each

species analyzed are as follows.

CO2

Three studies [97, 98, 107] reported data for CO2 all in good agreement within 10%.

The standard deviation of the data assuming a uniform distribution is 3%. The av-

erage was taken as the nominal value. The root sum squared error estimate for CO2

was calculated as 15% using the standard deviation of the data and the largest error
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reported in literature.

CO

Three studies [97, 98, 109] reported values for CO. Simulations and experiments by

Daun et al. [98] are in good agreement with data from Watt [109] reported somewhat

higher. An analysis of the experimental method used by Watt shows data collected

at high surface temperature with room temperature gas, resulting in accommodation

coefficient measurements higher than that for high gas and surface temperature LII

conditions. The nominal thermal accommodation value for CO was set at 0.3. The

standard deviation of 15% was calculated from the spread of the data assuming a

uniform distribution. A total root sum squared error of 16% was calculated including

the maximum reported measurement error of 5%.

N2

Four studies [97, 98, 100, 107] reported thermal accommodation data for nitrogen,

three of which were found in good agreement. Results by Kamat et al. [107] were

significantly lower, possibly due to an in-house optimization of N-C molecular inter-

action parameters unique to their approach. Results for monatomic gases reported by

Kamat et al. were in good agreement with other simulations. The nominal thermal

accommodation for N2 was set at 0.26, the median of the samples. Total root sum

squared error was calculated as 20% based on the maximum reported error applied

to the median (11%) and standard deviation of the spread of the data (17%).

He

All thermal accommodation values for helium reported in literature [97,98,106,107]

were in good agreement. The nominal value for helium was set at the average, and

the root sum square standard uncertainty was calculated as 15% using the largest un-

certainty specified in literature applied to the mean (15%) and the standard deviation

of the samples (4%).
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CH4

The spread in the data for CH4 was more significant between the four sources in

literature [97, 98, 106, 107] relevant to high temperature conditions. The average of

the data was taken as the nominal value. The standard deviation from the spread

in the data (18%) and the maximum error reported in literature applied to the mean

(16%) resulted in a total standard error estimate of 24%.

H2O

Watt [109] reported the only thermal accommodation data for the H2O-graphite pair

for high surface temperature and a room temperature gas at low pressure. As a result,

the reported value may be somewhat high. A conservative 50% error estimate was

assumed, which covers the plausible thermal accommodation range of other simple

nonlinear polyatomic molecules.

H2

Data reported for H2 [100, 106, 108–110] were in relatively good agreement. The

mean was chosen as the nominal value. The standard deviation from the spread in

the data (10%) and maximum error reported in literature applied to the mean (14%)

resulted in a total standard error of 17%.

O2

No thermal accommodation data for the O2-graphite pair were found in literature.

Given that O2 is a linear polyatomic molecule, it should be expected to fall within

a range of thermal accommodation values for other linear polyatomic molecules.

Thermal accommodation by Rosenblatt et al. [111] for N2 and O2 on nickel, copper,

and platinum surfaces were very similar albeit using a low temperature experimental

approach. Taking this into account, thermal accommodation for O2 was set equal

to that of N2 with an uncertainty set at 50%, which covers the range of thermal

accommodation values for other linear polyatomic molecules.
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C2H4

Only Daun et al. [97] reported thermal accommodation for C2H4 using a highly un-

certain LII technique to determine the value. It is worth noting that the results for

C2H4 were corrected from Daun et al. 2008 [97] to the values consistent in Daun et

al. 2009 [98] due to a change in the heat transfer model used between the two pub-

lished works. Values for other similar nonlinear polyatomic molecules (CH4, C2H6)

reported here and in literature provided additional insight. The nominal value of ther-

mal accommodation for C2H4 was set at 0.1 with an uncertainty of 50% consistent

with the uncertainty of the LII derived results. The uncertainty covers the range of

values reported for other similar nonlinear polyatomic molecules.

C2H2

No sources were found for thermal accommodation of the C2H2-graphite pair. Low

temperature thermal accommodation by Rosenblatt et al. [111] for C2H2 and CO2

on a copper surface was reported as similar. Considering both are linear polyatomic

molecules of roughly equal complexity, the thermal accommodation coefficient of

C2H2 was set equal to that for CO2 with an uncertainty of 50%, covering a wide

range of thermal accommodation values for other linear polyatomic molecules.

A summary of the results is given in Table 3.3.

Table 3.3: Relevant species thermal accommodation coefficients (αT,i) and documented
uncertainties from literature.

Simulations LII Exp. Experiments
Species [107] [98] [108] [97] [98] [109] [110] [100] [106] [111]
CO2 0.2± 15% 0.2± 5% 0.18± 50%
CO 0.3± 5% 0.27± 50% 0.46
N2 0.12± 25% 0.27± 5% 0.26± 50% 0.26± 8%
He 0.22± 14% 0.22± 5% 0.21± 50% 0.19± 10%
CH4 0.16± 13% 0.11± 5% 0.09± 50% 0.17± 10%
H2O 0.22
H2 0.12 0.13 0.15 0.17± 12% 0.15± 10%
O2 ∼ 0.3
C2H4 0.1± 50%
C2H2 ∼ 0.19
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The final values for single species-graphite pair thermal accommodation and their stan-

dard uncertainties are given in Table 3.4. The review of literature clearly shows additional

work is necessary to provide a more thorough and less uncertain set of data for species

dependent thermal accommodation coefficients. Species mixture averaging of the thermal

accommodation data collected for the top five most important species shows that thermal

accommodation varies in the sooting region between 0.18 and 0.26 for the nitrogen diluted

flame at 4.065 atm described above and 0.16 to 0.22 for the helium diluted flame at 14 atm.

Both ranges are significantly lower than the nominal value reported in the LII literature [70],

i.e. 0.28-0.38. Considering the importance of the thermal accommodation coefficient, ac-

curate fits for species-surface pair αT,i as a function of gas and surface temperature with

clearly defined uncertainty should be a major focus of the scientific community.

Table 3.4: List of top 10 most important species thermal accommodation coefficients (αT,i)
and uncertainty.

Species αT,i Uncert.
CO2 0.193 15%
CO 0.3 16%
N2 0.26 20%
He 0.21 15%
CH4 0.13 24%
H2O 0.22 50%
H2 0.144 17%
O2 0.3 50%
C2H4 0.1 50%
C2H2 0.193 50%

The uncertainty of the species mole fraction weighted thermal accommodation coeffi-

cient on soot volume fraction, particle size, and number density was analyzed by comparing

the nominal mixture thermal accommodation results to the those perturbed by uncertain-

ties of αT,i listed in Table 3.4. Since all the species exhibit different estimated uncertain-

ties and the order of species importance changes spatially, clearly the mixture uncertainty

also changes spatially. The effect of spatial uncertainty on the total uncertainty for ther-

mal accommodation was small (<10%) compared to the mixture averaged uncertainties
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reported in Table 3.4, resulting in only a 2% increase in total error on primary particle

size in the most extreme case. For completeness, this error is included in the total uncer-

tainties reported here. For nitrogen-diluted flames, the maximum standard uncertainties

on volume fraction, particle size, and number density were 5%, 32%, and 56% respec-

tively. For helium-diluted flames, the maximum standard uncertainties on volume fraction,

particle size, and number density were 4%, 22%, and 38% respectively. The effect on

the total uncertainty of volume fraction remained small and unchanged for both helium and

nitrogen-diluted flames. The effect of decreased αT uncertainty lowers the total uncertainty

on particle size and number density for nitrogen-diluted flames to 50% and 92%, respec-

tively, while that of helium-diluted flames are decreased to 44% and 83%, respectively.

3.1.4 Estimation of Spatially Varying Absorption Function

The absorption function is the most important variable for controlling the uncertainty on

volume fraction, as shown in Table 3.2. The optical properties of soot are dependent on

the three physical processes associated with free carriers, lattice vibrations, and electronic

transitions, as well as impurities from molecular composition (e.g. H/C ratio) [112]. All

these dominant processes are affected by changes in bond structure (sp2, sp3, π, and free

electrons) and temperature. In general lattice vibration effects on the polarizability of a

material only apply to infrared and longer wavelengths. LII is primarily concerned with

visible wavelengths, so the lattice vibration effects are neglected here. Uncertainty analysis

for the visible spectrum using Drude-Lorentz dispersion theory from Lee and Tien [113]

for graphite indicates the complex index of refraction changes significantly with large tem-

perature gradients. An increase in temperature of greater than 1000 K increases absorption

by approximately 40% [114, 115]. Thermal expansion also plays a role in affecting optical

properties [112] but its affect is small compared to the temperature dependence of the po-

larizability of soot (see Michelsen et al. [116] for a nice review on soot thermal expansion).

Variation in soot composition reflected by a change in electron number density by a factor
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of two also changes absorption by 30% or greater [114, 115].

It is known in literature that soot contains sp3 and sp2 hybridized bonds as well as im-

purities of H2, O2, and possibly other compounds depending on local gas composition in

the flame [72]. From band-gap theory, it is suggested that the clustering of sp2 bonds de-

termines the optical properties and the absorption characteristic of soot. An increase in sp2

bonds results in a decrease in the optical gap and an increase in absorption. This can be con-

trolled by adding or removing specific species from the local environment (e.g. increased

hydrogen decreases sp2 bonding [72]) or by raising or lowering the particle temperature to

induce or inhibit graphitization. For the case of flame studies using LII, both an increase in

flame temperature and laser heating of soot would result in increased annealing and graphi-

tization. Similarly, increased residence time at higher temperature increases graphitization

and optical absorption (See Michelsen [83] for a thorough review of annealing applied to

LII). Particle growth has also been postulated to affect soot optical properties with evidence

supported by theory and experiment. The addition of layer structure as particles grow in

size has been observed to increase amorphous carbon and soot opacity [72, 117].

The nonpremixed counterflow configuration employed in this study adds additional

complexity with the competing effects of soot precursor concentration and temperature

variation along the particle trajectory which is unique from other burner configurations.

Several researchers ( [72] and citations within) have also suggested that aggregation of par-

ticles may increase absorption efficiencies by as much as 50% depending on the number

and size of primary particles. The counterflow flame configuration and the controllable res-

idence time of the flow field inhibits strong aggregation unlike other burner configurations,

but some aggregation still may play a role in determining optical absorption. Uncertain-

ties due to a phase change of soot are assumed negligible due to the use of low fluence

LII which inhibits significant sublimation of carbon from the solid soot particle surface. A

change in optical properties due to melting is also considered unlikely. The phase diagram

for graphite indicates melting is not achievable under a pressure of 100 atm and tempera-
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ture under 4200 K yet may be possible if soot morphology is significantly different from

graphite. The above combined effects on the optical properties and absorption of soot are

highly speculative and are not well understood. It is clearly possible that the absorption

function could suffer from uncertainties as high as 50% or greater from a nominal assumed

value.

The absolute irradiance calibrated LII technique used in this study measures three quan-

tities, (i) temperature from the ratio of two wavelength signal detection, (ii) the absolute

magnitude of the detected signals, and (iii) the signal decay in time. Currently volume

fraction is determined from signal magnitude, and particle size from the signal decay. It

is proposed here that the measurement of temperature be used to quantitatively determine

soot optical absorption by targeting the soot absorption function E(m) using a two param-

eter fitting routine to simultaneously solve for the absorption function and primary particle

size. A similar approach was taken by Eremin et. al [118] when investigating the effect

of nanoparticle growth on the absorption function using a particle synthesis device. For

moderate to heavily sooting flames a clear gradient in LII intensity is noticeable across

the flame sheet from extinction of laser energy and LII signal as it passes through the soot

layer. In these cases an extinction correction is used as an additional function of E(m)

and is iteratively matched with LII results until a converged solution is reached between

the two techniques. The extinction correction procedure is outlined in Chapter 2.5 with

an assumption of constant volume fraction along the laser beam and signal line of sight

paths. An initial guess for the volume fraction is made using LII, where the incandescent

signal and laser fluence are corrected until the volume fraction and absorption function

reach a converged solution. With the local temperature along the axis of symmetry known

from computations and the laser beam fluence profile accurately calibrated and corrected

for extinction if present, the soot absorption function can be quantified spatially within an

error bound determined from uncertainty analysis of all uncertain variables in the LII tech-

nique. This effectively determines the spatially varying absorption function due to various
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large and uncertain physical effects as described previously. The absorption function is as-

sumed constant here between the detection wavelengths 450 nm and 650 nm and the laser

absorption wavelength of 532 nm. Dispersion theory and optical measurements provide

evidence of little change in the complex index of refraction in the visible wavelength range

considered here.

An example of a least squares fit for the local absorption function E(m) to account for

rapidly changing conditions in the counterflow geometry is shown in Fig. 3.2. The results

correspond to flame conditions at 1 atm, a local strain rate of al = 91 s−1, XC2H4 = 1.0

with an opposed flow of air (XO2 = 0.21). The fuel flow originates from the left boundary

(z = −L/2) and the oxidizer from the right boundary (z = +L/2) where L is the nozzle

separation, setting up a fuel rich region in the negative z-direction, and an oxidizer rich

region in the positive z-direction (stoichiometric flame location is at z = 0.45 mm where

the mixture fraction is Zst = 1.84). It is interesting to note that the fitted absorption

function values shown fall within the range of values reported in the literature [70, 72],

namely 0.14-0.4. Effects of aggregation are negligible as measured primary particle sizes

are small (∼10 nm).

A comparison between LII extracted volume fraction results was also conducted to

examine the validity of assuming a least squares fitE(m) and a globally prescribed constant

value forE(m). A constant value of 0.24 was assumed forE(m) which falls in the range of

values reported by Bond and Bergstrom [72] (∼0.14-0.24) for measurements taken around

flame temperature ∼2000 K or lower and values used in LII literature [70] (∼0.18-0.4) for

temperatures of∼2600 K or higher. The value 0.24 also corresponds to a rough mean value

for the locally fit range of E(m) values determined throughout all LII studies conducted

in this work. Figure 3.3 shows the soot volume fraction at 1 atm, a local strain rate of

al = 91 s−1, XC2H4 = 1.0 with an opposed flow of air (XO2 = 0.21). The assumption

of constant E(m) = 0.24 is given as the light blue line with the light blue shaded region

representing the total standard uncertainty bounds from Table 3.5. The volume fraction
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Figure 3.2: LII fitting results for spatially varying absorption function E(m) at 1 atm,
al = 91 s−1, XC2H4 = 1.0 with opposed flow of air. Also shown are the peak particle
temperature (solid red line from experiments) and the local gas temperature (dashed red
line from computations).

result from the least squares fit assumption of E(m) is indicated by the black line with

the gray shaded region representing the total standard uncertainty bounds from Table 3.5.

The red dashed line represents the flow field temperature profile due to the flame where the

soot is shown forming on the fuel rich side of the flame. It is evident that the uncertainty

in the two results overlap, as they do for all cases examined during this study. Yet the

nominal volume fraction profiles show markedly different peaks. This is explained upon

consideration that the peak particle temperature near the maximum soot volume fraction is

only ∼2000 K on the order of a typical flame temperature due to the local gas temperature

being only ∼1000 K. In this case, measurements taken at flame temperatures reported by

Bond and Bergstrom [72] (∼0.14-0.24) are probably more relevant to the maximum volume

fraction region. Furthermore, values forE(m) assumed by the LII community [70] (∼0.18-

0.4) are more appropriate for the soot inception region near z = 0 in Fig. 3.3 where the peak

particle temperature is high ∼3400 K. Not surprisingly, the least squares fit E(m) results

shown in Fig. 3.2 support the above explanation. Thus, for the case of the counterflow

flame geometry, the rapidly changing local conditions warrant a local fitting of E(m) to
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Figure 3.3: A comparison of LII determined normalized volume fraction assumingE(m) =
0.24 (light blue line) with uncertainty (light blue shaded region), and E(m) least squares
fit (black line) with uncertainty (gray shaded region) at 1 atm, al = 91 s−1, XC2H4 = 1.0
with opposed flow of air.

best represent the LII physics. For other flame configurations where flame temperatures

are more spatially uniform with small gradients, it may be sufficient to assume a global

value for E(m). However, it is suggested that a fitting procedure for E(m) is always used

where the uncertainties are lower than assuming a constant global value for E(m) without

precise knowledge of the true value.

3.1.5 Final LII Measurement Uncertainty

Allowing the absorption function to change spatially as a best fit to temperature anchors

E(m) to the results of volume fraction causing a second order effect on the uncertainties

of the determined variables. With the dependency of volume fraction on the absorption

function assumed and the thermal accommodation locally mixture averaged, the uncertain-

ties for all LII determined variables are recalculated in Table 3.5. Assuming no particle

aggregation and a sufficiently calibrated laser sheet fluence profile, it is notable that the

uncertainty bounds for the absorption function determined by LII are lower than the range
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Table 3.5: Revised uncertainties in Laser Induced Incandescence extracted variables.

Absorption Function Volume Fraction Primary Particle Size Number Density
Param. Uncert. Param. Uncert. Param. Uncert. Param. Uncert.
T0 18% T0 20% T0 30% T0 56%
ρs 10% ρs 10% αT 22-32% αT 38-56%
cs 10% cs 10% γ 15% γ 26%
F0 8% F0 8% ρs 10% ρs 20%
η 4% ILII 6% cs 10% cs 20%
Ω 4% η 6% Qcond 8% Qcond 14%
Ae 4% Ω 5% F0 6% F0 13%
ILII 5% Ae 5% κ 4% Wg 8%
αT 3% αT 5% Wg 4% κ 8%
κ 2% κ 4% p0 4% p0 8%
γ 2% γ 4% y 0 ILII 6%
Qcond 2% Qcond 4% Wv 0 η 6%
Wg 2% Wg 4% αM 0 Ω 5%
p0 2% p0 4% pref 0 Ae 5%
y 0 y 0 ∆Hv 0 y 0
Wv 0 Wv 0 Tref 0 Wv 0
αM 0 αM 0 ILII 0 αM 0
pref 0 pref 0 η 0 pref 0
∆Hv 0 ∆Hv 0 Ω 0 ∆Hv 0
Tref 0 Tref 0 Ae 0 Tref 0
Total 26% Total 30% Total 44-50% Total 82-91%

reported in literature by more than 20%. While a significant uncertainty still remains,

attempting to determine the local absorption function value spatially in situ within a the-

oretical framework by a convergent solution between extinction and LII as opposed to

applying a global nominal value can be attributed to the above reduction in uncertainty. It

is also clear from Table 3.5 that relatively few parameters make up a majority of the un-

certainty in LII variables. Of all the variables, the easiest to improve upon is the thermal

accommodation coefficient with an effort by the scientific community to develop a more

complete species-surface pair thermal accommodation database for soot as a function of

gas and surface temperature both experimentally and though MD simulations with clearly

documented uncertainty. This effort would go a long way in improving the confidence of

thermal accommodation and LII particle sizing results.
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3.1.6 Repeatability Uncertainty

A repeatability study was conducted to determine the magnitude of repeatability uncer-

tainty on LII extracted measurements of volume fraction (fv), primary particle diameter

(dp), and number density (N ). A full repeatability study of all LII collected data would

have been cost and time prohibitive due to the time required to conduct individual mea-

surements, the cost of high purity gases, and the large dataset collected over a range of

pressures, strain rates, and fuel-oxidizer compositions. Instead, three samples were col-

lected at 8.45 atm under different fuel-oxidizer compositions and soot loadings:

(a) Three measurements at a local strain rate of 163 s−1, 0.46 C2H4 + 0.54 N2, 0.1933 O2

+ 0.8067 N2.

(b) Three measurements at a local strain rate of 163 s−1, 0.42 C2H4 + 0.58 N2, 0.1765 O2

+ 0.8235 N2.

(c) Three measurements at a local strain rate of 186 s−1, 0.3982 C2H4 + 0.0046 toluene +

0.5972 N2, 0.1681 O2 + 0.8319 N2.

Samples at 8.45 atm were chosen because they represented challenging experiments to col-

lect and thus good predictors for conservative repeatability bounds. Figures 3.4 a), b), and

c) show the results of volume fraction repeatability for the same three samples described

above. The solid black lines show normalized volume fraction profiles of individual mea-

surements from the samples. The point of maximum flame temperature represented by the

vertical dashed red line is shown for spatial reference. Points left of the maximum flame

temperature indicate the fuel rich region while points to the left indicate the oxygen rich

region of the counterflow field. The point z = 0 represents the centerline between the two

counterflow nozzles. In all cases soot is formed in the fuel rich region. Good agreement

is exhibited concerning repeatability between the individual measurements in each sample.

The blue shaded area in the figures shows the repeatability band one standard deviation



74

−0.4 −0.2 0 0.2 0.4
0

0.2

0.4

0.6

0.8

 N
o

rm
. 

S
o

o
t 

V
o

lu
m

e
 F

ra
c

ti
o

n
 

 Distance From Centerline [mm] 

 

 

 s
mod

 s
rep

 f
v

 T
maxf

(a)

−0.4 −0.2 0 0.2 0.4
0

0.1

0.2

0.3

0.4

 N
o

rm
. 

S
o

o
t 

V
o

lu
m

e
 F

ra
c

ti
o

n
 

 Distance From Centerline [mm] 

 

 

 s
mod

 s
rep

 f
v

 T
maxf

(b)

−0.4 −0.2 0 0.2 0.4
0

0.05

0.1

0.15

0.2

 N
o

rm
. 

S
o

o
t 

V
o

lu
m

e
 F

ra
c

ti
o

n
 

 Distance From Centerline [mm] 

 

 

 s
mod

 s
rep

 f
v

 T
maxf

(c)

Figure 3.4: Volume fraction repeatability for samples a), b), and c) described above. The
figure includes individual normalized volume fraction measurements (black solid line),
point of maximum flame temperature (red dashed line), repeatability standard deviation
band (blue shaded region), and standard model uncertainty band (grey shaded region).

above and below the mean of the sample. The standard LII measurement uncertainty cal-

culated in Chapter 3.1.5 is also shown for comparison by the gray shaded region. Overall

the results show good agreement in the magnitude of repeatability uncertainty (10-15%)

between the three samples. For all cases the relative standard LII measurement uncertainty

is larger than the repeatability uncertainty by about a factor of two for the majority of the

volume fraction profile. The extreme edges do show increased relative uncertainty due to

decreased volume fraction and an increase in incandescent signal to noise at the edges.

Figures 3.5 a), b), and c) show the results of primary particle diameter repeatability for

the three repeatability samples described above. The same plotting designations apply as

above with the solid black lines showing the normalized primary particle diameter profiles

of individual measurements from the samples. The individual samples are all in good

agreement with a magnitude of repeatability uncertainty around 10-15% on average. In this

case the relative standard LII measurement uncertainty is much larger than the repeatability

uncertainty by a factor of four to five at all but particle inception near the peak particle

temperature. Larger repeatability uncertainty of 30% or greater at small particle size near

particle inception at the peak flame temperature is observed likely due to signal to noise

defficiency near the edges of the incandescent signal profile.
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Figure 3.5: Primary particle diameter repeatability for samples a), b), and c) described
above. The figure includes individual normalized particle diameter measurements (black
solid line), point of maximum flame temperature (red dashed line), repeatability standard
deviation band (blue shaded region), and standard model uncertainty band (grey shaded
region).

Figures 3.6 a), b), and c) show the results of number density repeatability for the three

repeatability samples described above. The solid black lines show the normalized number

density profiles of individual measurements from the samples. While for soot volume

fraction and primary particle diameter, the repeatability uncertainty is consistently less than

model uncertainty, in some cases, e.g. Fig. 3.6 a), the repeatability uncertainty for number

density is large and on the order of model uncertainty especially at the peak of the profile.

This is expected given the equation for calculating number density N = 6fv/πd
3
p makes

use of both the measured volume fraction and primary particle diameter. The expected

peak of the number density profile coincides around particle inception near the peak flame

temperature where the relative repeatability uncertainty of volume fraction and primary

particle diameter is at a maximum at the edge. Thus the repeatability uncertainty around

maximum number density is large. In any case, it is shown in Fig. 3.6 a)-c) that number

density changes by more than two orders of magnitude for the test samples considered. In

fact peak number density changes by upwards of four to five orders of magnitude across all

pressure, residence time, and fuel-oxidizer compositions considered. Hence useful trends

in number density can still be garnered with a large repeatability and model uncertainty.

For soot volume fraction and primary particle size, model uncertainty remains the dom-

inant uncertainty for LII measurements even after the uncertainty improvements to the mea-
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Figure 3.6: Number density repeatability for samples a), b), and c) described above. The
figure includes individual normalized number density measurements (black solid line),
point of maximum flame temperature (red dashed line), repeatability standard deviation
band (blue shaded region), and standard model uncertainty band (grey shaded region).

surement procedure proposed in Chapter 3.1.5. However, a reduction in uncertainty on the

local ambient gas temperature or thermal accommodation to levels more in line with the

other documented measurement uncertainties would quickly result in repeatability and LII

measurement uncertainties of the same magnitude. In this case further improvements to the

accuracy of the measurement system would be challenging.

3.1.7 Local Gas Properties and Other Uncertainties

The uncertainty in local gas temperature, heat capacity ratio, thermal conductivity, and

mixture-averaged molecular weight is all dominated by spatial uncertainty between exper-

iments and computations of approximately 0.15 mm. A method of exactly anchoring the

LII data and modeled data to a precise spatial location would remove most of the error on

these quantities and greatly improve LII results. If a different burner configuration were

used with a more certain and less varying temperature, a decrease in uncertainty would

be realized. However, uncertainty due to aggregation would be greatly increased from an

inability to control residence time. Reducing the local temperature and thermal accommo-

dation uncertainties under more well described conditions (assuming ∼ ±50 K and ∼15%

respectively) would reduce the uncertainty on E(m), fv, dp, and N to approximately 18%,

21%, 26%, and 48%, respectively. This is considered an approximate lower limit for the
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total standard uncertainty of LII extracted variables.

3.2 Particle Image Velocimetry Uncertainty

Particle image velocimetry was employed to measure the two dimensional velocity profile

between the counterflow nozzles in order to characterize the flow residence time critical

for accurate chemical-kinetic simulation. The relatively large velocity samples collected at

small spatial increments (50-100 microns) resulted in well defined velocity profiles both in

the axial and radial directions. The local strain rate was chosen as the measure to represent

flow residence time. The local strain rate was determined via a second order polynomial

regression fit to the mean oxidizer stream axial velocity along the axial centerline from

oxidizer nozzle exit to the thermal mixing layer of the flame. A generic example of the

regression bounds is given in Fig. 3.7. The fuel nozzle exit is located on the left at -

6 mm and the oxidizer nozzle on the right at +6 mm. Indications of the thermal mixing

layer and flame location are shown by the peak in the profile to the right of the centerline.

The black line indicates the regression bounds for calculating the local strain rate which

also includes the red region. The maximum velocity gradient on the air side just prior

to the thermal mixing layer was identified as the characteristic local strain rate for each

experiment and is illustrated by the region in red. Determination of uncertainty in the

local strain rate was conducted using the procedure outlined in the NIST/SEMATECH e-

Handbook of Statistical Methods with additional procedures developed to take into account

the estimated uncertainty of each velocity point measured with PIV. The procedure is as

follows.

3.2.1 Measurement Uncertainty

PIV requires two images of a seed particle laden flow taken a known time interval apart.

Two laser pulses illuminate the particles while the two images record the particle spatial lo-
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Figure 3.7: A generic example of the full reacting axial velocity profile between the coun-
terflow nozzles along the axial centerline.

cations at two different times. The procdecure also requires an accurate spatial calibration

to determine local velocities from the distance the particles have traveled over the known

time i.e. v = ∆z/∆t. A sample size of five hundred was used for a single PIV experiment

to calculate the average velocity of the test. The average velocity is used for all error anal-

ysis, the validity of which was determined previously [35]. Each experiment was repeated

several times to provide a sample of average velocity measurements. The mean and stan-

dard deviation of the instantaneous five hundred image velocity population measured at a

spatial location by PIV is unknown. It is therefore necessary to estimate the standard devi-

ation of the population σ using the standard deviation of the sample s. Additional sources

of measurement uncertainty were identified and included in the uncertainty analysis at each

measurement point in the flow field. Uncertainty in the spatial calibration was estimated

based on the known outer diameter of the inner co-annular oxidizer nozzle. The uncertainty

in the time between laser pulses was taken from hardware documentation. An inability of

large seed particles to perfectly follow the local gas velocity must also be considered. Un-

certainty in particle velocity due to flow slip was calculated from literature as 0.67% due
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to 1 micron particles used for seeding to achieve adequate particle illumination. The low

error is a result of using low velocity laminar flows. High-speed turbulent flows can exhibit

large slip velocity errors. The equation for calculating relative uncertainty due to particle

slip velocity is given by [119, 120]

∆vslip =
d2
sρseedζ

18µ
. (3.3)

Where ds is the seed particle diameter, ρseed the seed particle density, ζ the maximum

velocity gradient expected in the flow field, and µ the fluid dynamic viscosity. A summary

of estimated PIV measurement errors are given in Table 3.6.

Table 3.6: Estimated PIV measurement uncertainty.

Variable Description Uncertainty
∆z, r Spatial coordinates 1.1%
∆t Time between laser pulses 10ns (negligible)
∆vslip Particle velocity uncertainty due to slip 0.67% [119, 120]

Error propagation was conducted using all applicable measurement errors. The root

sum square (RSS) error method was first used to estimate the propagation of error from the

uncertainty identified in the variables z and t used to calculate velocity from the equation

v = ∆z/∆t assuming no covariances. The relative uncertainty (∆) of each variable was

used to obtain

∆v2
PIV =

(
∆z

δvPIV
δz

)2

+

(
∆t
δvPIV
δt

)2

. (3.4)

Which reduces to the more commonly used equation for propagation of error [121],

∆vPIV =
√

∆z2 + ∆t2. (3.5)

The uncertainty of PIV derived velocity is dominated by the spatial calibration uncertainty

and is assumed to have a standard deviation of 1.1% from a uniform distribution. Errors

from particle slip and the velocity calculation were then combined with the standard sample
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uncertainty in an RSS error equation to estimate a total standard uncertainty at each spatial

measurement point

∆v2
tot =

(
∆vslip

δvtot
δvslip

)2

+

(
s
δvtot
δs

)2

+

(
∆vPIV

δvtot
δvPIV

)2

(3.6)

or

∆vtot =
√

∆v2
slip + s2 + ∆v2

PIV . (3.7)

The total error estimate was between 6-25% at each measurement point and was dominated

by the sample standard deviation.

3.2.2 Uncertainty of the Regression Model

It is worth noting that a parabolic regression fit could have been calculated for one exper-

iment from the sample mean velocity at each spatial location and the uncertainty of the

regression coefficients calculated using a linear least-squares approach [122]. A regression

on this data, however, would not accurately represent the sample uncertainty since it does

not take into account additional measurement errors and the sample uncertainty at each

spatial location. A Monte Carlo simulation was utilized to account for these errors by re-

producing a random dataset from a normal distribution with a mean of the measured sample

velocity and a standard deviation of the total standard uncertainty estimated by Eq. 3.7 at

each spatial location. A sample of five hundred randomly generated velocity curves were

model fit using a parabolic linear least-squares regression and standard error intervals were

calculated for all three polynomial coefficients using Matlab and the regress function [123].

The spatial location corresponding to the local strain rate and the standard deviation of the

first and second degree coefficients were input into the propagation of error equation to

estimate the uncertainty in the local strain rate (∆al) measured from the regression of the

Monte Carlo generated sample for each independent experiment k. The equation is given
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by

∆al,k =
√

(2z∆β2,k)2 + ∆β2
1,k. (3.8)

Where ∆β1,k and ∆β2,k are the uncertainties of the first and second-order coefficients of

the k-th experiment. These estimates serve as the most appropriate standard uncertainty for

the local strain rate. Depending on the degrees of freedom of the regression and the quality

of the sample data, the standard uncertainty estimate on the local strain rate varies from

between approximately 8 and 25% and generally increases with increasing pressure. The

increase is primarily due to optical distortion issues from flame heat release and particle

clumping with increasing pressure. The final standard uncertainty in the local strain rate

from each independent measurement due to regression was calculated via the propagation

of error equation given by

∆al,reg =

√√√√ 1

J

J∑
k=1

∆a2
l,k. (3.9)

3.2.3 Repeatability

Local extinction strain rate samples were collected from a number of repetitions for each

fuel-air composition, strain rate, and pressure case considered. A temporal uncertainty was

calculated and included in the error analysis to account for deviation across samples and

the temporal errors due to environmental and experimental process control uncertainties.

The level-1 repeatability standard deviation ∆al,rep, was calculated by

∆al,rep =

√√√√ 1

J − 1

J∑
k=1

(al,k − āl)2. (3.10)

Where J is the number of repetitions taken on the sample in question, al,k the local strain

rate of the k-th repetition, and āl the mean over all repetitions [121].
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3.2.4 Total Uncertainty

The total regression uncertainty and the temporal standard deviation were combined via the

propagation of error equation

∆al,tot =
√

∆a2
l,reg + ∆a2

l,rep. (3.11)

This method effectively provides a high level of confidence to all variables of interest. Stan-

dard error estimates for local strain rates at pressures from 1 atm to 14 atm varies between 8

and 25% with results at pressures of 20 atm and 30 atm higher around 30-65% due to issues

of optical distortion and particle clumping as previously mentioned. A 95% confidence

interval can be estimated by multiplying the total standard uncertainty by 2. Detailed 95%

confidence interval error analysis was conducted and confirmed the validity of the simple

factor of 2 estimation.
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Chapter 4

Experimental Results

4.1 Transmission Electron Microscopy Results

Laser induced incandescence provides insight into several key soot formation and growth

characteristics including soot volume fraction, number density, effective particle size, and

some hints into soot morphology from optical absorption. Yet several unresolved questions

remain that influence necessary inputs to a detailed LII heat transfer model. Most impor-

tantly: What particle size distribution assumption is appropriate? If soot aggregates are

present, what are the fractal dimensions unique to the flame being measured and what ag-

gregate distribution assumption should be made? The thermophoretic sampling procedure

for soot outlined in Chapter 2.6 coupled with transmission electron microscopy (TEM)

analysis offers answers to some of these unresolved questions. Additional clues into soot

morphology unique to the counterflow diffusion flame configuration can also be assessed.

Due to the thin nature of counterflow flames at high pressure and rapid changes due to soot

formation and growth in a thin sooting region, precise spatial sampling of soot is not pos-

sible. The sampling width of the thermophoretic probe (1 mm) is on the order of the soot

formation region width (∼0.5-1 mm) and thus the entire sooting region is sampled on one

grid. We can however still determine several key variables of global relevance to the high
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(a) TEM image of a sample of aggregates. (b) TEM image of a single aggregate.

Figure 4.1: TEM aggregate images at a pressure of 8.45 atm, al = 163 s−1, XC2H4 =
0.46 +XN2 = 0.54 with opposed flow XO2 = 0.1933 +XN2 = 0.8067.

pressure counterflow flame configuration. Most notably particle size distribution, aggregate

size distribution, and aggregate dimensions along with some clues into the morphology of

soot can be determined.

4.1.1 Fractal Aggregate Dimensions

In most instances, the residence time in the non-premixed counterflow flame was too short

to induce significant aggregation of soot from the fuel and oxidizer compositions used in

this study. A notable exception was data collected at 8.45 atm. Thermophoretic samples of

soot were collected from the counterflow burner at a pressure of 8.45 atm, al = 163 s−1,

XC2H4 = 0.46 +XN2 = 0.54 with opposed flow XO2 = 0.1933 +XN2 = 0.8067. A survey

of TEM images like that illustrated in Fig. 4.1 a) show soot particles of varying sizes from

primary particles to aggregates containing on average 20-30 primary particles and up to

approximately 60 in some instances. No aggregates making up more than 60 primary par-

ticles were observed in any TEM images. While the residence times are not known exactly

as discussed previously, correlations with LII results indicate the TEM images represent
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residence times on the order of 10 ms. The aggregates formed using the counterflow burner

appear generally smaller than those formed in a co-flow diffusion burner [39] or premixed

flat flame burner [24] at similar pressures and using the same C2H4 fuel making it a good

candidate for focusing on early soot nucleation and growth.

A relation [75, 91] is often used in LII [76, 89, 102, 124], and combined extinction and

scattering [125–127] literature to relate the number of primary particles in an aggregate

Np to the radius of gyration of the aggregate Rg and the average primary particle radius

dp using a fractal prefactor kf and fractal dimension Df . The relation was introduced in

Chapter 2.4 and is given by

Np = kf

(
2Rg

dp

)Df

. (4.1)

An analysis of images of individual aggregates like that shown in Fig. 4.1 b) using the

procedure pioneered by Brasil et al. [75] allowed for an estimation of the aggregate di-

mensions unique to the high pressure counterflow burner. Figure 4.2 shows measurements

of the number of primary particles per aggregate Np plotted versus maximum aggregate

length L and average primary particle diameter dp. Given the relation Np = kL(L/dp)
DfL

for projected fractal properties [75], the data from Fig. 4.2 was regression fit resulting in

prefactor parameter kL = 1.64 and slope parameter DfL = 1.41. Using the supporting

relations from Brasil et al. Df = DfL and kf = kL(1.5)Df the aggregate dimensions for

the high pressure counterflow burner used in this study were calculated as Df = 1.41 and

kf = 2.9. Repeating the measurements resulted in similar values. Determination of these

burner specific fractal aggregate dimensions allows for the potential application of elastic

light scattering (ELS) data to determine dp and Np from formed aggregates. The unique di-

mensions also shed light on a structure noticeably different than soot produced from other

burners. The fractal dimension Df is lower than the 1.6-1.9 range generally cited in lit-

erature [91] for premixed burners. More importantly the fractal prefactor kf = 2.9 is in

the range of values reported in literature between kf = 1.62 [125] to kf > 4 [91] with re-

cent LII and scattering literature [89, 128, 129] generally assuming nominal values around



86

10
0

10
1

10
2

10
0

10
1

10
2

 N
p
 

 L/d
p
 

 N = 1.6399 x
1.4132

Figure 4.2: Number of primary particles per aggregate Np as a function of L/dp where L
is the maximum aggregate length and dp the soot primary particle diameter.

Df = 1.7 and kf = 1.9. A larger value for kf is representative of greater overlap between

primary particles and lower effective surface area available for heat loss or surface reac-

tions. The overlap between primary particles is clearly evident in Fig. 4.1 b). A relation

was suggested by Brasil et al. [75]

Sa/Sa(Cov=0) = 1− 1.3Cov(1− 1/N) (4.2)

correlating the reduction in surface area of an aggregate relative to an aggregate with point

contact between primary particles (no overlap). Given a relation for the overlap parameter

from Chapter 2.3.7, Cov = −0.0735k2
f + 0.5399kf − 0.6398, the available surface area of

aggregates in this study is reduced to only 63% of the total (no overlap) surface area for

an aggregate with 10 primary particles. This reduction in available surface area for heat

loss or surface reactions is significant and illustrates that the soot particles produced in a

high pressure counterflow burner are densely packed. This is suggestive of early primary

particle coagulation combined with subsequent surface growth [14]. The dense clusters

may pose additional challenges for combined scattering and LII determination of primary
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particle sizes as the definition of primary and coagulated particles becomes blurred due to

the closely packed dimensions.

4.1.2 Primary Particle Diameter and Aggregate Size Distributions

Additional analysis of TEM images allows for determination of distribution parameters for

dp and Np. As previously mentioned, spatially resolved particle and aggregate sizes can-

not be measured in high pressure counterflow flames for direct comparison with LII due

to lack of precise knowledge of the sampling location. Thus calculated median values are

relevant to only one unknown spatial location, and are not particularly useful for compari-

son to other measurements. However, the distribution shapes and widths calculated at one

position are assumed relevant to all locations within the sooting region without definitive

evidence in literature to suggest otherwise. Normalized lognormal distributions for dp and

Np are shown in Fig. 4.3 a) and b) respectively and result in good fits to the data col-

lected from TEM images. The median primary particle diameter is in agreement with LII

results at longer particle residence time but no precise location can be determined. The

standard deviation of the natural logarithm of the diameter distribution σdp,g = 1.2 is in

agreement with other results in literature [24, 78, 130] using several burner configurations.

The bimodal diameter distribution cited by many [13, 48, 88] to occur in flames was not

observed here. Individual soot primary particle diameters were determined from images of

single aggregates. Incipient soot on the order of 5 nm was unresolvable in the background

noise of more expansive images representing a larger area and more aggregates. Thus the

first peak of the bimodal distribution due to recent soot inception was not captured but is

acknowledged to coincide with soot inception as a commonly observed phenomenon. The

lognormal distribution fit for Np resulted in σNp,g = 2.58 on the low end of the range of

values reported in literature ( [128] and citations within) using several flame configurations.

This may be due to the relatively small aggregates observed from TEM images where the

distribution width may increase with increasing aggregate size and additional time for new
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Figure 4.3: Histogram of a) normalized primary particle diameter and b) normalized num-
ber of primary soot particles per aggregate counted from TEM images. Lognormal fits to
the data are provided with the median and standard deviation of the natural logarithm of
the distributions.

soot nucleation, growth, and coagulation. In any case, the narrow distributions of dp and

Np observed in this study provide the option to make some simplifying assumptions in

LII modeling with the counterflow configuration. Assumptions of monodisperse particle

diameter and aggregate distributions were tested against the TEM determined distribution

parameters. The differences to extracted variables fv, dp, and N were generally less than

5-10%. Taking into consideration the uncertainties on LII derived quantities on the order

of 30-100%, monodisperse distribution assumptions should be considered satisfactory and

are utilized here to reduce data processing time.

4.1.3 Soot Particle Morphology

Little is known about the morphological structure of soot formed in counterflow flames

and even less so at elevated pressure. The majority of analysis has been conducted using

soot samples collected from premixed or co-flow diffusion burners. Several key obser-

vations have been deduced providing clues into optical properties, structure, and forma-

tion mechanisms. Kim et al. examined the effect of changing particle size with pressure
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and fuel/oxidizer concentrations. Clear trends of decreasing primary particle size with in-

creased oxidative attack was observed. An increase in primary particle size was attributed

to increasing pressure due to greater species concentrations involved in soot growth and

increased residence time [39]. Heer and Ugarte [131] and Kimura et al. [132] used elec-

tric arc and hot filament fuel pyrolysis respectively to form soot samples and examined the

effect of temperature on formation, annealing, absorption features, and structure. Increas-

ing formation temperature was found to decrease carbon grain size and change absorption

features. Infrared spectroscopy was used to determine bond structure where an increase

in sp2 hybridized bonds were evident with increasing temperature corresponding to a de-

crease in grain size [132]. After formation, increased heat treatment temperature and time

was found to dramatically increase soot graphitization [131]. Michelsen et al. [13] inves-

tigated soot formed from a premixed McKenna burner and reported TEM images of soot

aggregates with noticeable graphitic structure. This was compared to the same soot irra-

diated with laser energy at high fluence. Noticeable changes to the long range ordered

structure of the carbon layers was observed indicating vaporization and recombination to

form the new structure. Near-edge x-ray absorption fine structure (NEXAFS) spectroscopy

of the soot samples suggested noticeable changes in bond structure from over 70% sp2

hybridized bonding for non irradiated soot indicating a graphitic structure to 21% at high

fluence indicating a more amorphous arrangement. Recent evidence has been building in-

dicating that soot formed under some conditions may exhibit a liquid like structure. TEM,

infrared spectroscopy, and mass spectrometry data analyzed of soot collected from a pre-

mixed C2H4-O2-Ar flat flame burner by Wang and colleagues ( [6] and references within)

indicates soot possessing an aromatic core and aliphatic liquid like shell. The results sug-

gest new and unique soot growth mechanisms not yet entirely understood by the scientific

community.

This author is unaware of any reported data regarding soot sampled from high pressure

counterflow flames and analyzed by TEM or other analysis techniques. The counterflow
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(a) TEM image of amorphous structure. (b) TEM image of ordered layer structure.

Figure 4.4: High resolution TEM images of soot structure at a pressure of 8.45 atm, al =
163 s−1, XC2H4 = 0.46 +XN2 = 0.54 with opposed flow XO2 = 0.1933 +XN2 = 0.8067.

burner offers a unique set of flame and flow field characteristics by which soot nucleation

and growth mechanisms can be tested and explored. Figure 4.4 shows magnified views of

the same soot samples shown in Fig. 4.1 above. The particles clearly exhibit a mostly ran-

domized amorphous structure indicating interspersed sp2 and sp3 hybridized bonds. Slight

indications of layered graphitic structure are observed in some images like Fig. 4.4 b) but

are nonexistent in others like Fig. 4.4 a). When the fine-layered structure is observed it ap-

pears more toward the inner region of the particles in agreement with a greater probability

of annealing in the high temperature region of the counterflow flame where soot incep-

tion and early growth occurs to form small primary particles. Particle inception and growth

through a hydrogen abstraction C2H2 addition (HACA) mechanism has also been suggested

to form a more graphitic like structure [14]. The HACA mechanism is widely considered a

governing inception and growth mechanism at high temperature [6, 25, 48, 133]. With the

flame sitting on the oxidizer side, particles are initiated near the high temperature region

primarily due to fuel pyrolysis with a residence time of approximately 4 ms in the high

temperature region ∼2000-1600 K . Nascent particles are then convected down a strong
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temperature gradient towards the fuel rich side of the flow field and remain in this region

for approximately 5-10 ms at low temperatures in the range 1500-1000 K. A significant

portion of soot growth appears to occur at lower temperatures and observed graphitization

is not prevalent. Neither do the particles exhibit the solid core and liquid shell structure

observed from soot produced in some premixed flames [6] but instead appear uniformly

distributed in their structure. This indicates that even though the temperature is low in the

soot growth region, the mechanism for growth is likely not dominated by aliphatic surface

reaction mechanisms. Instead a low temperature polycyclic aromatic hydrocarbon (PAH)

surface growth mechanism is likely the key driver for this burner configuration [25, 48].

PAH surface growth is considered less likely to form a long range ordered graphitic struc-

ture due to the range of sizes and orientations when bonding with the soot surface [14].

The hypothesis is in accordance with observations.

4.2 Soot Particle Temperature

Figure 4.5 shows the measured peak particle temperature from two-color pyrometry (solid

red line) and the numerically calculated local gas temperature profile (dashed red line).

The fuel flow originates from the left boundary (z = −L/2) and the oxidizer from the

right boundary (z = +L/2) resulting in a fuel rich region in the negative z-direction,

and an oxidizer rich region in the positive z-direction. L is the nozzle separation where

the z = 0 point is the centerline between the two nozzles. The stoichiometric flame

location is at z = 0.23 mm for 4.065 atm and z = 0.14 mm for 14 atm where the mix-

ture fractions are Zst = 3.46 and Zst = 1.59 respectively. Profiles for a pressure of

4.065 atm, XC2H4 = 0.5 + XN2 = 0.5, XO2 = 0.21 + XN2 = 0.79, al = 119 s−1

and al = 408 s−1 in a) and b) and a pressure of 14 atm, XC2H4 = 0.41 + XHe = 0.59,

XO2 = 0.1723 + XHe = 0.8277, al = 135 s−1 and al = 190 s−1 in c) and d) are pre-

sented. In addition, the numerically calculated and normalized soot precursor profiles of
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(a) 4.065 atm, al = 119 s−1, XC2H4 = 0.5 +
XN2 = 0.5, XO2 = 0.21 +XN2 = 0.79.
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(b) 4.065 atm, al = 408 s−1, XC2H4 = 0.5+
XN2 = 0.5, XO2 = 0.21 +XN2 = 0.79.
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(c) 14 atm, al = 135 s−1, XC2H4 = 0.41 +
XHe = 0.59, XO2 = 0.1723 + XHe =
0.8277.
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(d) 14 atm, al = 190 s−1, XC2H4 = 0.41 +
XHe = 0.59, XO2 = 0.1723 + XHe =
0.8277.

Figure 4.5: Temperature profiles for several local strain rates at 4.065 atm and 14 atm. Red
line: LII measured peak particle temperature. Dashed red line: gas temperature. Gray
lines: Normalized soot precursors C2H2, C3H3, and H.

C2H2, C3H3, and H are shown to illustrate the expected sooting region on the fuel rich side

of the counterflow flame configuration. Peak particle temperatures are maintained below

the sublimation threshold around 4000 K for all cases presented. The peak temperature

profiles are well described and follow the same general trend as the gradient in the local

gas temperature. C2 laser induced fluorescence (LIF) interference is considered unlikely

given the smooth peak particle temperature profiles and the use of a low peak laser fluence

no greater than 0.11 J/cm2 at 532 nm. Spectroscopic tests for interference by Michelsen et

al. [134] using a co-flow diffusion burner and Hofmann et al. [135] using a premixed flat
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flame burner at fluences of 0.15 and 0.115 J/cm2 at 532 nm respectively exhibited no LIF

interference. The reaction layer thickness defined by the width of the temperature profile

scales as a function of [28, 136]

δ/δ0 =

√
p0

p
· ag,0
ag

. (4.3)

Where δ is the reaction layer thickness and ag the global strain rate ag = 4vox/L where vox

is the oxidizer stream average velocity. The ambient pressure is represented by p. The 0

subscript represents a reference state. With a change in diffusion species from nitrogen to

helium, the change in thermal diffusion must be taken into account and the more general

expression holds for the reaction layer thickness using the mixture thermal diffusivity α

[28, 136].

δ/δ0 =

√
α

α0

· ag,0
ag

. (4.4)

4.3 Soot Particle Number Density

Organizing the soot life cycle chronologically, this study begins with soot inception tied

to the number density of nascent soot formed in the counterflow field. The counterflow

configuration is ideal for studying and targeting the effects of soot inception due to its

unique flame structure. Figure 4.6 shows several representative samples of normalized soot

number density profiles (solid black line) along the counterflow burner axis of symmetry

calculated from volume fraction and primary particle measurements using the relation fv =

π
6
Nd3

p. The same plot dimensions and definitions apply as in Fig. 4.5 above. The point of

maximum flame temperature is represented by the vertical dashed red line. Gas velocity

is calculated numerically and represented as the solid blue line with gas stagnation the

vertical dashed blue line. The solid green line represents particle velocity in the flow with

particle stagnation given by the vertical dashed green line. Molar species concentration

profiles of C2H2, C3H3, and H are numerically calculated and normalized representing key
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precursor and soot growth species expected in the sooting region on the fuel rich side of

the counterflow flame configuration. Particle velocity differs from the gas velocity due to
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(a) 4.065 atm, al = 119 s−1, XC2H4 = 0.5 +
XN2 = 0.5, XO2 = 0.21 +XN2 = 0.79.
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(b) 4.065 atm, al = 408 s−1, XC2H4 = 0.5+
XN2 = 0.5, XO2 = 0.21 +XN2 = 0.79.
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(c) 14 atm, al = 135 s−1, XC2H4 = 0.41 +
XHe = 0.59, XO2

= 0.1723 + XHe =
0.8277.
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(d) 14 atm, al = 190 s−1, XC2H4 = 0.41 +
XHe = 0.59, XO2

= 0.1723 + XHe =
0.8277.

Figure 4.6: Normalized soot particle number density for several local strain rates at
4.065 atm and 14 atm. Dashed red line: Point of maximum flame temperature. Gray lines:
Normalized soot precursors C2H2, C3H3, and H. Blue line: Local gas velocity. Dashed
blue line: Gas stagnation. Green line: Local particle velocity. Dashed green line: Particle
stagnation.

thermophoretic forces associated with the strong temperature gradient in the counterflow

field effectively pushing the particle stagnation plane past gas stagnation in the negative

z-direction. In order to analyze soot formation and growth, residence time must be well

understood and therefore the thermophoretic force, FT , should not be neglected in the

counterflow field. Under the assumption of a continuum gas and particle to gas interaction
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in the transition regime, a model proposed by Talbot et al. [137],

FT = −
12πµνrpCs

(
κ
κs

+ Ct
λ
rp

)
∇T

T
(

1 + 3Cm
λ
rp

)(
1 + 2 κ

κs
+ 2Ct

λ
rp

) , (4.5)

valid for all Knudsen numbers from free molecular to continuum was adopted here. The

above formulation assumes a thermal accommodation coefficient αT of unity where a con-

trary assumption is not expected to introduce significant errors according to analysis by

Talbot et al. [137]. With the assumption of balance between thermophoretic force and

Stokes drag force using the Millikian formula,

Fv = − 6πµvT rp

1 + λ
rp

(A+B exp−Crp/λ)
, (4.6)

the thermoporetic velocity, vT can be readily evaluated. Here, µ, ν, κ, λ, T , ∇T are the

local gas mixture dynamic viscosity, the kinematic viscosity, thermal conductivity, mean

free path, gas temperature, and gas temperature gradient respectively, while rp is the radius

of the soot particle, and κs the particle thermal conductivity. Optimum values for the ther-

mal slip coefficient Cs = 1.17, temperature jump coefficient Ct = 2.18, and momentum

exchange coefficient Cm = 1.14 were determined from kinetic theory and provided in the

work by Talbot et al. [137]. Coefficients A, B, and C in the Millikan drag formula were

given as 1.2, 0.41, and 0.88, respectively. The mean free path of the local gas mixture λ is

defined as,

λ =
µ

ρ

√
πWg

2RT
. (4.7)

The gas mixture viscosity can be obtained from numerical simulation or the simplified

model using thermal conductivity for polyatomic gases and the Eucken formula for f given

by,

µ =
κWg

fR
(γ − 1), (4.8)
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f =
9γ − 5

4
. (4.9)

Utilizing the relation ρ = p0Wg/RT where ρ is the gas density and R the universal gas

constant, the force balance between Eqs. 4.5 and 4.6 are solved for the thermophoretic

velocity vT ,

vT = −
2κ(γ − 1)Cs

(
κ
κs

+ Ct
λ
rp

) [
1 + λ

rp

(
A+B exp−Crp/λ

)]
∇T

fp0

(
1 + 3Cm

λ
rp

)(
1 + 2 κ

κs
+ 2Ct

λ
rp

) , (4.10)

as a function of gas mixture thermal conductivity, heat capacity ratio γ, and ambient pres-

sure p0. The total particle velocity is a summation of the thermophoretic velocity and local

gas velocity. The results of this formulation are in acceptable agreement with experiments

in literature [137, 138]. Uncertainties in the thermophoretic force mostly result from un-

certainty in the thermal conductivity of soot. An average thermal conductivity of 1.4·10−3

W/cmK was applied in this work without precise knowledge of the true value [139]. Uncer-

tainty in the thermal conductivity results in up to a 20% change in the location of the particle

stagnation plane. Additional model uncertainties inherent in the numerical simulations for

gas velocity may be significant especially at high pressure. However, the magnitudes of

model uncertainty are unknown and were not considered here.

It is useful to keep in mind that uncertainty calculated for number density is 91% for

the nitrogen diluted cases at 4.065 atm and 82% for the helium diluted cases at 14 atm due

to propagation of uncertainty from dp and fv using the relation between the three vari-

ables. In general however, uncertainties at one pressure taken over a range of strain rates

and the same fuel and oxidizer concentrations should exhibit nearly the same uncertainty

biases since the majority of variable uncertainties are shared over one experimental run at

a given pressure. Additionally, the number density profiles change by around an order of

magnitude or more over a range of strain rates making the trends in number density still

useful quantities to analyze. The patterns inferred from the number density profiles in Fig.
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4.6 are clear whereby particles are nucleated at high temperature and maximum soot pre-

cursor concentration in the fuel rich region and reach a peak in number density early in

terms of soot particle residence time in the flow. Peak number density is reached within

the first 4 ms or less where total particle residence time is generally 10-20 ms in the coun-

terflow flame. The early peak in number density is consistent with maximum nucleation

rates at high temperature and maximum soot precursor concentration. Unlike premixed

flames where soot nucleation and precursor formation rates must overcome oxidation rates

at high temperature, the low concentration of oxidizing species in the sooting region of

counterflow diffusion flames allows increasing temperature to predominantly increase fuel

pyrolysis reactions and thereby increase precursor and soot nucleation rates [29]. Early

onset of maximum soot number density is also consistent with soot formation times on

the order of a few milliseconds [6] as opposed to 10-20 ms of total soot particle residence

time in a typical counterflow flame flow field. Number Density then rapidly drops in the

negative z-direction primarily due to a loss of temperature to sustain nucleation, primary

particle coagulation, and the divergence in the counterflow field introducing a sink where

particles are transported out of the measured centerline of interest.

The number density of soot nucleated early in the counterflow flame is the key to under-

standing soot processes further downstream. If a global reaction mechanism is considered,

it is theorized that the maximum number density of soot is proportional to a measure of

the global reaction rate Xce
−Ea/RTmax where Xc represents a molar concentration of some

unknown species controlling soot nucleation, Ea the activation energy of the global reac-

tion, R the universal gas constant, and Tmax the maximum flame temperature. In Fig. 4.7,

normalized maximum number densities of soot are plotted as a function of 1/RT for pres-

sures from 1 to 30 atm and a range of local strain rates. The exponential dependency of

maximum number density on maximum flame temperature is evident for all cases. Along

with a temperature dependency, nucleation of soot is believed to be second order in PAH

concentration [6]. The use of a skeletal mechanism in modeling the flame structure and
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Figure 4.7: LII measured normalized maximum soot particle number density as a function
of 1/RT over a range of pressures from 1 to 30 atm and a range of strain rates. Diamonds:
1 atm, al = 91, 202, 335, 367 s−1, XC2H4 = 1, XO2 = 0.21 + XN2 = 0.79. Squares:
2.048 atm, al = 188, 210, 364, 424, 587 s−1, XC2H4 = 1, XO2 = 0.21 + XN2 = 0.79.
Triangles: 4.065 atm, al = 119, 195, 289, 408 s−1, XC2H4 = 0.5 + XN2 = 0.5, XO2 =
0.21 +XN2 = 0.79. Circles: 8.45 atm, al = 104, 119, 163, 186 s−1, XC2H4 = 0.4 +XN2 =
0.6, XO2 = 0.1681 + XN2 = 0.8319. X: 14 atm, al = 135, 158, 190 s−1, XC2H4 = 0.41 +
XHe = 0.59, XO2 = 0.1723 + XHe = 0.8277. Cross: 20 atm, al = 110, 128, 160 s−1,
XC2H4 = 0.4 + XHe = 0.6, XO2 = 0.1681 + XHe = 0.8319. Double Cross: 30 atm,
al = 88, 100 s−1, XC2H4 = 0.39 +XHe = 0.61, XO2 = 0.1639 +XHe = 0.8361.

species concentrations did not allow for higher order PAH species to be analyzed. The ac-

curacy in predicting molar concentrations of any higher order species is also questionable.

C2H2 is theorized to play a significant role in PAH formation and soot nucleation [6, 133]

and its relative abundance in the flame region make it a useful potential marker to explore.

The effect of C2H2 concentration, diffusive and convective fuel flux, and total fuel density

was explored as a marker for soot nucleation. No consistent reaction rate dependency was

observed for any of the target species. An analysis of the slopes in Fig 4.7 illustrate con-

siderable variation between different pressures and fuel-oxidizer-diluent concentrations.

Taking the data from 1 to 8.45 atm, all flames are diluted with nitrogen. We can extract the

effective activation energy of the global reaction from the slopes of the curves of each sam-

ple in Fig. 4.7. For nitrogen diluted flames at pressures from 1 to 8.45 atm, the activation
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energy is in the range of 1000-2000 kJ/mol. A marked difference is evident when analyz-

ing the data from 14 to 30 atm diluted with helium. The activation energy increases by an

order of magnitude to 9000-16000 kJ/mol for the high pressure helium diluted samples.

Comparing all activation energies suggests that activation energy increases with increasing

pressure and a change in diluent from nitrogen to helium. Increasing activation energy sug-

gests a greatly increased sensitivity on temperature and difficulty in nucleating soot. The

analysis is complicated however, as many competing effects occur at once including effects

due to changes in pressure, gas composition, fuel or soot precursor species concentrations,

flame structure changes, and changes in residence time.

Figure 4.6 is useful for illustrating the spatial changes in soot number density in the

counterflow flame. Yet the rate chemistry driving soot formation and particle surface

growth are better understood from a temporal perspective. Normalized soot number den-

sity profiles (black lines) along the burner axis of symmetry as a function of soot particle

residence time are given in Fig. 4.8. Cases at a pressure of 4.065 atm and local strain rates

of al = 119, 195, 289, and 408 s−1 are shown in Fig 4.8 a) and b). Datasets at a pressure of

14 atm and local strain rates of al = 135, 158, and 190 s−1 are given in c) and d). Fig. 4.8

a) and c) illustrate the local gas temperature variation (red lines) as a function of particle

residence time for the stated local strain rate cases along with the variation in soot number

density. Fig. 4.8 b) and d) indicate acetylene molar concentration (gray lines) as a function

of particle residence time along with soot number density. The point of maximum flame

temperature was employed as the t = 0 point of soot nucleation for comparison between

different strain rates. Particle residence time was calculated by t =
∑

∆x/v(x) using the

trapezoidal rule. The total particle velocity was employed taking into account the ther-

mophoretic force acting on the soot particles in the presence of the steep flame temperature

gradient. As in the spatial representation of number density in Fig. 4.6, the right hand side

of the figure corresponding to t = 0 is on the oxidizer side at the point of maximum flame

temperature. The left side corresponds to the fuel rich region. When analyzing all given
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cases, it is evident that the maximum number density shifts to shorter residence time with

increasing strain rate and decreases in magnitude. Temperature was previously identified

as the most dominant mechanism controlling soot nucleation in a global sense. The ef-

fect of changes in local temperature on maximum soot number density are most obvious

in Fig. 4.8 a) for the nitrogen diluted 4.065 atm samples. Increased flame strain marked

by increasing local strain rate reduces reaction time and thus maximum flame temperature.

The temperature profile also drops rapidly towards shorter residence time with increasing

strain rate. The loss of high temperature earlier in the flow field at higher strain rates ef-

fectively stifles further nucleation of soot. Thus the maximum soot particle number density

is manifested more rapidly and is halted more rapidly at higher strain rates. The change in

temperature is not as obvious for the 14 atm case shown in Fig. 4.8 c). However, the effect

of temperature on soot nucleation is much more pronounced at 14 atm with helium dilution

and is manifested by a greater global activation energy determined previously from Fig.

4.7. The temporal shift in number density profiles may also be partially explained by the

very similar shift in the peak acetylene molar concentration towards shorter residence time.

Acetylene molar concentration is a useful marker and widely considered governing species

for soot nucleation. Other contributors including PAH species and radicals are also consid-

ered to play a role [6]. PAH species profiles likely exhibit the same temporal shift towards

shorter residence time due to higher local velocities from increased flame strain and higher

global flow velocity. The temporal shift of C2H2 molar concentration and number density

is most evident for the 4.065 atm case given in Fig. 4.8 b) but is still observed for the

14 atm case in d), the difference being a greater magnitude change in local strain rates for

the 4.065 atm case. Changes in flame structure from the nitrogen diluted 4.065 atm flame

to the 14 atm helium diluted flame may also play a role manifested primarily by changes in

species diffusion rates.

It is useful to recall that the maximum soot particle number density is achieved at the

point where the soot particle nucleation and particle transport rates are overtaken by rates



101

of coagulation and mass loss from flow divergence. This maximum soot number density

occurs around 3 ms at 4.065 atm, al = 119 s−1 and decreases in time with higher strain rate

to approximately 1 ms with pressure constant for al = 408 s−1 due primarily to an earlier

cut off in the nucleation rate from temperature and species effects. Peak number density

occurs around 1.5 ms at 14 atm, al = 135 s−1 and decreases to fractions of a millisecond

at 14 atm, al = 190 s−1. While the effect of temperature is most evident globally, the con-

trolling mechanisms for soot number density are clearly a coupled species and temperature

effect and their magnitudes on the rate of soot nucleation competing against rates of particle

coagulation and mass loss in residence time space.
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Figure 4.8: Normalized soot particle number density as a function of particle residence time
for several local strain rates at 4.065 atm and 14 atm. Red lines: Local gas temperature.
Gray lines: C2H2 molar concentration.
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Analyzing the rate of soot particle nucleation provides further insight into the chemical

kinetics at play in the soot layer. Figure 4.9 shows the normalized soot number density

growth rate (black lines) as a function of particle residence time in the soot layer. Tem-

perature profiles (red lines) are also given for reference. Correcting for the rate of particle

number density lost due to flow divergence is important. Assuming a monodisperse particle

distribution i.e. equal mass of all particles, the mass loss rate due to flowfield divergence is

proportional to the number density. The number density loss rate is calculated according to

dN/dt = 2πU(z)N where U(z) is the radial velocity gradient parameter and N the local

number density of soot particles. By conservation of mass in the counterflow configuration

the axial velocity gradient dvz/dz = −2U and the radial velocity vr = rU(z). The rate

of number density lost is added back to the number density growth rate to correct the total

rate of particle nucleation produced in the flame. First considering the case of 4.065 atm,

al = 125 s−1 from Fig. 4.9 a), the soot nucleation growth rate increases from zero to a max-

imum at a particle residence time of 1.5 ms. The rate decays back to zero within a particle

residence time of 5 ms. For 4.065 atm, al = 435 s−1 the nucleation rate rate increases from

zero to a maximum at a particle residence time of 0.1 ms and decays rapidly to zero within

1.5 ms. The increased time for nucleation growth with decreasing strain rate is primarily an

effect of additional residence time at higher temperature and higher species concentrations.

The coagulation rate at 4.065 atm is likely too small to have an effect on the nucleation

rate. The maximum loss in number density due to coagulation at 4.065 atm, al = 125 s−1

is nearly five orders of magnitude lower than the maximum nucleation rate. Coagulation

rates were calculated using Fuchs model for particle coagulation in the transition regime

from Kazakov and Frenklach [140]. Assumptions include a monodisperse particle diame-

ter distribution equal to local LII measured particle diameter, a soot density of 1.8 g/cm3,

and local gas properties provided by numerical simulation. Perturbing assumptions by esti-

mated uncertainties does not significantly affect the resulting collision rate. Rates of small

soot particles colliding with larger particles are higher and may play a greater role than
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Figure 4.9: Normalized soot particle number density growth rates as a function of particle
residence time for several local strain rates at 4.065 atm and 14 atm. Red lines: Local gas
temperature.

monodisperse coagulation. However, the effect is not accurately quantifiable without de-

tailed soot modeling or experimental knowledge of the local particle distribution. For the

case of 14 atm, al = 135 s−1 in Fig. 4.9 b), the nucleation growth rate increases to a max-

imum at a particle residence time of 0.4 ms and decays to zero within 3 ms. Lastly, for the

case of 14 atm, al = 190 s−1 the number density growth rate increases to a maximum at

0.2 ms of particle residence time and decays to zero within 1.5 ms. Number density loss

rates due to particle coagulation are still insignificant at 14 atm.

Assuming that growth in number density can only be due to nucleation, a lower temper-

ature limit on the nucleation growth rate mechanism can be identified for the 4.065 atm and

14 atm cases by analyzing the time at which the rate of number density growth is halted.

For the 4.065 atm cases presented, decay times of 5 ms for al = 125 s−1 and 1.5 ms for

al = 435 s−1 result in a lower limit temperature range of 1040-1200 K. For the cases an-

alyzed at 14 atm, decay times of 3 ms and 1.5 ms for local strain rates of al = 135 s−1

and al = 190 s−1 respectively results in a volumetric soot growth cutoff temperature range

of 1400-1530 K. Changes in soot precursor species concentrations clearly also play a role

in the temperature range of the nucleation cutoff. However, significant C2H2 and likely
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other precursor species are still present in the region where nucleation is halted at 14 atm

so the effect appears to be primarily due to temperature, pressure, and flame diluent and not

precursor species. Several explanations for nucleation behavior can be developed after an-

alyzing the full spectrum of data. Measurements at 1, 2.048, and 4.065 atm demonstrate a

low cutoff temperature range around 1000-1200 K and the lowest global activation energies

from Fig. 4.7 indicating a pressure and diluent effect on the chemical kinetics. This results

in 1, 2.048, and 4.065 atm being the most conducive for soot nucleation. Conversely, the

cutoff temperature range is several hundred degrees higher around 1400-1550 K and the

global activation energy an order of magnitude higher at 14, 20, and 30 atm indicating a

much greater barrier to soot nucleation and a significant change from low pressure nitrogen

diluted flames. The nucleation cutoff temperature is consistent over all pressures analyzed

using the same diluent species. This suggests the change in nucleation cutoff temperature is

a diluent effect due to the necessity of changing from nitrogen to helium at higher pressure

to maintain laminar flow. The observation also explains the order of magnitude change

in global activation energy with a change to helium diluent as shown in Fig. 4.7. How-

ever, a consistent decrease in nucleation rates with increasing pressure while accounting

for changes in temperature still indicate a pressure effect on the chemical kinetics. Addi-

tional evidence can be disseminated by analyzing global activation energies presented in

Fig. 4.7 which increase with increasing pressure with diluent held fixed. Perturbing the re-

sults by more than measurement uncertainty does not change the consistent trend. Detailed

causes for the effects of pressure and diluent on the chemical kinetics of soot nucleation

are beyond the scope of the global perspective analyzed here.

The full mechanism for soot nucleation is largely speculative in literature. It is gener-

ally accepted that some form of hydrogen abstraction C2H2 addition (HACA) and propargyl

recombination chemical mechanisms play a role in forming soot precursors at high temper-

ature. Among the proposed chemical mechanisms, other pathways including a physical

PAH coagulation and condensation process have been proposed especially applicable at
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lower temperatures [6, 29, 48, 133, 141, 142]. The low inception cutoff temperature range

of 1040-1200 K at 4.065 atm suggests both a high temperature chemical pathway and a

low temperature PAH coagulation pathway is active. Calculations reported by Totton et

al. [143] indicate at temperatures of 1000-1300 K hexabenzocoronene and circumcoronene

are the most likely candidates for physical dimerization initiating low temperature soot nu-

cleation. Conversely at 14 atm, the high cutoff temperature range of 1400-1530 K indicates

a high temperature chemical pathway may be dominant with a low temperature PAH coag-

ulation mechanism stifled. However, these explanations are largely speculative due to the

highly uncertain nature of the nucleation mechanism.

It is important to examine the uncertainty associated with the estimated rates of nucle-

ation. Uncertainties result from the number density measurement, the thermal conductivity

of soot dictating the thermophoretic force and soot particle residence time, and particle

distribution assumption. Number density measurement uncertainty is approximately 82%

for helium-diluted flames and 91% for nitrogen-diluted flames. Assuming a monodisperse

particle diameter distribution when calculating the number density of the ensemble intro-

duces an error of approximately 15%. Assuming a lognormal distribution with σdp,g = 1.19

removes most of the error owing to the mean of both distributions being nearly identical

as solutions to the LII model. Residence time uncertainty is estimated as approximately

15% not accounting for unknown uncertainties in gas velocity from numerical modeling.

Measurement uncertainty is dominant resulting in total uncertainties of 85% for helium-

diluted flames and 93% for nitrogen-diluted flames. Conservative practice would dictate

that uncertainty around one order of magnitude is advisable.

4.4 Soot Volume Fraction

Many authors have studied the pressure effect on total volume fraction of soot produced in

flames using various burner configurations. Diverse proportionalities of soot loading with
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pressure applicable to different pressure ranges were reported for a range of burners and

fuels [9, 29]. This study instead attempts to focus on underlying mechanisms. The growth

of soot volume fraction and the growth of soot particle size are closely tied to the surface

growth mechanisms present in the counterflow flame configuration. Figure 4.10 shows nor-

malized soot volume fraction profiles along the burner axis of symmetry calculated from

the peak soot incandescence signal at the measured peak temperature using LII. The same

plot dimensions and definitions apply as in Fig. 4.6 above. A volume of soot in the flame

initiates during particle nucleation near the maximum flame temperature. The nascent soot

particles are convected through the flow in the negative z-direction due to Stokes drag and

thermophoresis from the steep temperature gradient in the sooting region. As the particles

traverse this region soot surface growth mechanisms and new particle nucleation increase

the local soot volume fraction while the divergence in the counterflow field simultaneously

introduces a sink, removing soot mass (or volume) from the measurement plane. Particle

coagulation has no effect on soot volume fraction from a volume conservation perspective.

Soot volume fraction reaches a peak when the loss of mass due to flow divergence is equal

to the new rates of mass growth on the particle surface and particle nucleation. The peak is

observed near the gas stagnation plane where maximum flow divergence is achieved. The

local volume fraction of soot drops rapidly after the peak due to strong flow divergence

and steeply decreasing local temperature staunching further surface growth and nucleation.

Comparing the reaction layer thickness defined by the thickness of the temperature profile

to the soot layer thickness for consistency results in an interesting observation. Reaction

layer thickness and soot layer thickness are proportional for all samples at pressures be-

tween 1 atm and 14 atm. The relationship begins to diverge at 20 atm and significantly

changes for 30 atm samples where the soot layer thickness increases in a nonlinear manner

compared to reaction layer thickness. The reason for this effect is unknown. The effect is

not believed to be due to a turbulent transition. All data was collected below a previously

identified turbulent Reynolds number limit of approximately 2600 and no significant turbu-
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lent breakup of the soot layer was observed. In all cases the soot volume fraction profiles

are well formed and are associated with the lowest measurement uncertainty of all LII de-

rived variables at 30%. Order of magnitude changes in soot loading can be explored with

the counterflow burner providing valuable data trends.
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Figure 4.10: Normalized soot volume fraction for several local strain rates at 4.065 atm and
14 atm. Dashed red line: Point of maximum flame temperature. Gray lines: Normalized
soot precursors C2H2, C3H3, and H. Blue line: Local gas velocity. Dashed blue line: Gas
stagnation. Green line: Local particle velocity. Dashed green line: Particle stagnation.

Maintaining a global perspective, Fig. 4.11 demonstrates the relationship between nor-

malized peak soot particle number density and normalized peak soot volume fraction pro-

duced in counterflow flames over a range of pressures, fuel-oxidizer concentrations, and

strain rates. Linear trend lines are provided to guide the eye. A linear relationship be-
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tween maximum number density and maximum soot volume fraction was evident for all

pressures over a range of local strain rates. This indicates that on a global scale the key

factor controlling the volume fraction of soot produced in a counterflow flame is the initial

maximum number density of soot particles first nucleated in the flame. Some consensus

in literature ( [7] and citations within) has reached the same conclusion. Furthermore, the

trend indicates that the mechanism controlling the particle surface growth rate is relatively

insensitive to changes in local strain rate and that PAH species concentrations, particle res-

idence time, and temperature must be similar in the particle growth region of the soot layer.
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Figure 4.11: LII measured normalized maximum soot particle number density as a function
of volume fraction over a range of pressures from 1 to 30 atm and a range of strain rates.
Diamonds: 1 atm, al = 91, 202, 335, 367 s−1, XC2H4 = 1, XO2 = 0.21 + XN2 = 0.79.
Squares: 2.048 atm, al = 188, 210, 364, 424, 587 s−1, XC2H4 = 1, XO2 = 0.21 + XN2 =
0.79. Triangles: 4.065 atm, al = 119, 195, 289, 408 s−1, XC2H4 = 0.5 + XN2 = 0.5,
XO2 = 0.21 +XN2 = 0.79. Circles: 8.45 atm, al = 104, 119, 163, 186 s−1, XC2H4 = 0.4 +
XN2 = 0.6, XO2 = 0.1681 + XN2 = 0.8319. X: 14 atm, al = 135, 158, 190 s−1, XC2H4 =
0.41+XHe = 0.59,XO2 = 0.1723+XHe = 0.8277. Cross: 20 atm, al = 110, 128, 160 s−1,
XC2H4 = 0.4 + XHe = 0.6, XO2 = 0.1681 + XHe = 0.8319. Double Cross: 30 atm,
al = 88, 100 s−1, XC2H4 = 0.39 +XHe = 0.61, XO2 = 0.1639 +XHe = 0.8361.

Seeking greater detail, the temporal evolution of soot volume fraction is given in Fig.

4.12 illustrating LII measured normalized soot volume fraction profiles (black lines) along
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the axial centerline of the counterflow burner as a function of particle residence time

in the soot layer. Samples at the same two pressures of 4.065 atm and 14 atm are pre-

sented as above. At 4.065 atm, soot volume fraction profiles for local strain rates of

al = 119, 195, 289, and 408 s−1 are given next to the corresponding local gas tempera-

ture profiles (red lines) in Fig. 4.12 a) and C2H2 concentration profiles (gray lines) in Fig

4.12 b). At 14 atm soot volume fraction profiles for local strain rates of al = 135, 158,

and 190 s−1 are given next to the corresponding local gas temperature profiles in Fig. 4.12

c) and C2H2 concentration profiles in d). Acetylene is believed to be the primary species

involved in surface reactions [6, 133]. The same orientation and characterization applies

as was presented in Fig. 4.8 above. A clear trend of decreasing soot volume fraction

with increasing strain rate is evident. The decrease in maximum soot volume fraction with

increasing strain rate is due primarily to a decrease in maximum flame temperature, a de-

crease in residence time at high temperature, and a decrease in particle nucleation. Fig.

4.12 a) and c) illustrates that the temperature profiles decay earlier with increasing strain

rate and correspond to a similar temporal change in the growth of soot volume fraction.

Thus the driving mechanism of the shift to earlier residence time is likely a drop in tem-

perature below a limit where rapid soot growth and nucleation are halted. Comparing Figs.

4.8 and 4.12 shows that maximum volume fraction and number density profiles exhibit

similar proportionality indicating the number density of nascent soot plays a large role in

determining maximum soot volume fraction later downstream. Residence time between

maximum soot number density and maximum soot volume fraction remain approximately

constant (2 ms for 4.065 atm, 3 ms for 14 atm) only shifted to earlier time, indicating a con-

stant growth period at similar temperatures consistent with the linear relationship between

volume fraction and number density. The molar concentrations of C2H2 given in Fig. 4.12

b) and d) show a variation of only 15-20% between the lowest and highest strain rate cases

presented. The small variation is likely inadequate to cause large variations in nucleation

and soot surface growth with changes in strain rate. A more detailed modeling effort may
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uncover finer changes due to temperature, species, and residence time than can be observed

here. The evidence clearly suggests that maximum soot nucleation number density is the

determinant of maximum soot volume fraction later in the soot layer with other effects

including species, temperature, and residence time changes playing a lesser role.
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= 0.41 + XHe = 0.59,

XO2
= 0.1723 +XHe = 0.8277.

Figure 4.12: Normalized soot volume fraction as a function of particle residence time for
several local strain rates at 4.065 atm and 14 atm. Red lines: Local gas temperature. Gray
lines: C2H2 molar concentration.

Volume fraction at any point in the soot layer is a function of a particle nucleation

rate term, growth rate term, and mass (or volume) sink term from flow divergence in the

counterflow configuration. A particle coagulation rate term may also have some effect on

reducing available soot surface area for surface mass growth. Evidence suggests the effect

is minor [127]. It is possible to make several key observations by analyzing the rates of soot
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volume fraction growth and mass loss inherent in the temporal plots of soot volume fraction

in Fig. 4.12. Assuming a constant soot particle density, mass and volume growth of soot

are proportional. For simplicity, growth and sink rates will be left in units of normalized

volume fraction growth per unit time, specifically ms−1. Figure 4.13 shows the normalized

soot volume fraction growth rate (black lines) as a function of particle residence time in

the soot layer. Temperature profiles (red lines) are also given for reference. Correcting for

the rate of volume fraction lost due to flow divergence is important. The volumetric sink

rate due to flowfield divergence is calculated according to dfv/dt = 2πU(z)fv where U(z)

is the radial velocity gradient parameter and fv the local volume fraction of soot. The sink

rate of volume fraction lost is added back to the volume fraction growth rate to correct

the total rate of soot volume fraction produced in the flame. The time within which the

effect of nucleation dominates volume fraction growth is short. Assuming a nascent soot

particle diameter of approximately 5 nm, nucleation is the dominant mechanism controlling

the volume fraction growth rate only within the first 0.5 ms of particle residence time at

4.065 atm. The effect decays to one third of the total volume fraction growth rate within

the first millisecond, quickly becoming negligible thereafter. At 14 atm, nucleation is the

dominant mechanism in the total volume fraction growth rate within the first 0.1 ms of

particle residence time. The effect decays to one third of the total volume fraction growth

rate within the 0.3 ms, becoming negligible thereafter.

First considering the case of 4.065 atm, al = 125 s−1 from Fig. 4.13 a), the soot volu-

metric growth rate increases from zero to a maximum at a particle residence time of 4 ms

and decays thereafter. For the sample 4.065 atm, al = 435 s−1 the volumetric growth rate

increases from zero to a maximum at a particle residence time of 1 ms and decays with

increasing residence time. For 14 atm, al = 135 s−1 in Fig. 4.13 b), the volumetric soot

growth rate increases to a maximum at a particle residence time of 4 ms. Lastly, for 14 atm,

al = 190 s−1 the volumetric growth rate increases to a maximum at 2.5 ms of particle resi-

dence. It is accepted that an acetylene driven hydrogen abstraction C2H2 addition (HACA)



112

051015
0

0.2

0.4

0.6

0.8

 N
o

rm
. 
f v

 G
ro

w
th

 R
a
te

 

 

 

051015
0

500

1000

1500

2000

 Residence Time [ms] 

 T
e
m

p
e
ra

tu
re

 [
K

] df
v
/dt, a

l
=119s

−1

df
v
/dt, a

l
=195s

−1

df
v
/dt, a

l
=289s

−1

df
v
/dt, a

l
=408s

−1

T, a
l
=119s

−1

T, a
l
=195s

−1

T, a
l
=289s

−1

T, a
l
=408s

−1

(a) 4.065 atm, XC2H4
= 0.5 + XN2

= 0.5,
XO2

= 0.21 +XN2
= 0.79.

05101520
0

0.05

0.1

0.15

0.2

0.25

0.3

 N
o

rm
. 
f v

 G
ro

w
th

 R
a
te

 

 

 

05101520
0

500

1000

1500

2000

 Residence Time [ms] 

 T
e
m

p
e
ra

tu
re

 [
K

] 

df
v
/dt, a

l
=135s

−1

df
v
/dt, a

l
=158s

−1

df
v
/dt, a

l
=190s

−1

T, a
l
=135s

−1

T, a
l
=158s

−1

T, a
l
=190s

−1

(b) 14 atm, XC2H4
= 0.41 + XHe = 0.59,

XO2
= 0.1723 +XHe = 0.8277.

Figure 4.13: Normalized soot volume fraction growth rates as a function of particle res-
idence time for several local strain rates at 4.065 atm and 14 atm. Red lines: Local gas
temperature.

mechanism is a dominant surface mass growth pathway [6, 133]. Fig. 4.10 illustrates that

few H atoms are present in the counterflow soot layer indicating that other radicals besides

the commonly assumed H atom are responsible for driving the reaction. The same con-

clusion was drawn by other authors [25, 144, 145] with the H abstraction step postulated

to occur via other radicals present in the counterflow soot layer including but not limited

to CH3, C2H, or C3H3. Preliminary modeling comparisons with experimental data yielded

much improved agreement to trends in soot growth at high temperatures [25]. The re-

ported cutoff temperature of the HACA soot surface growth mechanism is approximately

1400 K [6]. A continuation in volume fraction growth at low temperature around 1000 K

indicates a different surface growth mechanism is active in the region. A PAH-soot surface

coagulation growth mechanism has been suggested [6,7,25,48]. Applying both soot growth

mechanisms, preliminary modeling results were in agreement with the trend in growth rates

at both high and low temperature [25]. Evidence of persistent free radicals contained in the

soot particles allowing for surface reactions with gas phase PAH species may also play a

role in low temperature soot growth [6, 146].

Clearly the rates of soot volume fraction growth change significantly with pressure and

strain rate. Examining the rate of volume fraction growth as a function of total particle
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surface area (dfv/dt)/4πd
2
pN , it is possible to narrow down the cause of the change in the

volume fraction growth rate. For all strain rate cases at 4.065 atm and 14 atm the volume

fraction growth rates as a function of total surface area increase to a consistent maximum

rate early in the high temperature region and decay by approximately an order of magnitude

within 10 ms in the low temperature region around 1000 K. The growth rates exhibit a clear

temperature dependency. Uncertainties are significant for the volumetric growth rate per

surface area estimation, but the general trend is consistent. The insensitivity of volumetric

growth rates as a function of surface area to pressure and strain rate was also consistent with

data at other pressures beyond 4.065 atm and 14 atm. The results indicate that pressure and

strain do not strongly affect soot surface growth rates. The rate of volume fraction growth is

primarily from surface growth mechanisms proportionally magnified by the number density

of soot in the region providing the surface area foundation. Thus the pressure and strain

or residence time effects dictating the total soot volume fraction produced in a flame are

mostly manifested in the kinetic mechanism of soot nucleation. Charest et al. [147] drew

differing conclusions using a laminar co-flow diffusion burner. Changes in soot loading

were found primarily due to nucleation and the time available to the nucleation mechanism.

Lastly, the uncertainties associated with the estimated rates of volume fraction growth

are estimated. The dominant uncertainties result from an uncertainty in the volume frac-

tion measurement and uncertainty in the thermal conductivity of soot dictating the ther-

mophoretic force and soot particle residence time. Soot volume fraction measurement

uncertainty is approximately 30% for all flames. Residence time uncertainty is estimated

as approximately 15% not accounting for unknown uncertainties in gas velocity from nu-

merical modeling. The total uncertainty associated with the volume fraction growth rate is

estimated at 34%.
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4.5 Primary Soot Particle Diameter

Figure 4.14 shows normalized soot primary particle diameter profiles extracted from the

measured incandescent signal temporal decay using LII. The plots illustrate that the soot

particles are nucleated near the maximum flame temperature on the fuel rich side, are con-

vected down the gas temperature gradient due to a combination of Stokes drag from the

gas velocity and a thermophoretic force from the strong temperature gradient in the soot-

ing region. As the particles travel through the reacting layer, they continuously grow in

size due to soot surface growth mechanisms and particle-particle collision and coagula-

tion from Brownian motion [6, 148]. Initial particle growth is initiated by small nascent

soot particle coagulation from collisions and chemical kinetic surface growth smoothing

the surface resulting in primary particles reasonably spherical in shape [148]. The particles

reach a maximum size as they approach the particle stagnation plane where a convective

sink carries them out of the centerline measurement region due to the divergence in the

flow field.

LII derived primary particle diameter exhibits a total uncertainty of 44% for a helium

diluted flame and 50% for a nitrogen diluted flame. The large range of particle sizes ob-

served during particle growth in the soot region allow for useful trends to be established

even when taking into account the large uncertainty of the particle diameter measurement.

Aggregate soot particles made of many primary particle spheroids are observed obeying a

consistent fractal scaling [75] with increasing residence time for continued particle-particle

collisions and reduced surface growth [148]. In general however, particle residence times in

the counterflow flame on the order of 10 ms are low enough to inhibit significant formation

of fractal aggregate soot particles. This is not the case for premixed burners driven by buoy-

ancy where residence times are several tens of milliseconds and significant aggregation is

observed. Data at 8.45 atm under high soot loading and measurements at 30 atm exhibit

soot particles past the estimated particle stagnation plane. Measurements at 20 atm are also

slightly affected. This indicates potential unquantifiable errors in calculating temperature,
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velocity, and species profiles inherent in the numerical model or a poor soot thermal con-

ductivity assumption in the affected results. Data at 8.45, 20, and 30 atm all indicate large

maximum particle sizes beyond the typical regime of primary soot particles. A spherical

particle assumption is considered valid up to approximately 50 nm in size [149]. The results

are indicative of some aggregation that may exist near particle stagnation in the final stages

of soot particle growth. Indeed, small aggregate particles from thermophoretic sampling

at 8.45 atm are shown in Fig. 4.1. Evidence in literature suggests aggregates experience a

stronger thermophoretic force than primary particles and may also partially explain under

high soot loading and larger soot particles why they are observed beyond the calculated

particle stagnation plane [127].

At first glance in Fig. 4.14, the lack of change in maximum particle size with strain

rate is counterintuitive. Examining the normalized particle diameter profiles in residence

time space provides some answers. Fig. 4.15 illustrates the continuous growth in particle

diameter up to the particle stagnation plane as a function of particle residence time along

the axial centerline of the counterflow burner. The black lines represent normalized soot

particle diameter profiles over a range of strain rates. The same strain rates and pressures

of 4.065 atm and 14 atm are presented as above. Local gas temperature profiles (red lines)

are also shown in Fig. 4.15 a) and c) with C2H2 concentration profiles (gray lines) in Fig

4.15 b) and d) as the primary species governing soot surface reactions [6, 133] especially

at high temperatures. The figures indicate that even though strain rate is varied, particle

residence time remains mostly unchanged due to a squeezing effect at higher strain rates

pushing more of the soot layer closer to the stagnation plane. The results then suggest that

particle surface growth rates must be similar with temperature over a range of strain rates.

Looking more carefully at Fig. 4.15 reveals two unique regimes of surface growth. A more

rapid growth period is observed at high temperature and early residence time within 3-5 ms

at 4.065 atm and approximately 6 ms at 14 atm. Increased particle growth occurs earlier

with increasing strain rate, likely due to the temporal shift of precursor species towards
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(d) 14 atm, al = 190 s−1, XC2H4
= 0.41 +

XHe = 0.59, XO2
= 0.1723 + XHe =
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Figure 4.14: Normalized soot primary particle diameter for several local strain rates at
4.065 atm and 14 atm. Dashed red line: Point of maximum flame temperature. Gray lines:
Normalized soot precursors C2H2, C3H3, and H. Blue line: Local gas velocity. Dashed
blue line: Gas stagnation. Green line: Local particle velocity. Dashed green line: Particle
stagnation.

shorter residence time providing increased C2H2 concentration to drive surface growth.

The rapid surface growth region is halted earlier with increasing strain rate due to the

drop in local temperature, possibly below a level where a high temperature HACA surface

growth mechanism is active [6, 25, 48]. A slower surface growth period in the low temper-

ature region around 1000 K is observed thereafter at both pressures in agreement with the

nonzero soot volume fraction growth rates previously determined at low temperature and

long particle residence times. Evidence suggests that low temperature particle growth is

governed by surface growth and not particle coagulation for 4.065 atm and 14 atm but may



117

play a larger role at higher pressures. Coagulation processes are ongoing throughout the

entire soot lifecycle dependent on pressure and particle size i.e. Knudsen number, local gas

properties, local temperature, and the distribution and concentration of soot particles in the

region [140]. Soot number density changes significantly with strain rate while negligible

changes in particle size growth are observed in the two cases presented. Thus the order of

magnitude of the particle coagulation term on particle size growth is likely negligible at

4.065 atm and 14 atm. Additional evidence can be built when considering particle collision

dynamics. Collision frequencies are highest between small particles coagulating on large

particle surfaces [6]. Small particle coagulation is unlikely to greatly affect particle surface

growth due to their small volume. The same argument was proven valid for the effect of nu-

cleation on volume fraction growth previously. Detailed modeling would better determine

the magnitudes of all particle growth mechanisms especially at higher pressures.

Figure 4.16 shows the normalized primary soot particle volumetric growth rate (black

lines) as a function of particle residence time in the soot layer. Temperature profiles (red

lines) are also given for reference. First considering the case of 4.065 atm, al = 125 s−1

from Fig. 4.16 a), the normalized primary soot volumetric growth rate increases from zero

to a maximum at a particle residence time of approximately 6 ms. The rate then decays by

nearly a factor of three within a particle residence time of 10 ms. For the sample 4.065 atm,

al = 435 s−1 the soot particle volumetric growth rate increases from zero to the same max-

imum at a particle residence time of 2 ms and decays down around the same minimum

within 10 ms. For 14 atm, al = 135 s−1 in Fig. 4.16 b), the soot particle volumetric soot

growth rate increases to a maximum at a particle residence time of 7 ms then decays by a

factor of three within 15 ms. Lastly, for 14 atm, al = 190 s−1 the volumetric growth rate in-

creases to a maximum at 4 ms and decreases by a factor of four within 15 ms. Considering

the uncertainties in the growth estimates, the growth profiles should be considered consis-

tent. Primary particle diameter volumetric growth is observed active at low temperatures

in agreement with volume fraction growth rates shown previously in Fig. 4.13. The results
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(d) 14 atm, XC2H4
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Figure 4.15: Normalized primary soot particle diameter as a function of particle residence
time for several local strain rates at 4.065 atm and 14 atm. Red lines: Local gas temperature.
Gray lines: C2H2 molar concentration.

further prove that a low temperature growth mechanism is active beyond the typical high

temperature HACA mechanism.

The rate of normalized primary soot particle volumetric growth as a function of total

particle surface area is given by the black lines in Fig. 4.17 for the same strain rate cases

at 4.065 atm and 14 atm. Temperature profiles are included in red. The profiles contain

the lowest possible uncertainty for an estimate of volumetric growth as a function of sur-

face area due to independence on volume fraction and number density and their respective

uncertainties. A comparison of all cases shown indicate that soot volume growth as a func-

tion of particle surface area is relatively insensitive to changes in pressure and strain rate.
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Figure 4.16: Normalized primary soot particle volumetric growth rates as a function of
particle residence time for several local strain rates at 4.065 atm and 14 atm. Red lines:
Local gas temperature.

The magnitudes of volumetric surface growth also retain the same proportionality with

temperature. Growth rates are maximum at early particle residence times and decay with

increasing residence time and decreasing temperature until the particle stagnation plane.

Volumetric growth rates as a function of surface area were also tested for consistency at

higher and lower pressures beyond the 4.065 atm and 14 atm cases presented. All results

exhibited the same magnitudes and temperature dependency. The phenomenon is in qual-

itative agreement with both chemical HACA and physical PAH coagulation mechanisms

which both exhibit temperature dependencies [25,133]. The intriguing results reinforce the

hypothesis that the rate of soot nucleation is the driver of the total soot volume produced

and is strongly affected by temperature, residence time, and pressure. The surface growth

rate remains relatively constant with changes in strain rate and pressure and is activated on

the number of nascent soot particles produced in the flame. Future modeling efforts should

focus on soot nucleation for maximum impact.

The uncertainty associated with the estimated rates of soot primary particle diameter

growth includes uncertainty in the primary particle diameter measurement and soot par-

ticle residence time. Measurement uncertainty is approximately 40% for helium-diluted

flames and 50% for nitrogen-diluted flames. Residence time uncertainty is estimated as
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Figure 4.17: Normalized primary soot particle volumetric growth rates per surface area as
a function of particle residence time for several local strain rates at 4.065 atm and 14 atm.
Red lines: Local gas temperature.

approximately 15% not accounting for unknown uncertainties in gas velocity from numer-

ical modeling. Measurement uncertainty is dominant resulting in total uncertainties for

primary particle diameter growth of 43% for helium-diluted flames and 52% for nitrogen-

diluted flames. Additional uncertainties apply to estimated volume growth rates. Assuming

a monodisperse particle diameter distribution when calculating the particle surface volume

growth rate introduces an error of approximately 12%. Assuming a lognormal distribution

with σdp,g = 1.19 removes most of the error owing to the mean of both distributions be-

ing nearly identical as solutions to the LII model. Regardless of the chosen distribution

assumption, the uncertainty from the distribution parameter remains negligible. Volumet-

ric particle growth rates per particle surface area are 44% and 54% for helium-diluted and

nitrogen-diluted flames respectively. Volumetric particle growth rates are 72% and 89% for

helium-diluted and nitrogen-diluted flames respectively.

4.6 Elastic Light Scattering Results

The majority of LII data collected exhibited soot particle sizes in the regime of primary

particles with the exception of data at 8.45, 20, and 30 atm which all indicated large po-
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tentially aggregate particles were present. A spherical particle assumption is considered

valid up to approximately 50 nm in size [149]. The results at 8.45, 20, and 30 atm all show

some indication of aggregation in the final stages of soot particle growth. Additional evi-

dence is shown in Fig. 4.1 by the small aggregate particles from thermophoretic sampling

at 8.45 atm. Elastic light scattering (ELS) data was collected and the combined LII and

ELS model outlined in Chapter 2.4 was applied to datasets with indications of aggregation.

Figure 4.18 show particle temperature and normalized soot volume fraction, primary parti-

cle size, and number density extracted without the ELS submodel at a pressure of 8.45 atm,

al = 163 s−1, XC2H4 = 0.46 + XN2 = 0.64, XO2 = 0.1933 + XN2 = 0.8067. The same

definitions apply as in all other spatial figures of LII variables presented in this chapter.

Most notably, the maximum particle diameter is beyond the approximate limit of spherical

primary particles. More importantly, a strong ELS signal was measured indicating the po-

tential for aggregation. Applying the combined LII and ELS model to the same dataset at

8.45 atm, al = 163 s−1, XC2H4 = 0.46 + XN2 = 0.64, XO2 = 0.1933 + XN2 = 0.8067

resulted in the measurements given in Fig. 4.19. Particle temperature remained unchanged

so the normalized number of primary particles per aggregate Np was given instead in Fig.

4.19 a). The data resulted in a general trend of the number of primary particles per ag-

gregate relatively small near the maximum flame temperature and particle nucleation. The

number of primary particles per aggregate then increase to a maximum near particle stag-

nation. The primary particle diameter profile is altered and the maximum primary particle

size is significantly reduced. The number of primary particle per aggregate and maximum

primary particle sizes are in general agreement with TEM data analyzed in Chapter 4.1.

The combined LII and ELS model also have a noticable effect on the extracted soot vol-

ume fraction and number density when comparing Figs. 4.18 and 4.19. The data should

be scrutinized with caution however, as many challenges were discovered during the fitting

procedure. The ELS error surface generally exhibited no definitive minimum and instead

gave a leveled off low error region. The LII error surface provided the error minimum
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Figure 4.18: LII extracted measurements of a) particle temperature (red line) and modeled
gas temperature (red dashed profile), b) normalized soot volume fraction, c) normalized
primary particle diameter, and d) normalized number density at 8.45 atm, al = 163 s−1,
XC2H4 = 0.46 + XN2 = 0.64, XO2 = 0.1933 + XN2 = 0.8067. Vertical dashed red
line: Point of maximum flame temperature. Gray lines: Normalized soot precursors C2H2,
C3H3, and H. Blue line: Local gas velocity. Vertical dashed blue line: Gas stagnation.
Green line: Local particle velocity. Vertical dashed green line: Particle stagnation.

where the two surfaces met. This phenomenon was at odds with ELS data collected on

a premixed flat flame burner which exhibited a clear minimum. The result indicates poor

characterization of aggregate properties from counterflow diffusion flames using the ELS

procedure outlined in Chapter 2.4. Elastic light scattering data collected at 20 and 30 atm

was of even poorer quality and lacked sufficient signal to attempt a successful combined LII

and ELS model data extraction. Similar results were reported in literature [9] on diffusion

flames. The issues were associated with strong morphology and concentration gradients

inherent to diffusion flames. Wide angle light scattering was proposed [129, 150] as a po-
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Figure 4.19: LII and ELS extracted measurements of a) normalized number of primary
particles per aggregate, b) normalized soot volume fraction, c) normalized primary particle
diameter, and d) normalized number density at 8.45 atm, al = 163 s−1, XC2H4 = 0.46 +
XN2 = 0.64, XO2 = 0.1933 + XN2 = 0.8067. Dashed red line: Point of maximum flame
temperature. Gray lines: Normalized soot precursors C2H2, C3H3, and H. Blue line: Local
gas velocity. Dashed blue line: Gas stagnation. Green line: Local particle velocity. Dashed
green line: Particle stagnation.

tential solution and improvement over the single angle scattering procedure developed in

this study with encouraging results.

4.7 Sooting Limits

Accurate prediction of soot nucleation poses the greatest challenge to the scientific com-

munity [6,133]. Mounting evidence from this study suggests the process of soot nucleation

is the primary mechanism driving the amount of soot produced in counterflow diffusion
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flames. Some consensus on the theory of the importance of soot nucleation has developed

for other burner configurations as well [7, 147]. The counterflow burner is particularly

valuable for targeting uncertain nucleation processes by adjusting flow strain rate and fuel-

oxidizer composition. The limiting flow strain or residence time at which no perceptible

soot is formed is an especially useful metric for testing the sensitivity and accuracy of soot

nucleation models. There are however, several caveats that must be regarded when attempt-

ing to identify sooting limits. The number density of nascent soot formed in the counterflow

flame was shown in Fig. 4.7 to exhibit an exponential dependency on temperature in accor-

dance with an Arrhenius global reaction rate description. Figure 4.11 also illustrated the

linear dependency between number density and soot volume fraction. The number density

of nascent soot serves as the foundation for soot mass and volume growth in the counter-

flow burner used in this study. This leads to the conclusion that soot limits should not be

linearly extrapolated from trends of volume fraction at lightly sooting conditions, a tech-

nique that appears plausible when examining soot volume fraction alone without heed to

the underlying relationships. Instead a sooting limit can be identified based on any target

volume fraction where formation of soot below the stated target is deemed acceptable for

a specific application. An extrapolation of the exponential decay of soot volume fraction

with respect to strain rate can then be performed. Choosing a target of zero is not strictly

possible by definition. A target sooting limit was chosen representative of the approximate

sensitivity limit of the LII system developed in this study. Fig. 4.20 illustrates the relation-

ship between maximum soot volume fraction and local strain rate with changes in pressure.

A clear trend representative of an exponential decay is observed at all pressures. Marked

changes in the relationship between maximum soot volume fraction and local strain rate

are also evident with changes in pressure. The slopes of the curves increase with increas-

ing pressure. Not accounting for changes in species composition, the slopes indicate an

increased sensitivity on the formation of soot volume fraction with increasing pressure due

to a proportional relationship between strain rate and temperature. A decrease in volume
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fraction and local strain rate with increasing pressure is also evident, however temperature

and species concentration effects also play a role. The results are indicative of a greater

barrier to soot formation at higher pressure in accordance with the global activation energy

arguments proposed from Fig. 4.7.
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Figure 4.20: LII measured normalized maximum soot volume fraction as a function of
local strain rate over a range of pressures from 1 to 30 atm. Diamonds: 1 atm, al =
91, 202, 335, 367 s−1, XC2H4 = 1, XO2 = 0.21 + XN2 = 0.79. Squares: 2.048 atm,
al = 188, 210, 364, 424, 587 s−1, XC2H4 = 1, XO2 = 0.21 + XN2 = 0.79. Triangles:
4.065 atm, al = 119, 195, 289, 408 s−1, XC2H4 = 0.5 + XN2 = 0.5, XO2 = 0.21 + XN2 =
0.79. Circles: 8.45 atm, al = 104, 119, 163, 186 s−1, XC2H4 = 0.4 + XN2 = 0.6, XO2 =
0.1681 +XN2 = 0.8319. X: 14 atm, al = 135, 158, 190 s−1, XC2H4 = 0.41 +XHe = 0.59,
XO2 = 0.1723 + XHe = 0.8277. Cross: 20 atm, al = 110, 128, 160 s−1, XC2H4 =
0.4+XHe = 0.6, XO2 = 0.1681+XHe = 0.8319. Double Cross: 30 atm, al = 88, 100 s−1,
XC2H4 = 0.39 +XHe = 0.61, XO2 = 0.1639 +XHe = 0.8361.

The soot limits were estimated as 819 s−1 ±31% at 1 atm, 1370 s−1 ±23% at 2.048 atm,

1044 s−1 ±30% at 4.065 atm, 481 s−1 ±42% at 8.45 atm, 245 s−1 ±91% at 14 atm, 171 s−1

±124% at 20 atm, and 140 s−1 ±26% at 30 atm. Uncertainty was estimated from the uncer-

tainty in the local strain rate and volume fraction measurements. The data was linearized

by the natural log of volume fraction and a linear regression was applied. A Monte Carlo

approach was used where random samples were produced from the standard uncertainties

in each measurement. Five hundred random samples were generated and the standard de-
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viation in the regression coefficients was calculated on the samples. Uncertainty in the soot

limit strain rate was estimated according to ∆al/al =
√

(∆β1/β1)2 + (∆β0/β0)2. Where

β1 and β0 are the first and zeroth order regression coefficients. The results at 20 atm ex-

hibited an uncertainty above 100% primarily due to the close proximity of the data points

in the sample. A negative soot limit strain rate is not physically possible so the soot limit

strain rate range should technically be considered between 0 and 383 s−1 at 20 atm. Max-

imum temperature limits corresponding to the determined strain rate limits are in a range

between 1800 K and 1950 K. Conclusions drawn from strain rate limits are complicated

due to varying temperature, species, and flame structure effects with strain rate, pressure,

and diluent. However, several observations can be made. Law et al. [10] suggested a lin-

ear pressure scaling between density weighted strain rate and fuel concentration according

to ρoxa ∝ p0X
0.5
f up to the 2.5 atm limit of pressure investigated. ρox corresponds to the

density of the oxidizer stream mixture, a a local or global strain rate, Xf the fuel mole frac-

tion, and p0 corresponding to pressure. Interestingly, this scaling holds true in this work

up to 4.065 atm but diverges significantly thereafter. Soot limit strain rates initially rise

from 1 atm to between 2.048 atm and 4.065 atm and consistently drop with increasing pres-

sure thereafter even after accounting for uncertainties. The decreasing trend in soot limits

levels off with pressure past 14 atm. Probing soot limits required adjusting fuel-oxidizer

concentrations and strain rates to maintain flames below a turbulent limit Reynolds num-

ber of approximately 2600. Thus fuel-oxidizer settings could not be maintained constant

over all pressures. Regardless of the constraints, fuel-oxidizer mole fractions remain nearly

constant between 8.45 and 30 atm and likely cannot account for the changes in soot limit

strain rate. The maximum soot limit strain rates at 2.048 atm and 4.065 atm indicate the

greatest ease in forming soot out of all pressures by requiring the highest strain rates and

shortest residence times to halt soot production. The changes in soot loading with pressure

and strain rate using a counterflow burner clearly indicate the effect of pressure on soot

loading is not due to an increase in residence time to form soot as concluded by Charest et
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al. [147] using a co-flow diffusion burner. Data at higher pressure was taken at lower strain

rates indicating additional time available to form soot at higher temperatures and yet nu-

cleation rates are reduced. The effect of pressure on soot nucleation and total soot volume

fraction produced appears chemical kinetic in nature. The evidence is in agreement with

global activation energies determined earlier from Fig. 4.7. Increasing activation energies

with increasing pressure indicates higher temperatures are required for soot nucleation to

commence.
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Chapter 5

Summary and Recommendations

The societal need for energy is ever-present. Hydrocarbon combustion has and will con-

tinue to support a large portion of global demand. The numerous health and environmental

risks associated with soot formed from hydrocarbon combustion have driven research into

formation and growth mechanisms with emphasis on developing procedures for mitiga-

tion. Aside from the negative externalities, controlled flame generated carbon nanoparticle

synthesis has the potential to increase efficiency and reduce cost for a variety of industrial

and technical applications. The primary goal of any fundamental flame study is to relate

experimental properties to the real world operating conditions of modern engines. Modern

engines exhibit complex turbulence, flow strain, and fuel air mixing under high pressure.

As such, the goal of this work was to investigate and analyze the effect of elevated pressure

on the soot characteristics of hydrocarbon combustion over a wide range of flow strain and

residence time.

A high pressure counterflow non-premixed burner was chosen as the experimental con-

figuration. Laser induced incandescence and particle image velocimetry were chosen to

conduct measurements of soot characteristics and flow strain respectively. Thermophoretic

soot sampling and transmission electron microscopy analysis was also utilized to provide

insight into soot characteristics and morphology. The development of the absolute irradi-
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ance calibrated laser induced incandescence system was reported in detail including sub-

models for processing elastic light scattering data and laser and signal extinction effects.

An extensive analysis was conducted upon the development of the LII system applied

to soot formation in the non-premixed counterflow flame geometry. A detailed uncertainty

analysis was completed to identify key uncertain parameters dominating the uncertainty

of LII measured soot quantities. Several improvements were suggested to reduce mea-

sured uncertainties including the use of a mixture averaged species thermal accommoda-

tion coefficient to best match local species concentrations. The preliminary effort reduced

uncertainties related to thermal accommodation and identified a need in literature for a

complete library of temperature dependent species thermal accommodation data. An addi-

tional uncertainty reduction strategy was proposed with a local absorption function fitting

procedure. While serving to reduce uncertainty on the measurement of volume fraction,

the strategy fixed the absorption function more in line with the local LII physics and added

further insight into changes in local soot morphology.

Recommended improvements to LII measurement uncertainties were successful yet to-

tal measurement uncertainties remained significant. The final LII measurement uncertain-

ties applicable to this study for the absorption function of soot E(m), soot volume fraction

fv, primary particle diameter dp, and number density N were 26%, 30%, 44-50%, and

82-91% respectively with the range for dp and N given depending on a flame diluent gas

of either helium or nitrogen. Focused efforts on only a few key variables namely the local

temperature and thermal accommodation would reduce the uncertainty on E(m), fv, dp,

and N to approximately 18%, 21%, 26%, and 48% respectively and represent an approx-

imate floor to LII model uncertainty. Repeatability studies indicated that uncertainty due

to repeatability was much less than model uncertainty on the order of ∼10-15% for soot

volume fraction and primary particle size.

A detailed uncertainty analysis of particle image velocimetry measurements was also

conducted. A Monte Carlo approach was employed to account for all additional mea-



130

surement uncertainties while using linear least squares regression to determine flow strain.

Standard error estimates for local strain rates at pressures from 1 atm to 14 atm varied be-

tween 8 and 25% with results at pressures of 20 atm and 30 atm around 30-65% due to

issues of optical distortion and seed particle coagulation.

Experimental results were reported for TEM analysis of thermophoretically sampled

soot. While not applicable to the majority of collected data, soot aggregate dimensions

were determined from data at 8.45 atm where aggregation was observed. The results gave

fractal dimensions Df = 1.41 and kf = 2.9 indicating densely packed aggregates where

persistent particle surface growth was evident. Primary particle size and aggregate size

distributions were also determined to exhibit a narrow lognormal distribution width. Finely

ordered annealed soot structure was not prevalent in the soot samples collected indicating

significant PAH surface growth at low temperature.

An extensive analysis of soot number density, volume fraction, and primary particle

size was conducted from LII data of sooting counterflow flames over a range of strain rates

and pressures. A sample of the data collected for particle temperature, soot volume fraction

fv, primary particle diameter dp, and number density N were reported with extensive effort

committed to determined the effects of pressure and strain rate on soot nucleation and sur-

face growth mechanisms. The elastic scattering submodel was also tested under conditions

of observed soot aggregation. The results presented were in acceptable agreement with

TEM data but suffered from issues of poor fitting and indefinite solution where significant

improvement to the procedure should be explored. Finally, strain rates corresponding to

sooting limits were reported. The results served to target the sensitivity of highly uncertain

soot nucleation mechanisms.

With the development of the LII system described in this work and a completed dataset

of soot properties collected over a range of strain rates and pressures, some key conclusions

can be drawn.

• The absolute irradiance calibrated LII system offers an excellent method for collect-
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ing quantitative soot incandescence data in the counterflow geometry and requires no

other external or inline calibrations. LII extracted profiles of soot incancescence even

under relatively low soot loading and low signal to noise still result in well described

profiles of peak particle temperature, primary particle size, soot volume fraction, and

number density.

• Measurement uncertainties on LII extracted quantities are high and significantly

larger than repeatability uncertainty indicating a need for additional improvements

to uncertain LII model variables including the local gas temperature and thermal ac-

commodation between a soot particle surface and the surrounding gas.

• An analysis of LII extracted soot properties of volume fraction fv, primary particle

diameter dp, and number density N indicates particle nucleation is the driver of total

soot loading in the counterflow configuration and exhibits a clear temperature and

pressure dependency. Additionally, soot surface growth as a function of temperature

remains relatively constant with changes in pressure. This results in constant max-

imum particle size with changes in strain rate where particle residence time in the

reaction layer remains relatively unchanged.

Applying the conclusions developed in this work to practical engine design is of para-

mount importance. Modern engines generally exhibit highly turbulent flows where local

flamelets and flow strain conditions evolve rapidly over time. In an instant a rich mixing

and reacting layer in an engine can in many ways be related to the same physics govern-

ing counterflow flames. The connection allows for an extension of the conclusions made

in this study. For a rich mixing and reacting flow, increasing pressure past approximately

4 atm has the effect of staunching soot nucleation at higher temperatures. This indicates in-

creasing combustion pressure could significantly reduce the total amount of soot produced

in an engine. Lastly, increasing pressure indicates higher combustion temperatures could

also be employed before soot nucleation is triggered. From thermodynamic first principles,
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increasing pressure and temperature are directly related to increased engine efficiency and

energy density. Strictly concerning soot formation, the findings are encouraging for indus-

try and indicate a scenario with the potential to improve efficiency while also reducing a

key combustion pollutant.

Several avenues are suggested for future exploration and improvement to the measure-

ment procedure developed in this study.

• A means of anchoring model and experimental data to remove temperature uncer-

tainty in the counterflow configuration would significantly improve measurement

uncertainty. A means of precisely measuring the gas temperature would also ac-

complish the same objective.

• A wide angle light scattering submodel and experimental configuration should be

implemented for accurately measuring soot aggregate sizes.

• An instantaneous LII system could be developed using two intensified cameras. In-

candescent signals at two wavelengths could be recorded with one camera using the

proper splitting optics with the second camera recording a later signal of the incan-

descent signal decay for particle sizing. A third camera for recording wide angle

elastic light scattering could also be applied.

• The measurement procedure developed in this study could be extended to other fuels

and configurations including oxidation to target other soot mechanisms.
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