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Abstract

The performance, reliability and lifetime for a system is often closely related to its temperature of operation.

This temperature depends on the thermal energy generated within the system and on the thermal resistance,

which determines how easy the energy flows to the external world. As the size of a system decreases to the

nanoscale (on the order of tens of nanometers), its thermal resistance is dominated by interfaces. Thus, one

way to engineer the operation temperature of a “small” system is to tune the resistance at its interfaces. This

tuning process can be done by changing interfacial properties known to affect the value of resistance such as

interatomic mixing or roughness.

Inspired by concepts on electronic impedance matching and photonic antireflection coating, we study the

fundamental principles and design rules that determine the interface thermal resistance. For our particular

systems, heat is carried by a broadband spectrum of interacting phonons instead of a single frequency non

interacting electronic or photonic wave. In this dissertation, we focus on interfaces between two crystalline

solids joined by a variable thin intermediate layer. We explain how to maximize thermal conductance on

1D atomic chains and 3D crystalline solids, with intermediate layers varying from a single atom to graded

junctions, in the coherent, incoherent elastic and incoherent inelastic regimes. We also explain the role of

interatomic mixing and crystal structure on the interface conductance. Our theory is built from a Landauer

description of conductance that highlights the interplay between the number of propagating channels available

for conduction and the average transmission per channel. Rigorous simulations using non-equilibrium Green’s

function formalism (NEGF), coupled with known interatomic potentials or first principles parameters, support

our results. We also compare our NEGF results with non-equilibrium molecular dynamics simulations.
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Chapter 1

Introduction

Atoms in solids are in constant motion oscillating around some equilibrium positions. The average amplitude

of oscillation is proportional to the temperature. Thus, as the temperature of a system increases, the

amplitude of the atomic motion also increases. This scatters more effectively electrons, increases the electronic

resistance of the solid and degrades the quality of the material. In this way, an increase in temperature affects

the performance, reliability and lifetime of almost any device, including MOSFETs, lasers, solar cells and

batteries [9, 10, 11].

One notable example is the CPUs clock frequency, which stabilized at around 2 GHz when their dynamic

power density became close to 100 W/cm2 [12]. At that time, the concept of multi-core CPU came to rescue

the increase in performance needed to continue the trend in economical growth. Nowadays, after some more

generations of scaling keeping the rising performance trend, the passive power density due to leakage has

also reached 100 W/cm2 [12]. This increase in power density added to the increase in thermal resistance of

individual transistors [10] have brought about another noticeable problem: Temperature inside the chip has

risen to the point that the shell of our laptop can burn our laps. Unfortunately, that’s not the only problem,

temperature rise affects device reliability and lifetime [13].

As electrons move throughout devices and wires, they give away energy to the crystals causing a

temperature increase inside a chip. The temperature T = RP depends on the amount of thermal energy

generated per unit time within the system P ; and on how easy this energy is dumped to the external

world, which is determined by the thermal resistance R. Although in current devices, the dominant thermal

resistance is on the package RPACK (Fig. 1.1a), the resistance due to phonon flow in the neighborhood of

devices (Rsc) is already on the same order of magnitude and tends to increase as gate length decreases [1].

Thus, reducing Rsc can cause a detectable reduction on the chip’s temperature. For instance, a 50% reduction

1
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in Rsc will decrease the peak temperature by approximately 5%. A recent simulation on a Silicon-on-Insulator

(SOI) device with 25nm gate length showed more compelling evidence of the importance of Rsc in nanodevices

(Fig. 1.1b,c) [13]. For this particular device, a 10% reduction of Rsc can reduce the temperature difference

between source and drain by approximately 5K, effectively reducing the average temperature on the device.

Figure 1.1: a): Equivalent thermal circuit of a chip [1] (TIM stands for thermal interface materials). b)
and c) 25 nm gate length Silicon-on-Insulator (SOI) structure. b) Acoustic phonon temperature profile. c)
Optical phonon temperature profile.

The role of interfaces on the total thermal resistance becomes increasingly important as the size of devices

decreases. Thus, as we continue scaling down devices, interfaces will become the dominant factor of devices

thermal resistance (Rsc) [1]. For instance, thermal conductance measurement or various solid-solid interfaces

spam from around 10 to 1000 M W / (m2 K), which is equivalent to the conductance of a SiO2 sample with

thickness between 100 to 1 nm [2]. In view of the gained importance of interfaces on the thermal resistance

of devices at nanoscale, engineering interfaces to reduce their thermal resistance may be a way to ameliorate

the high temperature problem of current and upcoming devices.

Understanding heat flow through interfaces is a hot research topic nowadays. A 2012 book chapter on

thermal transport on nanostructured material stated: “In spite of 70 years of study of interfacial thermal

transport, a detailed microscopic description of the Kapitza or interfacial resistance is still lacking” [14].

A 2013 News & Views article on Nature Materials also stated in its title:“Understanding heat flow across

interfaces remains an open question for thermal science” [15]. In order to address this scientific need of the

community, which also could impact the technological problem of CPU heating, we post the following research

problem: Given two materials, how do we couple them to get maximum thermal conductance

across the junction? (Fig. 1.2).

The idea of introducing an intermediate layer to decrease interfacial resistance is motivated by concepts

on electronic impedance matching and photonic antireflection coating, where an intermediate material is used

to minimize signal or light reflection. Nevertheless, applying those concepts to the wavelike heat carriers,

phonons, to minimize thermal resistance have three main challenges: 1) heat is carrier by a broadband
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Figure 1.2: Problem statement: Given two materials, how do we couple them to get maximum thermal
conductance across the junction?.

spectrum of interacting phonons instead of a single frequency non interacting electronic or photonic wave; 2)

our understanding of phonon transport across interfaces is still incomplete, but it is essential to solve our

problem; and 3) a set of principles that determine how to choose the properties of the interlayer material

that minimize interface resistance does not exits.

To address the research question, we study thermal resistance across interfaces by varying the dimensionality

of the system, the morphology of the interface, the crystal structure of the system, the length of the junction

and the transport regime. We simulate the systems varying the properties of the intermediate layer in between

the properties of the contacts. Then we explain the observed maximum conductance from physical principles

related to the properties of the intermediate layer. For 1D chains, we simplify the system’s interatomic force

constants to scalars and we consider only first neighbor interactions between atoms. We study the question

in both the coherent and incoherent elastic regimes. We study the effects of phonon-phonon interactions in

NEGF by including the anharmonic cube perturbation to the harmonic force constants using self-consistent

Born approximation. For 3D systems, we assume invariance of interatomic force constants, crystal structure

and lattice constants along a particular system and only allow mass changes. In addition to the different

intermediate material lengths studied, we consider the effect of interatomic mixing and different crystal

structures. We perform our simulation in the coherent and incoherent elastic regime and compare those

results with molecular dynamics simulations that include phonon-phonon interactions. The interatomic force

constant where extracted from empirical potential as well as from first principles calculations.

1.1 Phonon Transport Across Interfaces

Pinpointing the mechanisms determining phonon flow through interfaces is a challenging task due to the

many factors that affect the transport process [2, 16, 9]. On one hand, interfacial resistance depends on the

phonon properties of the individual materials composing the interface, like group velocity, density of states or

polarization. On the other hand, the resistance also depends on the atomic properties of the interface, like

bonding strength, atomic mixing or defects density. From all those possibilities, figuring out the dominant
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mechanisms affecting thermal transport through interfaces requires a joint effort of experiments, simulations

and theory.

Experimental works have already demonstrated the dependence of Thermal Boundary Conductance

(TBC) on particular properties of the interface. For example, Hopkins et. al. showed a 30% variation of

TBC with interfacial mixing [17]. Losego et. al. showed 15% variation of Au/SAM/Qz thermal resistance

by changing the end chemistry of the molecule-Au bond (Fig. 1.3b) [3]. More details on the influence of

roughness, disorder, dislocations and bonding on TBC can be found in a recent review on the topic [2]. Just

to give you some prospective on the numbers, it is worth to notice that TBC of interfaces, where heat flow

is dominated by phonons, extents over around 2 orders of magnitude. From Bi/Diamond with TBC ≈ 7

MW/m2K @ T = 300K to TiN/MgO with TBC ≈ 700 MW/m2K @ T = 300K (Fig. 1.3a) [2]. Recently,

two different conductivity measurements on superlattices have claimed the observation of coherent phonon

transport (Fig. 1.3c, d and e) [4, 18]. Those controversial works support the importance of understanding

ballistic, coherent and incoherent phonon flow in nanoscale devices.

Figure 1.3: a) Measured thermal boundary resistance of several interfaces [2]. b Experimental data showing
the dependence of thermal interfacial resistance with bonding strength [3]. c Experimental evidence of phonon
ballistic transport [4]. d and e Experimental evidence of coherent transport.

From a theoretical point of view, describing phonon transport through interfaces is a demanding task.

Heat is carried by a broad frequency spectrum of phonons with different properties. While, low frequency

phonons feel average properties of crystals due to their long wavelength, high frequency phonons have shorter

wavelength and mean free paths, are sensible to the atomic structure and present highly non linear dispersion

relations. Additionally, phonons flow in different modes with different symmetries, so tensorial properties of

materials and selection rules become important. At the interface, those phonons encounter defects, impurities

and a handful of imperfections that mix them and scatter them. Moreover, when two interfaces are too close
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together (≈ nm) wave interference entangles their individual contributions to the total thermal resistance in

a non-additive way. Thus, finding a comprehensive theory is a daunting task.

Two semi-classical models to describe phonon transport through interfaces are widely used by the

community because of their simplicity and low computational cost. The Acoustic Mismatch Model (AMM),

which assumes coherent wave transport in continuum media and the Diffusive Mismatch Model (DMM), that

assumes completely diffusive scattering at the interface [19]. Both models assume that thermal boundary

resistance depends only on the properties of the individual materials composing the interface but not on the

properties of the interface itself. This simple assumption is not enough to get quantitative agreement with

experiments [14] and therefore, a lot of work is been devoted to include interfacial effects into the models.

For instance, the effects of bonding strength [20], anharmonicity [21], more realistic density of states [22]

or different types of diffusive scattering [23] have been studied but still, a complete picture is missing. An

approach that has not been fully exploited by the community, but could produce some simple equations with

quantitative prediction power, is the Landauer plus Non-Equilibrium Greens Formalism (NEGF) introduced

by Datta [24]. This formalism has proven invaluable in bringing intuition to the mechanisms dictating electron

flow at nanoscale and it is already starting to make its way into nanoscale phonon transport [5]. For instance,

thermal conductivity of Silicon was calculated from the Landauer approach by including boundary scattering

τ−1
b = 〈v(ω)〉

Fl , impurity scattering τ−1
d = Dω4 and unklapp scattering τ−1

u = Bω2Te−C/T into λ = 4
3v(ω)τ(ω)

[5]. We have also calculated the thermal conductivity of GaAs samples using Landauer formalism. The

number of modes and mean free path are calculated from first principles interatomic force constants and

scattering rates from Quantum Espresso [25] and ShengBTE [26].

Figure 1.4: Left) Thermal conductivity of Silicon using Landauer formalism [5]. Right) Thermal conductivity
of GaAs using Landauer formalism coupled with interatomic force constants and scattering rates calculated
from first principles [Umpublished].

Several simulation techniques have been used to describe heat flow at nanoscale [14]. The methods based

on solving Boltzmann Transport Equation (BTE) capture phonons statistics and can be coupled with first
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principle calculations, which make them suitable for predicting phonon flow at low temperatures in real

materials. However, BTE works for phonon distributions close to equilibrium and assumes local thermal

equilibrium, which automatically restricts the minimum size of the system to the order of the phonon mean

free path, limiting the use of the method at nanoscale. Molecular Dynamics (MD) methods can capture

anharmonicity and are suitable for systems at nanoscale. In fact, MD simulations are already doing a great

job reproducing experimental trends and bringing physical insight. However, since this is a purely classical

approach, it cannot capture quantum mechanical effects and it is not accurate at low temperature. Two

commonly used MD methods are Non-equilibrium MD (NEMD) and Green-Kudo MD (GK-MD) which are

based on linear response theory. The Wave Packet (WP) method is also a popular technique, which let a

narrow wave packet of phonons propagate and interact with a particular nanostructure. The WP method

comes useful to study properties of individual phonons. Another method being used is RTA-ED, which

calculates the relaxation time of individual phonons from equilibrium MD and then uses the relaxation time

approximation to calculate thermal conductivity. This method has computational advantages over the former

explained MD methods. A more detailed explanation of these methods is developed in the excellent review

by Chernatynskiy et. al. [14].

Recently, NEGF, a successful method for studying electron flow at nanoscale was adapted to phonon

transport [27, 28, 29, 30, 31]. This method is a fully quantum mechanical treatment of phonon flow and can

be coupled with first principle calculations. The approach can handle ballistic, diffusive and intermediate

regimes. It doesn’t rely on the knowledge of local temperature inside the nanostructure, which makes it the

only method strictly valid for small nanostructures, since the notion of temperature becomes ill defined for

domains of a few atoms. Aside from the computational load getting out of hands when the size of the system

increases or when anharmonicity is included, this method offers the most complete description possible of

heat flow and can be nicely complemented with MD simulations in case higher orders of anharmonicity are

required.

In spite of all the advantages offered by NEGF, the method is not still widely used by the community,

maybe because a link with the existing knowledge is missing. Most of the studies with NEGF are confined to

ballistic transport, which limits their range of applicability to the effects of dimension mismatch or coherent

scattering [32, 7, 33, 34, 35, 36, 37] into thermal resistance. The force constants are in general obtained

from inter-atomic potentials, which restrict the accuracy of NEGF to that of the inter-atomic potential

[32, 7, 33, 34, 35, 36, 37]. Recent works have already used parameters from first principle calculations

[38, 39, 40, 41, 42, 43, 44, 45], some of then obtained with Quantum Espresso (QE)[25]. The advantage of

coupling Ab initio methods for the parameters with NEGF is the ability to make predictions without any a

priori knowledge of the system. Very little work has been done on including the effects of anharmonicity
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Studies of Interfacial Thermal Transport with NEGF
Ref. Group System Anharmonic Empirical Ab initio
[43] Cheng-MIT Si/Ge (roughness) No Yes Yes (Only for Si)
[4] Cheng-MIT GaAs/AlAs No Yes No
[41] Fisher-Purdue TiC-GNR No No Yes (Only for Bulk)
[50] Fisher-Purdue Polarization No Yes No
[7] Fisher-Purdue Si/Ge No Harrison No
[35] Singapore 3D-1D-3D (Buffer) No Yes No
[48] Singapore Si-1D-Si Yes Lennard-Jones No
[37] Singapore Si-1D-Si (Size, Doping) No Lennard-Jones No
[33] Wang-NUS GNR/CBN No Tersoff No
[34] Yang-Colorado Si/Ge (Size effects) No Tersoff No
[36] Yang-Colorado Si/Ge (Reconstruction) No Tersoff No
[49] Luisier-Zurich Si/Ge/Si nanowires Yes Yes No

Table 1.1: Studies of interfacial phonon transport with NEGF. Acronyms: GNR-Graphene Nanoribons,
CBN-Hexagonal Boron Nitride.

[28, 29, 46, 31, 47, 48, 49] on NEGF and a calculation coupling QE with anharmonicity and NEGF has not

been done yet. The inclusion of anharmonicity presents computational challenges and proper approximations

could lead to ease the computational load. Approximations that tailor key physics in some limits while

decreasing the computational load are needed.

Specific studies of interfacial phonon transport with NEGF are scarce (Tab. 1.1). Most of these works

obtained the Inter-atomic Force Constants (IFC) using semi-empirical potentials [7, 48, 35, 50, 33, 37, 4, 34,

36, 49], which restricts the accuracy of NEGF to that of the inter-atomic potential. Only two studies have

used parameters from first principle calculations [41, 43]. However, they only obtained ab initio IFC for the

bulk materials composing the interface but not for the interface itself. Thus, the advantage brought by ab

initio calculations is limited by the approximations of IFC at the interface. More work is needed in finding

good approximations and comparing them with complete ab initio simulations. Most of the studies artificially

matched lattice structures at the interface and only 2 papers [48, 36] studied the effect of structural relaxation

at the interface. Very little work has been done on including the effects of anharmonicity at the interface

[48, 49] and a calculation coupling ab initio IFC, anharmonicity and NEGF has not been done yet.



Chapter 2

Theoretical Background

2.1 Landauer viewpoint

Thermal conductance G is defined as the ratio between heat flux q and temperature drop ∆T. Within the

Landauer theory this quantity can be expressed as [5]

G =
q

∆T
=

I

A∆T
=

1

A

∞∫
0

dω

2π
~ω

∂N

∂T
MT, (2.1)

where I is the heat current, A is the cross-sectional area, ~ω is the energy carried by a phonon, N is the

Bose-Einstein distribution

N(ω) =
1

1− exp
(

~ω
kBT

) ,
with kB the Boltzmann constant; M is the number of propagating modes, which we refer as “modes”

throughout this document, and T is the average transmission per mode. Note that N , M and T are

all frequency dependent quantities. The factor (~ω/2π)∂N/∂T of Eq. 2.1, filters the phonons that can

contribute to conduction (Fig. 2.1a). For low temperature, only low frequency, low energy phonons are

allowed to contribute to transport. As the temperate increases, higher frequencies become available. At high

temperatures (above the Debye temperature TD), the factor can be considered constant that equals kB/2π.

Similarly, in the classical limit, when ~→ 0 and N → kBT/(~ω), Eq. 2.1 can be approximated as

G =
1

A

∞∫
0

dω

2π
kBMT. (2.2)

8
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Figure 2.1: Breakdown of conductance Eq. 2.1. a) Factor (~ω/2π)∂N/∂T, which filters the phonons that
can contribute to conduction. At the Debye temperature of Cu TCu

D = 315K and Si TSi
D = 625K, the change

in the factor over the allowed phonon range, denoted by the markers at the top and bottom axises, is around
10%. b) Number of conducting channels per unit cell for a 1D chain, 2D square and 3D cubic lattices with
1st nearest neighbor interaction.

For a given contact and frequency ω, the propagating modes are the eigenvectors or plane wave solutions

(xn ∝ ei(kxn−ωt)) of the equation of motion for the contact with eigenvalue ω2, with real wavevector k and

with group velocity in the transport direction. For homogeneous materials, T = 1 and the factor MT = M .

As shown in Fig. 2.1b, the number of conducting channels M depends strongly on the dimension of the

system.

The factor MT on Eq. 2.1 captures the physics of phonon propagation through the device by adding the

transmission probability for every pair of conducting channels on different contacts.

MT =
∑
kl,kr

Tkl,kr . (2.3)

This quantity can be calculated from non-equilibrium Green’s functions (NEGF) as MT = Trace{ΓlGrΓrG†r},

with Gr the retarded Green’s function and Γ the broadening matrix for the left (l) and right (r) contacts,

which is the anti-hermitian part of the self-energy and describes the interaction of the system with contact

[27, 24, 31].

Eq. 2.1 with a phenomenological addition of non-coherent scattering can capture several transport

regimes. We can recover the standard expression for thermal boundary conductance hBD [51] by noting that

M = πADOS〈vg〉, where A is the cross sectional area, DOS is the density of states per unit volume and

〈vg〉 is an average group velocity over all the phonons propagating in the positive transport direction with

frequency ω

hBD =

[
1

2

∫ ∞
0

dω~ωDOS〈vg〉T
∂N

∂T

]
. (2.4)

To recover Fourier’s law we assume Ns identical scattering events that randomize the phase of the phonons
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and happen every Ls distance. Then the phase average transmission 〈T 〉ϕ satisfies the additive property

[52, 53, 24]

1− 〈T 〉ϕ
〈T 〉ϕ

=
∑
j

1− Tj
Tj

= Ns
1− Ts
Ts

=
L

Ls

1− Ts
Ts

, (2.5)

which can be expressed in the form

〈T 〉ϕ =
λ

λ+ L
with λ = Ls

Ts
1− Ts

, (2.6)

L the device length and λ the mean free path (mfp) for back-scattering [54]. Then we take the limit of long

devices L >> λ, and use 〈T 〉ϕ ≈ λ/L instead of T on Eq. 2.1. Just to make the point, consider a 3D isotropic

material with a Debye like dispersion so the mfp for back-scattering λ is 4/3 of the mfp Λ and the average

group velocity is half the slope of the dispersion 〈vg〉 = vg/2 [54]. Then the heat current is given by

qA =

[∫ ∞
0

dω
1

3

(
~ωD

∂N

∂T

)
vgΛ

]
∆T

L
A. (2.7)

This equation is equivalent to Fourier’s law

q = −κ∇T = κ
∆T

L

with the thermal conductivity κ = 1/3CvΛ, C the heat capacity, v the group velocity and Λ the mean free

path.

From Eq. 2.1, we can also get the spectral thermal conductivity as

κ(ω) = G(ω)L =
~ω
2π

∂N

∂T

L

A
MT, (2.8)

using the definition of number of modes M [5, 54]

M =
π

L

∑
k,s

δ(ω − ωk,s)|vz| (2.9)

and in the limit of long devices, where the transmission is given by T = λk,s/L (Note that ωk,s is the frequency

of the k, s normal mode, k labels the wavevector, s labels the polarization and vz is the group velocity of the

mode labeled by k, s in the direction of transport z), the spectral conductivity is given by

κ(ω) =
~ω
2π

∂N

∂T

L

A

π

L

∑
k,s

δ(ω − ωk,s)|vz|
λk,s
L

(2.10)
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κ(ω) =
1

V
~ω

∂N

∂T

∑
k

δ(ω − ωk,s)
|vz|
2
λk,s. (2.11)

2.2 Landauer vs Boltzmann

From Boltzmann transport equation within the relaxation time approximation, the heat flux in the transport

direction z on a homogeneous material is given by (This section follows closely reference [54, 5])

qz(ω) = − 1

V
~ω

∂N

∂T

∑
k,s

δ(ω − ωk,s)v2
zτk,s

∂T

∂z
, (2.12)

where V is the volume, k labels the wavevector, s labels the polarization, vz is the group velocity component

in the transport direction and τk,s is the relaxation time of the mode labeled by k, s. Defining

qz = −κ∂T
∂z

,

the spectral thermal conductivity κ is given by

κ =
1

V
~ω

∂N

∂T

∑
k,s

δ(ω − ωk,s)v2
zτk,s. (2.13)

Comparing Eq. 2.11 and 2.13, we can define the mean free path to be used in Landaur theory as

λk,s = 2|vz|τk,s (2.14)

Because of the two in front, the λ used in Landauer is the mean free path for back scattering. Now that we

have a clear definition for the mfp for back scattering to be used in Landauer theory λk,s in terms of the

scattering time, we can use the scattering time calculated from the solution of Boltzmann transport equation

in our Landauer theory.

To find the size effects on a sample, we can go back to Landauer’s definition of spectral conductivity and

replace T = λ/L by T = λ/(λ+ L) in Eq. 2.10. In this way we calculate the thermal conductivity of a finite

length GaAs sample shown in Fig. 1.4b. The mentioned replacement is equivalent to the definition of an

effective scattering time using Matthiessen’s rule between the bulk and boundary scattering times. Indeed,
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replacing T = λ/(λ+ L) and Eq. 2.14 in Eq. 2.10, we have

κ(ω) =
~ω
2π

∂N

∂T

L

A

π

L

∑
k,s

δ(ω − ωk,s)|vz|
λk,s

λk,s + L
(2.15)

=
1

V
~ω

∂N

∂T

∑
k,s

δ(ω − ωk,s)|vz|
L

2

2|vz|τk,s
2|vz|τk,s + L

(2.16)

=
1

V
~ω

∂N

∂T

∑
k,s

δ(ω − ωk,s)v2
z

1
1
τk,s

+ 2|vz|
L

(2.17)

=
1

V
~ω

∂N

∂T

∑
k,s

δ(ω − ωk,s)v2
zτeff , (2.18)

where the effective scattering time is defined by

1

τeff
=

1

τk,s
+

1

τB
, (2.19)

and τB is the boundary scattering

τB =
L

2|vz|
. (2.20)

Many times, our knowledge of the scattering times is limited, so we only have access to scattering times

dependent on frequency, loosing the resolution of particular wavevectors and polarizations. For instance, the

commonly used expressions for anharmonic and impurity scattering [55] work this way:

1

τa
=

1

BTω2e−C/T
1

τi
=

1

Aω4
. (2.21)

To define a mean free path for this situation, let us start from the spectral conductivity derived from

Boltzmann transport equation (Eq. 2.13) and rewrite it in terms of quantities averaged over the wavevectors

and polarizations 〈
v2
zτ
〉

=

∑
k,s

δ(ω − ωk,s)v2
zτ∑

k,s

δ(ω − ωk,s)
, (2.22)

D =
∑
k,s

δ(ω − ωk,s), (2.23)

and

〈|vz|〉 =

∑
k,s

δ(ω − ωk,s)|vz|∑
k,s

δ(ω − ωk,s)
, (2.24)
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so the spectral conductivity is given by

κ =
1

V
~ω

∂N

∂T
D 〈|vz|〉

〈
v2
zτ
〉

〈|vz|〉
. (2.25)

Note that D is the density of states, which is different from the density of states per unit volume DOS

defined before. Now we rewrite the number of modes from Eq. 2.9

M =
π

L

∑
k,s

δ(ω − ωk,s)|vz| =
π

L
〈|vz|〉D (2.26)

and replace it on Eq. 2.25 so that the spectral conductivity becomes

κ =
~ω
2π

∂N

∂T

M

A

2
〈
v2
zτ
〉

〈|vz|〉
. (2.27)

We can compare with Landauer spectral conductance from Eq. 2.8 in the diffusive limit where T = λω/L

κ(ω) =
~ω
2π

∂N

∂T

M

A
λω. (2.28)

Then, the mean free path for back scattering to use in Landauer theory is given by

λω =
2
〈
v2
zτ
〉

〈|vz|〉
. (2.29)

2.3 Non-Equilibrium Greens Function: a brief overview

In the following section we describe the basic equations of the non-equilibrium Green’s function method.

A more detail description of the method and a description of how to include anharmonic phonon-phonon

interactions is given in the Appendix.

2.3.1 From close to open systems

Consider a huge contact in thermal equilibrium, whose equation of motion is given by

[
ω2Mri − Fri + iη

]
xri = S′, (2.30)

where Mri is a diagonal matrix containing the masses of each atom, Fri is the matrix of force constants

relating neighboring atoms, xri is a vector containing the displacements from equilibrium of each atom, η is
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an infinitesimal positive number and S′ is chosen to cancel iηxri . Also consider an isolated channel described

by [
ω2M − F

]
x = 0, (2.31)

with M , F and x the mass matrix, force constant matrix and displacement vector of the atoms in the channel.

When we couple those two systems together by linking their constituting atoms with force constants described

by the matrix τri , the energy stored on the atoms from the contact, which is at thermal equilibrium, will try

to flow to the channel creating a motion on the atoms on the channel x and distorting the existing motion on

the contact atoms by yri . Then the coupled system can be described by the following equation of motion:

ω2M − F −τri

−τ †ri ω2Mri − Fri + iη


 x

xri + yri

 =

 0

S′

 (2.32)

From this matrix equation we can solve for x and obtain the displacements the we are interested in term of

the somehow “known” displacements of the contact

x = GrS (2.33)

Gr =
[
ω2M −K − Σ

]−1
(2.34)

Σ =
∑
ri

Σri =
∑
ri

τriGriτ
†
ri (2.35)

Gri =
[
ω2Mri −Kri + iη

]−1
(2.36)

S =
∑
ri

Sri =
∑
ri

τrixri (2.37)

yri = Griτ
†
rix (2.38)

Ari = i
(
Gri −G†ri

)
(2.39)

A = i
(
Gr −G†r

)
(2.40)

Γri = i
(
Σri − Σ†ri

)
= τriAriτ

†
ri (2.41)

In this way we turn a huge close system problem into an small open system problem.

2.3.2 Energy flow through the channel

The energy associated with the channel is given by

H =
1

2
ẋ†M ẋ+

1

2
x†Fx+

1

4
(xri + yri)

†τ †rix+
1

4
x†τri(xri + yri) (2.42)
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We want to find the average change of energy with respect to time dH/dt, which is the energy current. The

average will be critical, because we only know average properties of the contacts. To find that change we will

use the equation of motion in time to get rid of the second derivatives in time, since

M 0

0 Mri


 ẍ

ẍri + ÿri

 = −

 F τri

τ †ri Fri


 x

xri + yri

 , (2.43)

which leads to

M ẍ = −Fx− τri
(
xri + yri

)
(2.44)

ẍ†M = −x†F −
(
x†ri + y†ri

)
τ †ri . (2.45)

Then, the change of energy with respect to time is given by

d

dt
H =

d

dt
Tr{H} = Tr

{
d

dt
H

}
(2.46)

=Tr

{
1

2
ẍ†M ẋ+

1

2
ẋ†M ẍ+

1

2
ẋ†Fx+

1

2
x†F ẋ+

1

4
(ẋri + ẏri)

†τ †rix (2.47)

+
1

4
(xri + yri)

†τ †ri ẋ+
1

4
ẋ†τri(xri + yri) +

1

4
x†τri(ẋri + ẏri)

}
(2.48)

=Tr

{
1

4
(ẋri + ẏri)

†τ †rix−
1

4
(xri + yri)

†τ †ri ẋ−
1

4
ẋ†τri(xri + yri) +

1

4
x†τri(ẋri + ẏri)

}
(2.49)

At this point, we replace the time derivative on the right factors by −iω times the factor, for example we

replace ẋ†riτ
†
rix with −iωx†riτ

†
rix. We also replace the time derivative on the left factors by iω times the

factor, for example we replace x†riτ
†
ri ẋ by iωx†riτ

†
rix. The formal derivation of the replacement requires using

the second quantized description of the problem and the thermal average [31, 28]. Here, we use an informal

simplification that simplifies the treatment. Then

d

dt
H =

1

2
Tr
{
−iω(xri + yri)

†τ †rix+ iωx†τri(xri + yri)
}
. (2.50)
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Replacing x = GrS, Sri = τrixri and yri = Griτ
†
rix, and using A = i

(
Gr −G†r

)
and Γri = i

(
Σri − Σ†ri

)
, we

have

d

dt
H =

1

2
Tr
{
−iωS†riGrSri − iωx

†τG†riτ
†
rix+ iωS†riG

†
rSri + iωx†τriGriτ

†
rix
}

(2.51)

d

dt
H =

1

2
Tr
{
−ωS†rii

(
Gr −G†r

)
Sri + ωx†i

(
Σri − Σ†ri

)
x
}

(2.52)

d

dt
H =

1

2
Tr
{
−ωS†riASri + ωx†Γrix

}
. (2.53)

Reorganizing the equation, taking the thermal average and defining

Σinri =
1

~
〈
SriS

†
ri

〉
Gn =

1

~
〈
xx†

〉
, (2.54)

we have

d

dt
〈H〉 =− 1

2
~ωTr

{〈
SriS

†
ri

〉
A− Γri

〈
xx†

〉}
(2.55)

d

dt
〈H〉 =− 1

2
~ωTr

{
ΣinriA− ΓriG

n
}

(2.56)

To get the outgoing energy current (from the channel to the contact, i.e. the negative of what we just find),

we make the inverse Fourier transform of the current. Note that the integral is taken over a frequency range

varying from −∞ to ∞.

Iri(t) =

∫ ∞
−∞

dω

2π

1

2
~ωTr

{
ΣinriA− ΓriG

n
}
e−iωt (2.57)

Iri(0) =

∫ ∞
−∞

dω

2π

1

2
~ωTr

{
ΣinriA− ΓriG

n
}

(2.58)

Iri =

∫ ∞
0

dω

2π
~ωTr

{
ΣinriA− ΓriG

n
}

(2.59)

(2.60)

For a system connected to a left (l) and right (r) contacts in the harmonic regime, we can get the

commonly used formula for transmission by noting that Σin
l = ΓlNl, A = Gr(Γl + Γr)G

†
r and Gn =

GrΣ
inG†r = NlGrΓlG

†
r +NrGrΓrG

†
r. Then we have

Σinl A−GnΓl = ΓlGrΓlG
†
rNl + ΓlGrΓrG

†
rNl − ΓlGrΓlG

†
rNl − ΓlGrΓrG

†
rNr (2.61)

Σinl A−GnΓl = ΓlGrΓrG
†
r(Nl −Nr). (2.62)
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Then, the current becomes

Iri =

∫ ∞
0

dω

2π
~ωTr

{
ΓlGrΓrG

†
r

}
(Nl −Nr), (2.63)

which compared to Eq. 2.1 tell us that MT = Tr
{

ΓlGrΓrG
†
r

}
A brief description of the anharmonic problem is described in the appendix.



Chapter 3

Conductance Across One Boundary in

1D

We start building our intuition by studying coherent thermal impedance matching between two dissimilar

1D materials by controlling the properties of a single mass (Fig. 3.1a) or spring (Fig. 3.1b) in between.

This toy model presents a starting point to understand ballistic contributions to TBC by important factors

already identified in the literature, like interfacial impurities, mixing, defects, chemistry or bond strength

[17, 20, 56, 57, 58, 59, 51, 60]. In fact, some authors have used this toy model to support their Molecular

Dynamic simulation results arguing the increase of TBC with increase of bond strength [61, 62, 63].

The results for coherent, 1-D thermal impedance matching are incredibly diverse. For example, to

achieve maximum thermal conductance we want the interfacial impedance to maximize the area under the

transmission function, like a broadband filter. Following this criterion, we point out that the best matching

interfacial mass (m0) for the single mass junction (Fig. 3.1a) is the arithmetic mean between the masses of

Figure 3.1: a) 1D interface between dissimilar materials with an arbitrary atom in between. b) Optimal
coupling between the contacts happens when we can describe the entire heterostructure only in terms of
building blocks of individual materials. This decomposition makes the optimal atomic mass the arithmetic
mean of its neighbors m0 = m1/2 +m2/2. c) Interface with an arbitrary bond in between. d) Maximum
thermal conductance occurs when the interfacial spring constant is the harmonic mean of its neighbors
1/k0 = 1/2k1 + 1/2k2 (recall that a spring half as short is twice as strong), which follows again from a
decomposition in terms of blocks of individual materials.

18
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the contacts [64]. For a single spring junction (Fig. 3.1b), Zhang et al. [65] found that the best matching

interfacial spring constant (k0) is the harmonic mean between the contact springs. When the goal is to

achieve maximum phonon transmission around a fixed frequency, our expectations based on our knowledge of

optical antireflection coatings posit that unity phonon transmission would require a quarter wave plate with

an impedance equal to the geometric mean of its neighbors. In view of these diverse results, our aim here is

to motivate these averages qualitatively in terms of the intrinsic physical properties of the junction itself.

The central point of this chapter is that the degree of mismatch at a single atom or bond interface depends

on our ability to express the entire heterostructure solely in terms of primitive building blocks on either side.

For instance, we find that the optimal mass (Fig. 3.1a) is one that can be decomposed precisely into two

half-masses arising from the materials on either side (Fig. 3.1c). This decomposition makes the optimal

mass the arithmetic mean of its neighbors, i.e. m0 = m1/2 +m2/2. For an analogous decomposition of the

spring constant (Fig. 3.1b and d), we find that the optimal spring constant equals the harmonic mean of

its neighbors, i.e. 1/k0 = 1/2k1 + 1/2k2 (Recall that springs in series add like resistances in parallel). Any

deviation from those optimal decompositions (“Optimally Coupled Interfaces”-OCI) adds an extra barrier for

heat carriers reducing the interfacial transmission.

The thermal conductance for OCI is characterized by the contact induced broadening matrix Γ(ω)

extracted from the local vibronic spectrum, which generalizes the concept of acoustic impedance (Z). Γ not

only includes non linear dispersion and short-wavelength (atomic) limit effects but its matrix character can

account for the different modes or channels available for transport when higher dimensions are considered.

Also, this character can include intricate chemical details at the interface, which may greatly affect the

transport process as shown recently by Losego et at. [3]. It is worth emphasizing that Γ alone is not enough

to correctly represent general phonon transport. The broadening’s Hilbert transform must be also included

in the Green’s function to properly account for the sum rule of the local density of states [24].

This generalization not only relates the continuum formalism [66] with the discrete Non-Equilibrium

Green’s Functions (NEGF) formalism [24, 67, 27, 68, 31], but also provides a way to extrapolate known

results based on acoustic impedance to OCI. For instance, we can totally eliminate the interfacial reflection by

impedance matching of the Γ matrices (more precisely, the projected self-energies, Σ), realized when Γ for the

central layer equals the geometric mean of its neighbors. The generalization may also allow us to use existing

techniques from other engineering fields in phonon engineering. For instance, broadband filter techniques

from microwave engineering may be useful to engineer interfaces with maximum thermal conductance.

The chapter begins by explaining the idea of splitting 1D chains into primitive blocks, which define

the properties of contacts or semi-infinite chains (Section 3.1). Then, using the block concept, phonon

transmission is calculated in section 3.2, where it is also shown that maximum thermal conductance occurs
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Figure 3.2: a) 1D infinite chain of masses m1, separated by a, joined by springs with force constant k1. b)
and c) Same chain separated into different blocks whose boundaries define different contacts. b) Partition
into half-mass blocks with half masses across the boundary. c) Partition into half-spring blocks with half
springs across the boundary. d) The half-spring blocks can be reinterpreted as half-mass blocks, provided the
corresponding mass and spring constant are frequency dependent. The non-white background of the blocks
represent this dependence.

when the entire heterostructure can be expressed solely in terms of the building blocks on either side of the

interface. These types of interfaces (OCI) are studied and characterized in section 3.3, where it is shown that

OCI generalizes an abrupt interface in the continuum limit with Γ generalizing Z.

3.1 Block Partition of 1D Chain and Contacts

An infinite 1D chain of masses coupled by springs (Fig. 3.2a) can be decomposed into different arrays of

primitive blocks (Figs. 3.2b and 3.2c ). According to the blocks, different contacts, i.e. semi-infinite chains,

can be built from the same homogeneous material. As we will also show, we can equally view a chain of

half-spring blocks as a virtual chain of half-mass blocks, provided that the corresponding mass and spring

constant are frequency dependent.

Consider a 1D infinite chain of masses m1, separated by a distance a and connected by springs with force

constant k1 (Fig. 3.2a). Newton’s equation for the normalized displacement of the nth atom, µn(t) = une
−iωt

with dimensions inverse square root of mass, i.e. [µ] =
[
M−1/2

]
, is given by

ω2m1un = −k1un−1 + 2k1un − k1un+1. (3.1)

Plane waves un = Aeiq1na solve this set of periodic equations. Also, after their substitution on Eq. 3.1 we

obtain the dispersion relation

ω2m1 = 2k1 − 2k1 cos(q1a), (3.2)

which is more commonly written as [69]

ω = 2

√
k1

m1

∣∣∣sin(q1a

2

)∣∣∣ . (3.3)
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Splitting each mass into its series equivalent m1 = m1/2 + m1/2, the chain can be partitioned into

blocks with boundaries at the masses, i.e. half-mass blocks (Fig. 3.2b). In this case, Eq. 3.1 and 3.2 can be

reorganized to reflect the partition as

ω2
(m1

2
+
m1

2

)
un = −k1un−1 + 2k1un − k1un+1 (3.4)

ω2
(m1

2
+
m1

2

)
= 2k1 − 2k1 cos(q1a). (3.5)

Note that the plane waves solving those equations represent |A|2Nm1 propagating phonons of energy ~ω (N

is the number of atoms in the chain) and carry a thermal current given by [27]

J = ~k1 sin(q1a)|A|2 = ~
Γhm1

2
|A|2 = ~ω

m1

a
vg(ω)|A|2, (3.6)

where

Γhm1 = 2k1 sin(q1a) (3.7)

(“hm” stands for half-mass) is the non-zero entry of the broadening matrix used in NEGF formalism and

vg(ω) is the frequency dependent phonon group velocity.

Similarly, we can split each spring into its series equivalent 1/k1 = 1/2k1 + 1/2k1, separating the chain

(Fig. 3.2a) into blocks with boundaries at the springs, i.e. half-spring blocks (Fig. 3.2c). The latter system is

described by

ω2m1u2n+1 = −2k1u2n + 2(k1 + k1)u2n+1 − 2k1u2n+2, (3.8)

0 = −2k1u2n−1 + 2(k1 + k1)u2n − 2k1u2n+1. (3.9)

Solving for u2n from Eq. 3.9 and for u2n+2 from Eq. 3.9 substituting n by n+ 1, and replacing those solutions

into Eq. 3.8 yields Eq. 3.1. More interestingly, solving for u2n+1 from Eq. 3.8 and for u2n−1 from Eq. 3.8

(substituting n by n− 1) and replacing into Eq. 3.9, results in an equation similar to Eq. 3.4

ω2
(ε1

2
+
ε1
2

)
u2n = −t1u2n−2 + 2t1u2n − t1u2n+2, (3.10)

where

ε1 =
m1

1− ω2

ω2
c1

, t1 =
k1

1− ω2

ω2
c1

are frequency dependent coefficients and the cut off frequency is given by ωc1 = 2
√
k1/m1. In other words,

the half-spring block chain can be interpreted as a virtual half-mass block chain having frequency dependent
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masses and springs.

This analogy permits the extrapolation of algebraic treatments, like NEGF, from half-mass block to

virtual half-mass block chains. For instance, plane waves describing the displacement at the boundaries of

half-spring blocks u2n = Aeiq12n a2 = Aeiq1na satisfy the dispersion relation

ω2
(ε1

2
+
ε1
2

)
= 2t1 − 2t1 cos(q1a) (3.11)

and carry a thermal current

J = ~t1sin(q1a)|A|2 = ~
Γhs1

2
|A|2 = ~ω

ε1
a
vg(ω)|A|2 (3.12)

with

Γhs1 = 2t1 sin(q1a) (3.13)

(“hs” stands for half-spring) the non-zero entry of the broadening matrix used in NEGF formalism for the

virtual chain.

Although the same infinite chain or bulk material can be built from any block, different contacts are

created from different blocks. Indeed, the block choice defines the edge of the contact, the positions in space

described by displacement plane waves Aeiqna (block boundaries) and more importantly the thermal current

carried by those waves. One striking example of the difference between half-mass and half-spring contacts

arises when we connect them together. A phonon impinging on such an interface has non-zero probability of

reflection, unlike a phonon propagating in a single block chain. Note that this interface mimics a growth

defect in a 1D crystal.

3.2 Transmission Using Blocks

Since a set of phonons of equal energy propagating in a crystal are well represented by plane waves, the

transmission probability of phonons impinging at an interface can be calculated from the ratio between the

thermal currents carried by the transmitted and incident waves. This section presents phonon transmission

calculations using the block concept to simplify the process. It is shown that maximum transmission at every

frequency, and therefore maximum thermal conductance, happens when the entire heterostructure can be

expressed solely in terms of building blocks on either side. This idea is equivalent to choosing the interfacial

atomic mass as the arithmetic mean or the interfacial spring constant as the harmonic mean of its neighbors.
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Figure 3.3: Decomposition of interfaces into blocks for transmission calculations. An upper bound for
transmission happens when the impurity atom mi or bond 1/ki are zero. a) Atom junction interface split
into half-mass blocks. (b) Bond junction interface split into half-spring or (c) virtual half-mass blocks. In
this case u2n = Aeiq1na +Beiq1na.

3.2.1 Interface with Mass Junction

Imagine chopping the materials of Fig. 3.1a into half-mass blocks and the interfacial mass into a series

equivalent that completes the contacts’ blocks plus some residual mass mi, i.e.

m0 =
m1

2
+mi +

m2

2
(3.14)

(Fig. 3.3a). Assuming incident, reflected and transmitted plane wave solutions, transmission is given by the

ratio of transmitted over incident thermal currents

T =
Jt
Ji

=
Γhm2

Γhm1

∣∣∣∣CA
∣∣∣∣2 .

The relationship between A and C is found by substituting the assumed solution

un =


Aeiq1na +Be−iq1na n ≤ 0

Ceiq2na n ≥ 0

(3.15)

into Newton’s equation at the interface of Fig. 3.3a (n = 0)

ω2
(m1

2
+mi +

m2

2

)
u0 = −k1u−1 + (k1 + k2)u0 − k2u1. (3.16)

This process is simplified using Eq. 3.5, noting that the real part of the right hand side of Eq. 3.16 exactly

cancels ω2(m1 +m2)u0/2, which yields

ω2miu0 = i(A−B)
Γhm1

2
− iC Γhm2

2
. (3.17)
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Combining this result with the fact that u0 = A+B = C, the transmission T is found to be a Breit-Wigner

form

T (ω,mi) =
4Γhm1 Γhm2

4ω4m2
i +

(
Γhm1 + Γhm2

)2 , (3.18)

with mi being the deviation of the interfacial mass m0 from the arithmetic mean between the contact masses

(Eq. 3.14).

Note that the largest possible transmission for every ω is obtained when mi = 0. This choice maximizes

the thermal current flowing across the interface and the thermal conductance of the system. That is,

I0 =

∫
dω

~ω
2π
T (ω, 0)(N1 −N2)

≥
∫
dω

~ω
2π
T (ω,mi)(N1 −N2) = Imi .

In this particular case, the system becomes equivalent to an abrupt interface between contacts built with

half-mass blocks, which is referred as an “Optimally Coupled Interface” (OCI). When mi 6= 0, transmission

decreases (for all ω) so mi can be associated with an extra barrier lowering the thermal conductance.

Specifically a delta scattering center like a single point impurity or defect at the interface.

3.2.2 Interface with Spring Junction

Imagine now chopping the contacts of Fig. 3.1b into half-spring blocks and the interfacial spring into its

series equivalent

1

k0
=

1

2k1
+

1

ki
+

1

2k2
(3.19)

(Fig. 3.3b). Assuming incident, reflected and transmitted plane wave solutions at the blocks’ boundaries,

transmission is given by the ratio of transmitted over incident thermal currents

T =
Jt
Ji

=
Γhs2

Γhs1

∣∣∣∣CA
∣∣∣∣2 .

The relationship between A and C is found by substituting the assumed solution

u2n =


Aeiq1na +Be−iq1na n < 0 and n = 0−

Ceiq2na n > 0 and n = 0+

(3.20)
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into Newton’s equation at the interface (n = 0− and n = 0+) for the virtual chain (Fig. 3.3c)

ω2 ε1
2
u0− = −t1u−2 + (t1 + ki)u0− − kiu0+ (3.21)

ω2 ε2
2
u0+ = −kiu0− + (ki + t2)u0+ − t2u2. (3.22)

This process is simplified using Eq. 3.11, noting that the real part of t1(u0− − u−2) from Eq. 3.21 and

t2(u0+ − u2) from Eq. 3.22 exactly cancel ω2ε1u0−/2 and ω2ε2u0+/2 respectively, which yields

0 = kiu0− − kiu0+ + i(A−B)
Γhs1

2
(3.23)

and

0 = −kiu0− + kiu0+ − iC
Γhs2

2
. (3.24)

Combining these two results with u0− = A+B and u0+ = C, the transmission T is given by

T (ω, k−1
i ) =

4Γhs1 Γhs2

1
4k2i

(
Γhs1 Γhs2

)2
+
(
Γhs1 + Γhs2

)2 , (3.25)

with k−1
i measuring the deviation of the interfacial spring k0 from the harmonic mean between the contact

springs (Eq. 3.19).

Note that the largest possible transmission for every ω is obtained when k−1
i = 0. This choice maximizes

the thermal current flowing across the interface and the thermal conductance of the system. In that case, the

system also becomes equivalent to an abrupt interface between contacts built with half-spring blocks, which

is also referred as an “Optimally Coupled Interface”. When k−1
i 6= 0, transmission (for all ω) and thermal

conductance decrease, so that k−1
i can be associated with an extra barrier at the interface.

3.3 Optimally Coupled Interfaces

An “Optimally Coupled Interface” (OCI) is an abrupt interface between half-mass or half-spring block

contacts, which was proven equivalent to the single atomic or bonding interface with maximum possible

transmission or thermal conductance (Section 3.2). This section shows that an OCI can be thought of as

a step barrier for phonons responsible for the scattering due to a change in propagation medium. On the

other hand, a non-OCI is represented by the same step barrier plus an extra barrier caused by a deviation

from the optimal case (mi 6= 0 or k−1
i 6= 0). The extra barrier decreases thermal conductance and can be

associated with additional scattering mechanisms at the interface, such as impurities, mixing or dislocations.
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This section presents a useful way to visualize transmission in OCI from the contact broadenings and extends

the concept of OCI to abrupt junctions between contacts built with different types of blocks.

The section also shows that OCI generalizes an abrupt interface in the continuum limit without the long

wavelength constraint. Moreover, the bulk property Z (acoustic impedance) is generalized by the contact

property Γ (broadening), which unlike Z includes the atomistic details of the contact’s edge and the non-linear

effects of phonon dispersion. This analogy shows a way to extrapolate previous results for interfaces in the

continuum limit to the discrete limit by replacing abrupt interfaces with OCI and Z with Γ. For instance,

the result of a thermal antireflection coating for a quarter wave length plate is obtained when the plate

broadening equals the geometric mean of the individual contact broadenings.

3.3.1 Continuous vs. Discrete Limit

The continuous medium approximation assumes that the wavelengths of interest are large enough (λ >> a)

so that the atomistic details of the media are ignorable, the dispersion is linear and the group velocity

is constant. Within this approximation, the scattering problem at an interface (Table 3.1-a) is solved by

assuming incident, reflected and transmitted plane waves solutions and imposing boundary conditions on

them to guarantee the validity of the wave equation at the interface. These conditions are nicely simplified

introducing the concept of acoustic impedance (Table 3.1-b and c [66])

Z = ρvg =
m

a

(
a

√
k

m

)
=
√
km. (3.26)

From them, the ratio of the wave amplitudes is calculated and then transmission is found from the ratio of

transmitted over incident energy currents (Table 3.1-e). Scattering at these interfaces can be connected with

medium mismatch using the reflection coefficient

R = 1− T =

(
Z1 − Z2

Z1 + Z2

)2

, (3.27)

which vanishes only when Z1|A|2 = Z2|A|2. In words, if plane waves of the same amplitude do not carry the

same energy current in both media then some energy has to be reflected. That is, the scattering is solely

caused by mismatch of the medium properties.

When the long wavelength constraint is relaxed, the frequency dependent group velocity, the cut-off

frequency and the atomistic details of the interface affect the transmission (All included in calculations in

section 3.2). Nevertheless, particularizing the transmission calculation in section 3.2 to the optimal case

(mi = 0 for mass junction and k−1
i = 0 for spring junction) displays the resemblance between an OCI and
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Continuous Discrete

a
Acoustic Impedance Broadening

b Z = ρvg Γ(ω) = 2ωρ(ω)vg(ω)
From Boundary Conditions

c
A+B = C A+B = C

Z1(A−B) = Z2C Γ1(A−B) = Γ2C
Energy Current

d JA ∝ Z|A|2 JA ∝ Γ|A|2
Transmission

e T = 4Z1Z2

(Z1+Z2)2 T = 4Γ1Γ2

(Γ1+Γ2)2

Table 3.1: Parallel between an abrupt interface in the continuum limit and an Optimally Coupled Interface.
The resembling suggests that the contact induced broadening matrix Γ generalizes the concept of acoustic
impedance (Z) to the nonlinear phonon dispersion as well as the short-wavelength (atomic) limit. For Z,
ρ = m/a. For Γ, ρ = m/a or ρ = ε/a according to the block choice. Note that the matrix character of Γ can
account for all the conduction modes available in higher dimensions, for interactions beyond first neighbor
and for tensorial properties of materials.

an abrupt interface in the continuum limit (Table 3.1). This suggests that OCI generalizes the continuous

interface with Γ playing the role of acoustic impedance Z. Note that in the long wavelength limit Γ→ 2ωZ

(for both Γhm and Γhs) and we recover the transmission result in terms of Z

T =
4Γ1Γ2

(Γ1 + Γ2)
2

λ>>a−−−−→ 4Z1Z2

(Z1 + Z2)2
. (3.28)

Similar to the continuum limit, scattering in OCI is solely due to contact mismatch. That is, if plane

waves of the same amplitude do not carry the same energy current in both contacts then some energy has

to be reflected. The subtle difference from medium to contact reflects the fact that unlike Z, Γ is a contact

property which ultimately depends on the block choice and carry information about the contact’s edge.

After identifying contact mismatch scattering with the transmission functional defining OCI (Table 3.1-e),

the extra term decreasing the transmission in Eq. 3.18 or 3.25 is associated with an additional source of

scattering at the interface. Following this train of ideas, an OCI is represented by a frequency dependent step

barrier for phonons responsible for contact mismatch scattering while a non OCI is represented by the same

step barrier plus an extra barrier that decreases transmission and can be associated with impurities, mixing

or dislocations (Fig. 3.4).

Note that if the blocks don’t have a 2-fold rotation symmetry around their centers, e.g. the masses in a

half-mass block are not equal but still their equivalent mass equals m1, the simplifications in Table 3.1-c are

not possible for every ω. That is, abrupt interfaces between contacts built with non-symmetric blocks do not

resemble the equations in the continuum limit.
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Figure 3.4: a) Optimally Coupled Interface and its representation as a single barrier for phonons, which is
responsible for the scattering due to propagating waves changing medium. b) Non OCI and its representation
as a step barrier plus an extra barrier caused by a deviation from the optimal case. This extra barrier
decreases thermal conductance and can be associated with impurities, mixing or defects at the interface.

3.3.2 Characteristics of OCI

OCI transmission can be visualized from the contact broadenings using the reflection coefficient,

R = 1− T =

∣∣∣∣Γ1 − Γ2

Γ1 + Γ2

∣∣∣∣2 . (3.29)

Unity transmission (T (ω∗) = 1) is obtained when Γ’s match (Γ1(ω∗) = Γ2(ω∗)) at a particular frequency ω∗.

That is, a phonon with energy ~ω∗ does not see the interface. Null transmission (T (ω) = 0) is obtained if any

of the Γ’s becomes 0 or imaginary. This defines a cut off frequency ωc over which phonons do not propagate

in the contact. Also, note that the frequency dependence of Γ disallows the possibility of matching different

contacts at every ω, making scattering unavoidable.

When a contact is built with half-mass blocks, Γ1 from Eq. 3.7 can be rewritten using the dispersion

relation as

Γhm1 = 2k1

√
1−

(
1− 2ω2

ω2
c1

)2

(3.30)

with ωc1 = 2
√
k1/m1. This concave function vanishes at ω = 0 and ω = ωc1 and has a maximum value 2k1

at frequency ωc1/
√

2 (Fig. 3.5a). With this function in mind, transmission of an OCI between half-mass

block contacts (Fig. 3.5d) can be visualized from a plot of the real part of both contact broadenings (Fig.

3.5a) and Eq. 3.29. Figs. 3.5a and 3.5d show the case when the contacts match at a particular frequency ω∗,

i.e. when T (ω∗) = 1. This is only possible if Γ’s intersect, which requires k1 < k2 and ωc1 > ωc2 or k1 > k2

and ωc1 < ωc2. The intersection frequency ω∗ is found by equating Γ1(ω∗) = Γ2(ω∗) as

ω2
∗ =



4(m1k1−m2k2)
m2

1−m2
2

if m1 6= m2

[0,min(ωc1 , ωc2)] if m1 = m2 and k1 = k2

never if m1 = m2 and k1 6= k2
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Figure 3.5: Transmission of OCI visualized from the broadening of the contacts (Γ1 and Γ2). a), b) and c)
Γ’s for half-mass contacts, half-spring contacts and half-spring, half-mass contacts respectively. The dotted
lines represent Γ2. d) Characteristic transmission function for all the cases before. At the particular frequency
ω∗, where Γs intersect each other, transmission becomes unity and the materials match.

Note that when acoustic impedances match the intersection frequency is zero, which makes sense since in

the continuous regime any wave looks like a zero frequency wave. When the contacts do not match or Γ’s

never intersect, the transmission never reaches unity. This happens if k1 > k2 and ωc1 > ωc2 or k1 < k2 and

ωc1 < ωc2. Another interesting case occurs when the cut-off frequencies are equal, which makes Γ1 ∝ Γ2 and

therefore transmission is constant.

When a contact is built with half-springs blocks, Γ1 from Eq. 3.13 can be rewritten using the dispertion

relation as

Γhs1 = 4k1

√
ω2

ω2
c1 − ω2

. (3.31)

This convex function vanishes at ω = 0, is ∞ at ω = ωc1 and has a slope at ω = 0 of 2
√
k1m1 (Fig. 3.5b).

Similar to the former case, Fig. 3.5b and d show the case when the contacts match, which is only possible

if k1m1 > k2m2 and ωc1 > ωc2 or k1m1 < k2m2 and ωc1 < ωc2. The intersection frequency ω∗ is found

equating Γ1(ω∗) = Γ2(ω∗) as

ω2
∗ =


4 k1k2
m1m2

(m1k1−m2k2)
k21−k22

if k1 6= k2

[0,min(ωc1 , ωc2)] if k1 = k2 and m1 = m2

never if k1 = k2 and m1 6= m2

The contacts do not match if k1m1 < k2m2 and ωc1 > ωc2 or k1m1 > k2m2 and ωc1 < ωc2 and transmission

is constant if ωc1 = ωc2.
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3.3.3 Other OCI

Since the key to obtain an OCI is the use of symmetric blocks, one can imagine that an abrupt interface

between contacts built with different types of block is also an OCI. In fact this is shown starting from a more

general interface where two parameters m0 and k0 can be varied (Fig. 3.6). Using the block concept to define

the contacts and the impurities, phonon transmission is found to be

Figure 3.6: 1D interface between dissimilar materials with an arbitrary bond and atom in between. An OCI
between half-spring and half-mass contacts arises when mi = 0 and 1/ki = 0. However, this OCI is an upper
bound only for thermal conductance of systems in which m0 vary arbitrarily and 1/ki = 0 or reciprocally.
When k0 and m0 can vary together, interferences enter to the picture and the upper bound is lost. Interface
with varying mass m0 = mi + m2

2 and spring 1
k0

= 1
ki

+ 1
2k1

. The 1D chain modeled is obtained by combining
the springs and masses when possible.

T =
Γhs1 Γhm2[

ω2mi + 1
ki

Γhs1
2

Γhm2
2

]2
+
[(

Γhs1
2 +

Γhm2
2

)
− ω2mi

ki

Γhs1
2

]2 . (3.32)

From this system, two single junction interfaces can be defined by setting k−1
i (or mi) to zero and letting

m0 (or k0) vary. The cancelations in the denominator of Eq. 3.32 expose an OCI when mi = 0 (or k−1
i = 0)

which is an upper bound of thermal conductance for any other choice of mi (or k−1
i ). Similar to the cases

in the last subsection, plotting Γhs1 and Γhm2 reflects some transmission characteristics (Fig. 3.5c and 3.5d).

If the system is studied as a whole and both impurities do not vanish, the transmission of the OCI is not

necessarily an upper bound for every ω. This does not contradict the previous definition of OCI because the

interface allows two parameters to vary.

3.3.4 Extrapolation Example: Beyond Single Interfaces

In subsection 3.3.1 we showed that OCIs generalize continuous interfaces to the discrete limit, which allows

the extrapolation of known results between limits by changing interfaces with OCI and acoustic impedance Z

with broadening Γ. This analogy may provide a way to endow phonon engineering with existing design criteria

from other engineering fields. For instance, broadband filter techniques from microwave engineering may be

useful to engineer interfaces with maximum thermal conductance. As an example of the generalization, let

us consider a system consisting of two mediums sandwiching a third one with impedances Z1, Z2 and Z0

respectively. Recall that reflection is eliminated when the coupling medium has length of a quarter wavelength
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Figure 3.7: System consisting of two mediums sandwiching a third one characterized by the broadenings Γ1,
Γ2 and Γ0 respectively. Similar to the antireflection coating condition, transmission is unity when L = λ/4
and Γ0 =

√
Γ1Γ2.

Figure 3.8: Comparison of the transmission function predicted by Eq. 3.33 (dotted line) and its counterpart
with the long wavelength constraint, i.e. Eq 3.33 replacing Γ with Z (solid line). The system consists only of
half-mass blocks (Fig. 3.7) with m1 = 10−26 kg, m2 = 10−24 kg, k1 = k2 = 10 N/m and Nb = 3. m0 and k0

were chosen to guarantee T = 1 @ ω = 4× 1012 rad/s, i.e. m0 = 1.1779× 10−25 kg and k0 = 7.0338 N/m.
The line with crosses represents the transmission of a system consisting only of half-spring blocks with the
same parameters.

and impedance Z0 =
√
Z1Z2. Applying the extrapolation rules to the known solution [66], the system turns

into Fig. 3.7 and its transmission is given by (the result can also be obtained following the process in section

3.2)

T =
4Γ1

Γ2(
Γ1

Γ2
+ 1
)2

cos2(q0L) +
(

Γ1

Γ0
+ Γ0

Γ2

)2

sin2(q0L)
, (3.33)

with Γ’s defined according to the block choice in each particular region. Similar to the antireflection condition,

transmission is unity when L = λ/4 and Γ0 =
√

Γ1Γ2.

Unlike the impedance formalism, i.e. Eq 3.33 replacing Γ with Z, the broadening formalism (Eq. 3.33)

includes the effects of non linear dispersion and atomistic details. A comparison of the transmission predicted

by both formalisms is shown in Fig. 3.8. Note that as the frequency increases and the non linearity of the

dispersion becomes important, the transmission functions separate from each other. Also note that different

atomistic details at the interface, defined by our block choice, generate different transmission functions.
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3.4 Summary of Contributions

1. Show that Γ generalizes the acoustic impedance Z to the nonlinear phonon dispersion as well as the

short-wavelength (atomic) limit. This relates the continuum wave formalism with any type of discrete

NEGF formalism, including electron and phonon NEGF.

2. Show that the interfaces with maximum conductance (with junction mass equal to the AM of the contact

masses and junction spring constant equal to the harmonic mean of the contacts spring constants)

are discrete abrupt interfaces. This combined with the point before, provides a way to extrapolate

previous results based on acoustic impedance to combinations of abrupt discrete interfaces. For instance,

broadband filter techniques from microwave engineering may be useful to engineer interfaces with

maximum thermal conductance.



Chapter 4

Conductance Across Many

Boundaries in 1D

In this chapter we explain how to choose the mass, spring constant and length (m, k, L) of a single or several

junction materials to maximize the average of phonon transmission over frequency 〈T 〉ω, which is equivalent

to maximizing the thermal conductance of 1D chains (Fig. 4.1). Our analysis extends the acoustic impedance

to nonlinear dispersions using the contact-induced broadening matrix Γ, obtained from the imaginary part of

the self-energy matrix in the Non-Equilibrium Green’s Function (NEGF) formalism [6].

Figure 4.1: Interfacial thermal conductance is maximized by inserting a graded junction with an exponentially
varying “impedance” Γn = Γle

ζn (Eq. 4.18). However as the length between the contacts increases, the
conductance gained by “impedance” matching is dominated by losses due to other scattering mechanisms.

For a single junction material, we find that the desirable broadening is the Geometric Mean (GM) of the

contact broadenings. In the coherent limit, this choice maximizes the resonance peaks of the transmission

33
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function (Sec. 4.2), while in the incoherent limit it minimizes the sum of interfacial resistances (Sec. 4.3). To

satisfy the GM condition we need (1) to choose the acoustic impedance as the GM of the contact impedances

to favor low frequency phonons and (2) to set the cut-off frequency close to the minimum of the contact

cut-off frequencies to favor high frequecy phonon and reduce the spillage of states into the tunelling regime

(Fig. 4.3a). In Sec. 4.2, those sub conditions are translated into rules to choose the junction mass, spring

constant, sound velocity, Debye temperature or density of states. As the junction becomes a single atom or

bond, the resonances are pushed outside the allowed frequency interval and the GM condition transforms

to the Arithmetic Mean (AM) of the masses or the Harmonic Mean (HM) of the spring constants of the

contacts.

For multi-junction materials, the GM condition evolves into an exponentially varying broadening, since

the GM of two quantities stays near the lower partner. That variation generates a broadband anti-reflection

coating in the coherent limit (Fig. 4.4b Sec. 4.4) and minimizes the sum of resistances between dissimilar

materials in the incoherent limit (Sec. 4.5). In this way, thermal conductance is pushed to the maximum

physical limit allowed by the contacts as the number of junctions increases. Finally, we discuss the trade-off

between increasing conductance by adding junctions to improve the matching of the contacts and decreasing

conductance as a result of enlarging the interface and adding intrinsic scattering (Fig. 4.1).

The results of this chapter can be used for modeling thermal conductance of Self-Assembled Monolayers

(SAMs) and for extending 1D propagation models of long-wavelength phonons in semiconductors [70, 71]. It

also provides a solid ground to expolore the 3D maximization problem since a 3D system can be decomposed

into decoupled “1D like” subsystems, with the caveat that in each of them the nature of the polarization

vectors and their overlap should play a role, depending on the symmetry breaking disorder at the interface.

The exponentially varying broadening provides one example of phonon transmission engineering inspired

by microwave engineering of broad band filters [72]. Similar analogies can be found for the binomial or

Chebyshev matching transformers, which optimize the flatness or bandwidth of the transmission function

respectively [72]. We can further envision engineering an ultra narrow transmission that filters particular

phonons or an extremely low transmission to improve thermoelectric figure of merit.

4.1 Methodology

We start from the definition of thermal conductance in Eq. 2.1. Here we focus on a 1D system with 1st

neighbor interactions, where M reduces to one. We further simplify Eq. 2.1 by assuming a temperature larger

than the Debye temperature, so the factor ~ω∂N/∂T is almost constant over the allowed frequency spectrum.

In this way, GQ ∝ 〈T 〉ω and maximizing 〈T 〉ω maximizes GQ (Table 4.1).
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In spite of our second assumption to simplify GQ, our results are not limited to high temperatures. As we

explain in Sec. 4.2 and 4.3, the necessity of finding a robust maximum requires us to maximize 〈〈T 〉ϕ〉ω the

frequency average of the phase average of T . The phase average transforms T into a slow varying function by

washing away the interference wiggles. Therefore, for the maximization process we can pull 〈T 〉ϕ the phase

average of T out of the integral and Eq. 2.1 can be approximated by

GQ ≈ 〈〈T 〉ϕ〉ω

ωmax∫
0

dω

2π
~ω

∂N

∂T
. (4.1)

Now that the temperature dependence has been isolated, maximizing 〈〈T 〉ϕ〉ω yields to the more robust

maximum of GQ. The approximation in Eq. 4.1 breaks down for very low temperatures because the frequency

average should be done only over the exited phonons which constitutes a frequency range shorter than

[0, ωmax]. Nevertheless, the material properties that maximize 〈〈T 〉ϕ〉ω only differ from the exact solution for

temperatures below 10% of the Debye temperature.

T Coherent transmission
〈T 〉ω Frequency average of T over [0, ωmax]
〈T 〉ϕ Incoherent transmission or phase average of T
〈〈T 〉ϕ〉ω Frequency average of the phase average of T

Table 4.1: Summery of the notation for the different types of phonon transmission used in the document.
The maximum freuquency ωmax is defined by the minimum cut-off frequency of the contacts.

4.2 Single material, coherent.

Geometric Mean and anti-reflection coating.

Analogous to the quantum mechanical transmission of a particle through a barrier, the phonon transmission

function T for the system in Fig. 4.2a is found from the ratio between the incident and transmitted heat

currents. After assuming plane waves solutions, imposing boundary conditions at the interfaces and replacing

the acoustic impedance Z with the broadening matrix Γ [6], T is given by

T =
4γlr

(γlr + 1)2 cos2(q1L) + (γl1 + γ1r)2 sin2(q1L)
, (4.2)

where the wave vector of the junction q1 comes from the dispersion relation, i.e. ω = ωc1 |sin(q1a/2)| with

the cut-off frequency ωc1 = 2
√
k1/m1, and γαβ = Γα/Γβ . The broadening function Γα for the region α is

calculated from an infinite 1D chain of material α. This is similar to the way we calculate acoustic impedances

for independent regions when solving for the transmission of acoustic vibrations through different media. Γα
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describes how easily vibrations can move from one site to the next in the material and is related with the

acoustic impedance through [67, 6]

Γ = 2ωρvg = 2ωẐ, (4.3)

with ρ the mass density, vg the frequency dependent group velocity and Ẑ the frequency dependent impedance,

whose low frequency limit is the acoustic impedance Z. Note that in this paper the symbol Z is used to denote

the frequency independent acoustic impedance, while Γ and all the quantities that depend on Γ are frequency

dependent. Eq. 4.2 is valid for frequencies smaller than all the cut-off frequencies. When ωc1 < ω < ωcl, ωcr,

phonons tunnel through the junction and the cos and sin become their hyperbolic counterparts. When the

frequency is larger than the maximum frequency ω > min(ωcl, ωcr) = ωmax, T = 0 defining the allowed

frequency range.

Note that the transmission function T also follows from adding coherently all the wave paths that cross

the interface

T = γrl |t|2 =γrl
∣∣tl1t1r + tl1r1rr1lt1re

i2q1L + · · ·
∣∣2 (4.4)

=
Tl1T1r

1 + 2
√
R1rR1l cos(2q1L) +R1rR1l

,

where at each abrupt interface, the reflection and transmission coefficients are rαβ = (γαβ − 1)/(γαβ + 1) and

tαβ = (2γαβ)/(γαβ + 1), and the reflection and transmission are Rαβ = |rαβ |2 and Tαβ = γβα|tαβ |2.

Figure 4.2: a) 1D crystal modeled as a chain of masses joined by springs. The masses at each contact-junction
interface, balls with vertical lines, are chosen as the arithmetic mean of the neighboring masses to guarantee
abrupt interfaces [6]. b) and c) The choice that maximizes 〈T 〉ω is an interplay between pushing the envelope
up and fitting the right number of resonances inside the allowed frequency range. The figure shows an
example where the largest envelope generated by the GM of contact broadenings (b) does not guarantee
maximum 〈T 〉ω (c). It also shows the transmission for the abrupt interface between contacts Tlr and the
incoherent transmission 〈T 〉ϕ, which washes away interference (no wiggles).
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As shown in Fig. 4.2b, T is an oscillating function bounded by the transmission of the abrupt interface

between contacts

Tlr =
4γlr

(γlr + 1)2
, (4.5)

which is prespecified, and an envelope function that depends on our choice of junction

Tenv =
4γlr

(γl1 + γ1r)2
. (4.6)

Therefore, as long as Γ1 lies in between Γl and Γr, Tenv > Tlr, 〈T 〉ω > 〈Tlr〉ω and the ballistic thermal

conductance of the gradual interface is larger than the abrupt interface.

Similar to an anti-reflection coating, we can eliminate reflection at a single frequency by destructive

interference of the wave path undergoing a single reflection with the sum of paths undergoing more than one.

The reflection coefficient r is given by the sum of all the wave paths that return to the incident contact

r = rl1 + tl1r1rt1le
i2q1L + tl1r

2
1rr1lt1le

i4q1L + · · ·

= rl1 + r1r
tl1t1l

1− r1rr1lei2q1L
. (4.7)

To eliminate reflection R = |r|2 = 0, the factors in Eq. 4.7 must have equal magnitude and opposite phase.

The first condition requires the junction broadening to be the GM of the contact broadenings Γ1 =
√

ΓlΓr,

and the second condition happens if the length of the junction L1 fits exactly a quarter wavelength.

The choice that maximizes 〈T 〉ω is an interplay between pushing Tenv up and fitting the right number

of resonances, since our choice of (m1, k1, L1) affects both the envelope function Tenv and the position

of the resonances. Intuitively one might think that maximizing the envelope over the allowed frequency

interval, by making Γ1 the GM of the contact broadenings, generates the largest 〈T 〉ω. However on a finite

frequency range, the average fluctuates according to the number of resonances within the interval, with larger

fluctuations for fewer resonances. For instance, the maximum 〈T 〉ω happens for a single resonance around

ωmax/(3/2− 2/3π2) (Fig. 4.2c). This maximum is not very robust since it relies on our ability to place a

single resonance at a particular frequency, which is limited by our experimental accuracy on m1, k1 and L1.

A more robust condition consists of choosing Γ1 as the GM of the contact broadenings over the allowed

frequency interval. This condition maximizes the integral over ω of the phase (ϕ = q1L) average of the

transmission 〈T 〉ϕ (See Eq. 4.12)

ΓGM (mGM , kGM )↔ max
Γ1(m1,k1)

ωmax∫
0

dω
√
Tlr
√
Tenv, (4.8)
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which is equivalent to pushing the envelope function up (Fig. 4.2b). Although choosing the GM condition

does not guarantee the maximum 〈T 〉ω, its difference with the maximum is bounded by 〈T 〉max − 〈TGM 〉ω .

0.1(1 − 〈Tlr〉ω) (This approximation follows from assuming a sinusoidal transmission oscillating between

constant limits). But more importantly, the condition is more robust because it does not rely on interference

effects.

The broadening for the GM condition ΓGM favors the flow of both low and high frequency phonons by

making Γ1 close to
√

ΓlΓr over the entire frequency range (Fig. 4.3b). Note that the GM of acoustic impedance

by itself does not guarantee high 〈T 〉ω (Fig. 4.3a). Indeed, if our choice of m1, k1 makes ωc1 < ωmax, phonon

transmission is drastically cut by tunneling.

Figure 4.3: (a) Choosing the impedance Z1 =
√
ZlZr does not guarantee high 〈T 〉ω because if the cut-off

frequency lies below ωmax, tunneling cuts down transmission (shaded region). On the other hand, choosing
the broadening Γ1 ≈

√
ΓlΓr (b) fixes a unique pair mGM , kGM that favors the flow of both low and high

frequency phonons. The figure shows a similar result for the incoherent transmission average 〈〈T 〉ϕ〉ω. Note
that Γ for the maximum 〈T 〉ω (Γmax) intersects

√
ΓlΓr where the single resonance is located (Fig. 4.2c).

A back of the envelope estimation for mGM and kGM follows by graphically overlapping Γ1(m1, k1) with
√

ΓlΓr (Fig. 4.3b). For low frequencies the slope of Γ is dictated by the impedance, so to favor the flow of

low frequency phonons we want Z1 =
√
ZlZr. To favor the flow of high frequency phonons, we equate the

frequency ω∗ at which
√

ΓlΓr is maximum to the frequency at which Γ is maximum ωc1/
√

2 = ω∗. Then,

from Z =
√
mk and ωc = 2

√
k/m we solve for mGM and kGM

kGM ≈
ωc1Z1

2
mGM ≈

2Z1

ωc1
. (4.9)

From Eq. 4.9 we can also infer how to choose the junction sound velocity vs = a
√
k/m and the Debye

temperature TD = ~ωD/kB with ωD = ωcπ/2 and kB the Boltzmann constant. Using Eq. 4.3, we can also

express the GM condition in terms of the density of states per unit cell (DOS)

Γ =
2ωm

πDOS
, (4.10)

which quantifies how to choose the overlap of density of states to maximize thermal conductance.
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When the junction material becomes a single mass or bond, the GM condition to maximize 〈T 〉ω transits to

the AM of the contact masses or the HM of the contact spring constants respectively. This transition happens

when k1 increases enough or m1 decreases enough to push Tenv below Tlr (Fig. 4.2) making 〈T 〉ω < 〈Tlr〉ω.

Then it is better to have an abrupt interface between the contacts which take us back to the AM or HM

condition. In particular, if the spring constant k1 >> ω2
maxm1(L/a)2, then sin2(q1L) ≈ ω2m1L

2/k1a and

Γ1 ≈ 2ω
√
k1m1. Replacing the approximations into Eq. 4.2 and letting k1 tend to infinity we recover the

transmission for a single atomic junction [6]

T ≈ 4γlr

(γlr + 1)2 +
4ω4m2

1(L/a)2

Γ2
r

. (4.11)

The maximum of Eq. 4.11 happens when m1 = 0, which recovers the AM condition for the atomic mass

linking the contacts (Fig. 4.2a). Another way to rationalize the transition from the GM condition is by

realizing that increasing k1 or decreasing m1 pushes the resonances out of the allowed frequency interval.

Then, without resonances available to reach Tenv, maximizing Tenv with the GM condition is no longer useful.

4.3 Single material, Incoherent.

Still Geometric Mean.

When the phase gained by a phonon in its transit between interfaces is randomized, interference disappears

and we can think of phonons as classical particles. The phase (ϕ = q1L) average of the transmission in Eq. 4.2

〈T 〉ϕ or the incoherent transmission is given by (Fig. 4.2)

〈T 〉ϕ =
4γlr

(γlr + 1)(γl1 + γ1r)
=
√
Tlr
√
Tenv. (4.12)

Since Tlr is prespecified, this expression is once again maximized by the GM condition, for which Tenv ≈ 1 and

〈TGM 〉ϕ ≈
√
Tlr > Tlr (Fig. 4.2b). Note that Eq. 4.12 is the same expression obtained by adding incoherently

all the possible wave paths from the left to the right contact

〈T 〉ϕ = Tl1T1r + Tl1R1rR1lT1r + · · · = Tl1T1r

1−R1lR1r
(4.13)

with Tαβ = 4γαβ/(γαβ + 1)2, the transmission at the interface between material α and β, and Rαβ = 1− Tαβ

the reflection.

The GM condition can be rationalized as a minimization of the sum of two opposite resistances, which are
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proportional to the ratio between phase average reflection and phase average transmission [52]. Reorganizing

Eq. 4.13 to expose the additive property of resistance [53]

〈R〉ϕ
〈T 〉ϕ

=
1− 〈T 〉ϕ
〈T 〉ϕ

=
1− Tl1
Tl1

+
1− T1r

T1r
, (4.14)

it follows that a variation of the junction produces opposite trends on the single interface resistances. Therefore,

Eq. 4.14 is minimum when the individual resistances are equal, which leads to the GM condition.

Phase randomization can arise from lack of experimental control. For instance, the measured thermal

conductance on a SAM junction is the sum of transmissions over molecules with slightly different lengths

determined by the cross-sectional variation of the SAM. According to the variation strength, the average

transmission can be approximated by

〈T 〉ϕ0+δ
ϕ0−δ ≈

[
T (ϕ0)− 〈T 〉ϕ

] sin(2δ)

2δ
+ 〈T 〉ϕ , (4.15)

with 2δ a uniformly distributed phase interval around ϕ0 over which we average T . This expression follows

from finding the effect of phase randomization on the peak of a sinusoidal function and using it to interpolate

the two known limits. Note that δ = 0 recovers the fully coherent limit Eq. 4.2 while δ = π/2 the fully phase

randomized limit Eq. 4.12.

In contrast to the coherent limit, the incoherent limit does not provide a condition for the junction length.

To be consistent with our assumption that the phase is randomized between interfaces, we need to guarantee

that L1 is longer than the phonon phase coherent length. In case the phase randomization happens at the

interfaces, L1 is limited by the longest distance between interacting unit cells. That is the smallest block of

material that allows us to define impedance.

4.4 N Materials, Coherent.

Exponential.

For several junction materials in between the contacts (Fig. 4.4a), enforcing the GM condition for every three

consecutive pieces translates into an exponentially varying broadening (Eq. 4.18). This trend follows from

taylor expanding Γ(x) =
√

Γ(x+ ∆x)Γ(x−∆x) to second order and solving the corresponding differential

equation (Γ′)2 = ΓΓ′′. As we increase the number of materials, this variation generates a banded transmission

that monotonically widens. In this way, we approach the maximum limit of thermal conductance imposed

by the contacts. The idea was inspired by the exponentially tapered impedance coupling used to design
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broad band transmission lines [72], which constitutes just one example of the extrapolation possibilities from

Microwave engineering to phonon engineering.

The transmission for a system with N junction materials is a complicated function dictated by interference

patterns. However, to maximize transmission, we intuitively expect a small reflection at each interface so we

can approximate the reflection coefficient r by the sum of wave paths undergoing a single reflection, i.e.

r ≈ rl1 + r12e
i2ϕ1 + r23e

i2ϕ2 + · · ·+ rNre
i2ϕN . (4.16)

At this point we have N exponential basis vectors to fit a desired reflection function, which is a rich problem

with different answers according to the design criteria for the function. We further simplify the expression

by using our intuition of anti-reflection coating, where to eliminate the first reflection rl1 we need r − rl1

to have the same magnitude and opposite phase. Then we assume equal phase gained between interfaces,

i.e. ϕn = 2nϕ, to get complex roots of 1 equally spaced in Eq. 4.16, and equal reflection at each interface

ri,i+1 = ri+1,i+2 = ri to assure equal magnitude. Then Eq. 4.16 turns to

r ≈ ri
N∑
j=0

ei2jϕ = ri
1− ei2(N+1)ϕ

1− ei2ϕ
. (4.17)

As N increases, the resonances (r = 0 ↔ ei2(N+1)ϕ = 1), the anti-resonances (ei2(N+1)ϕ = −1) and the

decreasing trend of ri generate a reflection that broadens and tends to zero or equivalently a transmission

that broadens and tends to unity. Fig. 4.4b shows the widening of the transmission when we increase the

number of junctions from N = 1 to N = 5.

Equal reflection at each interface follows from imposing the GM condition on every three consecutive

materials, which leads to an exponential variation

Γn = Γ
N+1−n
N+1

l Γ
n

N+1
r = Γle

ζn, (4.18)

with ζ = ln(Γl/Γr)/(N + 1). This variation maximizes the frequency average of the incoherent transmission

(See Eq. 4.22 and below). Therefore we find the mn and kn that better satisfy Eq. 4.18 by maximizing

〈〈T 〉ϕ〉w. Similar to Sec. 4.2, a useful back of the envelope approximation follows by graphically overlapping

the desired and possible broadenings. To match the low frequency slope we need Zn = Z
N+1−n/N+1
l Z

n/N+1
r

and to match the high frequency spectrum we need ωcn =
√

2ω∗n, with ω∗n the frequency at the maximum
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Figure 4.4: a) 1D crystal modeled as a chain of masses joined by springs. b) Transmission T and its phase
average 〈T 〉ϕ for contacts coupled through an exponential variation of broadenings with a single junction
N = 1 and with N = 5 junction materials. As we increase the number of materials transmission widens
increasing 〈T 〉ω. The spatial variation of acoustic impedance is shown in c) and of cut-off frequency in d) for
N = 1 and N = 5. The crosses show the back of the envelope calculation given by Eq. 4.19.

value of Eq. 4.18. Then mn and kn are approximated by

kn ≈
ωcnZn

2
mn ≈

2Zn
ωcn

(4.19)

and rules for the variation of the sound velocity, Debye temperature and overlap of density of states can be

found following Sec. 4.2. Fig. 4.4c,d show the spatial variation of junction impedances and cut-off frequencies

for N = 1 and N = 5. Note that the trend of impedance follows an exponential variation that favors flow

of low frequency phonons while the trend of cut-off frequencies is stable around ωmax to favor flow of high

frequency phonons.

Equal phase gain between consecutive interfaces needs

qnLn =
Ln
a

2 sin−1

(
ω

ωcn

)
= ϕ, (4.20)

which we can only satisfy at a single frequency ω∗∗. A careless choice of ω∗∗ and ϕ might lead to impractically

small lengths (Ln ∼ 2a) or long lengths where phonons are not coherent (Ln ∼ mean free path). A sensible

choice is for example ω∗∗ = ωmax/2 and ϕ = 2π, which generates lengths on the order of Ln ∼ 10a ∼ 5nm.

The theory of small reflections shown in this section is valid as long as we can neglect the contributions
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from paths that involve more that one reflection, i.e. |ri|3 << |ri|. For Γl < Γr and if we consider |ri| < 0.1

small enough, the minimum number of junctions Nmin needed to be in this regime is

Nmin ≈ 1.5 ln

(
Γr
Γl

)
− 1. (4.21)

For instance, for a 10-fold mismatch Γr/Γl = 10 Nmin ≈ 2.5 and for a 100-fold mismatch Nmin ≈ 6.

4.5 N Materials, Incoherent.

Back to Exponential.

When phonon phase is randomized in between interfaces, the exponentially varying broadening minimizes

resistance and generates maximum 〈〈T 〉ϕ〉ω. Total resistance decreases as the number of junction materials

N increases because the addition of resistance coming from new interfaces is dominated by the decrease on

interfacial resistance due to less mismatch. Nevertheless, as we increase N , the length between contacts

increases and other scattering mechanism become important. Therefore, there is a sweet spot for N at which

we stop increasing thermal conductance by adding junction materials.

Transmission when phonon phase is randomized or incoherent transmission 〈T 〉ϕ can be found from the

total resistance of the system similar to Eq. 4.14 [52, 53, 24]

1− 〈T 〉ϕ
〈T 〉ϕ

=
∑
j

1− Tj
Tj

. (4.22)

Eq. 4.22 becomes minimum when all the factors on the right hand side are equal. This condition needs the

ratios of broadenings between consecutive materials to be the same and leads to the exponential variation

in Eq. 4.18 (Fig. 4.4b). Replacing that variation into Eq. 4.22 give us the maximum 〈T 〉ϕ, which can be

approximated by

〈T 〉ϕ ≈
4N

ln2(Γl/Γr) + 4N
(4.23)

when N tends to infinite and by

〈T 〉ϕ ≈ (Tlr)
(1/N+1) (4.24)

for small N . As shown in Fig. 4.5a, 〈T 〉ϕ increases as N increases. This non intuitive result happens because

the increment in resistance by the addition of an interface is dominated by the decrease of the interfacial

resistance of all the interfaces due to less material mismatch.
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Figure 4.5: a) Using the exponential variation of broadenings, as the number of junction materials N increases,
〈T 〉ω and 〈〈T 〉ϕ〉ω approach to one. b) As N increases the length between contacts increases and phonon flow
is affected by scattering mechanism different from interfacial scattering. Therefore, there is a sweet spot for
N at which we stop increasing thermal conductance by adding junction materials.

As the number of junction materials increases, the length between contacts also increases and other

scattering mechanisms besides interfacial scattering become important. We can combine all of them using

Matthiessen’s rule to obtain an effective mean free path (mfp) in terms of the mfp for interfaces λi and the

mfp for other scattering mechanisms λs
1

λeff
=

1

λi
+

1

λs
, (4.25)

and an effective transmission

〈T 〉effϕ =
λeff

L+ λeff
. (4.26)

Note that Eq. 4.25 and 4.26 can be derived from equation 4.22 [53, 24]. We define the interfacial mfp for N

materials following the exponential variation λi by replacing Eq. 4.18 into Eq. 4.22, defining the distance

between interfaces as Li = L/N and comparing with Eq. 4.26 so that

〈T 〉ϕ =
λi

L+ λi
and λi =

(
LLi
L+ Li

)
Ti
Ri
. (4.27)

λi is dominated by Li since we expect Li < L and is inversely proportional to the resistance at each interface.

Thus, as N increases λi also increases. However, the effective mfp is bounded by λs. Thus, there is a sweet

spot for the number of junction materials at which adding more interfaces does not increase the effective mfp

and 〈T 〉effϕ is dominated by the increment of L (Fig. 4.5b).

4.6 Summary of Contributions

1. We show that to maximize thermal conductance, in 1D single junction between prespecified contacts

systems within the coherent and incoherent regimes, we should choose the properties of the junction so

its broadening is as close as possible to the GM of the contact broadenings. This requires two conditions:

(1) the impedance equal to the GM of the contact impedances to favor low frequency phonons and (2)
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the cut-off frequency close to the minimum of the contact cut-off frequencies to favor high frequency

phonons.

2. We translate those conditions into rules to choose the junction mass, spring constant, sound velocity,

Debye temperature or density of states. These rules allow us to pinpoint the role of each quantity in

bridging phonon across the interface.

3. We show that to maximize thermal conductance in the multi-junctions case, the GM condition evolves

into an exponential variation of broadenings. This variation pushes thermal conductance to the

maximum limit allowed by the contacts as the number of materials increases.

4. We integrate interfacial scattering with other scattering mechanisms and find a sweet spot for the

number of material caused by the interplay between smoothing the interface by impedance matching

and enlarging the distance between contacts.



Chapter 5

Conductance Across One Boundary in

3D

The addition of random atoms at an abrupt interface (Fig. 5.1a and b) generates two effects in the harmonic

regime: 1) it decreases phonon transmission of the transport channels that conserve transverse momentum

because it adds alloy backscattering [73, 74, 75, 76]; and, 2) it opens up new channels that do not conserve

transverse momentum because it breaks the translational symmetry at the interfacial plane [77].

In this chapter, we demonstrate that the relative conductance between interfaces with different morphologies

(Fig. 5.1) depends on crystal structure. For the systems considered in this study, adding a unit cell monolayer

of mixing to an abrupt interface always enhances the interfacial conductance, but the extent varies over an

order of magnitude according to the crystal structure (Fig. 5.2). Furthermore, the conductance across a

mixed interface does not always increase relative to that at a uniform interface. In fact, while the conductance

increases for simple cubic (SC) and diamond cubic (DC) crystal structures, it decreases for face centered cubic

(FCC) crystals. This suggests that the commonly invoked virtual crystal approximation, which models the

mixed interface as a uniform interface, alternatively overestimates or underestimates the effect of interfacial

mixing on thermal conductance. For DC crystalline interfacial regions, we show that the enhancement of

conductance by mixing depends on phonon polarization. For instance, mixing increases transmission between

TA-TA modes but not between LA-LA modes.

We explain our results within the Landauer theory, where thermal conductance is directly related to

the product of the number of conducting channels or modes (M) times their average transmission (T ). We

find that 1) the crystal structure determines the relative magnitude of the minimum of the contacts’ modes

Mmin vs. the conserving modes Mc that conserve the component of phonon momentum transverse to the

46
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Figure 5.1: a) Abrupt interface. b) Interface with random atomic mixing (mixed interface). c) Interface with
an added homogeneous layer at the junction (uniform interface).

interface. On the other hand, 2) the interface morphology determines if phonons move through Mmin for

mixed interfaces, or Mc otherwise. Based on these two concepts, we show that the conductance across a

mixed interface increases relative to that at a uniform interface when Mmin > Mc, with larger degree of

enhancement as the inequality increases. The larger enhancements, seen in SC and in TA branches of DC,

are associated with the emergence of voids in the conserving modes (Mc = 0). Such voids in turn arise when

the subbands shift but do not distort with increasing momenta.

We start by deriving an inequality (Eq. 5.4) between the conductance of the mixed and uniform interfaces

from the Landauer theory (Sec. 5.1). Then, we describe how the modes (Sec. 5.2) and transmission (Sec. 5.3)

shape that inequality according to phonon polarization. In Sec. 5.3, we derive analytical expressions for the

transmissions of the scalar SC and FCC systems. For the uniform interface we find a maximum conductance

when the junction mass is the arithmetic mean of the contact masses. For the mixed interface, we find that

the transmission between phonons that do not conserve transverse wavevector, k⊥, depends on the difference

of the contact masses and on the alloy scattering factor, α(1− α) with α the fraction of heavy atoms at the

interface.

5.1 Methodology

We start from the equation defining the thermal conductance Eq. 2.1 and the fact that the product MT

equals the sum of the phonon transmissions between modes on the left and right contacts.

For the uniform interface (Fig. 5.1c), the symmetry in the transverse direction requires that phonons

crossing it conserve their transverse wavevector k⊥. Thus, the nonzero contributions to MT are transmissions

Tk⊥,k⊥ between contact modes with the same k⊥. Referring to the number of these transmissions as Mc, the

conserving modes, and their average as Tc, we can express MT for the uniform interface as

MTuni =
∑
k⊥

Tk⊥,k⊥ = McTc < Mc. (5.1)

Mc is given by the overlap between the projections of the frequency isosurfaces of the contacts onto the k⊥
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plane (Fig 5.3b). Note its role as an upper bound of MTuni. Also note that the abrupt interface (Fig. 5.1a)

is a limiting case of the uniform interface.

When we replace the homogeneous interfacial layer of the uniform interface by random contact atoms

(Fig. 5.1b), the atomic disorder breaks the transverse symmetry and allows phonon transmission Tk⊥,k′⊥

between modes that do not conserve k⊥ [77]. That disorder also decreases the transmission (δTc↓) between

modes that conserve k⊥. We can express MT for the mixed interface as

MTmix =
∑
k⊥

Tk⊥,k⊥ +
∑

k⊥ 6=k′⊥

Tk⊥,k′⊥ (5.2)

= Mc(Tc − δTc↓)︸ ︷︷ ︸
conserving

+ MncδTnc↑︸ ︷︷ ︸
non-conserving

< Mmin, (5.3)

where MncδTnc↑ represents the increase in conductance due to the newly available channels. We define Mnc

as the minimum of the contacts’ modes, Mmin = min(Ml,Mr), because MTmix is bounded by Mmin. This

result follows from the conservation of energy current. MT ≤Ml because the transmission from each mode

on the left contact is less or equal than one. Reversing the argument, we also conclude that MT ≤Mr.

Comparing Eq. 5.1 and 5.3, the conductance of the mixed interface is larger than that of the uniform

interface, Gmix > Guni, if

∫ ∞
0

dω

2π
~ω

∂N

∂T
MminδTnc↑ >

∫ ∞
0

dω

2π
~ω

∂N

∂T
McδTc↓. (5.4)

In other words, Gmix > Guni if the gain in conductance by opening new channels that do not conserve k⊥

(MncδTnc↑) surpasses the loss in conductance by phonons conserving k⊥ (McδTc↓) over a window set by the

cut-off frequency and the temperature.

5.2 Minimum vs. Conserving Modes

We calculate the harmonic conductance of abrupt, uniform and mixed interfaces embedded into four different

crystal structures: 1) SC and 2) FCC crystals, where the atomic movements are simplified to a single direction

and thus the interatomic force constants (IFCs) are scalars; 3) FCC crystal with IFCs calculated from the

Lennard-Jones (LJ) potential; and 4) DC crystal with IFCs calculated from density functional theory (DFT).

The interfacial region for each system consists of a monolayer of primitive unit cells (Fig. 1). The same IFCs

and lattice constants are used throughout each system to simplify the analysis. When mass variation is much

larger than IFCs variation, the effect of mass disorder dominates the scattering of cross-species interactions
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[78]. However, as the inequality decreases, the effect of IFC variation will also play an important role [79].

The ratio between the atomic masses of the contacts is 3 for the SC and FCC systems and 2.6 for the DC

system, corresponding to the mass ratio of Si and Ge. The conductance is calculated using NEGF, and the

details of the simulations and assumptions are given in Sec. 5.4.

Figure 5.2: Plot of the average MT normalized by the results for an abrupt interface versus the average mass
at the junction layer for the cases described at the beginning of the section. Adding mixing at an abrupt
interface enhances the interfacial conductance in all systems simulated in this work, but the extent depends
on crystal structure. Compared to uniform interfaces, however, mixing does not always yield an increase in
conductance.

Figure 5.2 plots the frequency average of MT , which one can interpret as conductance without the

“low” temperature dependence (Eq. 2.1), vs. the average mass at the interfacial layer 〈mj〉 for the different

crystal structures. For these systems, adding a unit cell monolayer of mixing to the abrupt interface always

enhances the interfacial conductance, but the extent depends on crystal structure. For the scalar SC

crystal (Fig. 5.2a), the maximum relative change of 〈MT 〉 between the mixed and abrupt interfaces is about

((2.5− 1)/1× 100%) = 150%. However, for the FCC and DC crystals (Fig. 5.2b, c and d), the relative change

of 〈MT 〉 is only about 13%. Furthermore, the conductance across a mixed interface does not always increase

relative to that at a uniform interface. In fact, it increases for SC and DC crystals but decreases for FCC

crystals.

The increment of conductance from the abrupt interface to the mixed interface (Fig. 5.2) relies on the atomic

extent of the mixing region. For this special case, Eq. 5.4 tells us that the gain in conductance by phonons

that do not conserve k⊥ surpasses the loss in conductance by phonons conserving k⊥ (MncδTnc↑ > McδTc↓).

As the extent of the mixing region increases, phonon back scattering increases and transmission decreases.
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Thus, δTnc↑ decreases while δTc↓ increases, making the inequality more difficult to be satisfied. At some

point, the inequality stops being true and Gmix becomes less than Gabr, which is the usual experimental

outcome [2].

Figure 5.3: a) For SC, the conductance for the mixed interface is larger than the uniform interface because
the loss in transmission, T , due to the extra scattering brought by the random atoms (area with vertical lines)
is dominated by the gain in modes, M , coming from transmissions between phonon that do not conserve
k⊥ (area with horizontal lines). b) While the MTuni spectrum is limited by transmissions between phonon
conserving k⊥ (overlap region), the extra MTmix spectrum comes from transmissions between phonons that
do not conserve k⊥.

For the SC crystal, the large conductance increase of the mixed interface results from the wider MT

spectrum (Fig. 5.3a). This extra spectrum comes only from transmissions between modes that do not conserve

k⊥. In fact, over that frequency interval, the available contact modes do not overlap (Fig. 5.3b), banning

transmissions between modes conserving k⊥. Thus, Mc = 0 and MTuni = 0. Mixing removes the requirement

of conserving k⊥, opening Mmin conduction channels and making MTmix > 0.

Figure 5.3a shows MT for the mixed, uniform and abrupt interfaces. MTmix is split into the contributions

from modes conserving k⊥ and those that do not. This gives us a pictorial representation of Eq. 5.4:

Gmix > Guni because the MT area gained due to transmissions between modes not conserving k⊥ is larger

than the MT area lost due to disorder among the modes that conserve k⊥.

A similar pictorial representation for the scalar FCC interfaces is shown in Fig. 5.4a. In this case,

Guni > Gmix because the MT area gained due to transmissions between modes not conserving k⊥ is less

than the MT area lost due to disorder among the modes that conserve k⊥. Note that MTuni and MTmix

cover the same frequency range, and the overlap of the contacts’ modes Mc equals their minimum Mmin over

most of the spectrum (Fig. 5.4b). Thus, the accessible modes on the mixed interface Mmin do not bring any

advantage over the existing modes Mc on the uniform interface (Eq. 5.4). The dominant conductance is then
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Figure 5.4: a) For FCC, the conductance for the uniform interface is larger than the mixed interface because
the loss in T due to the extra scattering brought by the random atoms (area with vertical lines) dominates the
gain in M coming from transmissions between phonon that do not conserve perpendicular momentum (area
with horizontal lines). b) Mc ≈Mmin over most of the spectrum. Thus, mixing provides little advantage by
allowing transmission between modes not conserving k⊥.

decided by the transmission, which in this case favors the loss in the conserving modes over the gain in the

non-conserving ones.

From Fig. 5.3 and 5.4, we note that the relative magnitude between Mmin and Mc plays an important

role determining the larger MT between the mixed and uniform interfaces (Eq. 5.4). This is not surprising

because of their roles as MT upper bounds for the mixed and uniform cases respectively. We can distinguish

three cases: when 1) Mc ≈Mmin, the modes conserving k⊥ reach the physical limit of modes that can carry

heat in one of the contacts. Equation 5.4 tells us that the transmission alone decides the dominant MT ,

which can be either the uniform or mixed MT . For the scalar SC and FCC structures, whenever Mc ≈Mmin

we see that MTuni > MTmix (Fig. 5.3 and 5.4). Therefore the loss in transmission on the conserving

modes surpasses the gain in transmission on the non-conserving modes (δTc↓ > δTnc↑ in Eq. 5.4). When 2)

Mmin > Mc, the dominant MT results from a balance between the added modes that do not conserve k⊥

and the loss in transmission on the modes that conserve k⊥ (Eq. 5.4). For instance, in the SC structure,

MTmix becomes larger than MTuni as the ratio Mmin/Mc increases (Fig. 5.3). When 3) Mmin > Mc = 0,

MTmix > MTuni = 0 and MTmix is only due to transmissions between modes that do not conserve k⊥ as

shown by Fig. 5.3. These three criteria may help in the search for interfacial materials where a particular

outcome is expected from atomic mixing over the harmonic regime.

For the diamond crystal, the polarization of the incident and transmitted phonons plays an important role

in deciding the outcome of the dominant conductance. We give a brief description of the calculation process in

Sec. 5.5. Figure 5.5a shows that Gmix > Guni mostly because of TA phonons in the light contact transitioning
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to TA and LA phonons in the heavy material. The transmissions between phonons that do not change

polarization behave similarly to the scalar crystals. For TA-TA and LA-LA transmissions, MTmix > MTuni

when Mmin > Mc and MTuni > MTmix when Mmin ≈ Mc (Fig. 5.5b). The transmission between other

polarizations will be analyzed in the next section.

Figure 5.5: a) MT for DC crystal split in polarizations. The conductance of the mixed interface dominates
mostly because mixing favors transmissions between TA-TA and TA-LA modes, where the ratio of Mmin/Mc

is larger. b) Mmin and Mc for the different polarization branches.

The polarized modes for the diamond crystal uncover an interesting similarity between the modes of

the SC and the TA branches in DC and between the modes of the scalar FCC and the LA branch in DC

(Fig. 5.6). For the cases where mixing significantly enhances conductance (SC and TA-TA branches in DC),

we see a common central void in the modes for the heavy contact. This void arises in phonon bands where

the k⊥ ≈ 0 subbands only cover a fraction of the whole band spectrum (Fig. 5.7). Indeed, after the cutoff

frequency of those subbands, the k⊥ ≈ 0 modes, or central modes, start to become unavailable. From another

point of view, the void originates when the upward shift of the k⊥ ≈ 0 subbands dominate their shrinking as

|k⊥| increases. We see this happening for SC and TA-TA but not for FCC and LA-LA (Fig. 5.7).

For the scalar SC and FCC crystals, the existence of the void can be associated with the independence of

interlayer coupling as k⊥ increases. For a SC crystal with atomic mass m and interatomic force constant f ,

the subbands are given by

ω2m = fon − 2foff cos(kza), (5.5)

with the onsite coupling fon = 6f − 2f cos(kxa)− 2f cos(kya) representing the atomic interactions within

a transverse layer of atoms, and the offsite coupling foff = f representing the interaction between layers.

As the magnitude of k⊥ increases fon increases, shifting upwards the subband but foff remains constant
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Figure 5.6: Available modes in the DC contacts for the (a) TA and (b) LA branches. The modes for SC
crystal and the TA branches, where mixing enhances the most the conductance of an abrupt interface, present
a central void that enhances the ratio Mmin/Mc.

keeping their width stable. On the other hand, for a FCC crystal the subbands are given by

ω2m = fon − 2foff cos
(
kz
a

2

)
, (5.6)

with fon = 12f − 4f [cos(kxa/2) cos(kya/2)] and foff = 2f [cos(kxa/2) + cos(kya/2)]. As the magnitude of

k⊥ increases, fon increases shifting the subbands upward, but at the same time, foff decreases shrinking

their bandwidth.

Figure 5.7: When the shift in the subbands dominate their distortion, the k⊥ = 0 subband only covers a
fraction of the whole band spectrum. This generates a void in the conserving modes, which is seen when
mixing significantly enhances the conductance of an abrupt interface. The solid lines represent subbands for
different k⊥ and the shaded region is the projected dispersion on kza.
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Although we neglect anharmonicity in this paper, we hypothesize that our main conclusions should hold

even when anharmonicity is present. Phonon-phonon interaction enables inelastic transmission of phonons at

the interface. However, the transverse symmetry selection rules for k⊥ continue to hold. Therefore, phonons

crossing an abrupt or uniform interface have to conserve k⊥ and are restricted to inelastic jumps within the

conserving modes Mc. On the other hand, phonons crossing a mixed interface can jump in frequency within

the minimum of the contacts’ modes Mmin. Thus, we expect a similar relation between the crystal structure,

which determines the ratio Mmin/Mc, and the relative magnitude of the conductance for the abrupt, uniform

and mixed interfaces. Further studies are required to evaluate the validity of this hypothesis. We also expect

a conductance increase for all the systems considered in this work, since anharmonicity allows transmission

of phonons with frequencies beyond the elastic limit. Thus as temperature and thereby anharmonicity

increases, interfacial thermal conductance increases [80, 81]. For some systems with large Debye temperatures

anharmonicity can be neglected. For instance, Si/Ge interfaces present a thermal conductance relatively

independent of temperature below 500 K, which indicates that phonon-phonon interactions are not dominant

over that temperature range [81].

5.3 Gain vs. loss in Transmission

An essential part of the conductance inequality (Eq. 5.4) is the transmission, which can be characterized from

our knowledge of M and MT . For example at low frequencies, Mc ≈Mmin and MTabr ≈MTuni ≈MTmix, so

the transmissions are similar and they only depend on the acoustic mismatch between contacts. Unfortunately

most of the spectrum is outside this low frequency regime.

For the crystals with scalar IFCs over the mid-frequency range, MTuni > MTmix > MTabr as long as

Mc ≈Mmin (Fig. 5.3a and 5.4a). Therefore, the transmission loss due to disorder for modes that conserve

k⊥ dominates the transmission gain from modes that do not conserve k⊥. As frequency increases, thermal

energy is carried by shorter wavelength phonons and disorder back scattering accentuates. At some point, it

becomes strong enough to reduce MTmix even below MTabr (Fig. 5.4a).

For the DC crystal, the different polarizations available influence the transmission function. For instance,

mixing facilitates transmissions between TA-LA modes (Fig. 5.5). This follows from MTmix > MTuni in

regions where Mmin ≈Mc, which implies Tmix > Tuni. Note that this is the opposite of what we saw for the

scalar crystals. Another interesting example shows shifting of transmission between polarizations. Around

ω ≈ 5.2×1013 rad s−1, MTmix for LA-LO decreases while MTmix for LA-TO increases. At this frequency the

ratio Mmin/Mc for LA-TO is larger than for LA-LO so MTmix shifts towards the more favorable condition
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while conserving energy. In this paper we just scratch the surface of the importance of understanding

polarization for interfacial transport, and further studies are required in the topic.

To gain further insights into the transmission, we focus on the crystals with scalar IFCs. For uniform

interfaces, Fig. 5.2 shows a conductance maximum when the junction mass is the arithmetic mean (AM)

of the contact masses. This follows from a generalization of the same result in 1D interfaces with a single

atomic junction [64, 6]. By Fourier transforming the transverse coordinates, our 3D problem decouples into a

sum of 1D chains with IFCs that depend on the transverse wavevector. For each k⊥ we assume an incident,

reflected and transmitted wave and find their amplitudes by solving the equation of motion for the interfacial

atom. The transmission Tk⊥ follows from the ratio of transmitted over incident current. In this way, MT for

the uniform interface is

MTuni =
∑
k⊥

Tk⊥ , (5.7)

with

Tk⊥ =
4Γlk⊥Γhk⊥

ω4∆m2 +
(
Γlk⊥ + Γhk⊥

)2 . (5.8)

Γk⊥ is the broadening matrix in NEGF formalism, which reduces to a scalar function when dealing with

a single degree of freedom per atom [24]. This quantity is related to the escape rate of a phonon into the

contacts and is given by Γk⊥ = 2ωρvk⊥ , with ρ the mass density and vk⊥ the frequency dependent group

velocity of the mode or subband defined by k⊥. The superscript in Γk⊥ refers to the light (l) and heavy (h)

contacts. ∆m = mj − (ml + mh)/2 measures the deviation of the junction mass mj from the AM of the

contact masses. Thus, when mj is the AM, each Tk⊥ , MTuni and Gquni are maxima. Note that Gquni > Gqabr

as long as ml < mj < mh, since the abrupt interface is recovered when mj = mh. Also note that at low

frequency, ω4∆m2 << Γl,Γh, the transmissions only depend on the acoustic mismatch between contacts.

A similar generalization from its 1D counterpart [64, 6] leads us to conclude that in an abrupt interface

where interfacial bonding is the only variable, conductance is maximized when the force constant is the

harmonic mean of the contact force constants. In the same fashion, we can generalize other 1D results to 3D

interfaces [82].

The conductance maximum derived from Eq. 5.8 is not valid for tensorial IFCs (Fig. 5.2). In that case, the

amplitudes of the incident and transmitted waves are related through a matrix equation (Eq. 5.27). ∆m 6= 0

affects both the denominator and the numerator of the transmission, and therefore there is no clear trend

when decreasing ∆m. For instance, ∆m 6= 0 might abate the transmission for some polarizations but enhance

the transmission between others.

For mixed interfaces, we can approximate MTmix starting from Eq. 5.29 (Sec. 5.6.2), the relation between
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incident and transmitted wave amplitudes at the interface. The heart of the approximation lies on finding the

inverse of the matrix (∆̃ + Z̃B − Z̃C)−1, which is a diagonal matrix with tiny off-diagonal elements. These

small elements come from Fourier transforming the random mass distribution at the interface. We assume

that all these elements are constant, since a random mass distribution contains components in the entire

frequency spectrum. Then we estimate their value relating the known real power spectrum with the k space

spectrum through Parseval’s theorem. Finally, we find the desired inverse using a first order Taylor expansion

((A+B)−1 ≈ A−1 −A−1BA−1). With this information, the sum of the transmissions becomes

MTmix =
∑
k⊥

Tk⊥,k⊥ +
∑

k⊥ 6=k′⊥

Tk⊥,k′⊥ , (5.9)

Tk⊥,k⊥ =
4Γlk⊥Γhk⊥

ω4 〈∆m〉2 +
(
Γlk⊥ + Γhk⊥

)2 (5.10)

and

Tk⊥,k′⊥ =
ω4(1− α)α(ml −mr)

2

NΓlk⊥Γhk⊥
Tk⊥,k⊥Tk′⊥,k′⊥ . (5.11)

〈∆m〉 is the average over the junction masses, N is the number of atoms in the cross section and α is the

fraction of heavy atoms at the interface. Equation 5.11 suggests that the transmission between modes that

do not conserve k⊥, Tk⊥,k′⊥ , is proportional to the square of the difference between the atomic masses of the

contacts, (ml −mr)
2, to the alloy scattering factor, (1− α)α, and to some function of the acoustic properties

of the contacts. The equation does not capture the decrease in transmission among the modes that conserve

k⊥ due to disorder. It also over predicts the contribution from transmissions that do not conserve k⊥ and

does not capture their asymmetric bias as a function of junction mass (Fig. 5.2). In spite of that, it provides

a sense for the expected conductance enhancement by mixing and insight on how to build the transmission

between different modes, which is an important step forward towards qualitative understanding of interfacial

conductance.

5.4 Simulation details

Each interface consists of two contacts joined by a layer of primitive unit cells (Fig. 5.1). We find the

interfacial thermal conductance using NEGF and assume that the crystal structure, lattice constant a and

IFCs are invariant throughout each system. This commonly used simplification [83, 84, 80, 85] provides

an easy way to study thermal conductance through vibrationally mismatched interfaces. Moreover, the

simplification is well suited for Si/Ge interfaces because the IFCs of these materials are very similar [43]
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and therefore the difference in atomic mass is a dominant scattering mechanism [78]. The ratio between the

atomic masses of the contacts is 3 (ml = 40 amu and mh = 120 amu) for all the systems but the diamond

crystal, where we use the masses of Si and Ge.

The IFCs for the scalar SC and FCC interfaces are built considering only nearest neighbor interactions

described by a force constant of 45 N / m. Assuming a = 5 Å, the thermal conductance for the abrupt interface

is given by Gabr = 7.5 MW m−2 K−1 for SC and Gabr = 44.3 MW m−2 K−1 for FCC at a temperature of

300 K. Note that the value for FCC is ∼ 6 times larger than for SC because the FCC crystal has twice the

number of atoms per cross sectional area and its MT is ∼ 3 times larger (Fig. 5.3a and 5.4a).

For the FCC LJ interfaces, the IFCs are extracted from the Lennard-Jones potential using ε = 0.0503 eV,

σ = 3.37 Å and a cut-off distance of 2.5σ. This potential generates interactions up to fifth-nearest atomic

neighbors and corresponds to an equilibrium lattice constant of a = 5.22 Å. The potential is chosen to be

identical to that used by English et al. [85] to have a point of reference for benchmarking. In fact, we checked

the consistency of our IFCs by comparing the phonon dispersions and densities of states against the reference.

The conductance for the abrupt interface is Gabr = 57.8 MW m−2 K−1 at a temperature of 147 K. Our

non-equilibrium molecular dynamics (NEMD) simulations predict a larger Gabr = 97.41 MW m−2 K−1 at a

temperature of 30 K due to anharmonic transmission of phonons beyond the cut off frequency of the heavy

material. Note that very low temperature NEMD results, which are classical and mostly harmonic, should

tend to high temperature NEGF results, where the Bose-Einstein distribution approaches the classical limit.

For the DC crystal we use the IFCs from silicon extracted using Quantum Espresso, which is a software

package for performing calculations using density functional perturbation theory, that has successfully

predicted and matched experimental Kapitza conductance and thermal conductivity without any fitting

parameters [25]. In this calculation, we used local density approximation (LDA) of Perdew and Zunger

[86] with direct fitting. The cutoff energy for the planewave kinetic energy is 30 Ryd, while the k sampling

is 4 × 4 × 4 with Monkhorst-Pack method. We also considered 4 × 4 × 4 q points when calculating the

dynamical matrix. The lattice constant for silicon is found to be 5.398 Å. Our parameters were chosen after

carefully satisfying convergence tests, and the dispersion of silicon matches the experimental data quite well.

For simplicity in the calculations, we only consider interactions up to the second nearest neighbor. Our

simulations predict Gabr = 242.5 MW m−2 K−1 at 300 K. To check our code, we simulate the same interface

with IFCs extracted from Stillinger-Weber potential and obtain Gabr = 276.6 MW m−2 K−1 at 300 K, which

is comparable to the Gabr = 280 MW m−2 K−1 reported by Tian et. al. [43] for the same interface, potential

and temperature. Those values are within 15% of the ones obtained using lattice dynamics and NEMD

calculations Gabr ≈ 310 MW m−2 K−1 at 300 K [76, 81].

All our MT calculations are done in transverse wavevector space (k⊥-space) to simplify the 3D problem
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into a sum of 1D independent problems. For the abrupt and uniform interfaces each 1D chain consists of

primitive unit cells. For the mixed interfaces we increase the size of the unit cell and randomly choose the

atoms at the junction layer according to the desired average mass. The unit cell for SC has 36 atoms, for

FCC has 32 atoms, for FCC LJ has 18 atoms and for diamond has 36 atoms. For the diamond crystal we

also simulated 16 and 64 atoms and did not see appreciable changes in the results. Based on this, the results

for FCC LJ might change less than 5% if we increase the number of atoms. The MT for scalar SC and FCC

agree with the MT obtained using Eq. 5.29. For each mixed interface, we report the average over more than

12 independent calculations and in Fig. 5.2 we also report the standard deviation.

To split the contribution of MTmix from the modes that conserve and do not conserve k⊥ (dashed line in

Fig. 5.3a and 5.4a), we find the transmission directly from Eq. 5.29 in a system with 40× 40 atoms in the

cross section and periodic boundary conditions. Our results show the average over 12 independent simulations

of random distributions of atoms at the junction.

To calculate propagating modes for a contact we simulate an “interface” where the leads and junction

are the same material. In this case T = 1 because there is no interface and MT = M . The dispersions in

the scalar SC and FCC crystals are simple enough that we found the propagating modes analytically by

projecting the frequency iso-surface onto the kx, ky plane.

5.5 Polarization-Resolved Transmission

To find the transmission resolved by polarizations we start by 1) choosing a frequency ω for which we identify

all the propagating and evanescent modes of both contacts. This is done by solving a generalized eigenvalue

problem as explained by Wang et. al. (Sec. 2.2.2 of [31]). Then we 2) assign a polarization to each of

the propagating modes. That is, we find the dispersion branch to which each mode belongs. This is done

by moving in small wavevector increments from k0, a fixed wavevector where we know the correspondence

between eigenvalues (frequencies), eigenvectors (polarizations) and branches, to k′, the wavevector of the

phonon we want to label. In each step we calculate the eigenvectors of adjacent k grid points and project

ones into the others. Then according to the maximum projection between eigenvectors we assign a branch to

each of the eigenvalues and eigenvectors of the next grid point. Once we assigned a label to each propagating

mode we 3) find the response around the interface to an incident mode from the left contact. This is done

using the Green’s function of the system, which is the impulse response of the system, by exciting the system

with a superposition of impulses that resemble the mode. Then we 4) project the part of the response at

the right contact onto the modes of that contact. At this point we have the amplitude of the impinging
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Figure 5.8: System split into sites in the transport direction.

and transmitted modes. Finally, we 5) find the current carried by each mode and the transmission between

modes, which we label according to the labels of the modes involved.

For mixed interfaces we have to unfold the dispersion branches of the supercell to be able to identify

their polarization and label them consistently with primitive unit cell polarizations. We start this process

by expressing a particular eigenvector of the supercell as a linear combination of eigenvectors of primitive

unit cells [87]. Then, we find the polarizations of each of the primitive unit cell eigenvectors following the

process outlined in step 2. These primitive unit cell eigenvectors have the same polarization. Thus, we assign

a unique polarization to the supercell eigenvector and to the corresponding eigenfrequency.

5.6 Transmission for Mixed Interface

Our aim is to solve the scattering problem of a wave impinging on an interface to obtain Eq. 5.9, 5.10 and

5.11. To this end we 1) assume incident, reflected and transmitted waves and find an equation relating their

amplitudes. Then we 2) approximate that equation to find an analytical solution. Finally we 3) find the

transmission from the ratio between transmitted and incident currents and sum them up to get MT .

5.6.1 Equation Relating Amplitudes

Consider a system split into sites in the transport direction (Fig. B.1) and described by the equation of

motion

ω2Msysχ = Fsysχ, (5.12)

with Msys the mass matrix of the system

Msys =



. . .

M1

M2

M3

. . .


, (5.13)
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Fsys the force constant matrix of the system

Fsys =



. . .

Fon1 Foff1

F †off1 Fon2 Foff3

F †off3 Fon3

. . .


(5.14)

and χ the vector containing the displacements from equilibrium of each of the atoms of the system. The

equation of motion for the interfacial site is given by

ω2M2χ0 = Fon2χ0 + F †off1χ−1 + Foff3χ1 (5.15)

Because of the periodicity of the contacts, plane waves of the form χn = Xje
ikjna (Bloch states) satisfy the

equation of motion for any contact site if Xj , the polarization vector, satisfies

ω2MXj =
[
Fon + F †offe

−ikja + Foffe
ikja
]
Xj . (5.16)

In terms of these plane waves we assume a solution for the system of the form

χn =
∑
k+1

Ak+1
Xk+1

eik
+
1 na +

∑
k−1

Bk−1
Xk−1

e−ik
−
1 na (5.17)

for n ≤ 0, and for n ≥ 0

χn =
∑
k+3

Ck+3
Yk+3

eik
+
3 na, (5.18)

where + and − refer to plane waves propagating to the right or left, X and Y refer to the polarizations

on the left and right contacts. We replace the assumed solution (Eq. 5.17 and 5.18) into the equation of

motion at the interface (Eq. 5.15). For the factor F †off1χ−1, we split each F †off1e
ik±1 a into Hermitian and

anti-Hermitian parts. We replace the Hermitian part in favor of ω2M1 − Fon1 using Eq. 5.16 and reorganize

the anti-Hermitian part in matrix notation to get

F †off1χ−1 =
ω2M1 − Fon1

2
χ0 − ZAV1+A− ZBV1−B, (5.19)
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with V1+ and V1− the matrices whose columns are the polarizations Xk+1
and Xk−1

respectively and with

ZA =
Foff1V1+λ1+V

−1
1+ − F

†
off1V1+λ

−1
1+V

−1
1+

2
, (5.20)

ZB =
Foff1V1−λ1−V

−1
1− − F

†
off1V1−λ

−1
1−V

−1
1−

2
, (5.21)

λ1± =



eik
±
11a

eik
±
12a

eik
±
13a

. . .


, (5.22)

where the second subindex of k±11 run over the possible k±1 . In a similar way we get that

Foff1χ1 =
ω2M3 − Fon3

2
χ0 + ZCV3+C (5.23)

with

ZC =
Foff3V3+λ3+V

−1
3+ − F

†
off3V3+λ

−1
3+V

−1
3+

2
. (5.24)

Equating Eq. 5.17 and 5.18 at n = 0 and putting Eq. 5.19 and 5.23 into Eq. 5.15 we get the following set

of equations

χ0 = V1+A+ V1−B = V3+C, (5.25)

∆χ0 = −ZAV1+A− ZBV1−B + ZCV3+C, (5.26)

with

∆ = ω2

[
M2 −

M1 +M3

2

]
−
[
Fon2 −

Fon1 + Fon3

2

]
From there we can derive the coefficients for the transmitted waves

C = V −1
3+ (∆ + ZB − ZC)

−1
(ZB − ZA)V1+A (5.27)

5.6.2 Approximation of Amplitudes Equation

Imagine that each site on Fig. B.1 consists of a cross sectional plane of atoms in the mixed interface (Fig. 5.1b).

For the SC and FCC scalar systems, the force constants are invariant in the transport direction, periodic in

the transverse direction and scalar between atoms. Thus, V = V1+ = V1− = V3+. V is the matrix associated

with a Fourier transformation into the transverse k-space, whose columns are plane waves defined by k⊥ over
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the N atomic positions rn in a cross sectional plane

V =
1√
N


| |

eik⊥1rn eik⊥2rn · · ·

| |

 . (5.28)

Using this information we simplify the relation between the impinging and transmitted waves (Eq. 5.27) as

C =
(

∆̃ + Z̃B − Z̃C
)−1 (

Z̃B − Z̃A
)
A (5.29)

where the tilde means the matrix in Fourier space, i.e. Z̃A = V †ZAV . Because of transverse periodicity, all

the matrices in Eq. 5.29 are diagonal except

[
M̃2

]
i,j

=
1

N

∑
n

[M2]n,ne
i(k⊥j−k⊥i)·r (5.30)

For i = j the term reduces to the average if the interfacial masses

[
M̃2

]
i,i

= 〈M2〉 = (1− α)ml + αmh, (5.31)

where α is the fraction of heavy atoms at the interfacial layer. For i 6= j we are calculating a frequency

component of a random distribution of masses, which should spam over all the k⊥ spectrum. Thus we assume

that all the off diagonal components of M̃2 have the same magnitude. We estimate the value using Parseval’s

theorem, the power spectrum in real space and the transformation of the interfacial mass function at k⊥ = 0

∣∣∣M̃i,j

∣∣∣ =

√
(1− α)α

N − 1
|ml −mh| . (5.32)

Plugging this simplification and ZB = −ZA into Eq. 5.29 our problem reduces to solve

C = −2



ζk⊥1

ε

ε ζk⊥2

. . .



−1

Z̃Ak⊥1

Z̃Ak⊥2

. . .

A, (5.33)

with

ζk⊥ = ω2

(
〈M2〉 −

mh +ml

2

)
− (Z̃Ak⊥ + Z̃Ck⊥)
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ε = ω2

√
(1− α)α

N − 1
|ml −mh| .

ε is small since it is inversely proportional to
√
N − 1, so we approximate the inverse of the matrix using the

first order of its Taylor expansion (A+B)−1 ≈ A−1 −A−1BA−1 with A being the diagonal part and B the

rest. Finding the inverse and solving Eq. 5.33 we get that

C = QA (5.34)

with

Qln =


−2ZAk⊥n
ζk⊥n

if l = n

ε2ZAk⊥n
ζk⊥lζk⊥n

if l 6= n

(5.35)

Where Qln relates the amplitude An of the n incident mode with amplitude Cl of the l transmitted mode.

5.6.3 Find the Transmission

Now that we know the coefficients we can calculate the transmission from mode An to mode Cl by dividing

the transmitted by the incident current [6, 82]

Tln =
Γrkl
Γlkn

∣∣∣∣ ClAn
∣∣∣∣2 =

Γrkl
Γlkn

|Mln|2

to obtain

Tln =


Γlk⊥nΓrk⊥n

|ζk⊥n |
2 if l = n

ε2Γlk⊥nΓrk⊥l

|ζk⊥l |
2|ζk⊥n |

2 if l 6= n

(5.36)

with

ζk = ω2

[
〈mn〉 −

ml +mr

2

]
+ i

[
Γlkn

2
+

Γrkn
2

]
.

Here we replace

ZAk⊥ = −iΓlk⊥
2

ZCk⊥ = −iΓrk⊥
2

,

which is true only for the propagating modes and therefore it works only when both of the modes involved in

Tln are propagating, i.e. when Tln 6= 0.

Then the MT per unit cell is

MTpuc =
1

N

∑
n

ΓlknΓrkn

|ζkn |
2 +

1

N

∑
l 6=n

ε2ΓlknΓrkl

|ζkl |
2 |ζkn |

2
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and from there Eq. 5.9, 5.10 and 5.11 follow.

5.7 Summary of Contributions

We quantify the role of crystal structure and interface morphology on the interface thermal conductance.

We show that the crystal structure (SC: simple cubic, FCC: face centered cubic, or DC: diamond cubic)

determines the relative magnitude of the minimum of the contacts’ modes Mmin vs. the conserving modes

Mc that conserve the component of phonon wavevector transverse to the interface k⊥. On the other hand, the

interfacial morphology (abrupt, uniform: with an added homogeneous layer, or mixed: with atomic disorder)

determines if phonons can move through Mc or Mmin. Specifically,

1. We find that adding a unit cell monolayer of mixing to an abrupt interface enhances the interfacial

conductance, but the degree depends on the ratio Mmin/Mc.

2. For a scalar FCC crystal, where Mmin ≈ Mc, we show that the conductance of a mixed interface

increases relative to that of an abrupt interface by 13%. This modest enhancement comes from a

balance between the new accessible modes and the extra scattering created by disorder.

3. For a SC crystal, we show that the relative conductance increment from the abrupt interface to the

mixed interface is ∼ 150%. This large enhancement comes from a region where there are available

modes but they do not overlap (Mmin > Mc = 0) because of a central void of modes in the Brillouin

zone.

4. We show that the void appears when the upward shift in the subbands dominate their shrinking as k⊥

increases, which happens due to the independence of interlayer coupling from k⊥.

5. For a DC crystal, we find that the effect of mixing depends on the polarization. In particular, mixing

increases transmissions between TA branches but not between LA branches. The modes for the TA

branches present a central void similar to what we saw in the SC crystal. This suggests that materials

with modes containing central voids are prone to high conductance enhancement by mixing.

6. We also find that the conductance across a mixed interface does not always increase relative to that at a

uniform interface. In fact, it increases for SC and DC but decreases for FCC, and is once again correlated

with the ratio Mmin/Mc. This suggests that the commonly invoked virtual crystal approximation

alternatively overestimates or underestimates the effect of interfacial mixing on thermal conductance.



Chapter 6

Conductance Across Many

Boundaries in 3D

6.1 Thermal Conductance Varying Layer Mass and Length

Figure 6.1: Schematic of a) an abrupt interface and b) a bridged interface with an added intermediate layer.

We calculate the thermal conductance of interfaces between two contacts with an added intermediate

thin layer (Fig. 6.1b). The layer mass is varied in between the contact masses, whose ratio equals 3. The

length of the layer varies from a couple of atomic layers to tens of atomic layers, so the maximum layer

thickness is on the order of tens of nanometers. The interatomic force constants and lattice constants are kept

invariant along the system. We simulate two different structures: 1) a face centered cubic (FCC) crystal with

interatomic force constants extracted from Lennard-Jones (LJ) potential and contact masses ml = 40 uma

and mr = 120 uma. And 2) a diamond cubic (DC) crystal with interatomic force constants extracted from

Stillinger-Weber (SW) potential [88] and contact masses ml = 28 uma and mr = 84 uma. The conductance

is calculated from harmonic NEGF as well as from NEMD. Fig. 6.2 and Fig. 6.3 show the results of our

calculations for the cases mentioned above.

Our simulations suggest that anharmonicity is a key factor to enhance the abrupt interface conductance

by adding a bridging layer. Indeed, the MD results, which include anharmonicity, show a maximum relative

65
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Figure 6.2: Conductance vs. junction atomic mass for different junction lengths. The IFCs come from the LJ
interatomic potential. The conductance increases in the harmonic regime only 8%, while the conductance
increases when anharmonicity is present by about 33%. This implies that anharmonic processes of phonons
are the dominant factor for the enhancement of interfacial conductance, while impedance matching plays a
minor role.

increase in conductance over four times larger than the one from NEGF simulations, which is a harmonic

calculation. For instance, for a layer of six unit cells, Fig. 6.2 shows a 35.56% enhancement at T = 30 K

for MD while only a 8.04% enhancement for NEGF. This is not only due to the expected linear increase

in conductance usually seen in MD simulations [cite]. In fact, the extrapolation of the relative maximum

conductance enhancement to T = 0 K (Fig. 6.4) comes close to the NEGF result for very short layers but not

for longer layers. This suggests the existence of an additional mechanism that is decreasing the conductance

enhancement in the ballistic regime. The mechanism is a decrease in the number of conducting channels

brought by an extra constraint on the modes that can conserve transverse momentum (Sec. 6.2).

From the MD results we can make several observations. As the layer length L increases, the conductance

curve shifts downwards. The difference between maximum and minimum conductance decreases for short L.

However, it becomes stable for L longer than 4 unit cells. This suggest that in the long length regime, the

explanation for the G vs. mJ shape is independent of length. In this regime, we can model the interface

resistance as the sum of the boundary resistances plus the layer resistance, where the downward shift as L

increases is accounted by layer resistance while the shape of G vs mJ , including the position of the maximum,

depends only on the boundary resistances (Sec. 6.3).

In the short length regime, the NEGF results present a decrease in the difference between maximum and

minimum conductance as L increases. This decrease might be related to the analog decrease seen in the MD

results because anharmonicity is reduced for lengths shorter than the phonon-phonon scattering length. In
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Figure 6.3: Conductance vs junction atomic mass for different junction lengths. The IFCs come from the SW
interatomic potential. The conductance decreases in the harmonic regime when we add a junction material.
This means that impedance matching is not useful to enhance conductance.

Figure 6.4: Extrapolation of the maximum relative conductance enhancement calculated by MD to T = 0.
The extrapolation comes close to the NEGF result for very short layers but not for longer layers. This
suggests the existence of an additional mechanism that is decreasing the conductance enhancement in the
ballistic regime. The mechanism is a decrease in the number of conducting channels brought by an extra
constraint on the modes that can conserve transverse momentum.

the long length regime, the G vs. mJ curves from NEGF are independent of L. This can be explained by

decomposing the 3D system into decoupled “1D like” subsystems. The transmission for each subsystem is

given by an oscillating function whose envelope functions are fixed by the material properties (See Fig. 2 of

[82]). As we increase L, the frequency of the oscillations increases but the envelopes remain constant. Thus,

for L > L0, the oscillations are equally averaged by the frequency integral on the conductance (Eq. 2.1).

The G vs. mJ curves from NEGF present some wiggles that can be associated with how the average

transmission per mode changes as mJ changes (Sec. 6.2). On the other hand, the wiggles are not present in

the MD simulations. This is the result of a sum of boundary resistances, each one monotonically increasing

with increasing mismatch. Finally, note that G for the bridged interface increases with respect to G for the

abrupt interface for the LJ potential while it decreases for the SW potential. These conductance results
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follows from two competing effects: a decrease in the number of available modes vs. an increase in the average

transmission (Sec. 6.2.).

6.2 Harmonic limit: Increasing Transmission vs. Decreasing Con-

serving Modes

The idea of adding an intermediate material at an interface to increase its conductance was born from

wave mechanics, where the transmission at boundaries increases as the “mismatch” decreases. At particular

frequencies, we can even achieve unit transmission when the interface contacts are impedance matched. The

decrease of interfacial conductance on Fig. 6.3 shows that this idea is incomplete. In this section we show

that the effect on interface conductance by the added intermediate layer results from a competition between

an increase in the average transmission due to our initial idea and a decrease in the number of conducting

modes that can conserve transverse momentum.

Conductance G (Eqs. 2.1 and ??) is related to the product of the number of modes times the average

transmission per mode MT , which can be expressed as the sum of all the possible transmissions between

propagating modes of the materials

MT =
∑

k⊥L,k⊥J ,k⊥R

Tk⊥L,k⊥J ,k⊥R (6.1)

Because the interfaces on our simulations are periodic in the transverse direction, transverse phonon momentum

must be conserved. Thus, only transmissions that involve propagating modes with the same perpendicular

wavevector are nonzero. Since those are the actual modes contributing to transport, we conveniently express

the MT factor as

MT =
∑
k⊥

Tk⊥ =
∑

k⊥with
Tk⊥ 6=0

Tk⊥ = McTc (6.2)

where k⊥ varies over the whole perpendicular Brillouin zone and the number of conserving modes Mc and

the average transmission over the conserving modes are given by

Mc =
∑

k⊥with
Tk⊥ 6=0

1 Tc =
1

Mc

∑
k⊥

Tk⊥ (6.3)

Note that Mc depends only on bulk material properties. For instance, for homogeneous materials, T = 1 and

we can calculate the material modes from NEGF as M = MT = Trace{ΓlGΓrG
†}. With the modes of the
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composing material ML, MJ and MR, which are functions of both frequency ω and transverse wavevector

k⊥, the conserving modes are given by

Mc(ω) =
∑
k⊥

min (ML(ω, k⊥),MJ(ω, k⊥),MR(ω, k⊥)) (6.4)

Mc is powerful concept similar in spirit to AMM and DMM, since it describes part of the interface conductance

only with knowledge of bulk properties. Thus, conclusions based on Mc could easily motivate genomic studies

of materials.

To compare the relative change in conductance, conserving modes and transmission of the bridge interface

with respect to the abrupt one, let us define the conductance due to the conserving modes as

GMc =

∫ ∞
0

dω

2π
~ω

∂N

∂T
Mc. (6.5)

By multiplying and dividing the actual conductance (Eq. 2.1) by this quantity, we can estimate an average

transmission over frequency 〈T 〉ω

〈T 〉ω = G/GMc
(6.6)

and rewrite the conductance as

G =

∫ ∞
0

dω

2π
~ω

∂N

∂T
McTc = GMc〈Tc〉ω. (6.7)

Now we can define the conductance change of the bridge interface relative to the abrupt interface as

G

G0
=

GMc

GMc0

〈Tc〉ω
〈Tc0〉ω

, (6.8)

where the quantities with a 0 sub index refer to the abrupt interface. Mc0 is defined analogous to Eq. 6.4,

but the minimum is taken only over the modes of the contact materials. Note that the relative change

in conductance is the product of the relative change in conserving modes times the relative change in the

transmission.

For a single boundary, Fig. 6.5 shows that as the mass ratio tend to one, or the “mismatch” decreases, the

conductance increases because both the number of conserving modes and the transmission are increasing.

When we add the intermediate material to an abrupt interface, Fig. 6.6 shows that the conductance can

either decrease or increase according to the balance between increasing the transmission and decreasing the

conserving modes. In another way, conductance depends on the sum over nonzero transmissions. On one side,
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Figure 6.5: For single boundaries, as the ratio between the masses decreases, the interface thermal conductance
increases as a result of an increase in both the number of conserving modes and the transmission.

the average transmission increases, but on the other side, the number of nonzero transmissions decreases. For

the FCC crystal with LJ potential, the increase in transmission is enough to counter balance the decrease

in conserving modes. However, for the DC crystal with SW potential, the decrease in conserving modes

dominates and causes an overall decrease in conductance. This could motivate a genomic study of materials

to find material combinations that decrease the less the conducting modes. Those combinations should be

prone to increase of interface thermal conductance when the layer is added.

Figure 6.6: For an interface with an intermediate layer, the interface conductance results from an interplay
between increasing the transmission due to decreasing the “mismatch” at each boundary and decreasing the
number of conserving modes due to a new restriction coming from the intermediate material.

The decrease in the conserving modes arises due to an added constraint. The transverse momentum have

to be conserved in three materials instead of two, which implies taking the minimum over tree quantities

instead of two (Eq. 6.4). Therefore, in the process of adding an intermediate material, the conserving modes

only can decrease from that of the abrupt interface. For instance, Fig. 6.7 shows how the extra constraint

decreases the number of modes.
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Figure 6.7: The figure shows the available modes for each material and how the adhesion material puts an
extra constrain on the conserving modes. Thus hurting Mc and decreasing the number of available modes.
We plot the cases in which GMc is minimum. (I should probably plot Mc for the abrupt interface also, that
will allow a better comparison)

6.3 Anharmonic limit: Decreasing Boundary Resistance vs. In-

creasing Intermediate Layer Resistance

This section describes how to find the intermediate layer mass that leads to maximum conductance. From

MD results in Fig. 6.2 and 6.8a, the maximum G happens for mJ between 70 amu and 80 amu, when the

contacts masses are mL = 40 amu and mR = 120 amu. When the contacts masses are mL = 40 amu and

mR = 240 amu (Fig. 6.8b), the maximum is around mJ = 100 amu. Based on these two results, it seems

that the mJ that maximizes G is close to the geometric mean of the contacts masses.

Figure 6.8: Conductance vs. junction atomic mass for two different mr. We see a shift in the maximum
conductance to the left. Note the non additivity for NEGF of resistances. I bet if I sum the interfaces
contributions is different

The geometric mean condition follows because the interface resistance can be decomposed as the sum of

the boundary resistances plus the junction resistance; and each boundary resistance increases monotonically as
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the mass ratio increases. To minimize the resistance, we want to minimize the mass ratio at both boundaries

at the same time, which best case is when the ratios are equal. Finally, equal mass ratios lead to the GM

condition. To prove the point we proceed in the following way: 1) We find out how the single boundary

resistance depends on the mass ratio and cut off frequency. 2) We show that the minimum of the sum of

individual resistances agrees with the maximum seen in our simulations. 3) We minimize the sum of boundary

resistances and find that mJ is close to the GM.

We start by dividing Eq. ?? by the minimum cut off frequency of the contacts ωmin and reorganizing it

to define a frequency average of MT per unit area

G

ωmin

2π

kB
=

1

ωmin

∫ ωmax

0

dω
MT

A
= 〈MT 〉ω . (6.9)

We use ωmin in the definition to be able to compare with 〈MT 〉 obtained from harmonic NEGF, where

transmission is zero beyond ωmin. Note that if we decide to divide over the maximum frequency instead, it

should also works out. In essence, that frequency places the mass ratio in the frequency domain to allow for

a conductance calculation.

From each of our MD simulations for bridged interfaces, we extracted two boundary conductances and

plot the 〈MT 〉ω as a function of the mass ratio in Fig. 6.9a. Since all the data falls under a single curve,

we assume that 〈MT 〉ω is a function of the mass ratio. Note that the data for the left interface (red) is in

general larger than the one for the right interface (blue). This is because the average temperature on the left

boundary is larger than that on the right boundary, since T is decreasing from left to right. Thus, 〈MT 〉ω is

a function only of mass ratio and temperature. This makes sense since the only variables are the masses of

the materials. Fig. 6.9a also plots 〈MT 〉ω obtained from NEGF. That 〈MT 〉ω is bounded because NEGF

always includes the contact resistance. When we subtract the contact resistance, the NEGF 〈MT 〉ω is an

increasing function of the mass ratio, similar to the MD result.

Using Eq. 6.9, we can rewrite G as

G =
kB

2πAcuc
ωmin〈MT 〉A, (6.10)

where we use the area of the conventional unit cell Acuc to get the 〈MT 〉ω per conventional unit cell. With

this definition we can write the total resistance

RT = RLJ +RJ +RJR (6.11)
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Figure 6.9: 〈MT 〉A for a single interface is a function of the ratio of the masses only. left this figure shows
the mJ that lead to minimum resistance calculated from RT = R1 +R2, the definition of R as a function of
the cutoff frequency and AvgMT that depends on the mass ratio. This prediction based on single junction
knowledge is contrasted vs the GM and the maxima from eyeballing from the MD results. Note that the
RT are done summing the resistance from NEGF- the contacts resistance. The interpolation from MD
have problems because is is not smooth and I get maxima at dirent places. Maybe the interpolation is not
guaranteing the minimum increase requirement

as

RT =
2πAcuc

kBωcL
√
mL

 √
mJ〈

MT
(
mL
mJ

)〉
A

+

√
mR〈

MT
(
mJ
mR

)〉
A

+RJ , (6.12)

where we have replaced ωmin with the minimum of the cut off frequencies each boundaries and we have used

ωcJ = ωcL
√
mL/mJ and ωcR = ωcL

√
mL/mR, which comes from the fact that the materials are the same

except for the mass, so the dispersion, DOS and M are copies of the same function expanded or contracted

in the frequency domain.

Now to find the minimum resistance we derivate with respect to mJ so

∂RT
∂mJ

=
1

2
√
mJMT (mLmJ )

−
√
mJ

(
1

MT (mLmJ )

)′
mL

m2
J

(6.13)

+
√
mR

(
1

MT (mJmR )

)′
1

mR
= 0 (6.14)

If we neglect the first term, assume that
√
mJ ≈

√
mR and assume that the derivative is large, the GM will

make the derivative the same and at the same time cancel the remaining factors. The exact solution is shown

in Fig. 6.9b, where we can it is close to the GM.

6.4 Summary of Contributions

• In the harmonic regime, the addition of the layer can either increase or decrease the interface conductance

according to which of two competing effects dominates. On one hand, (1) average phonon transmission

increases due to an improved matching of the contact impedances. On the other hand, (2) the number
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of available conduction channels decreases because the layer adds an extra constraint on the set of

modes that can conserve transverse momentum.

• In the anharmonic regime, the added layer increases the interface conductance if the decrease of resistance

at the contact-layer boundaries surpasses the increase of resistance by the layer itself. Moreover, the

conductance maximizes when the mismatch at the contact-layer boundaries is equal. For the particular

systems simulated in this work, where only the atomic mass changes, the boundary resistance depends

predominantly on the mass ratio. Thus, maximum conductance happens when the layer mass is close

to the geometric mean of the contact masses, since this condition equate the boundaries mass ratios.



Chapter 7

Conclusions and Future work

7.1 Conclusions

In this work we study phonon transport across interfaces with single and multiple boundaries varying the

dimensionality, the crystal structure, the interface morphology and the transport regime. In the process we

have developed the infrastructure to simulate phonon transport using non-equilibrium Green’s functions

in the harmonic and anharmonic regimes, coupled with interatomic force constants that can come from

interatomic potentials as well as from first principles. We also develop various codes to find the transmission

resolved by polarization and many relevant solid states quantities including DOS and dispersion. Combining

Landauer theory with NEGF, we have gained insights on the processes determining phonon flow in the

different interfaces studied. We have also provided rules for choosing the intermediate layer to be added to

an interface to maximize its thermal conductance in the various interfaces and limits studied. Overall, the

most important contributions of this document are 1) the connection between the broadening matrix and

the impedance, which have the potential to easily allow transfer of knowledge between disciplines; and 2)

the idea of describing conductance in terms of conserving and minimum modes, which proved very useful in

identifying the strength of the conductance enhancement in interfaces with single and double boundaries.

7.2 Future Work

Looking ahead, there are many problems left. The most important in my opinion is the generalization of the

anharmonic NEGF infrastructure to 3D. This will require a considerable effort on developing formalism and

defining the simplifications that will make an anharmonic NEGF simulation for large systems viable. This

will have a great impact on the nanoscale heat transfer community, since NEGF present unique advantages
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over other methods (See introduction). For example, this will allow us to find how scattering rates are

affected by the finite size of the samples from first principles. The second important problem to tackle is

how to combine individual interface conductances to obtain the conductance of a whole system in different

transport regimes. This could be combined with generalizations of the impedance concept to create analogies

of the scattering matrix theory. The third important problem is to develop simple models to include the role

of interfacial properties on the interface thermal conductance. This long standing problem, has not been

satisfactory solved yet, but it an important need of the community.
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Appendix A

NEGF Phonons

A.1 Problem and Approach: Big Picture

Imagine a system formed by two huge contacts or phonon reservoirs kept at different thermal equilibriums

and connected through a channel. The hotter contact wants to bring the channel to its thermal equilibrium

injecting energy carriers into the channel. Contrary, the cooler contact sucks energy carriers from the channel

trying to bring it to its thermal equilibrium. This interplay generates a thermal energy flow from the hotter

to the cooler contact [24]. Intuitively, this energy flow should depend on the contacts temperature or in other

words, on the number of energy carries (phonons) at the contacts. It also depends on how easy a carrier

enters or leaves the channel and on how many places are available in the channel to put carriers. Quantifying

the former insights within the NEGF formalism is our goal on section A.2.

Non Equilibrium Green’s Function (NEGF) formalism is used to find the thermal energy current. This

methodology starts by finding the classical phonon or wave ν formed inside the channel due to the incident

classical phonons µ1 and µ2 from the contacts at a particular frequency ω. Then, from the change of energy

in time associated with ν, the thermal current due to µ1 and µ2 is calculated. Finally, total thermal current

is obtained by adding the contribution of different frequencies weighted by the average occupancy of phonons

at the contacts.
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A.2 Transport Formalism

A.2.1 System Equations: Preliminars

Imagine two isolated contacts (1 and 2) and an isolated channel where the deviations of their atoms from

their equilibrium positions are the components of the vectors χ1, χ2 and χ respectively. Using Newton’s

laws, the movement of every atom in contact 1 is described by the matrix equation

MR1
d2χ1

dt2
+KR1χ1 = 0, (A.1)

where MR1 is a diagonal matrix containing the mass of contact 1 atoms and KR1 is a hermitian matrix

consisting of force constants coupling neighboring atoms.

Since the dimensions of χ1 are irrelevant in solving equation A.1, χ1 is substituted by µ1 ∝ χ1 to facilitate

the coming treatment and enfasy that µ1 doesn’t have legth dimensions. However µ1 can be thought as

analog to χ1 for most purposes. Assuming µ1 = u1e
−iωt, equation A.1 becomes time independent

[ω2MR1 −KR1]u1 = 0. (A.2)

Finding an orthonormal basis of eigenvectors (normal modes or classical phonons) of equation A.2, which is

an important feature to develop the formalism, is not possible in general because M−1
R1KR1 is not necessarily

hermitian. To get around this, the normal modes of equation A.2 {uα1} are defined from the orthonormal

basis {uorthα1 } of eigenvectors of W orth
R1 = M

−1/2
R1 KR1M

−1/2
R1 as (Appendix A.5)

uα1 = M
−1/2
R1 uorthα1 . (A.3)

uorthα1 is chosen dimensionless to facilitate the normalization of the classical phonon energy (Subsection A.2.4).

Then, the dimensions of uα1 follow to be [M−1/2].

Similarly, the time independent matrix equations describing contact 2 and channel are

[ω2MR2 −KR2]u2 = 0 [ω2M −K]v = 0 (A.4)

and the normal modes of contact 2 {uα2} are defined from

uα2 = M
−1/2
R2 uorthα2 (A.5)
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To assure that the contacts remain in thermal equilibrium, equation A.2 (A.4) is modified with an

external excitation or input of phonons SR1 (SR2) and a damping or output of phonons iη. The latter is an

infinitesimal positive number that guarantees working with the retarded Green’s function.

[ω2MR1 −KR1 + iη]u1 = SR1, (A.6)

[ω2MR2 −KR2 + iη]u2 = SR2. (A.7)

In thermal equilibrium, the average occupancy of phonons in the contacts follows Bose-Einstein distributions.

N(ω) =
1

exp
(

~ω
kBT

)
− 1

. (A.8)

A.2.2 Scattering Problem

When the contacts couple with the channel the classical phonons in the contacts (u1 and u2) scatter at

the interfaces giving rise to a classical wave inside the channel (v) and backscattered classical waves in the

contacts (v1 and v2). This scattering problem for phonons of a particular angular frequency ω is described

by the matrix equation

G−1
sys


u1 + v1

v

u2 + v2

 =


SR1

0

SR2

 , (A.9)

where G−1
sys is given by



contact 1 channel contact 2

ω2MR1 −KR1 + iη −τ †1 0

−τ1 ω2M −K −τ2

0 −τ †2 ω2MR2 −KR2 + iη


τ1, τ2 represent the coupling between channel and contacts. That is, force constants relating atoms at the

interfaces. From the couple equation and using equations A.6 and A.7, v is solved in terms of the contact

classical phonons as

v = GS (A.10)
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where the channel Green’s function G turns out to be

G = [ω2M −K − Σ1 − Σ2]−1 (A.11)

The self energies Σ1 and Σ2 are complex non hermitian matrices with the channel size that depend on ω.

They represent the effects of contacts into the channel and they are related with the rate at which phonons

leave the channel. In fact, Σ makes the eigen frequencies complex causing a time exponential decay of ν.

The self energies are given by

Σ1 = τ1GR1τ
†
1 Σ2 = τ2GR2τ

†
2 (A.12)

with GR1 and GR2, the Green’s function of the contacts, defined by

GR1 = [ω2MR1 −KR1 + iη]−1

GR2 = [ω2MR2 −KR2 + iη]−1 (A.13)

Note that although Σ has the size of the channel, it comes from huge matrices multiplication and one of the

factors is the inverse of giant matrix. To make this computation viable, two suppositions are made about the

system. It is assumed that each atom interacts appreciably only with a finite number of neighbors, which

makes most of τ elements equal to 0. Thus, only a “small” portion of GR, called the surface Green’s functions

(gR), is required to perform the matrix multiplication. The second assumption is that the contacts are big

enough so they are well described as infinite crystals. Then the surface Green’s function can be found using a

recursive equation (This is explained in more detail in section A.3).

On the other hand, the input to the channel or the excitation from the contacts S is found to be

S = S1 + S2 = τ1u1 + τ2u2 (A.14)

and the backscattered phonons are given by

v1 = GR1τ
†
1v v2 = GR2τ

†
2v (A.15)

Based on equation A.11, A.12 and A.13, some useful quantities that will be used latter can be defined.

The spectral function in the contacts and channel AR1, AR2 and A which is related to the density of states in
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the contacts and channel (Subsection A.2.7) are defined by

AR1 = i(GR1 −G†R1) AR2 = i(GR2 −G†R2) (A.16)

A = i
(
G−G†

)
(A.17)

The broadening matrices Γ1 and Γ2, which are the antihermitian part of Σ1, Σ2 (Similar to the imaginary

part that generates a exponential decay of the amplitude of the waves) and are related with the rate at which

classical phonons leave the channel (Subsection A.3.2), are defined by

Γ1 = τ1AR1τ
†
1 = i(Σ1 − Σ†1)

Γ2 = τ2AR2τ
†
2 = i(Σ2 − Σ†2) (A.18)

A.2.3 Classical Phonons

Before calculating the thermal current, the energy of the classical phonon µα = uαe
−iωαt must be normalized

to ~ωα. Since µ ∝ χ, its energy should look similar to the energy associated with χ but with a normalization

constant. That is

Eµα = A

[
1

2
µ̇†αMRµ̇α +

1

2
µ†αKRµα

]
= ~ωα.

Using equations A.2 and A.3 and the orthonormality of {uorthα }, A = ~/ωα. Note that ~ and ωα are the two

natural constants of the problem.

With all the necessary elements at this point, a classical phonon is defined as

Definition 1. A classical phonon µα = uαe
−iωαt, with uα = M

−1/2
s uorthα , is a wave like vector with

dimensions [M−1/2] proportional to the “displacement” normal mode χα = xαe
−iωαt of a system defined by

[ω2
αMs −Ks]x = 0. Its associated energy is given by

Eµα =
~
ωα

[
1

2
µ̇†αMsµ̇α +

1

2
µ†αKsµα

]
= ~ωα.

From this energy, the thermal current between different degrees of freedom can be found by expressing

the change of energy as a divergence of something, which is then defined as thermal current. Expanding

the matrix equation, Eµα can be split in contributions from different degrees of freedom so that the energy
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associated with the nth degree of freedom is given by [27]

En =
~

2ωα

[
µ̇∗nmnµ̇n −

∑
m

µ∗nK
nmµm

]

where m varies over the degrees of freedom, Knm are the force constants relating different degrees of freedom

and Kmm = −
∑
mK

nm. Then, using M µ̈ = −Kµ the change of energy in time is given by

dEn
dt

= −
∑
m

~
2ωα

(µ∗nK
nmµ̇m − µ∗mKnmµ̇n),

which suggests the definition of the thermal current between degrees of freedom n and m as

Jnm =
~

2ωα
(µ∗nK

nmµ̇m − µ∗mKnmµ̇n) (A.19)

A.2.4 Thermal Current Carried by Classical Phonons

The energy associated with a general wave να = ve−iωαt representing the superposition of classical phonons

of frequency ωα coming from the contacts is described by

Eνα =
~
ωα

[
1

2
ν̇†M ν̇ +

1

2
ν†Kν

]
. (A.20)

Thus, the net steady state thermal current incoming into the channel due to classical phonons uα1 and

uα2 is given by

I(ω2
α) =

d

dt
Eνα = Tr

{
d

dt
Eνα

}
=

~
2ωα

Tr
{
ν̈†αM ν̇α + ν̇†αM ν̈α + ν̇†αKνα + ν†αKν̇α

}

Using Newton’s equation for the system

Msys


µ̈α1 + ν̈α1

ν̈α

µ̈α2 + ν̈α2

 = −Ksys


µα1 + να1

να

µα2 + να2





Chapter A NEGF Phonons 84

with

Msys =


MR1 0 0

0 M 0

0 0 MR2



Ksys =


KR1 τ †1 0

τ1 K τ2

0 τ †2 KR


to eliminate the second derivative and exploiting the fact that να = vαe

−iωαt, ναj = vαje
−iωαt, µαj =

uαje
−iωαt and ν̇α = −iωνα, the net incoming thermal current can be split in one incoming current from

contact 1 and one from contact 2 which can be further divided into inflow and outflow components.

I(ω2
α) =

Incoming current from contact 1︷ ︸︸ ︷
Inflowα1 + Outflowα1 +

Incoming current from contact 2︷ ︸︸ ︷
Inflowα2 + Outflowα2

=
~
2i

Tr
{
v†ατ1uα1 − u†α1τ

†
1vα

}
︸ ︷︷ ︸

Inflowα1

− ~
2i

Tr
{
v†α1τ

†
1vα − v†ατ1vα1

}
︸ ︷︷ ︸

Outflowα1

+
~
2i

Tr
{
v†ατ2uα2 − u†α2τ

†
2vα

}
︸ ︷︷ ︸

Inflowα2

− ~
2i

Tr
{
v†α2τ

†
2vα − v†ατ2vα2

}
︸ ︷︷ ︸

Outflowα2

.

A.2.5 Total Thermal Current

To find the total thermal current incoming into the channel from contact 1, the contribution due to the

classical phonon uα1, Inflowα1 , is simplified first. Using vα = G(ωα)τ1uα1 +G(ωα)τ2uα2 (equations A.10 and

A.14), u†α1uα2 = 0, u†α2uα1 = 0 (because of their localization on a particular contact) and equation A.17, the

inflow becomes (Remember Tr(AB) = Tr(BA))

Inflowα1 =
~
2

Tr
{
u†α1τ

†
1A(ωα)τ1uα1

}
.
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Now adding the contributions from all the classical phonons weighted by their average occupancy the total

inflow from contact 1 is given by

Inflow1 =
~
2

Tr

{∑
α

N1(ωα)τ1uα1u
†
α1τ
†
1A(ωα)

}
.

Turning the expression into an integral of angular frequency squared using the delta function δ(ω2 − ω2
α), the

inflow modifies to

Inflow1 =
~
2

∫
dω2N1Tr

{
τ1

[∑
α

uα1δ(ω
2 − ω2

α)u†α1

]
τ †1A

}
.

The summation can be expressed in terms of the contact Green’s functions. This process

requires the use of an orthonormal basis and is the reason to define the classical phonons {uα1} and {uα2}

from orthonormal basis {uorthα1 } and {uorthα2 }. It can be shown that (Appendix A.6 and A.7)

∑
α

uα1δ(ω
2 − ω2

α)u†α1 = δ
(
ω2MR1 −KR1

)
(A.21)

and

2πδ
(
ω2MR1 −KR1

)
= i (GR1 −GR1) = AR1 (A.22)

Replacing equations A.21 and A.22 and using equation A.18 the the total inflow from contact 1 to channel

becomes

Inflow1 =
~
2

∫
dω2

2π
N1Tr {Γ1A} =

∫
dω

~ω
2π
N1Tr{Γ1A} (A.23)

Note that the inflow depends on the average available number of energy carries (phonons) at the contact

1 N1, on how easy a carrier enters or leaves the channel Γ1 and on how many places are available in the

channel to put carriers A.

Similarly, to find the total outgoing thermal current from the channel to contact 1, the contribution due to

the classical wave vα1, Outflowα1 , is simplified first. Using equation A.12, A.15 and A.18, the outflow becomes

Outflowα1 =
~
2

Tr
{
vαv

†
αΓ1(ωα)

}

Now adding the contributions from all the classical phonons weighted by their average occupancy and

using vα = G(ωα)τ1uα1 +G(ωα)τ2uα2, u†α1uα2 = 0 and u†α2uα1 = 0, the total outflow to contact 1 is given
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by

~
2

Tr

{∑
α

N1(ωα)G(ωα)τ1uα1u
†
α1τ
†
1G(ωα)†Γ1(ωα)

}

+
~
2

Tr

{∑
α

N2(ωα)G(ωα)τ2uα2u
†
α2τ
†
2G(ωα)†Γ1(ωα)

}

Turning the expression into an integral of angular frequency squared employing the delta function δ(ω2−ω2
α),

the outflow modifies to

~
2

∫
dω2N1Tr

{
Gτ1

[∑
α

uα1δ(ω
2 − ω2

α)u†α1

]
τ †1G

†Γ1

}

+
~
2

∫
dω2N2Tr

{
Gτ2

[∑
α

uα2δ(ω
2 − ω2

α)u†α2

]
τ †2G

†Γ1

}

then using equations A.21 and A.22 and later equation A.18, the outflow becomes

Outflow1 =
~
2

∫
dω2

2π
Tr
{
G (N1Γ1 +N2Γ2)G†Γ1

}
Defining the inscattering Σin and the correlation function Gn as

Σin = N1Γ1 +N2Γ2 (A.24)

Gn = GΣinG† (A.25)

the total outflow from channel to contact 1 can be written as

Outflow1 =
~
2

∫
dω2

2π
Tr{Γ1G

n} =

∫
dω

~ω
2π

Tr{Γ1G
n} (A.26)

Note that the outflow depends on how easy a carrier enters or leaves the channel Γ1 and on the number

of energy carries (phonons) at the channel Gn. Using equation A.71 (Appendix A.8), the former can be

expressed as

Gn = A1N1 +A2N2 (A.27)

Then, the number of phonons in the channel is proportional to how many places are available in the channel

due to contact i Ai times how they are occupied Ni.
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Doing a similar process for contact 2, the inflow from contact 2 to channel and the outflow from channel

to contact 2 are given by

Inflow2 =
~
2

∫
dω2

2π
N2Tr{Γ2A} =

∫
dω

~ω
2π
N2Tr{Γ2A} (A.28)

Outflow2 =
~
2

∫
dω2

2π
Tr{Γ2G

n} =

∫
dω

~ω
2π

Tr{Γ2G
n} (A.29)

Finally, adding the inflow and outflow, the thermal current at contact i is given by

Ii =

∫
dω

~ω
2π
Īi (A.30)

with

Īi = Tr(ΓiA)Ni − Tr(ΓiG
n) (A.31)

A.2.6 Transmission

Replacing equation A.27 and A = A1 +A2 (equation A.71) in equation A.31, Ī1 becomes

Ī1 =Tr(Γ1A2)(N1 −N2) = Ξ12(N1 −N2)

where Ξ12 = Tr(Γ1A2) is called the transmission from contact 1 to contact 2. Similarly, Ī2 can be expressed

as

Ī2 = Tr(Γ2A1)(N2 −N1) = Ξ21(N2 −N1)

where Ξ21 = Tr(Γ2A1) is the transmission from contact 2 to contact 1. Since Ai = GΓiG
†, Ξ12 = Ξ21 and

Ī1 = −Ī2. This makes physical sense because at steady state the net current from contact 1 to the channel

must equal the net current from the channel to contact 2. Thus, a single transmission Ξ can be defined so

that the thermal current flowing between contact 1 and contact 2 is given by

I =
~
2

∫
dω2

2π
Ξ(ω)(N1 −N2) =

∫
dω

~ω
2π

Ξ(ω)(N1 −N2) (A.32)

with

Ξ = Tr(Γ1A2) = Tr(Γ2A1) = Tr(Γ1GΓ2G
†) = Tr(Γ2GΓ1G

†)

Equation A.32 relates NEGF with Landauer formalisms [24]. Then, the transmission Ξ can be thought as the

usual ratio of transmitted thermal current (from contact 1 to contact 2) over incident thermal current.
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A.2.7 Local Density of States

The Density Of States (DOS) describes the number of normal modes per unit frequency and is given by

DOS(ω) =
∑
α

δ(ω − ωα).

This quantity doesn’t have any spatial information about the states, which is important for our purposes

since our interest focuses on the channel properties. The missing information can be added by weighting the

DOS with the amplitude of a unitary normalized wave which is called the Local Density Of States (LDOS)

LDOS(i, ω) =
∑
α

|uorthα (i)|2δ(ω − ωα)

where uorthα (i) is the i component, referring to a particular position in space, of the orthonormal eigenvector.

The LDOS is just a diagonal element of the spectral function A, in real space basis, normalized to account

for the change in the δ function variable (from ω2 to ω) and the use of non orthonormal eigenvectors (uα to

uorthα )

ω

π
M1/2AM1/2 =

∑
α

uorthα δ(ω − ωα)(uorthα )†

so that

LDOS(i, ω) =
[ω
π
M1/2AM1/2

]
i,i

(A.33)

and

DOS = Tr
(ω
π
M1/2AM1/2

)
Then, it can be seen that the LDOS is proportional to the spectral function.

A.2.8 Summery of Equations

The net current incoming to the channel from contact i is given by

Ii =

∫
dω

~ω
2π
Īi

where

Īi = Tr(ΓiA)Ni(ω)− Tr(ΓiG
n)

A = i(G−G†)
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G = [ω2M −K − Σ1 − Σ2]−1 (A.34)

Σi = τiGRiτ
†
i (A.35)

GRi = [ω2MRi −KRi + iη]−1 (A.36)

Γi = i(Σi − Σ†i ) = τiARiτ
†
i (A.37)

ARi = i(GRi −G†Ri)

Gn = GΣinG† = A1N1 +A2N2

Σin = Γ1N1 + Γ2N2

A1 = GΓ1G
† A2 = GΓ2G

†

The current flowing from contact 1 to contact 2 (I = I1 = −I2) is also given by

I =

∫
dω

~ω
2π

Ξ(ω)(N1 −N2)

with

Ξ = Tr(Γ1A2) = Tr(Γ2A1) = Tr(Γ1GΓ2G
†) = Tr(Γ2GΓ1G

†) (A.38)

A.3 Transport in 1D Chain

A.3.1 Setting Up the Problem

Imagine a 1D infinite chain of atoms where the interaction between neighbors is described by springs with

force constant K, which is a 3× 3 matrix representing the second rank tensor character of the quantity. The

system (Figure B.1) consists of two contacts, semi-infinite chains characterized by atomic masses mc1 and

mc2 and force constants Kc1 and Kc2 respectively, and a channel containing 3 atoms with masses m1, m2

and m3 and 2 springs with force constants K12, K23. Contact 1(2) is coupled to the channel by a spring

with force constant Kc1(Kc2).
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Figure A.1: 1D infinite chain of atoms split in three subsystems to apply NEGF formalism. Two contacts,
characterized by atomic masses mc1 and mc2 and force constants Kc1 and Kc2 respectively, and a channel
containing 3 atoms with masses m1, m2 and m3 and 2 springs with force constants K12, K23. Contact 1(2)
is coupled to the channel by a spring with force constant Kc1(Kc2).

To extract M , MR1, MR2, K, KR1, KR2, τ1 and τ2 the system matrix equation must be found first. Thus,

the starting point is the time independent Newton’s equation for atom n

ω2mnIun =
(
Kn(n+1) +Kn(n−1)

)
un

−Kn(n+1)un+1 −Kn(n−1)un−1

where I is the 3×3 identity matrix and the 3×1 vector um is proportional to the deviations from equilibrium

of atom m. The set of equations can be condensed with matrix notation as

[ω2Msys −Ksys]u = 0 (A.39)

where

Msys =


MR1

M

MR2

 , Ksys =


KR1 τ †1

τ1 K τ2

τ †2 KR2

 (A.40)

Then, it follows for the particular example that

M =


m1I

m2I

m3I


9×9

(A.41)

MR1 =


. . .

mc1I

mc1I


∞×∞

(A.42)



A.3 Transport in 1D Chain 91

MR2 =


mc2I

mc2I

. . .


∞×∞

(A.43)

K =


Kc1 +K12 −K12

−K12 K12 +K23 −K23

−K23 K23 +Kc2 −Kc2


9×9

(A.44)

KR1 =


. . .

. . . 2Kc1 −Kc1

−Kc1 2Kc1


∞×∞

(A.45)

KR2 =


2Kc2 −Kc2

−Kc2 2Kc2 . . .

. . .


∞×∞

(A.46)

τ1 =


−Kc1


9×∞

τ2 =


−Kc2


9×∞

(A.47)

Now that the ingredients for the formalism are known, the second aim is to calculate Σ1 and Σ2, which

are needed to compute G, Γ1 and Γ2. Although the size of the self energies is 9× 9, they result from infinite

size matrices multiplication with the inverse of an infinite matrix as a factor (Equation A.35).

[Σ1]9×9 = [τ1]9×∞ [GR1]∞×∞

[
τ †1

]
∞×9

[Σ2]9×9 = [τ2]9×∞ [GR2]∞×∞

[
τ †2

]
∞×9

where the contacts Green’s functions GR1 and GR2 are given by equation A.36. To compute this apparently

impossible task, two of the premises of the problem turn very useful. It was assumed that each atom interacts

appreciably only with a finite number of neighbors, in this particular case 1. This implies that τ has only a

finite number of elements different from 0, all of them bunch up on a matrix corner. Thus, only a finite number

of elements of GR, the surface Green’s functions, are required to perform the infinite matrix multiplication.
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Using equation A.47 the self energies simplify to

Σ1 = τ1GR1τ
†
1 =


Kc1gR1

(
Kc1

)† 
9×9

(A.48)

and

Σ2 = τ2GR2τ
†
2 =


Kc2gR2

(
Kc2

)†


9×9

(A.49)

where the surface Green’s functions gR1 and gR2 are the 3× 3 lower-right and upper-left corners of GR1 and

GR2 respectively. To find them, the second favorable assumption comes into play. The contacts are periodic

and infinitely long. Therefore, the recursive equations A.74 and A.75 can be used for the computation

(Appendix A.9).

gR1 = [α− β†gR1β]−1 (A.50)

with

α = ω2mc1I − 2Kc1 + iη β = Kc1

and

gR2 = [α− βgR2β
†]−1 (A.51)

with

α = ω2mc2I − 2Kc2 + iη β = Kc2

Note that the quadratic equations A.50 and A.51 have two possible solutions. The job of iη is to help the

numerical recursive solution converge towards the retarded Green’s function. Equations A.50 and A.51 are

commonly solved using the decimation technique [89]. After the surface Green’s functions are calculated, Σ1,

Σ2, G, Γ1, Γ2, Ξ and the thermal current can be computed.

Calculation of transmission and thermal conductance (Explained in Subsection A.4.2) for the particular

case in which mc1 = mc2 = m1 = m2 = m3 = m and Kc1 = Kc2 = K12 = K23 = Kc1 = K with

m = 16.6× 10−27[kg] and

K =


100 0 0

0 200 0

0 0 300


[
N

m

]
,
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are shown in FigureA.2. The steps in the transmission correspond to the cut off frequency of the different

bands. Indeed, because of the diagonal nature of K, this problem is like three decouple 1D chains with scalar

force constants. Also, because each 1D chain is homogenous, transmission on each band must be unity.

Figure A.2: 1D infinite chain with same mases m = 16.6 × 10−27[kg] and tensor force constants K. left)
Transmission calculation right) Thermal conductance calculation.

A.3.2 Analytical Example

The particular 1D chain with equal atoms of mass m0, separated by a distance a, and springs with scalar

force constant K0 can be solved analytically. Choosing a single atom channel, to work with scalars instead of

matrices, and the contacts as shown in Figure A.3, M , MR1, MR2, K, KR1, KR2, τ1 and τ2 can be found

like in Subsection A.3.1 (Equations A.41-A.47).

Figure A.3: 1D infinite chain of atoms separated a distance a of mass m0 related by springs with scalar force
constant K0. A single atom channel is chosen to work with scalars instead of matrices.

Based on this information the surface Green’s function of contact 1

gR1 = [α− β†gR1β]−1 (A.52)

where

α = ω2m0 − 2K0 + iη β = K0,

can be solved analytically using the quadratic formula

gR1 =
α±

√
α2 − 4(K0)2

2(K0)2
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Noting that iη can be dropped as long as the retarded Green’s function is picked and using the dispersion

relationship in the contact (Equation A.76 Appendix A.10), α satisfies the equality

α = ω2m0 − 2K0 = −K0(eika + e−ika) = −2K0 cos(ka) (A.53)

Replacing this into the quadratic solution and choosing the positive exponent result, which refers to the

retarded Green’s function, gR1 becomes

gR1 = −e
ika

K0
(A.54)

Similarly for contact 2 the surface Green’s function turns out to be

gR2 = −e
ika

K0
(A.55)

Now using equation A.48 and A.49, Σ1 and Σ2 are given by

Σ1 = Σ2 = −K0eika (A.56)

Then the Green’s function G can be obtained from equation A.34 and further simplified using equation A.53.

G =[ω2M −K − Σ1 − Σ2]−1

=
1

ω2m0 − 2K0 + 2K0eika

=
1

2iK0 sin(ka)
(A.57)

Also, Γ1 and Γ2 can be computed replacing equation A.56 in equation A.37 and then simplified using the

dispersion relation and the group velocity vg of phonons (equations A.77 and A.78 Appendix A.10) as

Γ1 = Γ2 =2K0 sin(ka) (A.58)

=4K0 sin

(
ka

2

)
cos

(
ka

2

)
=2ωm0

vg
a

(A.59)

=m0ω
√
ω2
max − ω2 (A.60)
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Note that Γ1 is related to the transit time ta of a phonon through the channel

Γ1

2ωm0
=
vg
a

=
1

ta

Γ1 is also related to the current carried by classical phonons on the contact. In fact, the thermal current

from atom n to n+ 1 carried by µn = Aei(kna−ωt) is found to be (from equation A.19)

J = Jn,n+1 = ~
Γ1

2
|A|2 = ~ωvg

m

a
|A|2

Note that the dimensions of |A|2 are [M ] according to the definition of µ (equation A.3) which makes the

dimensions of J energy per second. These two observation supports the relation between Γ1 and the rate at

which phonons can enter or leave the channel.

Finally the transmission Ξ within the interval [0, ωmax] (Equation A.38) turns out to be

Ξ = Tr(Γ1GΓ2G
†) = 1,

as expected in a single material.

A.4 Transport in 3D Materials

A.4.1 NEGF on an Infinite Crystalline Material

If the goal is phonon transport along a particular direction on a system composed of crystals with large cross

sectional area, the periodicity perpendicular to the transport direction can be used to split the problem into

a set of decoupled 1D problems. Letting z be the transport direction, imagine a system that can be broken

into slabs periodic in the perpendicular direction (Figure A.4 left). Assuming that a unit cell np in slab zp

Figure A.4: Left) System broken in slabs perpendicular to the transport direction (z). Right) Schematic
representation of the unit cell np in slab zp. mp are the neighbors of np in slab zp, including itself, mp+1 the
neighbors of np in slab zp+1 and so on. Km is the block of the force constant matrix Ksys relating unp with
um
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has interactions Km only with a finite number of its nearest neighbors m (Figure A.4 right), Newton’s time

independent equation is given by

ω2Mnpunp =
∑
mp

Kmpump +
∑
mp+1

Kmp+1ump+1

+
∑
mp−1

Kmp−1ump−1
(A.61)

where mp are the neighbors of np in slab zp, including itself, mp+1 the neighbors of np in slab zp+1 and so on.

um is a vector containing the “displacement” information of every atom in unit cell m. For instance, if there

are 2 atoms per unit cell with 3 degrees of freedom each, um is a 6× 1 vector. Mnp is a matrix containing

the masses of all the atoms in the unit cell repeated the number of degrees of freedom per atom and Km

is the block of the force constant matrix Ksys relating unp with um. Since every unit cell of a particular

slab sees the same environment, in other words, there is periodicity in the xy plane, postulating Bloch type

solutions on the perpendicular direction will simplify the problem. Therefore, assuming ump = ũpe
ik⊥·dmp ,

noting that Mnp = Mmp ≡Mp and defining

Mp = Mp (A.62)

Kon(k⊥) =
∑
mp

Kmpeik⊥·(dmp−dnp ) (A.63)

Koff (k⊥) =
∑
mp+1

Kmp+1eik⊥·(dmp+1
−dnp ) (A.64)

equation A.61 becomes

ω2Mpũp = Konũp + Koff ũp+1 + K†off ũp−1

which can be compiled into a matrix equation

ω2Mk⊥ũk⊥ = Kk⊥ũk⊥ (A.65)

with Mk⊥

Mk⊥ =



zp−1 zp zp+1

. . .

zp−1 Mp−1

zp Mp

zp+1 Mp+1

. . .


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and Kk⊥ equal to



zp−1 zp zp+1

. . .

zp−1 Kon(k⊥) Koff (k⊥)

zp K†off (k⊥) Kon(k⊥) Koff (k⊥)

zp+1 K†off (k⊥) Kon(k⊥)

. . .


Equation A.65 has a similar form as the 1D problem developed in subsection A.3.1 and it can be solved using

a similar procedure. Therefore, for each of this problems Σi(k⊥), Γi(k⊥), G(k⊥) and Ξ(k⊥) can be found.

In that sense, the 3D problem has been decoupled into a set of independent 1D problems, one for each k⊥.

The process just done can also be thought as a 2D Fourier Transform of every slab or a change in basis

from the 3D real space basis to a 2D k space + 1D real space basis.

ω2Msysu = Ksysu

ω2Msysũ = Ksysũ
?

F

Indeed, if V is the transformation matrix from the 2D k+1D z space to the 3D real space then the matrix

Msys is given by

Msys = V †MsysV = Msys

and becuase of the periodicity of the system, Ksys becomes block diagonal

Ksys = V †KsysV =



. . .

Kk⊥1

Kk⊥2

Kk⊥3

. . .


It is this block diagonal feature what makes possible to solve the problem as little independents problems or

in others words, what decouples the system into a bunch of 1D problems, one for each k⊥, described by the

equation

ω2Mk⊥ũk⊥ = Kk⊥ũk⊥

To get the quantities back in real space basis an inverse Fourier transform should be performed. Because
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of the block diagonality of the Green’s function in k space, the (n,m) block (relating un with um) of the

Green’s function is given by

G(n,m) =
1

Nk

∑
k⊥

G(k⊥) exp (ik⊥ · (dm − dn))

where Nk is the total number of k points. For the particular calculations in following sections, the interest is

G at a single unit cell, therefore

G = G(n, n) =
1

Nk

∑
k⊥

G(k⊥) (A.66)

The total transmission can be calculated in k space, because the trace of a matrix is independent of the

representation. Then, it becomes the summation of the transmission per mode or k⊥. That is

Ξ(ω) =
∑
k⊥

Ξ(k⊥) (A.67)

with

Ξ(k⊥) = Tr
(
Γl(k⊥)G(k⊥)Γr(k⊥)G†(k⊥)

)

A.4.2 Transport on infinite Silicon along z

Silicon is a FCC crystal (lattice constant a = 5.43Å) with two atoms per unit cell of mass m = 4.664×10−26kg

joined by the vector a/4 (−x̂+ ŷ + ẑ) (orange bonds in Figure A.5 left). The force constants relating unit cell

n0 with its neighboring unit cell m (Km) are calculated from Harrison interatomic potential [90] (Appendix

A.11), thus only second nearest interaction between atoms or first nearest neighbor interactions between unit

cells are different from zero (Figure A.5).

Figure A.5: Si unit cell n0 with its nearest units cells. The different xy squares represent different transport
slabs. Left) Atom by atom picture. Each reddish atom joined by an orange bond with a bluish atom
constitutes a unit cell. The lighter the color of the atom the larger its z component. Middle) Schematic
representation of the unit cells Right) Distances between the center unit cell n0 and its neighbors m

To find the transmission Ξ, the periodicity of the crystal in the perpendicular direction (xy in Figure A.5)

is used to decouple the 3D system into a set of independent 1D systems (Equation A.67). A set of points
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{k⊥} inside a 2D Brillouin zone in the slab containing unit cell n0 is chosen and for each k⊥ Kon(k⊥) and

Koff (k⊥) are found using equations A.63 and A.64 and Figure A.5

Kon(k⊥) = Kn0 +Km1
0 exp

[
i
a

2
(kx + ky)

]
+Km2

0 exp
[
i
a

2
(−kx + ky)

]
+Km3

0 exp
[
i
a

2
(−kx − ky)

]
+Km4

0 exp
[
i
a

2
(kx − ky)

]

Koff (k⊥) = Km1
u exp

[
i
a

2
(kx)

]
+Km2

u exp
[
i
a

2
(ky)

]
+Km3

u exp
[
i
a

2
(−kx)

]
+Km4

u exp
[
i
a

2
(−ky)

]

Then, the matrices Mk⊥ = mI, with I a 6× 6 identity matrix and Kk⊥ are built as shown bellow equation

A.65. With all the necesary components, equation A.65 can be solved in a similar way to the 1D problem in

section A.3. Finally, total transmission is calculated from equation A.67 adding the transmission for each k⊥.

Since the thermal current flowing through an infinitely wide material is infinite, the transmission describing

that device is also infinite. Thus, to get an useful result that allows comparison with experimental transmission

Ξ must be normalized per unit area. This is done by first converting the sum in equation A.67 to an integral

assuming periodic boundary conditions

Ξ(ω) =
A

4π2

∫
R

Ξ(k⊥)dkxdky

with R the first 2D Brillouin zone in the perpendicular transport direction. Then the integral is approximated

numerically as

Ξ(ω) =
A

4π2

 Numerical

Ξ

∆kx∆ky

so that the transmission per unit area is given by (Figure A.6)

Ξ(ω)

A
=

1

4π2

 Numerical

Ξ

∆kx∆ky

Although transmission is an interested theoretical quantity, most experiments measured the thermal

conductance

GT = lim
∆T→0

IQ

∆T
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Figure A.6: up) Transmission Ξ per unit area for Silicon calculated from NEGF down) Calculation by [7]

At this limit (∆T → 0), ∆N = N(T1)−N(T2) can be approximated as

∆N ≈ ∂N

∂T

∣∣∣∣
T1

(T1 − T2) =
1

T

xex

(ex − 1)2
∆T

with x = ~ω/kBT . Then, the thermal current (equation A.32) is given by

IQ ≈ kB
2π

∆T

∫ ∞
0

dωΞ
x2ex

(ex − 1)2

and the thermal conductance becomes (Figure A.7)

GT =
IQ

∆T
=
kB
2π

∫ ∞
0

dωΞ
x2ex

(ex − 1)2

Figure A.7: up) Thermal conductance per unit area (since Ξ is per unit area) for Silicon calculated from
NEGF down) Calculation by [7].

A.5 Orthogonalization of equation A.2

Multiplying on the left by M
−1/2
R1 and inserting the identity M

−1/2
R1 M

1/2
R1 on the left of u1, equation A.2

becomes

[ω2I −M−1/2
R1 KR1M

−1/2
R1 ]M

1/2
R1 u1 = 0.
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Defining W orth
R1 = M

−1/2
R1 KR1M

−1/2
R1 and uorth1 = M

1/2
R1 u1 the equation turns to

[ω2I −W orth
R1 ]uorth1 = 0 (A.68)

Since W orth
R1 is hermitian an orthonormal basis of eigenvectors {uorthα1 } can be chosen.

A.6 Summation in Terms of Green’s Function for Orthonormal

Basis

Since {uorthα1 } is the set of eigenvectors of equation A.68 and is a complete orthonormal basis, the sum

∑
α

uorthα1 δ(ω2 − ω2
α)
(
uorthα1

)†
can be interpreted as a change of basis of the operator δ

(
ω2 −W orth

R1

)
from the orthonormal basis, where

the operator is diagonal, to the real space basis. Indeed, defining V as the matrix which columns are the

orthonormal vectors uorthα1 , V represents a unitary transformation from the orthonormal basis to the real

space basis. Then

δrs(ω
2 −W orth

R1 ) =V δorth(ω2 −W orth
R1 )V †

=
∑
α

uorthα1 δ(ω2 − ω2
α)
(
uorthα1

)†
. (A.69)

The operator δ
(
ω2 −W orth

R1

)
can be related with the Green’s function. Starting from the equality [24]

2πδ(ω2 − ω2
α) =

2η

(ω2 − ω2
α)2 + η2

∣∣∣∣
η→0+

=i

[
1

ω2 − ω2
α + iη

− 1

ω2 − ω2
α − iη

]
,

it can be concluded that in the orthonormal basis representation

2πδ(ω2 −W orth
R1 ) =i

([
ω2I + iη −W orth

R1

]−1

−
[
ω2I − iη −W orth

R1

]−1
)

=i
(
GorthR1 −

(
GorthR1

)†)
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where GorthR1 =
[
ω2I −W orth

R1 + iη
]−1

is the Greens function of contact 1 in the orthonormal problem. Since

the equality holds for the orthonormal representation, it holds in any representation. That is

2πδ(ω2I −W orth
R1 ) = i

(
GorthR1 −

(
GorthR1

)†)
= AorthR1 (A.70)

Combining equations A.69 and A.70 the summation can be expressed in terms of the contact Green’s function

as ∑
α

uorthα1 δ(ω2 − ω2
α)
(
uorthα1

)†
=
AorthR1

2π

A.7 Summation in Terms of Green’s Function for Non Orthonor-

mal Basis

Using uorth1 = M
1/2
R1 u1 and equations A.69 and A.70

∑
α

uα1δ(ω
2 − ω2

α)u†α1 =M
−1/2
R1 δ(ω2I −W orth

R1 )M
−1/2
R1

=
i

2π
(GR1 −G†R1)

=
AR1

2π

The process in appendix A.6 has an analogy for non orthogonal basis noting that the operator δ(ω2MR1−

KR1) can be expressed in terms of the contact Green’s function as

2πδ(ω2MR1 −KR1) = i(GR1 −G†R1) = AR1

Therefore it can be argued that

∑
α

uα1δ(ω
2 − ω2

α)u†α1 = δ(ω2MR1 −KR1)

A.8 A Identity

Taken from [24]
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Theorem 1. If G = [ω2M −K − Σ1 − Σ2] and Γ = Γ1 + Γ2 = i(Σ1 − Σ†1) + i(Σ2 − Σ†2) then

A =i(G−G†) = GΓG†

=GΓ1G
† +GΓ2G

† = A1 +A2 (A.71)

Proof.
(
G†
)−1 −G−1 = Σ1 − Σ†1 + Σ2 − Σ†2 = −iΓ. Then pre-multiplying with G and post-multiplying with

G† the equality becomes

G−G† = −iGΓG†

which implies the result.

A.9 Computing Surface Green’s Functions

Assuming the matrices A,B,C and D are unknown and a, b, c and d are known in the matrix equation

A B

C D

 =

a b

c d


−1

,

A and D can be computed as

A =
(
a− bd−1c

)−1
(A.72)

D =
(
d− ca−1b

)−1
. (A.73)

In the particular case of

A B

C D

 =



. . .

α β

β† α β

β† α



−1

with

a =



. . .

α β

β† α β

β† α


, b =

 ...

β

 , c =

[
· · · β†

]
, d = α,

D is given by

D =
(
α− β†Dβ

)−1
. (A.74)
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In the other particular case

A B

C D

 =



α β

β† α β

β† α

. . .



−1

with

a = α, b =

[
β · · ·

]
, c =

β†...
 , d =



α β

β† α β

β† α

. . .


,

A is given by

A =
(
α− βAβ†

)−1
. (A.75)

A.10 Dispersion Relation and Group velocity for 1D Analytical

Example

To find the ω vs k dispersion, the time independent Newton equation for atom n in the system shown in

Figure A.3 is the starting point

ω2m0un = K0(2un − un+1 − un−1)

Since the system is periodic spatially, which suggests Bloch waves type solutions, it is supposed that

un = u0e
ikna. Then equation turns to

ω2m0u0 = K0u0(2− eika − e−ika)

or

ω2m0 − 2K0 = −K0(eika + e−ika) = −2K0 cos(ka) (A.76)

Solving for ω, the ω vs k dispersion is obtained (Figure A.8)

ω = 2

√
K0

m0

∣∣∣∣sin(ka2
)∣∣∣∣ (A.77)

where only frequencies within the interval [0, ωmax] with ωmax = 2
√
K0/m0 are allowed.
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Figure A.8: ω vs k dispersion of a 1D infinite chain of atoms separated by a distance a of mass m0

related by springs with scalar force constant K0 (Figure A.3). The maximum allowed angular frequency is
ωmax = 2

√
K0/m0

From the dispersion relation the group velocity of the classical phonons, which is the same group velocity

of a packet of planes waves, can be obtained

vg =
dω

dk
=


a
√

K0

m0
cos
(
ka
2

)
if k > 0

−a
√

K0

m0
cos
(
ka
2

)
if k < 0

(A.78)

Note that although the process was done for an infinite 1D chain, it is also suitable for 1D semi infinite

chains. That is, the same results hold for the contacts.

A.11 Si Force Constants from Harrison Potential

A.11.1 Tensor Force Constants

Within the harmonic approximation, the force on atom i due to a deviation from equilibrium of atom j can

be described in terms of a tensor force constant Kij as F i = −Kijxj . The component of this force in the

direction x̂ip can be approximated to first order as

Fxip ≈ −
∑
j,q

∂2U

∂xjq∂xip
xjq = −

∑
j,q

Kxip,x
j
q
xjq (A.79)

with U the potential energy of the crystal, xip, x
j
q degrees of freedom of atom i, j (deviations from equilibrium

position). p and q vary over 1, 2, 3 and although theoretically j varies over all the atoms in the crystal, the

second derivatives decrease quickly as the distance between atoms i and j increases, thus in practice j is

taken only over some nearest neighbors of atom i. From equation A.79, the force constant relating the total
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force on atom i in the direction x̂ip with a displacement of atom j in the direction x̂jq is given by

Kxip,x
j
q

=
∂2U

∂xjq∂xip
(A.80)

From these individual force constants, the tensor force constant relating the total force on atom i with a

displacement of atom j is defined as

Kij =


Kxi1,x

j
1

Kxi1,x
j
2

Kxi1,x
j
3

Kxi2,x
j
1

Kxi2,x
j
2

Kxi2,x
j
3

Kxi3,x
j
1

Kxi3,x
j
2

Kxi3,x
j
3

 (A.81)

Note that Kij is in general not hermitian, unless i = j.

A.11.2 Harrison Interatomic Potential

One way to calculate the potential energy change in a crystal when one or more atoms aren’t on their

equilibrium positions is using empirical potentials U . One example, specifically useful for zincblende

structures, is Harrison interatomic potential [90], which describes the crystal’s energy in terms of 2 body Uij

and 3 body Uijk interactions as

U =
∑
i≤j

Uij +
∑
i≤j≤k

Uijk

Favoring the equilibrium distance between atoms over any stretched configuration, the 2 body interaction Uij

characterizes the energy of closest atoms i and j as

Uij =
1

2
C0

(d− d0)
2

d2
0

with d and d0 the distance and equilibrium distance between the atoms [90]. Assuming that the positions of

atom i and j are given by (ri1, r
i
2, r

i
3) and (rj1, r

j
2, r

j
3) respectively, the second derivative of this potential at

d = d0 is given by

∂2Uij

∂xβq ∂xαp

∣∣∣∣∣
d=d0

=
C0

d2
0

∂d

∂xβq

∂d

∂xαp
(A.82)

where α, β = i, j, p, q = 1, 2, 3 and

∂d

∂xip
= −

rjp − rip
d0

∂d

∂xjp
=
rjp − rip
d0
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The derivatives of xβq are the same replacing p by q.

On the other hand, favoring the equilibrium angle between bonds, the 3 body interaction Uijk describes

the energy of adjacent bonds formed by atoms ij and ik as

Uijk =
1

2
C1 (θijk − θ0)

with θijk ≡ θ and θ0 the angle and equilibrium angle between the bonds [90]. Assuming that the positions of

atom i, j and k are given by (ri1, r
i
2, r

i
3), (rj1, r

j
2, r

j
3) and (rk1 , r

k
2 , r

k
3 ) respectively and that atom i is the center

atom, the second derivative of this potential at θ = θ0 is given by

∂2Uijk

∂xβq ∂xαp

∣∣∣∣∣
θ=θ0

= C1
∂θ

∂xβq

∂θ

∂xαp
(A.83)

where p, q = 1, 2, 3, α, β = i, j, k and

a = 〈a1, a2, a3〉 =
〈
rj1 − ri1, r

j
2 − ri2, r

j
3 − ri3

〉

b = 〈b1, b2, b3〉 =
〈
rk1 − ri1, rk2 − ri2, rk3 − ri3

〉
∂θ

∂xip
=

1√
1−

(
a·b
ab

)2
[
bp + ap
ab

− a · b
(ab)2

(
b

a
ap +

a

b
bp

)]

∂θ

∂xjp
=

−1√
1−

(
a·b
ab

)2
[
bp
ab
− a · b

(ab)2

b

a
ap

]

∂θ

∂xkp
=

−1√
1−

(
a·b
ab

)2
[
ap
ab
− a · b

(ab)2

a

b
bp

]

The derivatives of xβq are the same replacing p by q.

A.11.3 Tensor Force Constants for Si

Silicon is a FCC crystal with lattice constant a = 5.43Å. It has 2 atoms per unit cell, each one with mass

m = 4.664× 10−26kg, joined by the vector a/4 (−x̂+ ŷ + ẑ) and separated by d0 =
√

3a/4. These atoms will

be referred as site A and site B. The potential energy U of Si is found using Harrison interatomic potential

with C0 = 49.1eV and C1 = 1.07eV [90]. Since the 2 and 3 body potentials describe the stretching energy of

closest atoms and bending energy of adjacent bonds, only the tensor force constants relating an atom with

up to its second neighbors are different from 0. Therefore, for every atom in the crystal its interactions with

the 16 nearest neighboring atoms and with itself need to be considered. For atoms A and B in the unit cell
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n0, the neighbors are numbered according to Figure A.9 and their relative positions with respect to A and B

and the site they occupy are listed in Table A.1.

Neighbors of A Neighbors of B
i ri − rA Site i ri − rB Site
A 〈0, 0, 0〉 A B 〈0, 0, 0〉 B
1 a/4 〈−1, 1, 1〉 B 1 a/4 〈−1, 1,−1〉 A
2 a/4 〈−2, 0, 2〉 A 2 a/4 〈−2, 0,−2〉 B
3 a/4 〈−2, 2, 0〉 A 3 a/4 〈−2, 2, 0〉 B
4 a/4 〈0, 2, 2〉 A 4 a/4 〈0, 2,−2〉 B
5 a/4 〈1, 1,−1〉 B 5 a/4 〈1, 1, 1〉 A
6 a/4 〈0, 2,−2〉 A 6 a/4 〈0, 2, 2〉 B
7 a/4 〈2, 2, 0〉 A 7 a/4 〈2, 2, 0〉 B
8 a/4 〈2, 0,−2〉 A 8 a/4 〈2, 0, 2〉 B
9 a/4 〈1,−1, 1〉 B 9 a/4 〈1,−1,−1〉 A
10 a/4 〈2, 0, 2〉 A 10 a/4 〈2, 0,−2〉 B
11 a/4 〈2,−2, 0〉 A 11 a/4 〈2,−2, 0〉 B
12 a/4 〈0,−2, 2〉 A 12 a/4 〈0,−2,−2〉 B
13 a/4 〈−1,−1,−1〉 B 13 a/4 〈−1,−1, 1〉 A
14 a/4 〈0,−2,−2〉 A 14 a/4 〈0,−2, 2〉 B
15 a/4 〈−2,−2, 0〉 A 15 a/4 〈−2,−2, 0〉 B
16 a/4 〈−2, 0,−2〉 A 16 a/4 〈−2, 0, 2〉 B

Table A.1: Labeling of neighbors of A and B, vectors from A (B) to the neighbor and site they occupy.

A3D.png A.png B3D.png B.png

Figure A.9: Numbering of the 16 nearest neighbors of site A and B. The reddish atoms occupy site A, the
bluish atoms occupy site B. The lighter the color the larger the z component of the atom. The orange bonds
joined atoms in the same unit cell up Left) Neighbors of A up right) xy view of the neighbors of A. Atom
4 and 6 are displaced from their equilibrium position (black circumference) as a visualization tool. The
projected view only will show 4 since 6 is exactly under 4. Similarly with 8,10; 12,14 and 16,2 down Left)
Neighbors of B down right xy view of the neighbors of B.
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The tensor force constant KAA is obtained using equations A.80, A.81, A.82 and A.83 and the potential

energy

U =UA,1 + UA,5 + UA,9 + UA,13 + UA,1,5 + UA,1,9

+UA,1,13 + UA,5,9 + UA,5,13 + UA,9,13 + U1,A,2 + U1,A,3

+U1,A,4 + U5,A,6 + U5,A,7 + U5,A,8 + U9,A,10 + U9,A,11

+U9,A,12 + U13,A,14 + U13,A,15 + U13,A,16

Because of symmetry, if atom A is moved in the x̂A1 direction only a restoring force in the same direction is

expected, then KAA is diagonal and is given by

KAA =


ζ0 0 0

0 ζ0 0

0 0 ζ0

 [N/m]

with ζ0 = 218.645231966192781

The tensor force constant KA1 is obtained using equations A.80, A.81, A.82 and A.83 and the potential

energy

U = UA,1 + UA,1,5 + UA,1,9 + UA,1,13 + U1,A,2 + U1,A,3 + U1,A,4

Note that the interactions with non vanishing second derivatives are those depending on degrees of freedom

of A and 1 at the same time. Calculating the derivatives KA1 results to be

KA1 =


−ζ1 ζ2 ζ2

ζ2 −ζ1 −ζ2

ζ2 −ζ2 −ζ1

 [N/m]

with ζ1 = 55.694840409836885 and ζ2 = 43.292451390372683

Because of crystal symmetry, KB1, KA5, KB5, KA9, KB9, KA13 and KB13 can be found from KA1. For

instance, if the crystal is inverted through the position of A the crystal at B is gotten, therefore KB9 is the

inverted version of KA1 (Figure A.9). That is, if the inversion of a vector through A is represented by the

matrix Inv(A) then

KB9 = Inv(A)KA1Inv(A)† = KA1
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since Inv(A) = −I. Also, representing the rotation of a vector around the z axis by

Rz(φ) =


cosφ − sinφ 0

sinφ cosφ 0

0 0 1


and using the fact that rotating the crystal about a z axis at position A by π gives the same crystal (Figure

A.9) the relashionship

KA9 = Rz(π)KA1Rz(π)†

follows. By inversion of KA9, KB1 is also found to be

KB1 = KA9

Similarly, using other rotation and inversion symmetries

KB13 = Rz(π/2)KA1Rz(π/2)† = KA5

KB5 = Rz(−π/2)KA1Rz(−π/2)† = KA13

KA2 is obtained using the potential U = U1A2 as

KA2 =


−ζ3 ζ4 ζ3

−ζ4 ζ5 ζ4

ζ3 −ζ4 −ζ3

 [N/m]

with ζ3 = 0.516766209144342, ζ4 = 1.033532418288683 and ζ5 = 2.067064836577367. Using the symmetry

of the crystal KB2, KA4, KB4, KA6, KB6, KA8, KB8, KA10,KB10, KA12, KB12, KA14, KB14, KA16 and

KB16 are obtained

KA2 = KB10

KA10 = Rz(π)KA2Rz(π)† = KB2

KB14 = Rz(π/2)KA2Rz(π/2)† = KA6

KB6 = Rz(−π/2)KA2Rz(−π/2)† = KA14
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Also, representing the reflexion of a vector though the plane y = −x by

Ref =


0 −1 0

−1 0 0

0 0 1


KA4 = RefKA2Ref†

and from the symmetry of the crystal follows

KA4 = KB12

KA12 = Rz(π)KA4Rz(π)† = KB4

KB16 = Rz(π/2)KA4Rz(π/2)† = KA8

KB8 = Rz(−π/2)KA4Rz(−π/2)† = KA16

KA3 is obtained using the potential U = U1A3 as

KA3 =


−ζ3 ζ3 ζ4

ζ3 −ζ3 −ζ4

−ζ4 ζ4 ζ5

 [N/m]

From the symmetry of the crystal KB3, KA7, KB7, KA11, KB11, KA15 and KB15 are given by

KA3 = KB11

KA11 = Rz(π)KA3Rz(π)† = KB3

KB15 = Rz(π/2)KA3Rz(π/2)† = KA7

KB7 = Rz(−π/2)KA3Rz(−π/2)† = KA15

A.11.4 Force Constants Relating Units Cells

With the tensor force constants relating individual atoms, the 13 force constants relating a unit cell with

itself and with its 12 nearest neighbors are built using Figure A.9 and A.10.
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Figure A.10: Unit cell n0 with its 12 neighboring unit cells. Red bars represent coupling between unit cells.
d and u stand for down and up. Table on the right shows the position vectors of each unit cell relative to the
center unit cell.

Kn0 =

KAA KA1

KB9 KBB

 Km1
0 =

KA7 0

0 KB7



Km2
0 =

KA3 0

KB1 KB3

 Km3
0 =

KA15 0

0 KB15



Km4
0

KA11 KA9

0 KB11

 Km1
u =

KA10 0

0 KB8



Km2
u =

KA4 0

KB5 KB6

 Km3
u =

KA2 0

KB13 KB16



Km4
u =

KA12 0

0 KB14

 Km1
d =

KA8 KA5

0 KB10



Km2
d =

KA6 0

0 KB4

 Km3
d =

KA16 0

0 KB2



Km4
d =

KA14 KA13

0 KB12


A.11.5 Dispersion Relation ω vs k

To find the dispersion relationship, plane wave solutions u = u0e
ik·dn are assumed on Newton’s time

independent equation. After a similar process to the one in subsection A.4.1, this equation is changed to k

space

ω2Mu0 = K(k)u0



A.11 Si Force Constants from Harrison Potential 113

where M and K are square matrices of size # atoms per unit cell × degrees of freedom per atom df . For

instance, 2 · 3 = 6 for Silicon. M is a diagonal matrix containing the mass of each unit cell atom repeated df

times and K is given by

K(k) =
∑
m

Km exp (ik · (dm − dn0))

where m refers to the neighbor unit cells including itself and dm refers to the position of the unit cell. For

the particular case of Silicon and based on the notation introduced in Figure A.10 K(k) is given by

K(k) = Kn0 +Km1
0 exp

[
i
a

2
(kx + ky)

]
+Km2

0 exp
[
i
a

2
(−kx + ky)

]
+Km3

0 exp
[
i
a

2
(−kx − ky)

]
+Km4

0 exp
[
i
a

2
(kx − ky)

]
+Km1

u exp
[
i
a

2
(kx + kz)

]
+Km2

u exp
[
i
a

2
(ky + kz)

]
+Km3

u exp
[
i
a

2
(−kx + kz)

]
+Km4

u exp
[
i
a

2
(−ky + kz)

]
+Km1

d exp
[
i
a

2
(kx − kz)

]
+Km2

d exp
[
i
a

2
(ky − kz)

]
+Km3

d exp
[
i
a

2
(−kx − kz)

]
+Km4

d exp
[
i
a

2
(−ky − kz)

]

Now, finding the dispersion relation along a particular direction in k space becomes a matter of defining a

line in k space and plot the square root of the eigenvalues of M−1K(k) for each k in the line.

ω2u0 = M−1K(k)u0

This procedure generates six bands, three acoustic and three optical. Silicon dispersion relation using the

force constants obtained with Harrison interatomic potential is shown in Figure A.11

Figure A.11: Si dispersion relation Left using the force constants obtained with Harrison interatomic potential
Right Experimental data by [8]
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A.11.6 Density of states

A “numerical count of states” referred as binning can be found by calculating the eigen frequencies for some

equally space set of k points inside the first Brillouin zone and then counting how many of them lie in a

particular frequency interval. From that an estimate of the density of states can be found. Indeed, the states

inside ∆ω are

N(ω)∆ω =
∑
k∈BZ
ω<ω(k)

ω(k)<ω+∆ω

1 =
1

∆kx∆ky∆kz

∫
R

dkxdkydkz

For the second equality, a large size material, periodic boundary conditions and R = {k|ω < ω(k) < ω+ ∆ω}

were assumed. Then the integral is approximated numerically as

N(ω)∆ω =
V

8π3

 Numerical

count of states

∆kx∆ky∆kz

and the Density Of State per unit volume is

DOS(ω) =
1

8π3

 Numerical

count of states

 ∆kx∆ky∆kz
∆ω

The DOS for Silicon is shown in Figure A.12

Figure A.12: Density of States for Silicon using the force constants obtained with Harrison interatomic
potential. Blue) calculation with NEGF. Red) calculation by binning.

From the device Green’s function G or from the spectral function A the DOS in the device can also be

found (equation A.33)

DOSd = Tr

(
iω

π
M1/2

(
G−G†

)
M1/2

)
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Note that since M = mI (I is the identity matrix), the DOSd can be simplified to

DOSd = Tr
(ωm
π
A
)
.

To obtain the density of states per unit volume, this quantity must be normalized by the volume of the device.

For the particular simulation in this paper, the device is a primitive unit cell of Silicon with 2 atoms and a

volume of a3/4. Then the DOS per unit volume is given by (Figure A.12)

DOS =
4

a3
DOSd



Appendix B

Anharmonicity

This chapter is meant as a help to follow the reference [28], where the process to included phonon-phonon

interactions in NEGF is develop, with the different notation we have used over the document.

B.1 Quantum Harmonic Oscillator: 1D crystal

Imagine we wave a 1D chain of atoms linked by springs that is periodic after N atoms (Fig. B.1). Where rn

is the position, xn is the deviation from equilibrium and m is the mass of atom n and κ is the spring constant

of each spring. The total energy of the system or classical Hamiltonian is given by the sum of the kinetic

Figure B.1: 1D crystal

energy of every atom plus the potential energy stored in the springs for every pair of atoms. That is

H =

N−1∑
n=0

1

2
mẋ2

n +

N−1∑
n=0

1

2
κ (xn+1 − xn)

2
(B.1)

This Hamiltonian is not diagonal, in other words we have a bunch of couple oscillators (each atom is an

oscillator and it is couple with the movement of its two neighbors). Since the system is translational invariant

or periodic, we can decouple the oscillators by performing a Fourier transform. This procedure is referred as

splitting the system in normal modes, which each normal mode corresponding to a Fourier component. So we

116
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define the following transform

xn =
1√
N

N−1∑
k=0

x̃ke
ikrn (B.2)

Replacing this transformation for xn into the Hamiltonian and using the identity

N−1∑
n=0

eikxn = Nδk,0 (B.3)

we get

H =

N−1∑
k=0

1

2

p̃kp̃−k
m

+
1

2
mω2

kx̃kx̃−k (B.4)

with

ω2
k =

2κ

m
(1− cos ka) =

4κ

m
sin2 ka

2
(B.5)

and

pn = mẋn p̃k = m ˙̃xk (B.6)

At this points it looks like we have 2N degrees of freedom. Two for each of k since x̃k is complex. Those

degrees of freedom are not actually independent because we need to guarantee that xn is real, which implies

that

x̃∗k = x̃−k (B.7)

This result follows from comparing xk with its complex conjugate:

x̃k =
1√
N

N−1∑
n=0

x̃ne
−ikrn (B.8)

x̃∗k =
1√
N

N−1∑
n=0

x̃ne
ikrn (B.9)

=
1√
N

N−1∑
n=0

x̃ne
−i(−k)rn (B.10)

= x̃−k (B.11)
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Now we promote the classical variables to quantum operators and state the usual commutation rules

between canonical variables

x̃k → X̃k (B.12)

x̃∗k → X̃†k (B.13)

p̃k → P̃k (B.14)

p̃∗k → P̃ †k (B.15)

X̃†k = X̃−k (B.16)

P̃ †k = P̃−k (B.17)

(B.18)

Then the Hamiltonian becomes

H =

N−1∑
k=0

1

2

P̃kP̃−k
m

+
1

2
mω2

kX̃kX̃−k (B.19)

For each k, this Hamiltonian is very similar to the harmonic oscillator but with a mix between +k and −k.

So we use operators similar to the creation and annihilation operators to further simplify the Hamiltonian.

ak =

√
mωk
2~

Xk + i

√
1

2mωk~
P−k (B.20)

a†k =

√
mωk
2~

X−k − i
√

1

2mωk~
Pk (B.21)

X̃k =

√
~

2mωk

(
ak + a†−k

)
(B.22)

Pk = −i
√

~mωk
2

(
ak − a†−k

)
(B.23)

Note that

X̃kX̃−k =
~

2mωk

(
aka−k + aka

†
k + a†−ka−k + a†−ka

†
k

)
(B.24)

P̃kP̃−k =
~mωk

2

(
−aka−k + aka

†
k + a†−ka−k − a

†
−ka

†
k

)
(B.25)

so replacing into the Hamiltonian we get

H =

N−1∑
k=0

1

2
~ωk

(
aka
†
k + a†−ka−k

)
(B.26)
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Now we reorganize the sum and used the commutation relation [ak, a
†
k] = aka

†
k − a

†
kak = 1

H =

N−1∑
k=0

1

2
~ωk

(
aka
†
k + a†kak

)
(B.27)

H =

N−1∑
k=0

1

2
~ωk

(
2a†kak + 1

)
(B.28)

H =

N−1∑
k=0

~ωk
(
a†kak +

1

2

)
(B.29)

and

Xn =
1√
N

N−1∑
k=0

X̃ke
ikrn (B.30)

Xn =
1√
N

N−1∑
k=0

√
~

2mωk

(
ak + a†−k

)
eikrn (B.31)

Xn =
1√
N

N−1∑
k=0

√
~

2mωk

(
ake

ikrn + a†−ke
ikrn

)
(B.32)

Xn =
1√
N

N−1∑
k=0

√
~

2mωk

(
ake

ikrn + a†ke
−ikrn

)
(B.33)

letting the creation and annihilation operator evolve in time we get

xn(t) =
∑
m

√
~

2ωm

[
emn ame

−iωmt + (emn )
∗
a†me

iωmt
]

Note that for xn to be real a−m = a†m and e−mn = (emn )
∗

B.2 Green’s Functions

xn1(t1) =
∑
m1

√
~

2ωm1

[
em1
n1
am1e

−iωm1
t1 +

(
em1
n1

)∗
a†m1

eiωm1
t1
]

xn2(t2) =
∑
m2

√
~

2ωm2

[
em2
n2
am2e

−iωm2
t2 +

(
em2
n2

)∗
a†m2

eiωm2
t2
]
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Let me start by calculating the equilibrium green’s function.

[
Gnri(t1, t2)

]
n1,n2

=
[
iD<

0 (t1, t2)
]
n1,n2[

Gnri(τ)
]
n1,n2

=
[
iD<

0 (t1 − t2)
]
n1n2

=
[
iD<

0 (τ)
]
n1n2

=
1

~
〈xn2

(t2)xn1
(t1)〉

=
∑
m1m2

1

2
√
ωm1

ωm2

[〈
am2a

†
m1

〉
em2
n2

(
em1
n1

)∗
ei(ωm1

t1−ωm2
t2) +

〈
a†m2

am1

〉 (
em2
n2

)∗
em1
n1
ei(ωm2

t2−ωm1
t1)
]

=
∑
m1m2

1

2
√
ωm1ωm2

[
(Nm1 + 1) δm1,m2e

m2
n2

(
em1
n1

)∗
ei(ωm1

t1−ωm2
t2) +Nm1δm1,m2

(
em2
n2

)∗
em1
n1
ei(ωm2

t2−ωm1
t1)
]

=
∑
m

1

2ωm

[
(Nm + 1) emn2

(
emn1

)∗
eiωm(t1−t2) +Nm

(
emn2

)∗
emn1

eiωm(t2−t1)
]

=
∑
m

1

2ωm

[
(N−m + 1) e−mn2

(
e−mn1

)∗
eiω−m(t1−t2) +Nm

(
emn2

)∗
emn1

eiωm(t2−t1)
]

=
∑
m

1

2ωm

[
(N−m + 1)

(
emn2

)∗
emn1

eiωmτ +Nm
(
emn2

)∗
emn1

e−iωmτ
]

=
∑
m

1

2ωm

(
emn2

)∗
emn1

[
(N−m + 1) eiωmτ +Nme

−iωmτ
]

Fourier transforming the expression with

f(ω) =

∫
dτf(τ)eiωτ ,

using

F{eiωmt} = 2πδ(ω + ωm),

2ωmδ(ω
2 − ω2

m)θ(ω) = δ(ω − ωm) 2ωmδ(ω
2 − ω2

m)θ(−ω) = δ(ω + ωm)

(The delta function derivation assumes ωm > 0 see appendix) and

[A]n1n2
(ω2) = 2π

∑
m

emn1
δ(ω2 − ω2

m)
(
emn2

)∗
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[
Gnri(ω)

]
n1,n2

=
[
iD<

0 (ω)
]
n1n2

=
∑
m

2π

2ωm

(
emn2

)∗
emn1

[(N−m + 1) δ(ω + ωm) +Nmδ(ω − ωm)]

=
∑
m

2π

2ωm

(
emn2

)∗
emn1

2ωmδ(ω
2 − ω2

m) [(N−m + 1) θ(−ω) +Nmθ(ω)]

= [A(ω2)]n1n2 [(N−ω + 1) Θ(−ω) +NωΘ(ω)]

B.2.1 Gp or iD>

[
Gpri(t1, t2)

]
n1,n2

=
[
iD>

0 (t1, t2)
]
n1,n2

(B.34)[
Gpri(τ)

]
n1,n2

=
[
iD>

0 (t1 − t2)
]
n1n2

=
[
iD>

0 (τ)
]
n1n2

(B.35)

=
1

~
〈xn1

(t1)xn2
(t2)〉 (B.36)

=
∑
m1m2

1

2
√
ωm1

ωm2

[〈
am1

a†m2

〉
em1
n1

(
em2
n2

)∗
ei(ωm2

t2−ωm1
t1) +

〈
a†m1

am2

〉 (
em1
n1

)∗
em2
n2
ei(ωm1

t1−ωm2
t2)
]

(B.37)

=
∑
m1m2

1

2
√
ωm1

ωm2

[
(Nm1

+ 1) δm1,m2
em1
n1

(
em2
n2

)∗
ei(ωm2 t2−ωm1 t1) +Nm1

δm1,m2

(
em1
n1

)∗
em2
n2
ei(ωm1 t1−ωm2 t2)

]
(B.38)

=
∑
m

1

2ωm

[
(Nm + 1) emn1

(
emn2

)∗
eiωm(t2−t1) +Nm

(
emn1

)∗
emn2

eiωm(t1−t2)
]

(B.39)

=
∑
m

1

2ωm

[
(Nm + 1) emn1

(
emn2

)∗
eiωm(t2−t1) +N−m

(
e−mn1

)∗
e−mn2

eiω−m(t1−t2)
]

(B.40)

=
∑
m

1

2ωm

[
(Nm + 1) emn1

(
emn2

)∗
e−iωmτ +N−me

m
n1

(
emn2

)∗
eiωmτ

]
(B.41)

=
∑
m

1

2ωm

(
emn2

)∗
emn1

[
(Nm + 1) e−iωmτ +N−me

iωmτ
]

(B.42)

[
Gpri(ω)

]
n1,n2

=
[
iD>

0 (ω)
]
n1n2

=
∑
m

2π

2ωm

(
emn2

)∗
emn1

[(Nm + 1) δ(ω − ωm) +N−mδ(ω + ωm)]

=
∑
m

2π

2ωm

(
emn2

)∗
emn1

2ωmδ(ω
2 − ω2

m) [(Nm + 1) θ(ω) +N−mθ(−ω)]

= [A(ω2)]n1n2
[(Nω + 1) Θ(ω) +N−ωΘ(−ω)]
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Note that in equation B.39 I could’ve replace m by −m on the other factor. That way we would’ve get

[
Gpri(τ)

]
n1,n2

=
∑
m

1

2ωm

(
emn1

)∗
emn2

[
(N−m + 1) e−iωmτ +Nme

iωmτ
]

which at the end of the process will lead to

[
Gpri(ω)

]
n1,n2

= [A(ω2)]n2n1
[(N−ω + 1) Θ(ω) +NωΘ(−ω)]

Then we have the relationship

Gnr (−ω) = Gpr(ω) = [Gpr(ω)]
T

B.2.2 Retarded Green’s Function

Now let’s do the retarded green’s function

[
iGR(t1, t2)

]
n1,n2

=
[
iDR(t1, t2)

]
n1,n2

(B.43)[
iGR(t1 − t2)

]
n1,n2

=
[
iDR(t1 − t2)

]
n1,n2

(B.44)[
iGR(τ)

]
n1,n2

=
[
iDR(τ)

]
n1,n2

(B.45)

=
1

~
Θ(τ) 〈[xn1(t1), xn2(t2)]〉 (B.46)

=
1

~
Θ(τ) [〈xn1

(t1)xn2
(t2)〉 − 〈xn2

(t2)xn1
(t1)〉] (B.47)

=Θ(τ)

[∑
m

1

2ωm

(
emn2

)∗
emn1

[
(Nm + 1) e−iωmτ +N−me

iωmτ − (N−m + 1) eiωmτ −Nme−iωmτ
]]

(B.48)

=Θ(τ)

[∑
m

1

2ωm

(
emn2

)∗
emn1

[
e−iωmτ − eiωmτ

]]
(B.49)

(B.50)

Now fourier transforming using

F−1

{
1

ω − ωm + iη

}
= −iθ(t)e−iωmt

F−1

{
1

ω + ωm + iη

}
= −iθ(t)eiωmt
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[
GR(ω)

]
n1,n2

=
[
DR(ω)

]
n1,n2

(B.51)

=
∑
m

1

2ωm

(
emn2

)∗
emn1

[
1

ω − ωm + iη
− 1

ω + ωm + iη

]
(B.52)

=
∑
m

1

2ωm

(
emn2

)∗
emn1

[
2ωm

(ω + iη)2 − ω2
m

]
(B.53)

=
∑
m

[ (
emn2

)∗
emn1

(ω + iη)2 − ω2
m

]
(B.54)

=G (B.55)

Note that there is a suttle difference in the definition of η between this G and the one we used (negleting

η2 and defining η′ = 2ωη)

Gn1n2 =
∑
m

emn1

[
1

(ω + iη)2 − ω2
m

] (
emn2

)∗
(B.56)

=
∑
m

emn1

[
1

(ω2 + i2ωη − η2)− ω2
m

] (
emn2

)∗
(B.57)

=
∑
m

emn1

[
1

ω2 + iη′ − ω2
m

] (
emn2

)∗
(B.58)

= Gn1n2
(what we use) (B.59)

B.3 Average Harmonic Heat Current

Iri =

∫ ∞
0

dω

2π
~ωTr

{
ΣinriA−G

nΓri
}

(B.60)

(B.61)

Now (last steps because I’m only using it on positive frequencies)

Σinri =
1

~
〈
SriS

†
ri

〉
(B.62)

=
1

~
〈
τrixrix

†
riτ
†
ri

〉
(B.63)

= τri
1

~
〈
xrix

†
ri

〉
τ †ri (B.64)

= τriG
n
riτ
†
ri (B.65)

= τriAri(ω
2)τ †ri [(N−ω + 1) Θ(−ω) +NωΘ(ω)] (B.66)

= Γri(−ω) (N−ω + 1) Θ(−ω) + Γri(ω)NωΘ(ω) (B.67)
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Gn =
1

~
〈
xx†

〉
(B.68)

=
1

~
〈
GSS†G†

〉
(B.69)

= G

〈
1

~
SS†

〉
G† (B.70)

= G

〈∑
ri

1

~
SriS

†
ri

〉
G† (B.71)

= G

[∑
ri

Σinri

]
G† (B.72)

= GΣinG† (B.73)

B.4 Conversion table

Conversion table. I should define in the correlations in terms of field operators to compare properly

Original Datta (el) Mingo our

iG< −Gn iD< Gn

iG> Gp iD> Gp

iΣ< −Σin iΣ< Σin

iΣ> Σout iΣ> Σout

GR G DR = G G

GA G† DA = G† G†

ΣR Σ Σ = ΣR Σ

ΣA Σ† Σ† Σ†

B.4.1 Solution Procedure for Anharmonic NEGF

1. Assume you know the contact details Mri , Kri , Tri → Nri and the channel details M ,K and the

coupling details τri . Also assume the following relations

G(−ω) = G∗(ω) (B.74)

Σ(−ω) = Σ∗(ω) (B.75)

Γ(−ω) = −Γ∗(ω) (B.76)

Σin(−ω) =
[
Σout(ω)

]T
(B.77)
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Gn(−ω) = [Gp(ω)]
T

(B.78)

2. Calculate Σr1 and Σr2 from equation 2.35

Σri = τriGriτ
†
ri

3. Calculate Γr1 and Γr2 from equation 2.41

Γri = i
(
Σri − Σ†ri

)

4. Calculate Σinr1 and Σinr2 from equation B.67

Σinri (ω) = Γri(−ω) (Nri(−ω) + 1) Θ(−ω) + Γri(ω)Nri(ω)Θ(ω)

5. Calculate Σoutr1 and Σoutr2 from equation

Σoutri (ω) = Σinri (−ω)

Σoutri (ω) = Γri(ω) (Nri(ω) + 1) Θ(ω)− Γri(−ω)Nri(−ω)Θ(−ω)

6. Assume Σins = 0, Σs = 0

7. Calculate Σ and Σin from equations

Σ = Σr1 + Σr2 + Σs

Σin = Σinr1 + Σinr2 + Σins

Σout = Σoutr1 + Σoutr2 + Σouts

8. Calculate G, Gn and Gp using equation 2.34 and B.73

G =
[
ω2M −K − Σ

]−1

Gn = GΣinG†

Gp = GΣoutG†
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9. Calculate Σins and Σouts . For three phonon processes

[Σins1(ω)]i,n = −~
∑
jklm

∫ ∞
−∞

dω′VijkG
n
jl(ω

′)Gnkm(ω − ω′)Vlmn

[Σouts1 (ω)]n,i = −~
∑
jklm

∫ ∞
−∞

dω′VijkG
n
jl(ω

′)Gnkm(−ω − ω′)Vlmn

[Σins2(ω)]i,n = −~
∑
jklm

∫ ∞
−∞

dω′VijkG
p
jl(ω

′)Gnkm(ω + ω′)Vlmn

[Σouts2 (ω)]n,i = −~
∑
jklm

∫ ∞
−∞

dω′VijkG
n
jl(ω

′)Gpkm(−ω + ω′)Vlmn

10. Calculate Γs from

Γs = Σouts − Σins

11. Calculate ={Σs}

={Σs} = −Γs
2

12. Calculate <{Σs} from the Hilbert transform

<{Σs} = − 1

π

∫
dω′
={Σs}(ω′)
ω − ω′

=
1

2π

∫
dω′

Γs(ω
′)

ω − ω′

13. With Σs and Σins recalculate Σ and Σin (step 7)

Σ = Σr1 + Σr2 + Σs

Σin = Σinr1 + Σinr2 + Σins

Σout = Σoutr1 + Σoutr2 + Σouts

B.5 Some equalities and equations

i(Σr(ω)− Σ∗r(ω)) =


τrAr(ω)τ †r if ω > 0

−τrAr(ω)τ †r if ω < 0.

(B.79)
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− 2={Σr(ω)} =


τrAr(ω)τ †r if ω > 0

−τrAr(ω)τ †r if ω < 0.

(B.80)

Ar(−ω) = Ar(ω) (B.81)

Ar(ω) = [Ar(ω)]T (B.82)

Σinr (ω) = τrAr(ω)τ †r
[
Θ(−ω) +Nr(ω

2)
]

(B.83)

Σoutr (ω) = τrAr(ω)τ †r
[
Θ(ω) +Nr(ω

2)
]

(B.84)

Jh(ω) =
~ω
2π

Tr
{

Σinh G
p − Σouth Gn

}
(B.85)

B.6 Delta function derivation

Let’s assume ωm > 0 as it is the case

δ(ω2 − ω2
m) =

δ(ω − ωm)

|2ωm|
+
δ(ω + ωm)

| − 2ωm|
(B.86)

=
1

2ωm
[δ(ω − ωm) + δ(ω + ωm)] (B.87)

2ωmδ(ω
2 − ω2

m) = δ(ω − ωm) + δ(ω + ωm) (B.88)
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