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ABSTRACT 

Urban commercial districts and centers are places that provide concentrated 

opportunities for non-work activities. Rapid development in these areas has made them critical 

for local economic development as well as exerting significant influence on urban society and 

culture. Traveling to these non-work destinations, such as shopping centers, restaurants, bars, 

grocery stores, movie theaters, etc., is an important part of urban life. For a long time, survey-

based data is often used to examine non-work trips and travel patterns. These data always have 

limited sample sizes that impede temporally and spatially fine-grained analysis. Recent 

advances in information and communication technology (ICT) and mobile devices create new 

opportunities for today’s transportation planners to understand travel behavior using non-

survey sources of data. These data are user-generated, geo-located, and contain contextual 

information (e.g., text, images, videos). The emergence of such “transportation big data” has 

resulted in a large quantity of information documenting people’s everyday movements, travel 

events, attitudes, perceptions, and emotions, all connected with the location and time.  

This dissertation develops a data fusion framework that integrates geosocial media, 

fine-grained individual GPS trace data, land use and built environment data, and demographic 

data from the U.S. census to quantify people’s travel experiences and mobility patterns to 

commercial and mixed-use districts, taking the Phoenix Metropolitan Area as a study case. 

Specifically, the geosocial media data used in this dissertation is collected from Yelp reviews 

and the GPS trajectory data is collected from smartphone apps with GPS-enabled location 

services. This dissertation research first examines the experience of travel (travel attitude) in 

major commercial and mixed-use districts using transportation texts embedded in Yelp reviews. 

Then, it analyzes travel behavior to these destinations using GPS trajectory data with a fine 



  

scale in space and time. Following on from the prior two analyses, it develops a data fusion 

framework by integrating geosocial media and GPS traces to further examine 1) the 

relationship between attitude and built environment, and 2) the impacts of attitude and built 

environment on travel behavior. 

Given the prospect of the big data era for transportation research, this dissertation 

research shows the promises of emerging data and analytics in providing useful information 

about travelers’ attitudes and behaviors. It also enhances our understanding of non-work travel 

and has implications for transportation planning and management. Therefore, this dissertation 

makes two major contributions to urban transportation planning research, one regarding the 

travel to non-work destinations, and second regarding the methods developed to integrate 

multiple types of big data for transportation planning informatics. 

 

Keywords: Geosocial Media, GPS Data, Transportation Planning Informatics, Non-work 

Travel 
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CHAPTER 1 

INTRODUCTION 

 

In the United States, it is estimated that 83% of the population lives in urban areas in 

2019 (World Bank, 2020). By 2050, 89% of the U.S. population is projected to live in urban 

areas (United Nations, 2018). Urban planning and design, as applied disciplines, are permeated 

with best practices that are seeking to promote sustainability, equity, and justice for all 

throughout the whole city system. Transportation, as an essential facet of people’s daily lives, 

facilitates the participation in daily activities and opportunities, e.g., work, recreation, shopping, 

dining, and businesses. One fundamental purpose of transportation systems in urban areas is 

to make infrastructure, resources, and urban amenities more accessible to individuals (Carmon 

& Fainstein, 2013; Tumlin, 2012). A lack of individual mobility or access to urban 

opportunities will hinder personal economic and social development (Woldeamanuel, 2016). 

In this sense, urban planners seek to better understand people’s travel needs and measure their 

accessibility to urban opportunities to ensure that they can approach to various destinations 

and resources as desired.  

With the rapid development of information and communication technologies (ICT), the 

emergence of novel data and methodologies provides tremendous opportunities for 

transportation planners and researchers to examine everyday activity-travel experience, travel 

behavior, and transportation accessibility (Rashidi et al., 2017). Transportation big data1 has 

the five V’s characteristics of big data: volume, velocity, variety, veracity, and value (M. Chen 

et al., 2014; Tsai et al., 2015). Recent studies have shown a promising future for making use 

 

1 A detailed description of transportation big data can be found in Chapter 2. 
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of a range of multi-source geo-spatial big data in transportation planning informatics and urban 

data science (Manovich, 2012; X. Wu et al., 2014; C. Zhou et al., 2017). Rich semantics of 

space and place associated with activity-travel are embedded in the large-scale “user-generated 

data”, such as geotagged social media posts, online reviews, mobile phone GPS data, 

crowdsourced traffic and street data, and so forth.  

Among these new data sources, social media data, for example, with the platforms’ 

widespread use, has become a popular data source in more recent transportation studies. 

Specifically, with the assistance of big data analytics and data mining techniques, researchers 

can use social media data to extract a variety of information about travel, including the public 

opinions about transportation environment and built infrastructure, responses and attitudes 

towards new transportation technologies, such as electric vehicles and ride sharing services 

(e.g., bike-sharing and car-sharing), and travel experiences during the trip. (Efthymiou & 

Antoniou, 2012; Rahim Taleqani et al., 2019; Sabab Zulfiker et al., 2020).  

Moreover, crowdsourced GPS trajectory data is another emerging transportation big 

data source. People’s movements can be retrieved via mobile locations recorded from a variety 

of GPS-enabled apps. Traditionally, planners collect travel behavior data based on 

conventional survey methods, such as travel diaries, questionnaires, or interviews. For a long 

time, these methods have been the primary means to obtain travel behavior information, e.g., 

mode of transportation, distance traveled, frequency of trips, travel purpose, trip duration 

(Bohte & Maat, 2009; C. Chen et al., 2016). These survey-based methods, however, impose a 

significant burden on participants, as they have to remember their travel behavior, recognize 

their trip attributes and report them often without any supplementary support. In addition, these 

traditional methods always requires longer data collection time and usually covers a smaller 
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sample size (T. Jones et al., 2013). Thus, a more efficient and accurate travel behavior data 

collection means is needed. Coming with the wide use of mobile phones, such mobile phone 

GPS traces have provided researchers with alternatives to improve data quality, by capturing 

more details of individuals’ travel behaviors to give insight into fine-grained travel patterns 

(Gonzalez et al., 2010; P. Stopher et al., 2008).  

In this dissertation, I seek to utilize and integrate large-scale user-generated data and 

analytical methods to examine travel to non-work destinations. My research includes an 

investigation of the experience of travelers (attitude), travel behaviors and accessibility, and 

the relationship between travel attitude, behaviors and the built environment. One major 

challenge in travel studies lies in the lack of sufficient data about non-commuting trips. Thus, 

new transportation datasets have the potential to fill this gap. I process large-scale 

transportation big data and effectively extract useful information about the trip characteristics, 

in order to collectively better understand the interactions between transportation systems, built 

environment, and human factors (travel behavior, attitudes, and perceptions), which serves as 

the theoretical framework of the dissertation. In particular, taking the Phoenix Metropolitan 

Area, Arizona as a case study, I focus on fusing geosocial media and smartphone-based GPS 

trajectory data to examine individuals’ travel to non-work destinations integrated with textual 

analysis and statistical methods in data processing and analysis.  

Through a series of empirical analyses of big datasets collected for the study area, I 

explore both the potential and limitations of geosocial media and mobile phone GPS trajectory 

data in travel information retrieval and behavioral studies. The dissertation analysis progress 

is designed as follows: 1) The first analysis makes use of geosocial media data - Yelp reviews 

in Phoenix - to examine how the public perceives the parking environment of their frequently 
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visited commercial areas based on a textual analysis of the extracted parking reviews. Since 

each Yelp review is linked with a real-world travel destination, the parking experience is 

embedded in the reviews to represent how ease to find a place to park when driving to the 

destination, as an indicator of travel attitude; 2) The second analysis investigates trips to six 

major commercial districts using smartphone-based GPS data collected for one month with an 

average of 20 million trajectory points daily in Phoenix. Each participant’s home location (at 

census block groups level), time of travel, and mode of travel are estimated; and 3) The third 

analysis continues an exploration of how travel attitudes, the characteristics of where people 

live, and other built environment characteristics affect destination choices to commercial 

districts by integrating the results from the first two analyses.  

Overall, these analyses support a framework of using large-scale user-generated 

datasets in transportation planning research, highlighting in particular that user-generated 

content in geosocial media and human mobility GPS data, and, thus, contributing to the field 

of transportation planning informatics. I find that the common characteristics for these 

emerging data sources are their large size (up to terabytes of data), incomplete demographics, 

explicit or implicit geographic information, and rapid and potential real-time updating. I 

employ a variety of analytical methods and show that these new data resources do provide 

unprecedented opportunities to advance transportation planners’ capabilities in the analysis of 

travel experience, detection of emotions and attitudes towards transportation supplies, 

recognition of travel patterns, examination of transportation accessibility, and prediction for 

future behaviors. It is worth noting that these data are often burdened with questions of 

representativeness and ethical use that must be carefully addressed, particularly when used for 

public purposes. Therefore, there is a pressing need for further research on the specific contexts 
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and prerequisites that these data require so that they can be appropriately used in human 

mobility and transportation planning research. In future, a number of multi-source data fusion 

research practices will call for attention in establishing a robust field of transportation planning 

informatics. 

 

Figure 1. Dissertation organization 

This introductory chapter provides an overview of some of the key components of the 

dissertation. It addresses the research significance of studying the travel to non-work 

destinations, motivations in using new transportation data and data descriptions, as well as a 

conceptual framework of the dissertation. As Figure 1 shows, following Chapter 1, I conduct 

Chapter 1
Introduction

Chapter 2

Literature Review

Chapter 4

Travel Behavior 

Study

Chapter 3

Travel Experience 

Study

Chapter 5

Travel to Non-work Destinations: Attitude, 

Behavior, and Built Environment

Chapter 6

Conclusion

Geosocial 
media data 

and Built 

environment 

data

Smartphone GPS 

data and

Census data

Geosocial media, 
Smartphone GPS, Census 

data, and Built 

environment data
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a literature review of current studies, particularly focusing on the need of expanding the 

literature on travel to non-work destinations and the need of using new data and analytics. Then 

I detail my study by first separating an analysis of geosocial media data and GPS data, and 

then combining these two. Specifically, in Chapter 3, I focus on using Yelp to analyze its 

embedded transportation content and parking sentiments in some of the major commercial and 

mixed-use districts. In Chapter 4, I focus on deriving the knowledge of non-work trips and 

travel patterns from smartphone-based GPS traces. In Chapter 5, I combine geosocial media, 

GPS data, census data, and built environment data to examine 1) the relationship between 

attitudes and built environment, and 2) the impacts of attitude and built environment on travel 

behavior. The final chapter summarizes the contributions of the dissertation and discusses the 

implications for transportation planning and urban data science.  

 

1.1 The Access to Non-work Destinations 

Traveling to non-work destinations, such as shopping centers, restaurants, bars, 

supermarkets, grocery stores, movie theaters etc., is an important part of urban life. The 

following two subsections describe the research background and motivations in using new data 

for examining the access to non-work destinations. 

 

1.1.1 Research Background 

Urban commercial districts and centers provide concentrated opportunities for 

shopping, dining, leisure, and other services. Rapid development in these areas has made them 

critical for local economic development as well as exerting significant influence on urban 

society and culture (Adams, 2012). The commercial districts in the city are, for a resident, 

among the most important vital elements in the urban environment. The elements of the urban 
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environment are integrated around and across them to create a place filled with activities (K. 

G. Jones & Simmons, 1993). Constructing a diverse commercial environment, attracting more 

customers, and keeping these districts and centers vibrant are significant for urban economic 

development. 

 

(1) Divergent Travel Behavior and Mobility Patterns to Non-Work Destinations 

Individuals go for such non-work activities and exhibit divergent travel behavioral 

patterns when going to these places. Previous studies demonstrate that residents of 

disadvantaged neighborhoods don’t have the same accessibility to such destinations as the 

residents of advantaged neighborhoods (Stanley et al., 2011; Wee et al., 2011). Researchers 

attribute this inequality to a variety of factors: for example, although residents of disadvantaged 

neighborhoods may travel wherever they want, they may have different destination preferences 

and may be constrained by available resources they have (e.g., money, time, auto access) 

(Neutens et al., 2010; Ren et al., 2014). This inequitable accessibility also reveals that urban 

isolation and segregation extend beyond individuals’ residences. Understanding individuals’ 

mobility patterns to non-work destinations is crucial for urban planning, land and facility 

management, and business strategies (Crane, 2000). 

 

(2) Factors Affecting the Choice to Non-work Destinations 

As mentioned above, a variety of factors might contribute to the such divergent 

behavior patterns. First of all, the choice to go to a non-work destination for urban activity is a 

type of travel behavior. Scholars have begun to explore the potential effects of travel attitude 

on traveler behavioral choices and thereby cities, society, and the environment. Broadly, the 

perceptions, attitudes, and experiences of travel are associated with travelers’ behaviors.  
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Besides the impacts of travel attitudes and perceptions, existing literature suggests that 

transportation and infrastructure plans are largely associated with behavioral choices. The 

transportation road network, infrastructure, and transportation systems, serve communities and 

neighborhoods with inherent imbalance (Q. Wang et al., 2018). The imbalanced distribution 

of transportation infrastructure can exacerbate existing inequitable accessibility and mobility 

patterns of different communities (Graham, 2002, 2010; J. Lin & Mele, 2013). With noting 

this relationship between transportation infrastructure and urban accessibility, local land use 

and transportation plans often seek to provide a balanced design which can bring business 

benefits in urban non-work activity districts as well as mitigate accessibility inequality. 

 

(3) Accessibility as A Measure for Travel Patterns 

Following the observations of divergent non-work travel patterns, planners establish 

some methods to measure these travel behavioral differences by introducing the “accessibility” 

concept. Basically, accessibility is used as a measure of the ease of travel when reaching a 

destination, which generally represents a relative level. For a long time, the lack of fine-grained 

data impedes this measurement. Traditionally, data for travel behavior analysis has been 

derived from surveys with limited sample sizes that impede temporally and spatially fine-

grained analysis (C. Chen et al., 2016). Small sample survey data often cannot supply enough 

information (e.g., time of travel) to validly assess local patterns, or to do so in a way that 

obscures the behavior of specific individuals. Recent advances in information and 

communication technologies have enabled researchers to collect mobility data based on 

ubiquitous and location-aware smartphones, with massive GPS space-time data at a fine scale 

(Dabiri & Heaslip, 2018).  
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1.1.2 Motivations in Using New Data  

The concept of Smart Cities describes a more connected and intelligent constructed 

environment for embedded devices, such as smartphones, wearable devices, and sensors, 

leading to new ways of interactions between people and cities (Monzon, 2015). The 

development of digital technologies allows us to interconnect and communicate with each 

other more effectively and conveniently. The city system implementation begins with data 

generation and move to collection, aggregation, filtration, classification, preprocessing, 

computing and decision making (Rathore et al., 2018). In such contexts, the explosion of new 

transportation data sources in recent years has aroused increasing attentions for examining 

travelers’ behaviors and their experiences of everyday activity-travel in cities.  

To examine travel to non-work destinations, I identify two major new data sources that 

offer the opportunity to obtain useful information: geosocial media data and human GPS 

trajectories. I also include a description of other useful data sources such as census data and 

land use and built environment data in the following section.  

 

1.2 Data Description 

1.2.1 Travel Experience from LBSN Data - the Geosocial Media Data  

The rapid growth of location-based social networks (LBSNs) has attracted billions of 

users, elevating our urban experience to a new stage. In this new context, rapid developments 

in the field of spatial data mining and geo-simulation provide highly valuable and promising 

tools that enhance our understanding of how cities function and how people interact with urban 

environments at a fine-grained space-time scale.  

In recent years, transportation researchers have experienced the benefits of widespread 

geotagged social media platforms in capturing experience of travel, especially in the large 
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metropolitan areas. A variety of LBSNs (Yelp, Twitter, TripAdvisor, Foursquare, Facebook, 

etc.) have been used to study travel information from a review of the literature, suggesting that 

the promises of using LBSNs for transportation information retrieval, analysis, and 

applications.  

Yelp reviews, a typical LBSN dataset, are attracting more and more people to write 

“tips” and “reviews” when they have visited a destination. Using textual analysis, I find that a 

significant number of these reviews mention travel experiences. Since each review points to a 

real-world travel destination, I further develop the idea of using such relevant texts from Yelp 

reviews to understand how the public perceives destinations’ transportation environment. The 

exploration and empirical analyses are conducted in Chapter 3 with my advisor Dr. Andrew 

Mondschein. We first extract transportation content from Yelp reviews, and then analyze 

individuals’ sentiments towards parking2. 

 

1.2.2 Human Mobility Information from GPS Trajectory Data  

Inferring an individual’s activity and trip purposes is critical for transportation planning 

and travel behavior analysis. Detailed trip information including time, trajectories, and origin 

and destination locations reveal objectives behind these trips and preferences of the commuters. 

However, using the paper travel diaries or phone call surveys to record the trip information 

have apparent drawbacks such as the difficulties faced by respondents to exactly recall the trip-

related information including departure time, origins and destinations, etc., and the non-

response and postponing (Bohte & Maat, 2009).   

 

2 Chapter 3 describes the reason why parking sentiment is selected as an indicator of travel 

attitude in this study in detail. 
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One major challenge lies in the lack of high-quality data to examine non-work travel. 

In recent years, the knowledgeable findings and data mining from transportation big data have 

become more and more popular. Crowdsourced phone-based GPS data, such as mobile phone 

GPS traces, can provide fine-grained insight into travel behavior patterns to fill the data gap. 

Thus, as part of this dissertation research, I use phone-based GPS data collected for one month 

with an average of 20 million trajectory points daily to examine people’s non-work travel 

behaviors. Data from over 90,000 individuals in Phoenix metropolitan area are used for the 

empirical analysis. I first study the problem of how to process large trajectory data to extract 

useful information about individual trip characteristics. In Chapter 4, I develop an analytical 

framework to detect the home location, time of travel, and travel mode of each respondent 

when going to commercial districts. I explore and quantify individuals’ travel to six major 

commercial districts with a specific focus on the mode use by cars, which is the main mode 

that used by Phoenix individuals or households for non-work travel. According to the travel 

behavior information obtained from the GPS data, I also can measure the non-work travel 

accessibility and compare the travel time burdens that are suffered by residents from vulnerable 

neighborhoods.  

 

1.2.3 Census Data 

The census data - American Community Survey - was acquired online from the US 

Census Bureau (2018). Census data covers all the census block groups in Phoenix Metropolitan 

Area. It can give a comprehensive list of demographic and social-economic characteristics. By 

using census official Application Programming Interface (API), I also obtain the geographical 

boundaries of the study area. The API is a protocol that US Census Bureau makes available to 

allow the public to send and request information from them. The spatial information is useful 
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for spatial analysis.  

 

1.2.4 Land Use and Built Environment Data 

The land use and built environment data was acquired via US EPA (Environmental 

Protection Agency) smart location database (SLD). The information in the SLD database is 

available nationwide in the form of ArcGIS online mapping datasets. I use the SLD data at the 

census block group level, a geographical unit used by the US Census Bureau which may have 

a population of 600-3,000 people (U.S. Census Bureau, 2014).  

 

1.3 Conceptual Framework and Empirical Analyses 

 

 

Figure 2. A conceptual framework of travel behavior 

source: Kimpton, 2020 

 

I utilized the conceptual framework (see Figure 2) that described the relationship 

between attitude, behavior, and built environment to design this study (Kimpton, 2017, 2020; 
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T. Lin et al., 2017; Van Acker et al., 2010). As shown in Figure 2, existing literature majorly 

focused on residential self-selection based on this conceptual framework. For example, the 

theoretical framework in Lin et al. (2017) emphasized that these influences are directional 

whereby residential determination occurs when the built environment influences travel attitude 

and behavior, and residential self-selection occurs when travel attitude influences the built 

environment and travel behavior. 

 

Figure 3. Data fusion framework 

 

This dissertation’s multi-source transportation big data fusion framework is shown in 

Figure 3. Through a series of empirical analyses of the novel datasets of the study area, I 

explore both the potential and limitations of geosocial media and mobile phone GPS trajectory 

data in travel information retrieval and behavioral studies. As Figure 3 shows, I first make use 

Travel to Non-work 
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Experiences of 
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Travel Behaviors and 
Mobility Patterns

Factors Affecting 

Travel Behaviors
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of geosocial media data - Yelp reviews in Phoenix - to examine how the public perceives the 

parking environment of their frequently visited commercial areas based on a textual analysis 

of the extracted parking reviews. Since each review is linked with a non-work travel destination, 

parking experiences embedded in the reviews can represent how ease to find a place to park 

when driving to the destination, as an indicator of travel attitude. Then I investigate non-work 

travel behaviors and mobility patterns using smartphone-based GPS data. Finally, I further 

design two data fusion frameworks to examine the intertwined relationship between attitude, 

built environment characteristics, and non-work destination choices.  

 

1.4 Implications and Contributions 

Implications for cities and planning follow from the conceptual framework and 

empirical findings in this dissertation. In summary, this dissertation makes two major 

contributions to urban transportation planning research, one regarding the travel to non-work 

destinations, and second regarding the methods developed to integrate multiple types of big 

data for transportation planning informatics. 

The applications of employing big data for transportation analysis are promising and 

may include trip pattern identification, travel time evaluation, travel demand estimation, etc. 

The big data feature can possibly rule out the noises inherent in the traffic operations and even 

compensate deficiencies of traditional methods. Thus, this dissertation’s contributions to 

transportation planning research reside primarily in employing multiple types of 

crowdsourcing data for advanced non-work travel behavior information retrieval and analysis. 

At the end of this chapter, I only present a list of main contributions of each chapter. A 

detailed description of contributions of this dissertation in terms of research approach and 

planning implications can be found in the Chapter 6.  
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(1) Identifying Experiences of Travelers with Geosocial Media Data 

In Chapter 3, using the features of the Yelp dataset, I extract transportation content 

embedded in the review texts. Particularly, I analyze the sentiment towards parking by 

assessing satisfaction or frustration with parking at different types of businesses in six major 

commercial districts across the region. 

 

(2) Decoding Travel to Non-work Destinations 

In Chapter 4, I unveil human mobility patterns based on the smartphone GPS trajectory 

data. I analyze trips to major commercial and mixed-use districts and compare trip 

characteristics (e.g., the distance of travel, time of travel) and accessibility of individuals from 

different types of neighborhoods using precise spatial and temporal information recorded in 

the phone-based GPS data. 

 

(3) Integration of Geosocial Media and Phone-based GPS Data 

In Chapter 5, I first examine associations between parking supply and parking 

sentiment and find that commercial districts with shared parking supplies have overall more 

positive parking sentiment. Then I study impacts of attitude and built environment on behavior 

by integrating geosocial media, GPS, census data, land use and built environment data. 

 

Overall, the findings of this dissertation collectively establish a data integration 

framework that utilize and integrate large-scale user-generated datasets and analytics methods 

to understand interactions between transportation systems, built environment, and people. 

However, despite the quantity of available new data, each type of transportation big data has 

its specific advantages, limitations, and application scopes for planning informatics. Gaps are 

often present due to specific limitations of the instruments or their carrier platforms. One data 
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type alone is not likely to be capable of providing multi-dimensional information about travel. 

Therefore, the investigation throughout this dissertation also demonstrates the potential of an 

integration approach which can combine multimodal types of new transportation data with 

different features, structures, resolutions, and precision for understanding, imagining and 

shaping the future of data-smart transportation planning. 
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CHAPTER 2 

LITERATURE REVIEW 

 

2.1 Need for Research on Travel to Non-work Destinations  

Non-work trips, including a spectrum of trip purposes: social, recreational, shop, dining, 

service, and other non-work activities, is an important part of all trips. As retail and consumer 

services increased, there are ever more variety and opportunity in urban commercial areas with 

increasing variety of shopping, eating out, and other non-work activities and consequently 

induce more trips per capita. According to the most recent nationwide survey of travel, the 

2017 National Household Travel Survey (NHTS) data, the growing amount of non-work trips3 

comprises more than 80% of all trips (McGuckin & Fucci, 2018). 

Nevertheless, for a long time, travel behavior studies, despite the different data and 

analytical methods used in case studies, primarily focus on work trips (trips for commuting 

purposes). Modeling of home-based non-work trips and non-home-based trips has received 

less attention in the urban travel literature. As a result, a significant amount of research works 

focusing on commuting behaviors can be found in previous literature. However, the increasing 

number of the non-work trips and their consequences to traffic congestion have recently caused 

attention, but there is a limited number of studies examining transport to non-work destinations, 

and almost all recent empirical work on non-work travel has lacked a clear behavioral 

framework, which limits both the credibility of the analyses and the persuasiveness of the 

policy recommendations. 

 

3 The non-work trips include trips for social, recreational, shop, family, personal, school, and 

church activities in 2017 NHTS dataset. 



 

 18 

Compared with commuting trips, travelers have much more flexibility to choose where 

they go for non-work activities. Non-work destination choices can be affected by a variety of 

factors. As the conceptual framework in Chapter 1 shows, attitude, built environment, and 

socio-demographics may affect the generation of non-work trips. Thus, in the following 

subsection, I describe the findings about the 1) non-work travel dimensions; and 2) factors 

affecting non-work trip generation respectively based on a review of previous literature.   

 

2.2.1 Dimensions of Non-work Travel: Patterns and Measurement 

To provide a review of papers on non-work travel dimensions, two related bodies of 

work are reviewed here: literature on non-work travel patterns, and literature on measurement 

of non-work travel. 

 

(1) Non-work Travel Patterns 

Travel patterns for non-work activities, such as meals, shopping, recreation, and 

socializing, are less routinized than commuting. Existing academic literature examined non-

work travel patterns in the context of United States can be traced back to 1990s. At that time, 

non-work trips were found to be linked into trip chains or tours involving several stops (Nelson 

& Niles, 1999). Lockwood and Demetsky (1994) conducted a travel diary survey of 118 

households in Northern Virginia in 19924. They found that daily non-work trip making vary 

widely by individuals, by gender, employment, and marital status. As Table 1 shows, the 

average number of daily non-work trip per person was 2.32, but varied across gender, 

employment, and marital status. For example, single, unemployed women made four times 

 

4 The travel diary surveys were mailed to each household and conducted on a weekday in April, 

1992 (Lockwood & Demetsky, 1994). 
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more trips than single, employed men. They also made more trips than married, unemployed 

women. A possible reason for this could be unemployed single mothers made more trips than 

unemployed single women without children5. Also, the average number of non-work trip made 

by women was overall higher than that by men, regardless of employment or marital status.  

Table 1. Average daily non-work trips per person, by personal characteristics 

Personal Characteristics Average Trips Per Person, By Gender 

Employment  Status Marital Status Male Female 

Employed  

Married 1.71 2.96 

Single 0.96 2.55 

Unemployed  

Married 2.00 3.83 

Single 2.29 4.00 

All persons 2.32 

Source: data is from Lockwood & Demetsky, 1994. 

Additionally, Lockwood and Demetsky (1994) summarized the average daily number 

of non-work trips made by various household characteristics. The average number of non-work 

trips per household per day was 5.03, but varied upon neighborhood types (urban / suburban), 

income levels, and household structure (have children / no children). Suburban and lower 

income households averaged more non-work trips than urban and higher income households. 

The average trip rate appeared to increase if the household had children. Based on these 

collected data samples, their results suggested that a large portion of non-work travel in 

suburban communities was for children activities. 

 

5 A supplemental explanation for this can be found in the following paragraph. 
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For mode choices, Polzin et al. (1999) investigated differences in the choice of 

transportation mode for non-work activities by race and ethnicity using the 1995 Nationwide 

Personal Transportation Survey (NPTS) dataset from the US Department of Transportation 

(USDOT, 1995), which consists of non-work travel aggregated at the national level. They 

found that the dominant mode for all groups conducting non-work trips is the use of a privately-

owned vehicle, either as the driver or as a passenger. African American had lower percentage 

of using cars for non-work travel than Whites. The authors believed that these differences were 

largely from differences in the rate of vehicle ownership and driver’s license (Polzin et al., 

1999). 

Later on, Nelson et al. (2001) use the NPTS data (USDOT, 1995), with integrated 

research methods, to examine non-work trip purposes and travel demand. Table 2 shows the 

percentage distribution of trip purposes in the U.S. in 1995. “Shopping”, “other family and 

personal business”, “other social and recreational”, and “eating out” accounted for more than 

half (54%) of all trips. The destination choice of these non-work trips was reported with larger 

flexibility than work trips. Furthermore, they investigated the mode of transportation for both 

trips to work and to other non-work activities. As Figure 4 shows, private vehicle dominates 

across all trip purposes. For non-work trip purposes, such as “shopping” or “out to eat”, the 

automobile mode accounts for more than 85% trips. Walking is the second mode of choice 

especially for “out to eat” and “other social / recreation” activities, suggesting that a preference 

for taking a convenient walking from home to a nearby dining place. 
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Table 2. Trip purpose as percentage of all person trips 

Trip Purpose Percentage Destination Flexibility 

Work and Work Related 18 Somewhat inflexible 

Shopping 21 Flexible 

Other Family and Personal Business1 15 Somewhat flexible 

Out to Eat 8 Flexible 

Other Social / Recreation2 10 Flexible 

Other 28 Somewhat inflexible 

Source for columns 1-2: USDOT, 1995; Source for column 3: Integrated Transport Research (Nelson 

et al., 2001). 

Note: 1 “Other family and personal business” includes the purchase of services such dry cleaning, auto 

repair, personal care, banking, and legal services. 
2 “Other social and recreational” includes entertainment, recreation, and cultural events. 

 

Figure 4. Percentage of daily person trips by mode and selected trip purpose, 1995 

Source: data is from table 2-3, p 29 (Nelson et al., 2001).  

Note: It does not include 3 percent of all trips for which a mode was not ascertained. “Other family and 

personal business” category includes the purchase of services such dry cleaning, auto repair, personal 

care, banking, and legal services; “Other social and recreational” category includes entertainment, 

recreation, and cultural events; “Public Transit” category includes taxicab; “Other” category includes 

school bus and bicycle. Data source is from USDOT, 1995. 
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Since the results presented in Figure 4 were based on the national survey data collected 

in 1990s from early literature, I analyze the percentage of daily person trips by mode and trip 

purposes using the most recent nationwide survey of travel - the 2017 National Household 

Travel Survey (NHTS) data (Federal Highway Administration, 2017). Each survey respondent 

reported trip purpose (e.g., school, work, out to eat, shopping, recreation, etc.), mode of 

transportation (car, walking, bicycle, bus, etc.), time of day travel, day of the week, and vehicle 

ownership and occupancy.  

 

Figure 5. Percentage of daily person trips by mode and selected trip purpose, 2017 

Source: data is from the 2017 National Household Travel Survey (FHA, 2017) 

Note: “Other family and personal business” category includes the purchase of services such medical 

and dental services; “Other social and recreational” category includes entertainment, recreation, and 

cultural events; “Public Transit” category includes taxicab; “Other” category includes school bus and 

bicycle. 

The results are shown in Figure 5. Similar with distribution in Figure 4, the dominant 

mode of transportation for all trip purposes is still driving. In specific, automobile mode 

accounts for 94% for “shopping” trips and 88% for “out to eat” trips. Walking is the second 

mode of choice, accounting for 17% for “other social / recreation” activities and 9% for “out 
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to eat”. Overall, an increasing trend is found for the use of the automobile for non-work 

activities by comparing Figure 4 and Figure 5. 

Echoing these earlier studies, some of more recent empirical studies further examined 

divergent patterns of people going to non-work destinations and their accessibility differences. 

First of all, disparities were found across demographic and income groups. For example, 

Dunkley et al. (2004) found that Black predominant tracts of the Atlanta region had lower 

accessibility than their white counterparts to grocery stores, non-fast food restaurants, and 

movie theaters. Immergluck and Smith (2005) analyzed the economic investment trends and 

conducted a case study in Chicago. Their findings showed that an increase in the percentage 

of black or Hispanic residents resulted in decreases in commercial investment. Scott and 

Horner (2008) did a case study in Louisville and used a variety of accessibility measures to 

discover that people from at-risk socioeconomic groups overall (80%) experienced 

disadvantage in their ability to reach some of the important non-work travel destinations, such 

as grocery stores, hospitals, and post offices. Grengs (2015) examined transportation 

accessibility of vulnerable social groups, including African Americans, Hispanics, low-income 

households, and households in poverty. He found that people in the vulnerable groups 

experienced a distinct disadvantage in accessibility to shopping and supermarkets in the Detroit 

metropolitan region. 

Generally speaking, cars provide greater access than transit to both work and non-work 

destinations (Grengs, 2010, 2015), and the use of car is the dominant travel mode for non-work 

activities for Americans. According to the 2017 NHTS data, most US households have at least 

one car (Federal Highway Administration, 2017). Cars also offer a more convenient mode for 

non-work trips, such as shopping and escorting children, which are more easily fulfilled via 
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cars than other modes of transportation. People who have the option of driving, including those 

who have licensed drivers or who live in household with vehicles, choose car as their modes 

of non-work travel (Chatman, 2008; Polzin et al., 1999). Studies also show that differences 

exist in social groups in their ability to reach non-work destinations: behavioral patterns of 

non-work travel may widely vary across the demographic and socioeconomic groups.  

 

(2) Measures of Non-work Travel Patterns 

Measures of non-work travel include a variety of variables, such as travel speed, 

distance, number of trips by mode, vehicle miles traveled (VMT), and accessibility. 

Transportation planners use VMT to measure the length of non-work travel by automobile and 

use accessibility index to measure the ease to reach non-work destinations.  

 

Trend in Household Vehicles and Non-work Travel VMT 

 

Figure 6. Number of household vehicles over time 

Source: data is from table 1d, p8, McGuckin & Fucci, 2018. The count unit is in thousands. 

Because the dominant means of non-work travel in the United States is by cars, the 
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non-work travel VMT6, which refers to the total miles traveled for non-work activities, can 

represent total travel length. First of all, the number of household vehicles shows increasing 

trends over the past fifty years (see Figure 6). The number of vehicles in households in 2017 

was about 3 times more than the number of household vehicles in 1969 in the United States, 

and there are 1.88 vehicles per U.S. household on average.  

People tend to travel more over the past fifty years (see Appendix A) and the total VMT 

for all trips estimated in 2017 (2,321,820 miles) is at a record high (Federal Highway 

Administration, 2017). In specific, compared to the rate in previous years, the total number of 

non-work VMT also shows an increasing trend over time (Federal Highway Administration, 

2017; McGuckin & Fucci, 2018). 

 

Non-work Travel Accessibility 

Planners use “transportation accessibility” as a measure of the ease of travel when 

reaching a destination, suggesting a relative travel easiness for individuals to reach their 

destinations. Four components interact to affect accessibility: mode of transport, availability 

of infrastructure7, land-use8, and individuals9 (Geurs & van Wee, 2004).  

Two main accessibility methods are commonly used in previous studies, either “place-

based measures”, or “individual-based measures” (B. Y. Chen et al., 2017; Kwan & Weber, 

 

6 VMT is a unit to measure vehicle travel made by a private vehicle. Each mile traveled is 

counted as 1 vehicle mile regardless of the number of persons in the vehicle (Federal Highway 

Administration, 2017). 
7 The availability of infrastructure ensures movement and the associated travel disutility (Geurs 

& van Wee, 2004). 
8 Land-use provides the availability of opportunities at the destination (Ibid). 
9 Individuals represent the needs of traveling and the associated factors (e.g., temporal factors) 

constraining availability of opportunities. (Ibid). 
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2003). In this section, I describe them as two types of accessibility measure: “theorized 

accessibility” and “realized accessibility”. The first is a distance-based method which counts 

the number of destinations (aka opportunities) that can be reached by a given constrain function, 

such as time, distance, or average cost (Geurs & van Wee, 2004). It is derived from a gravity-

based model developed by Hansen (1959), still being the most widely used general method for 

measuring accessibility. As shown in equation below (El-Geneidy & Levinson, 2006):  

𝐴𝑖𝑚 =∑𝑂𝑗
𝑗

𝑓(𝐶𝑖𝑗𝑚) 

where 𝐴𝑖𝑚 is the accessibility at point 𝑖 to potential activity at point 𝑗 using travel mode 𝑚; 𝑂𝑗 

represents the opportunities at point 𝑗; and 𝑓(𝐶𝑖𝑗𝑚) is the cost function to travel between point 

𝑖 and 𝑗 using mode 𝑚. Based on this measure, accessibility is expected to decline the farther10 

the opportunities at 𝑗 are from the origin 𝑖.  

Compared to the theorized accessibility measure, the realized accessibility adheres to 

travel behavior theories (M. Ben-Akiva & Lerman, 1979; Neuburger, 1971). The measure 

requires an estimation of a cost function using empirical travel behavior data, which is a 

behavior-based method accounting for individual behaviors (El-Geneidy & Levinson, 2006):  

𝐴𝑛
𝑖 = 𝑙𝑛 [∑ exp(𝑉𝑛(𝑐)

∀=𝐶𝑛

)] 

where 𝐴𝑛
𝑖  is the accessibility measured for individual 𝑛 measure at location 𝑖 ; 𝑉𝑛(𝑐)  is the 

observable temporal and spatial component of indirect utility of choice 𝑐 for person 𝑛; 𝐶𝑛 is 

the choice set of person 𝑛.  

 

10 “Farther” can be in terms of time, distance, or generalized cost (Ibid). 
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Theorized accessibility is theorized spatial accessibility, while realized accessibility is 

realized behavior. Theoretically, all people at origin 𝑖  will experience the same spatial 

accessibility. However, in reality, people choose their destinations because of a variety of 

factors, such as the attractiveness of a destination, the personal preferences (perceived 

opportunities), the availability of travel mode, the cost of travel, and so forth (Cascetta et al., 

2013; Jain & Lyons, 2008). Realized accessibility accounts for utilities, which is popular for 

its ability to capture the random nature of individual travel’s preferences (Geurs & van Wee, 

2004; Nassir et al., 2016). 

 

2.2.2 Relationships among Travel Behavior, Travel Attitude, and the Built Environment 

In travel behavior research, the built environment (BE) has long been considered as a 

potentially influential factor in shaping and changing travel behavior (Ewing & Cervero, 2001, 

2010). The built environment-based travel demand management follows a microeconomic 

framework, modifying the cost of travel and the mode choice (Marsden, 2006; Weinberger et 

al., 2010). However, some more recent studies has found that attitudes and affective states also 

influence transportation decision making (Griffioen-Young et al., 2004; S. Huang & Hsu, 2009; 

T. Lin et al., 2017). Travel attitude is overall regarded as a more synthetic output that is affected 

by factors from economics, psychology, and sociology rather than an output only from a 

microeconomic utility model (McFadden, 2000). 

Individuals’ travel attitudes can be interpreted as their attitudes or perceptions towards 

their trips, including their emotions and opinions in reaction to their travels. Travel attitudes, 

including the overall satisfaction of travel, not only provide information about individuals’ 

decisionmaking when choosing a particular travel mode but also indicate their perceptions of 

transportation infrastructure and services (Van Acker et al., 2010). The Theory of Planned 
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Behaviour (Ajzen, 1991) and the Theory of Reasoned Action (Fishbein & Ajzen, 1975)  posit 

that a positive attitude leads to the formation of a greater behavioral intention (motivation), 

which is more likely in turn produce the behavior (Verplanken & Aarts, 1999). Parkany et al. 

(2004) reviewed literature in social psychology and transportation and found that attitudes are 

very important in travel mode choice. Thus, the respective transportation planning policies 

may not be able to have the expected effectiveness in promoting behavioral shifts. A better 

understanding of the dynamics between travel attitude and behavior is necessary for 

transportation planning and policy, which can add importance in light of recent evidence-based 

research on travel behavior and will help transportation and city planners to consider effective 

motives of sustainable urban transportation (Parkany et al., 2004). 

Compared to the limited number of studies examining travel attitude, there are 

numerous studies focusing on the relationship between travel behavior and built environment 

(see reviews, e.g., Boarnet, 2011; Ewing & Cervero, 2001; Stead & Marshall, 2001; Stevens, 

2017). Planners and designers consider built environment factors to be important mechanisms 

for encouraging mode shift. Elements such as the “5D’s”: density, diversity, distance to transit, 

destination access, and design (Ewing & Cervero, 2001, 2010) can reduce reliance on cars and 

parking, and to increase non-motorized modes’ attractiveness. For example, Christiansen et al. 

(2017) found that higher density around destinations is associated with lower likelihood of 

using the car, and the odds also decrease when the end destination is closer to the city center. 

Stevens (2017) also found that compact development does make people drive less, even though 

the impact on reduction of vehicle miles traveled (VMT) appears to be small in magnitude.  

Although a growing number of studies have explored the possible relationship over the 

past two decades, their relationship has yet to be confirmed. For example, because of the 
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randomity in the attitude of travelers, some scholars argue that the observed correlations 

between built environment characteristics and travel behavior are at least partially attributable 

to travel-related attitude (Bagley & Mokhtarian, 2002). The mobility differences are largely 

explained by attitudes and the effect of the built environment mostly disappears when attitudes 

and socio-demographic factors have been accounted for (Handy et al., 2005). The complex 

relationships between behavior, attitude, and built environment still remains unresolved. 

 

2.2 The Need to Use New data 

In the field of transportation planning, traditional travel surveys have been widely used 

for obtaining attitudinal and behavioral information needed for planning management and 

decision-making. For example, travel attitude and behavior data - as measures for the 

perception of travel and behaviors, are commonly obtained from travel surveys of a population-

based sample of participants in selected study areas. 

However, it is important to recognize the main limitations of traditional data used for 

on non-work travel. First of all, most of them use data conducted from travel diaries, 

questionnaires, or interviews, ranging from just one day to several days and thus become less 

useful for understanding non-work travel on weekends, or in different seasons. In addition, 

constrained by the survey-based data collection method, they only can have a small sample 

size and may be difficult for conducting a robust statistical analysis. Therefore, although 

transportation planners can continuously to use traditional survey-based method to collect 

travel behavior data, they need to understand the limitations and challenges associated with 

such method.  

With advancements in sensing and information technologies, recent years have 

witnessed an unprecedented increase in the volume, variety, and velocity of data from non-
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survey sources with often richer content and higher precision. Rich semantics of space and 

place associated with transportation perceptions and activities are embedded in these new 

“transportation big data”, such as geotagged social media posts, mobile phone traces, check-in 

data, online reviews, crowdsourced traffic and street data, and so forth. In this section, I review 

the characteristics of new data and summarize their capabilities in travel behavior research.  

 

2.2.1 Characteristics of Transportation Big Data 

Fast development of sensing, computing, and networking techniques, social media and 

mobile devices have recently experienced a rapid growth, generating huge volumes of 

“transportation big data” almost in real-time, which brings us unprecedented opportunities for 

resolving transportation problems for which traditional approaches are not competent (Zhu et 

al., 2019). Transportation big data has the five V’s characteristics of big data: volume, velocity, 

variety, veracity, and value (M. Chen et al., 2014; Tsai et al., 2015). Millions of users from 

different countries and regions in the world are producing massive amounts of information 

every second. The rich features embedded in these information, from their GPS coordinates, 

speed, to texts post on social media, recording their spatial, temporal, and emotional content 

that are associated with human movement (Torre‐Bastida et al., 2018).  

The basic properties of five main data types related to human mobility analysis from 

the literature are summarized in Table 3. They are “cellular service data”, “WiFi data”, “GPS 

location data”, “geosocial media data”, and “public transport smart card data”. In general, all 

of these new transportation big data provide spatiotemporal information that can be used to 

estimate travel behaviors. 
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Table 3. Basic characteristics of common human mobility big data 

Types of Human 

Mobility Big 

Data 

Collector Properties Reference 

Cellular service 

records 

mobile phone 

companies 

1) activity timestamps; 2) identifier 

of serving cell stations; 3) 

spatiotemporal information of 

mobile phone users. 

Kang et al., 

2010; 

Williams et 

al., 2015. 

WiFi data 

mobile devices via 

scanning 

surrounding WiFi 

access points 

1) spatiotemporal data; 2) MAC 

address of the mobile device. 

Sapiezynski 

et al., 2015; 

Traunmueller 

et al., 2018. 

GPS location data 

location data 

service companies 

(e.g., via 

smartphone apps) 

1) spatiotemporal data with high 

accuracy; 2) identifier of mobile 

phone users.  

Siła-Nowicka 

et al., 2016; 

Vazquez-

Prokopec et 

al., 2013. 

Geosocial media 

data 

social media 

companies 

1) user identifier; 2) text; 3) 

spatiotemporal information 

(timestamp, latitude, and 

longitude). 

C. Yang et al., 

2019; F. Yang 

et al., 2015 

Public transport 

smart card data 

automated fare 

collection systems 

of public 

transportation 

services 

1) bus routes and metro lines; 2) 

spatiotemporal information of 

users; 3) operation information of 

public transportation systems. 

Ma et al., 

2013; 

Pelletier et al., 

2011. 

 

In addition, Table 4 further gives a review of specific application areas of these five 

main crowdsourced big data used in human mobility analysis. Overall, there are five common 

city-wide mobility subjects found from the literature: “distance and duration distributions”, 

“origin-destination matrices”, “individual activity-based mobility patterns”, “individual 

transportation mode inference”, and “travel attitudes and perceptions”. All these applicable 

mobility subjects are associated with human travel and help to understand urban human 

mobility. Some types of data are unable to be applied to some subjects. For example, WiFi 

access point data cannot be used to tracked human travel paths and distance estimations. 

Interestingly, for the “travel attitudes and perceptions” subject, only geosocial media data can 

be applied in this category. This is probably because geosocial media data has its unique textual 
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information associated with each post (see Table 3), which contains related attitudinal 

information of travel. 

Table 4. Crowdsourced mobility data types and human mobility research subjects 

Types of 

Human 

Mobility Big 

Data 

Common city-wide human mobility subjects 

S1: Distance 

and 

duration 

distributions 

S2: 

Origin-

destination 

matrices 

S3: Individual 

activity-based 

mobility 

patterns 

S4: Individual 

transportation 

mode 

inference 

S5: Travel 

attitudes 

and 

perceptions 

Cellular 

service 

records 

Kung et al. 

(2014) 

16 million 

devices 

Iqbal et al. 

(2014) 

6.9 million 

devices 

S. Jiang et al. 

(2017) 

3.2 million 

devices 

H. Wang et al. 

(2010) 

1 million 

devices 

- 

WiFi data - - 

Sapiezynski et 

al. (2015) 

130 

participants 

Shin et al. 

(2015) 

30 users 

- 

GPS location 

data 

Alessandretti 

et al. (2017) 

850 students 

Ge & 

Fukuda 

(2016) 

180,000 

individuals 

Vazquez-

Prokopec et al. 

(2013) 

582 

participants 

Ghorpade et al. 

(2015) 

10 volunteers 

- 

Geosocial 

media data 

Q. Huang & 

Wong (2015) 

Twitter 

Yang et al. 

(2015) 

Foursquare 

Hasan et al. 

(2013) 

Twitter 

Mondschein 

(2015) 

Yelp reviews 

Ayeh et al. 

(2013) 

TripAdvisor 

Public 

transport 

smart card 

data 

Yap et al. 

(2020) 

Alsger et 

al. (2016) 

Chakirov & 

Erath (2012) 

 

- - 

Source: Table is based on table 1 in Y. Zhou et al., 2018. 

 

According to the review of characteristics of these new transportation data, I identify 

“geosocial media data” and “GPS location data” as two potential data sources for me to 

investigate human travel to non-work destinations in this study. The first has user-generated 

content such as text posts or comments (Rybarczyk et al., 2018), serving as a potential data 

source to extract attitudes towards non-work travel. The second has fine-grained mobility 

attributes (Siła-Nowicka et al., 2016), which can be used to estimate the travel patterns to non-
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work destinations for a large group of demographics. 

In the next two sections, I further review these two types of human mobility data’s 

basic facts, features, and analytical methods. 

 

2.2.2 Review of Geosocial Media Data 

(1) Geosocial Media Data 

Geosocial media data are the social media data having linked geographical information, 

which consists of characteristics of human mobility behavior in a spatial-temporal-social 

context. These links can be geo-tags in which location coordinates are explicitly attached to the 

social media texts, or place mentions in which texts are implicitly connected to the mentioned 

places. In recent studies, geosocial media data is being applied in multiple disciplines, 

including transportation, urban planning, public and political studies, management, 

information, decision systems, computer science, and business. 

Before going further, the first question is: what is the definition and characteristics of 

such type of data? Obar & Wildman (2015) summarized social media definitions presented in 

the literature and identify the following commonalities among current social media services: 

1) Social media services are (currently) Internet-based interactive web 

applications, which changed the way we interact with the online world and the 

other users we connect with through it because Web 2.0 applications have made 

the Internet more interactive; 

2) User-generated content is the lifeblood of social media. User-generated 

content such as text posts or comments, digital photos or videos, as well as data 

generated through all online interactions; 

3) Individuals and groups create user-specific profiles for a site or app 

designed and maintained by a social media service; 
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4) Social media services facilitate the development of social networks online by 

connecting a profile with those of other individuals and/or groups. 

With the support of social media technologies, individuals, companies, NGOs, 

governments, and other organizations can view, share, commend, and create information, ideas, 

and career interests (Barbier & Liu, 2011). An ever-increasing portion of the population makes 

use of social media in their day-to-day lives. Social media also plays a significant role in many 

aspects of daily travel behaviors, especially in information search, decision-making (before the 

trip), experiences / information share (during the trip), and post-travel evaluation (after the trip) 

(Chung & Koo, 2015; Munar & Jacobsen, 2013; Sedera et al., 2017; Xiang & Gretzel, 2010). 

As shown in Table 5, well-known social media websites, including Facebook, 

YouTube, WhatsApp, Instagram, WeChat, TikTok, Telegram, Reddit, Twitter, Yelp, and 

Pinterest, have millions of monthly active users (DataReportal, 2021; DMR Business Statistics, 

2021).  

Table 5. Statistics of selected well-known social media platforms 

Social Media Platforms Monthly Active Users (million) 

Facebook 2797 

YouTube 2291 

WhatsApp 2000 

Instagram 1287 

Weixin / WeChat 1225 

TikTok 732 

Telegram 550 

Reddit 430 

Twitter 396 

Yelp 178 

Pinterest 100 

Source: data is from DataReportal, 2021 and DMR Business Statistics, 2021. 
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Social media platforms provide a variety of forms to the public to share information, 

including blogs, enterprise social networks, business networks, forums, microblogs, photo 

sharing, products/service review, social gaming, and video games (Aichner & Jacob, 2015). 

Each social media platform has its own focus. For example, Facebook seeks to build social 

networks; Reddit shares discussions and topics; Twitter focuses on sharing short messages and 

posts; and Yelp shares the reviews of dining, shopping, or recreational places. Table 6 

summarizes the focuses and data formats by well-known social media platforms. Their focuses 

are subject to change with the changes in their business strategic plans.  

Table 6. Focuses and data formats of well-known social media platforms 

Social Media Platform Focus Data Format 

Facebook Social networking Text, JSON, SQL  

YouTube Video Video, Text 

WhatsApp Message Audio, Text, JSON, SQL  

Instagram Pictures  Image, text, video 

Weixin / WeChat Message Audio, Text, JSON, SQL  

TikTok Video Video, Text 

Telegram Message Audio, Text, JSON, SQL  

Reddit Discussion boards and forums Text, JSON, SQL  

Twitter Microblog Image, Text, JSON, SQL  

Yelp Reviews and ratings Image, Text, JSON, SQL  

Pinterest Social commerce Image, CSV, SQL, XML 

 

(2) Travel Behavior Analysis Using Geosocial Media Data 

In recent years, there has been rapid growth in geosocial media platforms, such as Yelp, 

Twitter, Foursquare and Facebook, which have attracted an increasing number of users and 
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greatly enriched their daily urban experiences (Choe et al., 2017; Evans & Saker, 2017). 

Exploring the capability of new data sources such as social media to measure travel activity 

has become an emerging research area in the planning and design of urban transportation 

systems. For example, many transportation issues and behaviors can be linked with the 

volunteered geographic information in Twitter posts. Collins et al. (2013) use about 500 twitter 

texts to evaluate transit riders’ satisfaction with a Sentiment Strength Detection Algorithm. 

Andrienko et al. (2013) extract the geotagged twitter information about everyday life of people 

– activities, habits, travel behaviors and experience – to understand movement patterns. Kurkcu 

et al. (2016) examine the spatial and temporal characteristics of human activity and mobility 

patterns and compare trip characteristics with satisfactory quantities using geo-located Twitter 

data. Kovacs-Györi et al. (2018) develop a methodology using tweets to extract visitors’ 

spatiotemporal patterns along with the sentiments embedded in the text of tweets.  

 

(3) Analytical Methods of Geosocial Media for Human Mobility Analysis 

Past studies have applied a variety of analytical methods to process the geosocial media 

data for human mobility research. Researchers have developed multiple approaches to 

extracting information from geosocial media to track and analyze human movements. The 

development of data mining and machine learning allows travel experience information such 

as trip preferences and sentiments to be captured from geosocial media such as Twitter or Yelp 

(Ignatow & Mihalcea, 2016; Senaratne et al., 2017). Spatial analysis and visualization 

techniques also enable the user-generated geosocial media to be used to identify the most 

appreciated Points of Interest (POIs) and landmarks in a study area as well as to retrieve trip 

origins and destinations, durations, inferring activity types or classifying transportation modes 

(Chaniotakis et al., 2017; Nikšič et al., 2017). 
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2.2.3 Review of Mobile phone-based GPS data 

(1) Mobile Phone-Based GPS Trajectory Data 

Global positioning system (GPS) is widely adopted from industrial applications such 

as land surveying and aviation to personal applications such as navigation apps and devices, 

individual tracking, and location sharing. From the literature, I summarize the properties of 

three common types of GPS data: vehicle trajectories, social networking (with GPS 

information), and human trajectories, as shown in Table 7. 

Table 7. Properties of common types of GPS data 

Types of GPS 

Data 
Properties Examples Reference 

Vehicle 

Trajectories 

1) time, GPS coordinates, velocity, 

accelerated velocity; 2) vehicle ID, object 

type, direction, change of direction; 3) 

name, origin, destination, station; 4) 

image, sound, surveillance video. 

Taxi GPS 

trajectories, 

Automobile, 

Train/Metro, Ships 

etc. 

Tang et 

al., 2015 

Social Networking 

1) time, GPS coordinates; 2) user ID, 

address; 3) text (e.g., posts such as tweets 

etc.), IP; 4) posts (MMS, Voice etc.) 

Location-based 

social media 

datasets: Flickr, 

Twitter, 

Foursquare, etc. 

D’Andrea 

et al., 

2015 

Human 

Trajectories 

1) time, GPS coordinates, WiFi 

coordinates, velocity, accelerated 

velocity, gravity; 2) cell tower ID, service 

types; 3) user ID; 4) address. 

Cell phone-based 

trajectories, 

smartphone-based 

GPS traces, etc. 

Hardy et 

al., 2017 

 

All these three types of GPS data in Table 7 have location coordinates and can be 

applied into transportation research and practices. For example, the vehicle trajectories, such 

as taxi GPS data (floating car data) can be used to estimate real-time travel time on roads with 

both high spatial resolution (10 m coordinate errors) and temporal resolution (less than 30 s).  

In particular, the human GPS traces collected by mobile phones become a potential 



 

 38 

data source that can be used for analyzing human mobility patterns. With the development of 

Internet of Things (IOT) and communication technologies, location information is just in 

people’s pockets. Mobile phone use has been widely across the world. There are 5.11 billion 

unique mobile users worldwide in 2019, and 2.71 billions of them use smartphones (Pew 

Research Center, 2019). The number of American smartphone users has grown by more than 

200 million in the past decade. In 2018, there were 261.34 million smartphone users in the 

United States (Statista, 2019), and 35% of US smartphone users check their phones more than 

50 times a day (Pew Research Center, 2019). As shown in Figure 7, in 2019, the vast majority 

of Americans - 96% - owned a cellphone, and the share of Americans that own smartphones 

was 81%. 

 

Figure 7. Percentage of U.S. adults who own mobile phones 

Source: Pew Research Center, 2019. 
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available in many applications, such as location-based social networks, geocaching, and 

geotagging. Among all types of crowdsourced data, smartphone-based GPS trajectories have 

the high-quality localization performance (usually ranging from 1 m to up to 20 m)  (C. Wu et 

al., 2015). Besides the GPS coordinates, smartphone-based GPS data also record time, velocity, 

accelerated velocity, accuracy, user identifier numbers, etc. As a result, this type of GPS data 

offers opportunities to accurately locate people’s home, work, entertainment, and other 

locations. 

 

(2) Travel Behavior Analysis using Mobile Phone-Based GPS Traces 

Passively collected data, for example, trajectory data collected from mobile devices’ 

global-positioning system (GPS) log, present potential opportunities to reflect aspects of 

people’s travel behaviors. The increased market share of mobile phones in recent years and 

rapidly increasing adoption rate has accelerated the integration of this technology in travel 

behavior data collection and analysis.  

To obtain an understanding of what information about human travel patterns can be 

detected from mobile phone GPS data, I review literatures that focus on travel behavior 

analysis using phone-based GPS traces. Overall, individual GPS data has been popularly used 

for analyzing trip characteristics, detecting human mobility patterns, and evaluating urban 

accessibility from recent studies (C. Chen et al., 2014, 2016; Marra et al., 2019; Reddy et al., 

2008). 

First, phone-based GPS data can be used to determine a variety of trip characteristics, 

such as speed, travel distance, direction, travel mode, etc. For example, Reddy et al. (2008) 

created a transportation mode classification system based on six participants’ GPS data 

collected from their mobile phones, which can determine if a participant is stationary, walking, 
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running, biking, or in motorized transport. Zhou et al. (2017) used several millions of urban 

residents’ smartphone GPS records to examine their travel speed, trip distance, direction, as 

well as the mode of transportation used during a trip segment.  

In addition to the trip characteristics, researchers use individual GPS records to analyze 

travel patterns in space and time. Khetarpaul et al. (2011) aggregated individuals’ GPS traces 

collected from 62 users over a period of two years to analyze their frequently visited locations. 

They detected a total of 42 locations that were frequently visited by the participants in Beijing 

and Hangzhou, such information can be helpful for learning travel behavioral patterns, for 

planning billboard locations for advertising, and for various other city planning related tasks. 

Dang et al. (2018) investigated human mobility patterns based on a large-scale spatiotemporal 

data. They examined daily activity patterns of the participants in Singapore and Sydney and 

compared their levels of mobility across different regions and demographic groups.  

 

(3) Analytical Methods of Phone-Based GPS Data in Human Mobility Analysis 

Past studies have developed a variety of analytical methods to process the individual 

level phone-based GPS records for human mobility research, including trajectory data mining 

and visual analytics methods (B. Y. Chen et al., 2018; Mora et al., 2017). The advances in data 

mining, machine learning, and artificial intelligence allow human movement information to be 

extracted from GPS points. First, trajectory data mining is an interdisciplinary subfield of 

computer science involving with computational process of knowledge and pattern discovery 

using large-scale trajectory data (Dabiri & Heaslip, 2018). Besides detecting locations, the use 

of accelerometer may provide further detail of movement signatures to derive travel mode, if 

sampled at a high enough frequency. Given the large quantity of the raw GPS data, Python 

programming applications are useful to facilitate the estimation of travel mode, purpose, 
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origins and destinations. In general, data cleaning and processing, clustering, classification, 

summarization, and abnormality detection and regression analysis are the representative 

methods (Zhao et al., 2016).  

Besides trajectory data mining, spatial analysis and data visualization tools are widely 

used for analyzing the spatial relationships and showing spatial patterns of the traces. For 

example, the spatial analysis and visualization techniques can help to transform the collected 

GPS traces into appropriate visual representations (e.g., spatial clusters), which greatly 

improves efficiency of mobility pattern identification and analysis (Thomas & Cook, 2006). 

There have been many approaches and software systems that run such analysis for travel 

behaviors. For example, Charles-Edwards (2014) visualized GPS traces collected from 151 

tourists in Noosa, Australia using ArcGIS heatmap. The heatmap assisted to summarize their 

participants’ mobility and activity spaces and reveals marked homogeneity in the circuits of 

people visiting Noosa. Other GIS online applications also can be built for examining the 

detected geographic position and attributes of travel, such as route choice and travel time. 

Compared with trajectory data mining methods, spatial analysis methods allow decision 

makers to combine their background knowledge, creativity, and human flexibility to gain 

insight into complex problems (Keim et al., 2010).   

 

2.3 Research Gaps and Opportunities 

2.3.1 Research Gaps 

Although the literature provides an important foundation for proceeding the travel 

behavior research, there still exists several research gaps. 

First, travel behavior studies, despite the different data and analytical methods used in 

empirical studies, mainly focus on commuting trips. Non-work trips and travel behaviors have 
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received attention in the urban travel literature. Although ongoing increased number of non-

work trips and their consequences to traffic congestion has recently caused attention, a limited 

number of empirical studies examining travel to non-work destinations and associated 

accessibility inequity issues. Therefore, the first research gap lies in the need for more research 

on understanding non-work behavior and accessibility.  

Second, the data quality and resolution used in existing studies need to be improved for 

providing a more comprehensive understanding of non-work travel and a discovery of detailed 

travel attitudinal and behavioral information. Travelers have much more flexibility to choose 

where they go for shopping, dining, supermarket, entertainment activities compared with the 

commuting trips. Existing empirical studies on such non-work travel largely rely on data 

collected from conventional travel surveys. While these surveys can gather information about 

the participants’ demographic, socioeconomic, and trip-making characteristics, they have 

noticeable limitations. These challenges include declining sample sizes (scale), under-

reporting of trips, imprecision or absence of locations and times, costly, and infrequently 

updated content. Potential data sources from cellphone call records, which can improve the 

data quality to some degree, especially in improving the quantity of data and sample size, but 

the geographical precision is still too low due to the mobile towers’ service area (approximate 

3 km2). Meanwhile, such data sources may have new problems, such as issues in data 

representativeness because it is difficult to know travelers’ demographics and trip details. Thus, 

it is necessary to explore finer grained data (more detailed, cost-effective, and high resolution 

in time and space) to explain travel behavior. 

Third, while new transportation big data have been applied to study human mobility in 

recent years, some of the methods used in existing studies need to be carefully examined and 
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adjusted to better explain attitudinal or behavioral patterns more specifically. Because many 

big data analytical methods such as data mining, big data integration, and machine learning, 

are developed based on case studies from the field of data science or computer science. When 

applying such methodological “pipelines” into travel data analysis to answer a specific travel 

behavior question, researchers need to validate the methods and examine hidden constrains.  

For instance, current studies utilize social media reviews, e.g., TripAdvisor travel reviews, to 

gather the overall attitudinal polarity of travelers toward a tourism destination (Lee et al., 2020). 

However, they deployed textual mining methods for the entire review texts, which may not be 

able to fully represent the travel related emotions since the entire review texts may include 

travelers’ attitudes and emotions irrelated to travel. Other studies use GPS-enable devices (e.g., 

movement tracker) to collected human movement data, occasionally, track information may 

be lost when the participant moves indoors where GPS signals cannot be received. More strict 

data processing methods are necessary to detect and address such constrains.  

In addition, most of the current research on social media or other crowdsourced datasets 

are descriptive and do not often address whether limitations in these data can be mitigated 

conceptually or methodologically, or how they can address specific and realistic questions. For 

example, users of social media or mobile phones are not necessarily representative of the 

population at large. Specifically, there are differences in use of mobile devices and social media 

platforms across level of income, sex, age, and so forth. Further research is needed to address 

such “self-selection” bias associated with transportation big data (Spyratos et al., 2019). 

Introducing potential measurement to estimate the sample population of big data and is helpful 

to increase the representativeness and facilitate sensible use of big data for transportation 

planning decision-making.    
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2.3.2 Opportunities building on the Literature 

To make up for the above research gaps and shortcomings as well as broaden the travel 

behavior studies, using crowdsourced data opens opportunities building on the literature. In 

this dissertation, I integrate geosocial media and phone-based travel data to analyze experience 

of travelers and their mobility patterns by taking Phoenix, Arizona as a case study area. 

Geosocial media data is collected from Yelp reviews, and the phone-based GPS trajectory data 

is collected from Phoenix residents. This dissertation research conducts three empirical studies 

to examine residents’ everyday travel experience from the texts in geosocial media data and 

residents’ travel behavior from the trajectory data, and further analyzes the associations 

between the experience, travel behavior, and the built environment. The exploration of these 

new data and methods can reveal new dynamics and open up new approaches to study travel 

experiences and human mobilities, as well as provide methodological framework for data-

driven transportation planning and research.   

Following this chapter, Chapter 3, 4, and 5 introduce each empirical analysis 

respectively. Each of them gives an evidence of how to leverage the data potential to analyze 

specific questions associated with non-work travel, explains the data capabilities 

systematically, and discusses their limitations in detail at the end.  
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CHAPTER 3 

EMPIRICAL ANALYSIS 1: GEOSOCIAL MEDIA DATA IN TRAVEL 

EXPERIENCE INFORMATICS 

 

In this chapter, I examine the information about travel to non-work destinations (non-

work destinations, activity type, the experience of travel, etc.) using a spatially-precise 

location-based social network (LBSN). The exploration and empirical analyses in this chapter 

set the foundations for three publications during my doctoral time - a paper examining the 

effects of proximity to rail transit on non-work travel (Z. Jiang & Mondschein, 2019), a paper 

analyzing the associations with parking sentiment and parcel-level parking supplies 

(Mondschein et al., 2020), and a paper investigating parking sentiment and its relationship to 

parking supply and the built environment (Z. Jiang & Mondschein, 2021). A more detailed list 

of publications related to this dissertation can be found in Chapter 6.  

 

3.1 Introduction 

LBSNs, also called geosocial media, consist of shared human experiences, often with 

textual content, associated with geographic locations (Crampton et al., 2013; Rybarczyk et al., 

2018). An ever-increasing segment of population uses geosocial media in their daily lives. For 

example, Yelp is a crowdsourced LBSN consisting of many non-work activity destinations. 

People write “tips” and “reviews” on Yelp platform when they have visited a destination in a 

city. Thus, Yelp reviews can be used for rating and describing non-work activity experiences. 

The activity reviews posted in Yelp not only provide information on experiences while at a 

business but can also indicate how reviewers travel to and from an activity.   
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In this chapter, I use a Yelp dataset with approximately 2 million reviews for Phoenix 

Metropolitan Area, Arizona, to examine how the public perceives their parking environment 

when driving to diverse non-work destinations. The density and spatial precision of 

observations allow us to categorize non-work activities in urban areas as well as allow us to 

examine the sentiment towards parking in a way that traditional travel surveys cannot. 

Methodologically, I first analyze the dataset characteristics, and then use textual analysis to 

extract transportation content and sentiment associated with reviewed activities in each major 

commercial and mixed-used district.  

 

3.2 Related Work 

3.2.1 Significance of Understanding Driver Attitudes and Perceptions towards Parking 

Transportation planners acknowledge the complex relationship between parking and 

issues such as traffic congestion, mode choice, economic activity, and development patterns. 

They understand that simply providing more parking can be counterproductive, and searching 

for parking in commercial and mixed-use areas can waste fuel, contribute to traffic congestion, 

overload local parking supplies and spill into adjacent neighborhoods (Shoup 2006, 2011). 

While planners seek to manage urban parking, driver perceptions of parking availability are a 

critical component of the choice to park and demand for additional parking capacity. INRIX 

reports that sixty-one percent of US respondents reported feeling stressed looking for parking, 

and sixty-three percent stated that they avoid destinations because of expected difficulty 

finding parking (INRIX, 2017). Furthermore, customer perceptions of parking availability are 

a serious concern for business owners, who frequently see driving as the primary means of 

access to their establishments (Bureau of Transportation Statistics, 2018). Collectively, driver 

sentiments and their effects on business owners can place serious pressure on local planners 
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and political leaders to provide more parking. However, contemporary planning best practice 

encourages planners to manage access to commercial and mixed-use destinations by providing 

shared or priced parking and by designing built environments amenable to alternative modes. 

Given this tension, a better understanding of driver attitudes and perceptions towards parking 

may inform planners seeking to foster multimodal, sustainable transportation and urbanization. 

 

3.2.2 Relationships among Parking Choices, Facilities, and the Built Environment 

The provision of parking has become an important component of suburban and even 

urban accessibility (Manville & Shoup, 2005), and parking availability can significantly affect 

the probability of choosing automobile travel mode option (Pandhe & March, 2012). North 

American cities have long included parking requirements for new urban development, but 

particularly in older areas, widespread automobility combined with relatively dense 

development has resulted in parking shortages, as perceived by drivers (Shoup, 2011). Today, 

as planners seek to facilitate multimodal, transit-oriented development in both cities and 

suburbs, parking is again being limited in many commercial and mixed-use areas (Dittmar & 

Ohland, 2012).  

Rather than build more parking, transportation planners use both pricing and built 

environment strategies for reducing parking demand and encouraging mode shift from driving 

to more sustainable travel modes. For instance, charging for parking has become a widely-used 

approach to managing parking demand (Millard-Ball et al., 2014). Pricing is an important 

mechanism for controlling automobile use because (a) people are sensitive to parking cost, as 

well as parking search and walk times in choosing destinations and mode, and (b) parking 

supply and price are at least partially controllable through policy levers, such as zoning, 

regulation, and taxation (Inci, 2015). At the same time, planners and designers consider built 
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environment factors to be important mechanisms for encouraging mode shift. Elements such 

as the “5D’s”: density, diversity, distance to transit, destination access, and design (Ewing & 

Cervero, 2001, 2010) can reduce reliance on cars and parking, and to increase non-motorized 

modes’ attractiveness. For example, Christiansen et al. (2017) found that higher density around 

destinations is associated with lower likelihood of using the car, and the odds also decrease 

when the end destination is closer to the city center. Stevens (2017) also found that compact 

development does make people drive less, even though the impact on reduction of vehicle 

miles traveled (VMT) appears to be small in magnitude.  

Pricing and built environment-based parking demand management follow a 

microeconomic framework, modifying relative costs of driving and other modes (Marsden, 

2006; Weinberger et al., 2010). However, attitudes and affective states also influence 

transportation decision making (Griffioen-Young et al., 2004). The Theory of Planned 

Behaviour (Ajzen, 1991) and the Theory of Reasoned Action (Fishbein & Ajzen, 1975)  posit 

that a positive attitude leads to the formation of a greater behavioral intention (motivation), 

which is more likely in turn produce the behavior (Verplanken & Aarts, 1999). Parkany et al. 

(2004) reviewed literature in social psychology and transportation and found that attitudes are 

very important in travel mode choice. Parking behavior may be determined by attitudes and 

intentions. For example, Bamberg et al. (1999) found that attitudinal factors toward parking 

fees, parking space availability, and gas tax rises affect travel mode. The decision of whether 

and where to park is based on perceived impedances as well as affective qualities of travel, 

such as the stress of finding parking (INRIX, 2017).  

For transportation planners, an equally important relationship is that between 

transportation experiences and attitudes towards specific planning interventions. Support for 
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road building, for example, is associated with more driving (Börjesson et al., 2015) and 

increasing regional congestion (Rose, 1990). Therefore, a better understanding of the sentiment 

towards parking - which is a measure of positive or negative feelings and attitudes toward a 

thing or phenomenon - may inform planners 1) better understanding how the customers 

evaluate the parking management strategies and interventions, and 2) seeking to foster 

multimodal, sustainable transportation and urbanization as well as help shed light not just on 

the behavioral effects of those strategies but their political feasibility. 

 

3.2.3 Transportation Research using Geosocial Media Data 

In recent years, large geosocial media datasets, such as Yelp, Twitter, TripAdvisor, and 

Facebook, have expanded rapidly, attracting an increasing number of users, who often use 

these services to help make destinations and route choices for travel (Evans & Saker, 2017). 

With text mining methods, transportation researchers are able to extract travel information 

from online text reviews and connect it with specific locations (Sekar et al., 2017), investigate 

travel mode choice to non-work destinations (Z. Jiang & Mondschein, 2019), and use travel-

related reviews to implement a planning decision support system (X. Zhou et al., 2017). These 

data have the potential to address documented limitations with traditional travel surveys: 

declining sample sizes (P. R. Stopher & Greaves, 2007), under-reporting of trips (Forrest & 

Pearson, 2005), imprecision or absence of locations and times (Arribas-Bel & Bakens, 2019; 

P. Stopher et al., 2005), and infrequently updated content (Chen et al., 2010). Compared to 

traditional survey data, textual analysis methodologies can provide distinctive insights from 

LBSNs and supplement existing travel analysis, as well as allow investigation of variability in 

travel attitudes linked with destinations across neighborhoods, cities and countries, at high 

volume and spatial precision (Sekar et al., 2017).  
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Sentiment analysis (SA) estimates people’s opinions, attitudes, and emotions from 

written language. SA is a component of natural language processing (NLP) and is also widely 

utilized in text mining and machine learning (Liu, 2012). The development of SA methods has 

allowed LBSN sentiment mining in order to estimate attitudes in geographic contexts. 

Specifically, with the help of improved NLP techniques (Aggarwal & Zhai, 2012), the text 

extracted from LBSNs can be analyzed to identify the emotional content of behaviors in urban 

environments (Roberts et al., 2019). However, the analysis of sentiment for “big” textual data 

is challenging due to the fact that human interpretation of each observation would be too time 

consuming to be effective with limited time and money. This challenge can be addressed by 

means of automated SA techniques focusing on determining the polarity – positive or negative 

– of natural language text. Among these techniques, lexicon-based SA methods for classifying 

the polarity of texts have gained attention in recent work and their performance has been shown 

to be robust across domains and texts (Ding et al., 2008; Taboada et al., 2011). 

In addition, a majority of SA literature primarily focuses on broad geographic scales, 

such as cities or regions. For example, Caragea et al. (2014) performed sentiment classification 

of user posts in Twitter during the Hurricane Sandy and visualized these sentiments at global 

and regional scale. Mitchell et al. (2013) investigate correlations between individuals’ posts 

and a wide range of emotional, geographic, demographic, and health characteristics using geo-

tagged Twitter data. However, these prior analyses lack more geographically specific analysis 

of factors that may affect travel attitudes and behavior.  
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3.3 Yelp Data 

3.3.1 Overview of Yelp Dataset 

Yelp is a popular LBSN dataset with nearly 180 million unique visitors per month (see 

Table 5). It provides a platform where reviewers rate “businesses,” including a variety of 

destination types, and contribute long-form text reviews so that users can make more informed 

non-work activity choices. The online text of Yelp reviews contains relatively rich information 

about the travel experiences of a variety of travel modes (Z. Jiang & Mondschein, 2019; Majid 

et al., 2013; Mondschein, 2015). 

I use the 2019 release of the Yelp Academic Dataset: Round 13 (Yelp, 2019a), which 

provides over 6 million full text reviews in ten metropolitan areas in North America: 

“Champaign, Illinois”, “Charlotte, North Carolina”, “Cleveland, Ohio”, “Las Vegas, Nevada”, 

“Madison, Wisconsin”, “Phoenix, Arizona”, and “Pittsburgh, Pennsylvania” in the US, 

“Calgary, Alberta”, “Montreal, Quebec”, and “Toronto, Ontario” in Canada. These reviews are 

collected from October 12, 2004, the time Yelp started to have review records, to November 

14 2018, the end time of the Round 13 dataset. A total of 6,685,900 reviews associated with 

192,609 businesses from 1,637,138 distinct users are included in this dataset. Figure 8 shows 

the Yelp review count by year, suggesting an overall sharp increasing trend 11  and an 

exponential increase trend in the early years. 

 

11 The data collected in year 2018 is from January 1 to November 14, so the total number of 

reviews in year 2018 was slightly lower than 2017. 
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Figure 8. Count of Yelp reviews by year 

 

3.3.2 Time and Space Information embedded in Yelp Dataset 

Each Yelp review has the precise latitude and longitude of each reviewed business and 

is timestamped in terms of when the review as submitted (not when the activity took place). 

Besides the spatial location and timestamp information, each business in the Yelp dataset is 

originally categorized using a multi-label classification approach (Tung, 2015) with nearly 

1,000 categories (Yelp, 2018). I reclassify these categories into Yelp’s reported “10 big 

categories,” which are Active Life, Arts, Automotive, Health, Hotels & Travel, Nightlife, Other, 

Restaurants, Service, and Shopping, transforming each business from multi-label to single-

label by using an identification algorithm to match the business within the 10 big categories. 

Because each business in the raw dataset includes multiple category labels with the first being 

the main category, the algorithm selects the first label from the raw dataset and assigns a single 

category to the business (Z. Jiang & Mondschein, 2019). As shown in Figure 9, Restaurants, 
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Service, and Shopping have larger number of counts than other non-work activity types in the 

dataset. Among them, Restaurants category takes the largest share - over 60,000 restaurants 

are included in the Yelp dataset.  

 

Figure 9. Count of business by category in Yelp dataset 

 

What about these businesses’ review count? Are their review count consistent with 

their quantity count? As shown in Table 8, restaurants attract the largest number of people to 

write Yelp reviews which takes more than half (52%) of the total reviews. Nightlife and service 

businesses comprise 14% and 13% of the total reviews, respectively. 
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Table 8. Count of reviews by business category in Yelp dataset 

Business Category Review Count Percentage 

Active Life 137,432 2% 

Arts 370,915 6% 

Automotive 214,225 3% 

Health 196,630 3% 

Hotels & Travel 173,110 3% 

Nightlife 906,292 14% 

Other 29,055 < 1%1 

Restaurants 3,502,689 52% 

Service 852,807 13% 

Shopping 302,745 5% 

Note 1 The number of “Other” business type is 29,055, and the total number of reviews is 6,685,900, 

the percentage is 0.4%. 

 

3.3.3 Parking Attributes embedded in Yelp Dataset 

In addition to textual review information, most businesses have associated “parking 

attributes”, a set of binary categories (True/False) indicating the availability of five parking 

attributes at each business, such as “parking garage”, “parking lot”, “street parking”, 

“parking valet”, or “validated parking”. The parking attributes provide a means of ground-

truthing the type of parking supplied in different neighborhoods across the study area, though 

they do not indicate the absolute quantity of parking supplied. In addition, they represent 

specific strategies used by businesses, business collectives such as business improvement 

districts, and planners to more effectively manage parking supplies in commercial and mixed-

use districts. A closer analysis of parking attributes is in Chapter 5. 
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3.3.4 Representativeness of Yelp Dataset 

One limitation of using social media data such as Yelp is it lacks embedded 

demographic and socio-economic information about each reviewer. For this analysis, my 

population of interest is patrons of establishments in urban commercial and mixed-use districts. 

While these patrons may not represent all urban residents, the sentiments of this self-selected 

group are likely to have significant impacts on local parking demand as well as local planning 

and decision-making. Still, Yelp users themselves may not be representative of all patrons of 

establishments in urban commercial and mixed-use districts. Therefore, I use empirical 

methods, where possible, to determine demographic characteristics from available data in order 

to assess whether these factors are likely to have a significant impact on the outcome variable. 

These approaches, described here, include comparison of Yelp users to aggregate population 

data, imputation of demographic characteristics, and the use of proxies for demographic 

information. 

 

(1) Aggregate Demographic and Socio-Economic Information  

First, I consider Yelp users in the aggregate relative to the population as a whole. As 

of 2019, Yelp has an average of over 180 million monthly unique users (Yelp, 2019b). 

Comparing the demographics of Yelp users from a Quantcast survey (Quantcast, 2017) to US 

Census (U.S. Census Bureau, 2018) and Canada Statistics (Statistics Canada 2018) data on the 

general population, Yelp users are more female (61% of users) than US and Canada census 

respondents. Yelp users’ households are also slightly more educated and wealthier on average 

than households in the US and Canada (Yelp, 2019b).  

 

(2) Gender 



 

 56 

Given the aggregate differences between Yelp user demographics and the population 

as a whole, I assessed whether a significant relationship may be observable between the 

outcome variable of interest, parking sentiment, and specific demographic factors. Note that I 

describe the sentiment analysis methodology further in the section “Sentiment Analysis of 

Parking Reviews in Yelp” below.  

I considered gender as a demographic characteristic of the Yelp users that may 

influence parking sentiment, using a name-based prediction method to predict the users’ gender 

using the “user_name” variable for each review. This variable is the username chosen by users 

when they register. Most of these usernames (~90%) were a standard name word (the first 

name), I used the R package “gender” (Mullen, 2020) to predict each user’s gender based on 

their username. The prediction of the gender package is based on first names using historical 

datasets. After prediction, I found that the percentage of the predicted female group was 55% 

(# of count: 809,482) and the predicted male was 45% (# of count: 652,229). 89.2% usernames 

were used to conduct prediction. About 10% usernames were unpredictable inputs, since they 

were a single letter or character combinations that cannot be found as a name in the historical 

name datasets.  

Using the names with assignable male or female genders, I linked the predicted gender 

information with the parking reviews, and the Spearman correlation analysis (Schober et al., 

2018), a method that can measure the association between the continuous data and ordinal data, 

shows near-zero correlations between parking sentiment (values are from the SA results) and 

predicted gender being male (r=0.006). Thus, I do not find a significant correlation between 

the parking sentiment and users’ gender groups.  
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(3) Income 

In order test whether a significant relationship may exist between income and sentiment, 

I used the cost of restaurants (included in the Yelp dataset at 4 levels12) as a proxy for patron 

income, with the reasonable assumption that more expensive restaurants will be patronized by 

higher income Yelp reviewers, ceteris paribus. While restaurant price is a reasonable proxy for 

the income of its patrons, on average, this approach would still not reveal specific interactions 

between individual income and restaurant price. The Spearman correlation analysis shows 

near-zero correlations between parking sentiment (values are from the SA results) and 

restaurant cost (r=0.028). Thus, I find no significant correlation found between the parking 

sentiment and this proxy for income levels. 

 

(4) Race 

While I was able utilize Yelp data to examine gender and income associations with the 

outcome variable, other demographic factors are more difficult to assign to reviewers. For 

example, I sought approaches to investigate the race and ethnicity of Yelp users. However, the 

Yelp dataset refers only to users’ first (given) names. While a few R packages, e.g., predictrace 

(Kaplan, 2020), wru (Khanna, 2020), can use the last name (surname) to predict race or 

ethnicity, this approach is not validated for first names. Similarly, I am unable to determine 

reviewer age from available data. I discuss how these limitations could affect interpretation of 

the results in the Discussions and Conclusions section. 

 

(5) Overall Business Activity Experience 

 

12 The four cost levels are used dollar signs on the Yelp website: $, $$, $$$, and $$$$, ordering 

from least costly to most costly.  
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Finally, I also examined whether the overall review stars are correlated with the parking 

sentiment, given the concern that overall activity experience and parking sentiment may be 

correlated. Because I extract only the text segment that specifically describes the parking 

experience (Mondschein et al., 2020), I expect that the parking sentiment should be isolated to 

the parking experience itself. When I test this association, the Spearman correlation analysis 

shows near-zero correlations between parking sentiment (values are from the SA results) and 

the review stars in Phoenix (r=0.015).  

 

3.4 Study Area and Major Commercial and Mix-use Districts 

3.4.1 Study Area 

Geographically, I use a subset of the full dataset, focusing on Phoenix Metropolitan 

Area, Arizona. I extracted all the Phoenix data from the Yelp dataset. Since major commercial 

and mix-use districts in Phoenix attract visitors and traffic to them, Phoenix city government 

requires some amount of parking for commercial developments in their zoning codes (Phoenix 

City Council, 2015). As a variety of urban activities and the associated travels occur in big 

cities, there is an increasing need to establish a highly functional and efficient parking 

management solution that ensures resident satisfaction and utilizes the existing parking 

facilities throughout the city.
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Table 9. Statistics of business and reviews by categories of Phoenix Yelp review 

 Business (total #: 55,775) Reviews (total #: 2,058,864) 

Category Count Percentage Count Percentage 

Active Life 2,086 4% 47,317 2% 

Arts 2,303 4% 91,125 4% 

Automotive 3,875 7% 102,094 5% 

Health 6,109 11% 89,799 4% 

Hotels & Travel 939 2% 37,843 2% 

Nightlife 1,903 3% 240,287 12% 

Other 1,007 2% 11,223 1% 

Restaurants 11,863 21% 981,533 48% 

Service 20,081 36% 354,627 17% 

Shopping 5,609 10% 103,016 5% 

 

As shown in Table 9, the top three business categories in Phoenix, by percent of all 

55,775 businesses in the Yelp dataset, are Service, Restaurants, and Health, with a percentage 

of 36%, 21%, and 11%, respectively. The combined number of reviews in Phoenix is more 

than 2 million. Among all the reviews, about 48% of them are about “Restaurants” category.  

 

3.4.2 Frequently Visited Commercial and Mixed-use Districts in Phoenix 

The analysis is at the level of major commercial districts and centers in the Phoenix 

region. Analysis at the district level allows for aggregating the data that represents an overall 

parking sentiment of a non-work activity site. Six unique districts are identified in the Phoenix 

Metropolitan Area. These districts are selected based on 1) their concentrated business 

activities (density), 2) their representativeness of areas with a mix of non-work activities 

(diversity), and 3) the number of visitors.  
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Specifically, in order to identify major commercial districts, first, I retrieve a 

comprehensive list of businesses in the study area from the Infogroup Business USA dataset 

(Infogroup, 2016), a dataset including all the US businesses’ detailed information, such as their 

business names, locations, categories, etc. Given the dissertation focuses on non-work 

activities such as shopping, dining, leisure, etc., I filter businesses of interests and then perform 

a spatial cluster analysis of these businesses’ locations on the map. According to the spatial 

density analysis, I examine these businesses’ spatial clustering patterns. Based on the spatial 

cluster results, I identify seventeen commercial districts which can represent places with 

concentrated commercial activities in the study area. Then, I calculate the number of visits by 

cars in the 17 commercial districts using residents’ GPS traces in Chapter 4. Finally, I select 

the top 6 districts and identify them as the residents’ frequently visited districts which can 

represent places with intensive non-work activities in the Phoenix Metropolitan Area.  
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Figure 10. Major commercial and mixed-use districts in Phoenix, AZ 

 

Figure 10 shows the locations of these six major districts. These six districts may not 

represent all potential districts for non-work travel study in the metropolitan area, but the intent 

in this research is to develop methods that can be applied widely in subsequent research and 

capture reviewer sentiment towards parking in some of the major districts through a data-

driven approach using online reviews. Phoenix, Tempe, and Mesa are the main three cities in 

the Phoenix Metropolitan Area. As shown in Figure 10, four major commercial districts 

(Phoenix Deer Valley, Phoenix Metro Towne Center, Phoenix Uptown, Downtown Phoenix) 

are in Phoenix, one (Tempe Marketplace) is in Tempe, and one (Mesa Grand Center) is in 

Mesa. 
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3.5 Analytical Methods and Results 

3.5.1 Transportation Content in Yelp Reviews 

 

Figure 11. Methodology framework of mining transportation content in Yelp reviews 

 

Figure 11 illustrates the sequence of analyses. I use textual analysis to extract 

transportation content in Yelp reviews, including a query of travel related terms to identify the 

texts mentioning travel experiences, and a Jaccard similarity index to examine the association 

between transportation content in Yelp and urban transportation behaviors. 

 

(1) Extracting Transportation Content 

Yelp reviews frequently include transportation content, describing the travel 

experience to or from a business or other destination.  Examples from the dataset: 

“They have their own free parking lot...very cool.” 

“It's a great place for running, biking, walking, etc. It's a great way to travel 

on bike between Old Town and Arcadia.” 

“There's parking validation for the structure adjacent to the theater, so that's 

cool. It's a bit of a walk, for handicapped, elderly, or lazy people.” 

Extracting Transportation Content in 
Reviews

Association between Transportation 

Terms and Urban Transportation 

Behaviors
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Search
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“I'm a fan of this place because of the light rail convenience and the low prices.” 

“Hopefully the cities ramp up interests in their mass transit systems.” 

Table 10. transportation terms frequency for Phoenix Yelp review 

Category Terms Phoenix Metropolitan Area 

    N % 

Auto 

  

car 81,796 22% 

drive, drove 32,407 9% 

parking, parked 55,775 15% 

traffic 6,259 2% 

Public Transport 

rail, train 32,957 9% 

bus, streetcar 4,740 1% 

transit 2,381 1% 

Active Travel 

bike, biked, biking, 

bicycle 
10,949 3% 

walk, walked, walking 144,552 39% 

Total Auto 176,237 47% 

Total Public Transport 40,078 11% 

Total Non-auto 155,501 42% 

Total Transportation Terms 371,816 100% 

Total Reviews 2,058,864   

 

To analyze the large number of reviews with transportation content, I use a text mining 

approach by identifying and extracting the mentions of a particular travel experience (Hu & 

Liu, 2012; Krippendorff, 2012). I seek specifically modal experiences within a given review, 

generating measures of transportation mode experience frequency. Table 10 summarizes the 

frequencies of travel modal transportation terms in the Phoenix Yelp reviews. The textual 

analysis method is from Mondschein (2015).  A mode is defined by multiple terms, such as 

“drive” and “drove,” or “parked” and “parking.” 18.1% of reviews in the dataset have 

identified transportation content. Note that this may be an underestimate, since not all possible 
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terms related to transportation may be included in the selected set of terms. 

“Auto” and “Active Travel” are the most frequent modes in this dataset with 47% and 

42% of all reviews, respectively. Note that for the analysis, I divide auto-based terms into 

“driving” categories including “car”, “drive”, “drove”, and “traffic”, and a “parking” category 

including, “parking” and “parked”. “Public Transport” category, including rail, transit, and bus 

are mentioned less frequently than other modes.  

 

(2) Association between Transportation Terms and Urban Transportation Behaviors 

In order to understand the usage of transportation terms in the reviews, I use the 

Keyword-in-Context (KWIC) technique (Ignatow & Mihalcea, 2016; Jockers, 2014; Vinithra 

et al., 2015), an approach examining the associations among each transportation keyword and 

the words that surround it – specifically, five words to the left and right of the transportation 

term. The analysis is completed with KH Coder software (Higuchi, 2012, 2014), using a 

Jaccard index of “shared phrases/all phrases” (Markov & Larose, 2007) to reflect the strength 

of concordance. Given a review’s content, the similarity between every pair of noun or 

adjective within 5-word window and the transportation term is measured by Jaccard similarity 

coefficient, a statistic commonly used for comparing the similarity and diversity of sample sets. 

𝐽(𝐴, 𝐵) =
|𝐴 ∩ 𝐵|

|𝐴 ∪ 𝐵|
=

|𝐴 ∩ 𝐵|

|𝐴| + |𝐵| − |𝐴 ∩ 𝐵|
 

 

The index 𝐽(𝐴, 𝐵) is the ratio of the number of reviews including both 𝐴 word and 𝐵 

word over the number of reviews including either 𝐴  word or 𝐵  word. Jaccard similarity 

coefficient ranges from 0 to 1. The strength of concordance is the association level between 

the target word and the substantive word. If 𝐽(𝐴, 𝐵) = 0 , this means 𝐴 word and 𝐵 word are 

totally unassociated. If 𝐽(𝐴, 𝐵) = 1 , this means 𝐴 word and 𝐵 word are exactly coexistence.
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Table 11. Word associations with key transportation terms, nouns and adjectives by Jaccard similarity index 

 

Parking Transit/Rail  Walk  Drive  

Assoc. nouns1 
Assoc. 

adjectives2 
Assoc. nouns Assoc. adjectives Assoc. nouns 

Assoc. 

adjectives 
Assoc. nouns 

Assoc. 

adjectives 

Word JI3 Word JI Word JI Word JI Word JI Word JI Word JI Word JI 

lot 0.27 available 0.06 train 0.19 convenient 0.11 people 0.05 great 0.04 window 0.09 fast 0.07 

spot 0.14 far 0.06 ride 0.18 central 0.11 place 0.04 enjoyable 0.04 food 0.08 favorite 0.06 

space 0.13 close 0.06 metro 0.11 public 0.08 area 0.04 far 0.03 order 0.08 long 0.05 

garage 0.12 small 0.06 downtown 0.11 light 0.07 parking 0.05 easy 0.03 location 0.07 good 0.04 

street 0.11 open 0.06 dollar 0.11 right 0.07 building 0.04 fun 0.03 minute 0.07 nice 0.03 

management 0.08 near 0.06 school 0.11 empty 0.07 street 0.04 central 0.03 coffee 0.07 quick 0.03 

structure 0.08 difficult 0.06 railroad 0.10 easy 0.06 office 0.03 cool 0.03 way 0.06 worth 0.03 

car 0.08 complex 0.06 stop 0.09 clean 0.06 outside 0.03 open 0.03 miles 0.04 short 0.02 

area 0.07 enough 0.06 museum 0.09 urban 0.06 home 0.03 good 0.02 time 0.04 easy 0.02 

traffic 0.07 designated 0.06 ticket 0.09 located 0.05 center 0.03 long 0.02 place 0.04 wrong 0.02 

maintenance 0.07 great 0.06 railway 0.08 walkable 0.05 dog 0.02 various 0.02 home 0.03 down 0.02 

valet 0.06 free 0.03 station 0.07 
non-

flexible 
0.05 space 0.02 nearby 0.01 hour 0.03 friendly 0.01 

1“Assoc. nouns” is short for “associated nouns.”  
2“Assoc. adjectives” is short for “associated adjectives.”  
3“JI” is short for “Jaccard Index.”
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Demonstrated by the Jaccard analysis (see Table 11), the usage and intent of 

transportation terms are revealed in the words proximate to the transportation terms. For 

“Parking,” reviewers associate nouns like “lot,”, “spot,” and “space,” and adjectives like 

“available,” “far,” “close,” and “small.” Associated adjectives for “Transit/Rail” are like 

“convenient,” “central,” “public,” “right,” “right,” “empty.” “Walk” association words are 

somewhat more diverse, but the majority of nouns and adjectives associated with “walk” are 

related to outdoor walking experiences. I exclude bicycle terms specifically because they often 

refer to bicycle shops. 

Note that this conceptualization is supported by an examination of transportation 

content over time. I observe that the review-derived mode split is generally very stable except 

in the case of “Rail” in Phoenix, where the opening of a light rail line during the period revealed 

a significant increase in rail reviews. This responsiveness to a major change in the network 

supports the linkage between travel mentions/information in the reviews and the experience of 

transportation users.  

Importantly, the modal categories presented here are not necessarily mutually exclusive 

– those who mention “parking” almost certainly drove, and those who mention “rail” almost 

certainly walked or biked. However, distinctions between these modal terms allow us to 

identify what is most important when accessing non-work destinations with intensive 

commercial activities. 

 

3.5.2 Sentiment Analysis for Parking Reviews 

The analysis in section 3.5.1 indicates that Yelp reviews frequently include 

transportation content. To further examine the parking content and its associated sentiment in 

major commercial and mixed-use districts in Phoenix, I extract the parking reviews only and 
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deploy a sentiment analysis. 

 

(1) SA Framework for Yelp Parking Reviews 

First of all, I find that the average word count of a Yelp review containing parking 

keywords in Phoenix is 205 words, potentially including information of individual users’ 

opinions and their parking experiences, or the reasons why they choose or do not choose 

parking when they travel to certain businesses. Examples from the dataset13: 

“The parking is free and easy. That is awesome.” 

“Limited menu a hard place to find using GPS, parking can be a little hectic 

too” 

“... just frustrated in trying to find a parking spot.” 

“... as always, parking is a little tough uptown.” 

“One downfall is that parking is horrible, with narrow spaces and not a lot 

available.” 

“Located in a very busy intersection, plenty of commuters and parking is pretty 

bad.” 

“It's a good place for quick meets with easy parking and easy access along 

Dundas.” 

“My only complaints, it was pricey and parking was challenging.” 

Various methods can be used for conducting a sentiment analysis. In this section, I use 

a lexicon-based approach to measure the emotional content of the large number of reviews 

with parking experience. A summary of SA steps is shown in Figure 12. 

 

13 These examples only show sentences containing parking keywords. 
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Figure 12. Sentiment Analysis framework for Yelp parking reviews 

 

(2) Data Preprocessing 

 

Figure 13. Percentage of parking reviews across business types 

 

First, I use a text mining approach to identify parking reviews. In order to focus the 

search for parking reviews, I only use keywords “parking” or “parked” as search criteria within 

a given review, generating the frequency of parking reviews. As shown in Figure 13, people 

tend to write “tips” or “reviews” about parking when they visit “Arts”, “Nightlife”, 
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“Restaurants”, “Service”, and “Shopping” businesses. Among them, “Restaurants” category 

has the largest number of parking reviews which takes more than 40% of all parking reviews.  

Reviews with parking content from Phoenix are 15% of all transportation reviews and 

2.7% of all reviews (see Table 12). 75% of parking reviews are associated with businesses 

providing parking attribute information. Note that this might be an underestimate, since not all 

possible terms related to parking may be included in the selected set of terms. In the six major 

commercial mixed-use districts, 5% of all reviews have parking content. 73% of these district 

parking reviews have parking attribute information. I use the 55,775 parking reviews that can 

be linked to businesses with parking attribute information for the sentiment analysis. 

Table 12. Statistics of parking reviews in Phoenix Yelp reviews 

 

Geographical Area 

Phoenix Metropolitan 

Area 

Six Major Commercial 

Districts 

Total number of reviews 2,058,864 108,399 

Total number of parking reviews1 55,775 5,809 

Percentage of parking reviews 2.7% 5% 

Total number of parking reviews with 

parking attributes2 
41,573 4,266 

Percentage of parking reviews with 

parking attributes 
75% 73% 

Note 1 Parking reviews refer to reviews that mention keywords such as “parked” or “parking” in the 

Yelp dataset. 
2 Parking attributes refer to the parking information provided for businesses in the Yelp dataset. It 

includes the availability of street parking, parking lot, parking garage, parking valet or validated parking 

service, stored in a binary format using “true” or “false” index. 

 

Data preprocessing includes textual data tokenization and data cleaning. Tokenization 

splits long strings of text into smaller pieces, or tokens. To find the best token to represent the 

parking reviews, I tokenize each review as paragraphs, sentences, and smaller word chunks 
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first. Paragraph is defined by a new line in the review, sentence is defined by the ending 

sentence punctuation, and word chunk is defined by punctuation in the middle of a sentence. 

Each of these tokens must contain at least one parking keyword. Then, I compare and 

determine the best tokenization for the SA. I cleaned the data for each tokenized string of text, 

by using the ‘tm’ package in R statistical programming language (Feinerer, 2018). The 

cleaning process involves a sequential process for each tokenized string: making a corpus of 

words, converting into lowercase, removing punctuation, numbers, and URLs, stripping 

whitespace, and removing words irrelevant to SA, such as “the” or “an.” 

 

Data Exploration 

The word chunk is chosen as the token unit since it shows most appropriate 

representation of parking experience information. Specifically, neither paragraph or sentence 

is good enough for this case. Sentences with parking terms may be very long since some people 

use multiple commas instead of periods. I cut sentences into word chunks that can actually 

describe parking experience. The analysis uses the Harvard IV dictionary, a general-purpose 

psychology-based dictionary. It includes greater than 11,000 words with 1,915 positive and 

2,291 negative sentiment words (Stone et al., 2007). This dictionary is able to capture 

sentiment through different sets of words associated with quantified sentiments (Saxena et al., 

2018). 

 

Model Building 

To estimate the sentiment scores of parking reviews represented as word chunks, I use 

analyzeSentiment() function in the SentimentAnalysis package (Feuerriegel & Proellochs, 2018) 

in R to generate the initial sentiment scores. This approach is a lexicon-based approach that 
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can classify the sentiment, returning the sentiment scores for each selected dictionary. The 

scores range from -1 to +1 with -1 showing an extremely negative sentiment and +1 

representing most positive, with 0 being a “neutral” parking experience. The best model fits 

each parking review with an estimated sentiment score based on the degree of positivity and 

negativity in the bag of words, including assigning weights that are most predictive in the 

context of the observed corpus (dictionary corpus). 

 

Model Evaluation 

In terms of the nature of the large dataset, the total number of parking experience word 

chunks is more than 60,000, making reading each review and assigning a manual score 

impossible. In order to efficiently evaluate the SA model performance, I adopt a two-step 

performance evaluation for the model results. In Step 1, I read and check all of the predicted 

min sentiment scores and max sentiment scores for each district and for each business type. It 

produces a 2 (sentiments) * 6 (district) matrix, results are listed below: 

 

District 1 Phoenix Deer Valley:  

review (high): “Plenty of parking.”  

review (low): “Ridiculous parking lot!” 

District 2 Phoenix Metro Towne Center: 

review (high): “Easy parking.”  

review (low): “Hard to find a parking spot.” 

District 3 Phoenix Uptown: 

review (high): “PLENTY of street parking nearby!”  

review (low): “Parking is impossible!” 
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District 4 Downtown Phoenix: 

review (high): “Easy parking.”  

review (low): “Parking is difficult!” 

District 5 Mesa Grand Center: 

review (high): “Plenty parking outsides.”  

review (low): “Overcrowded, and difficult to find decent parking!” 

District 6 Tempe Marketplace: 

review (high): “Plenty of parking and easy access to the mall.”  

review (low): “Parking is too annoying!” 

 

I have a clear general impression of the classification from step 1’s results. Then, in 

Step 2, I review a random sample 500 (~10% of entire dataset) of estimated sentiment scores 

and the corresponding original parking reviews. I manually read them one by one and create a 

confusion matrix (using three categories: “positive,” “neutral,” and “negative”) to compare the 

precision and recall between the model results and the human-judged results. The percentage 

of accurate categorization is 80%. According to the precision and recall metrics, TF (positive 

sentiment categories erroneously classed as non-positive) = 5%, FT (non-positive sentiment 

categories erroneously classed as positive) = 15% (Sokolova et al., 2006). 80% accuracy, while 

introducing error into the subsequent analysis, is favorable for sentence-based SA using current 

methods. Importantly, the error is distributed across both positive and negative predictions, 

with some bias toward overprediction of positive sentiment. The results of the subsequent 

analysis should be understood keeping this potential bias in mind (Taboada et al., 2011). 

 

(3) Sentiment Analysis Results 
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Parking Sentiment in Phoenix Metropolitan Area 

First, I investigate the parking sentiment phenomena across the region. The SA results 

are shown in below. There are 26,774 positive parking reviews, 22,025 neutral reviews, and 

20,226 negative reviews. The percentage is shown in Figure 14. Overall, the share of positive 

sentiment is a little bit higher than the negative sentiment. 

 

Figure 14. Percentage of sentiment categories for Phoenix parking reviews 

 

The below Figure 15 shows the locations of businesses that have reviews mentioning 

parking. In general, the spatial distribution of businesses having parking reviews is across the 

Phoenix Metropolitan Area. 
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Figure 15. Locations of business with reviews mentioning parking in Phoenix 

 

Parking Sentiment in Commercial Districts 

Then, I examine the attitudes towards parking in the six selected commercial districts 

only. Figure 16 shows the share of parking sentiment (positive VS. negative) in each 

commercial area. The dominant parking sentiment in “Phoenix Deer Valley” and “Phoenix 

Metro Towne Center” is positive, suggesting an overall satisfaction of parking environment in 

these two commercial districts. By contrast, negative reviews dominate in all other four 

districts except the Mesa Grand Center which has almost the same share of negative and 

positive parking sentiment. In particular, parking reviews for “Downtown Phoenix” and 

“Tempe Marketplace” are both negative-dominant, which suggests an overall difficulty in 
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parking for non-work activities. In general, commercial centers such as Phoenix Deer Valley, 

Phoenix Metro Towne Center, and Mesa Grand Center, have more positive parking sentiment 

than Phoenix Downtown and Uptown. Among them, only Metro Towne Center is a strip 

commercial district and other two are mall-like commercial districts. Mall-like districts, 

especially those located in suburban areas, often provide sufficient surface parking capacity 

which may allow drivers to find a place to park their cars easier.   

 

Figure 16. Positive and negative sentiment of parking across commercial districts 

 

Based on the share of parking sentiment in each commercial district, a parking index is 

calculated to represent the ease to find a place to park in each district (see Table 13). This 

index14 serves as an indicator showing the parking positiveness (including attitudes like “easy 

to find a place to park”, “convenient parking”, “free parking”, “available parking”) in the site. 

 

14 This index of each commercial district is calculated as the share of positive parking divided 

in the share of negative parking in each site. 
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In next chapter, I use the smartphone-based GPS data to further analyze travel behaviors in 

these districts. 

Table 13. Parking sentiment and index of each commercial district 

 District Name 

Parking sentiment 

Parking index1 

Positive (%) Negative (%) 

Phoenix Deer Valley 63.83% 36.17% 1.76 

Phoenix Metro Towne 

Center 
54.29% 45.71% 1.19 

Phoenix Uptown 47.80% 52.20% 0.92 

Downtown Phoenix 42.70% 57.30% 0.75 

Mesa Grand Center 51.02% 48.98% 1.04 

Tempe Marketplace 42.24% 57.76% 0.73 

1: This index of each commercial district is calculated as the share of positive parking divided in the 

share of negative parking, as an indicator showing the parking positiveness (including attitudes like 

“easy to find a place to park”, “convenient parking”, “free parking”, “available parking”) in the site.  

 

3.6 Discussions and Conclusions 

3.6.1 Discussions 

This investigation examines the transportation content embedded Yelp reviews and 

analyzes the sentiment towards parking for non-work activities. Broadly, the results 

demonstrate that a textual mining of geosocial media data can provide useful information about 

travel attitude - the experience of travel, particularly. The findings demonstrate that travelers 

are sharing experiences on online review platforms such as Yelp when going to varied types 

of non-work destinations. Specifically, I find that parking is of interest to Yelp reviews, which 

can be used to gauge sentiment about parking in commercial and mixed-use districts and 



 

 77 

centers. 

For “everyday” activities such as shopping, services, eating out, and going to bars, 

driving plays a dominant role in mode of transportation in Phoenix. The emotions towards 

parking can represent the drivers’ travel attitudes. Making all drivers “happy” or “easy to find 

a place to park” is not the goal of transportation planning. I present this empirical analysis as 

an example of an exploratory analysis to assess whether online business reviews, in this case 

Yelp data, are of use to planners and policymakers to better understand how parking is 

associated with customer sentiment. Transportation access, which for many businesses 

includes parking, are an important policy area that can be better informed through the use of 

user-generated business reviews. 

 

3.6.2 Limitations 

This analysis also has some limitations. First, there may some inherent limitations of 

the LBSN data, for example, the issues of self-selection and representativeness in Yelp dataset. 

The demographics of Yelp users may not necessarily represent the entire population. 

Compared to the average U.S. adult population, Yelp users are younger, more highly educated, 

wealthier, and tech-savvy. In this chapter, I use multiple approaches to deal with Yelp data’s 

representativeness - an issue more broadly associated with all other self-selecting LBSNs. 

Addressing these issues requires a combination of empirical methods to diagnose or control 

for potential biases, as well as clear caveats and recognition of potential effects of biases that 

cannot be controlled.  

As shown in section 3.3.4, for gender and income, two demographic factors that could 

reasonably be imputed or analyzed by proxy, I found that neither has a significant relationship 

to parking sentiment. However, I was not able to impute or assess the effects of age, race, or 
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ethnicity of reviewers. For age, increased need for comfort during travel and a reduced desire 

to walk longer distances for utilitarian purposes has been documented (Hess, 2012; Keadle et 

al., 2016). Therefore, I might expect that parking sentiment among older adults would be lower 

for parking strategies that require more utilitarian walking. For race and ethnicity, parking 

experiences that require interaction with individuals, such as valet parking or even parking 

validation, could potentially result in distinctively racist or alienating experiences. These 

experiences are well documented in the context of transit, taxi, and rideshare travel, but so far 

undocumented for parking experiences (Purifoye, 2015; Sarriera et al., 2017). While this 

study’s research design would not be able to address this question, further research could 

potentially mine Yelp’s extensive reviews to identify whether parking experiences are 

perceived specifically as racist or alienating.  

In addition, I find that there are approximately 40% of the parking reviews are from the 

“Restaurant” reviews. Although restaurants are more sensitive to parking woes as demand for 

restaurants can be more elastic as people have many choices about where they can go, future 

research may need to consider more types of businesses, especially parking attitudes and 

sentiments towards non-restaurant businesses as a complementary to the Yelp data analysis.  

Broadly, working with LBSNs requires clear understanding of each dataset’s strengths 

and limitations. Ultimately, some research questions may continue to require purpose-built 

survey efforts that reach populations that do not participate as readily in LBSNs, or where 

LBSNs do not supply critical information to answer those questions. Additional factors, such 

as time of day, day of week, may affect the experience of parking as well (Litman, 2006; 

Millard-Ball et al., 2014). Still, while a survey or online poll can provide detailed information 

about parking sentiment and parking behaviors, the reality for urban planners is that these 
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surveys are rarely undertaken, and usually only in specific neighborhoods where there has been 

demand and funding for a parking study. The LBSN-based approach allows for a much broader 

look across a city, to allow for better comparisons across neighborhoods and even between 

cities, allowing for more empirically robust understandings of parking management and build 

environment strategies that result in positive parking experiences that are compatible with 

broader goals towards reduced total parking, densification, and multimodal travel in 

commercial and mixed use areas. Additionally, in future research spatially precise parking 

utilization data could be integrated into analysis of parking experiences in order to understand 

how supply, utilization, and travel experiences covary in different locations. 

 

3.6.3 Conclusions 

Yelp and similar LBSN data can be used to understand how travel may vary at fine 

geographic scales, controlling for factors of interest such as activity purpose and regional 

differences. Spatially-precise information from these data can provide insight both toward 

highly local, as well as regional transportation and land-use relationships. Future research 

could integrate additional factors, including population density, land use, employment, parking 

facilities, or local socioeconomic factors, to further examine what causes individuals to assign 

value to the modes they prioritize when going out. Also, analysis of other datasets or Yelp data 

for additional cities with extensive road networks such as New York or San Francisco, can 

extend the findings in this examination. In addition, for urban planners, these data, or similar 

social media data, allow a deeper look at how travelers are using the information shared on the 

platforms to adjust their travel choice decisions. 
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CHAPTER 4 

EMPIRICAL ANALYSIS 2: SMARTPHONE-BASED GPS TRACES IN 

TRAVEL BEHAVIOR ANALYSIS 

 

4.1 Introduction 

Individuals and households have different needs for non-work activities in urban 

commercial districts, exhibiting divergent travel behavioral patterns when going to these places. 

They choose their destinations because of a variety of factors, such as the attractiveness of a 

destination, the personal preferences (perceived opportunities), the availability of travel mode, 

the cost of travel, and so forth (Cascetta et al., 2013; Jain & Lyons, 2008). Previous studies 

examined these various travel patterns and destination preferences and found residents from 

disadvantaged neighborhoods may experience an inequity of accessibility, e.g., they mainly go 

to lower price places as a result of low income (Neutens et al., 2010; Ren et al., 2014). 

These disparities in accessing different non-work destinations also reveal that the urban 

isolation and segregation extend beyond individuals’ residences. Therefore, understanding 

residents’ mobility patterns to commercial districts is crucial for urban planning, facility 

management, and business strategies (Crane, 2000). 

In this chapter, I explore and quantify individuals’ travel to six major commercial 

districts with a specific focus on the mode use by cars, which is the main mode that used by 

Phoenix individuals and households for non-work travel. People there drive to a variety of non-

work activities. Smartphone-based GPS data from over 90,000 individuals in the metropolitan 

area of a month period are used for this empirical analysis. 
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4.2 Related Work 

4.2.1 Travel Behavior and Accessibility to Non-work Destinations 

Travel to non-work activities, such as meals, shopping, recreation, and socializing, 

travel patterns are less routinized than commuting (Chatman, 2008; Walle & Steenberghen, 

2006). Individuals demonstrate a variety of spatial and temporal needs for such non-work 

activities, exhibiting divergent patterns of mobility. To fully address variability in traveler 

preferences and behaviors, transportation planners need to have a better understanding of non-

work travel. Accessibility as a measure to represent the ease of travel when reaching a 

destination, is widely used in travel behavior research. Research has shown that residents of 

disadvantaged / vulnerable neighborhoods (e.g., African Americans, Hispanics, low-income 

households, and households in poverty) don’t have the same accessibility to non-work 

destinations as the residents of advantaged neighborhoods (Grengs, 2015; Stanley et al., 2011; 

Wee et al., 2011). In other words, even though theoretically residents from disadvantaged 

neighborhoods are able to freely choose their non-work travel destinations, their average travel 

time, distance of travel, ease of travel, etc., still have a significant difference from the residents 

of advantaged neighborhoods.  

Researchers described the above disparities as inherent inequality, and a variety of 

factors might be associated with it (Neutens et al., 2010; Ren et al., 2014). In Chapter 2, I 

summarize main findings from previous studies: a variety of factors might contribute to the 

such divergent behavior patterns. For example, travel attitude, built environment 

(transportation and infrastructure plans), or personal factors have an influence on behavioral 

choice. With noting this, planners need to understand travel behaviors before establishing any 

transportation plans. Thus, as an important first step, an investigation of the non-work travel 
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behavior and its associated accessibility measures become critical for providing future 

planning guidelines. 

 

4.2.2 Travel Behavior Research using Phone-based GPS Trajectories 

(1) Examining Travel Patterns  

For a long time, the lack of fine-grained data impedes the travel behavior measurement 

at high resolution. Traditionally, data for travel behavior analysis has largely relied on 

traditional data acquisition methods with limited sample sizes that impede temporally and 

spatially fine-grained analysis (C. Chen et al., 2016). For example, these traditional data 

acquisition methods, such as surveys and diaries, always cannot provide enough information 

about precise spatial locations or timestamps when assessing local travel patterns. In other 

words, the resolution of the traditional survey data becomes insufficient to discover detailed 

travel information. If the resolution of the data can increase both in time and space, it will be 

of great use in explaining the travel behavior.   

The advances in communication technologies have enabled researchers to collect travel 

data based on ubiquitous and location-aware smartphones, with massive GPS space-time data 

at a fine scale (Dabiri & Heaslip, 2018). Such individual-level GPS data has been found useful 

for analyzing trip characteristics, detecting human mobility patterns, as well as evaluating 

urban accessibility in recent studies (C. Chen et al., 2014, 2016; Marra et al., 2019; Reddy et 

al., 2008). In Chapter 2, I summarize these emerging big data’s applications in travel behavior 

research. For example, phone-based GPS data can be used to determine a variety of trip 

characteristics, such as speed, travel distance, direction, travel mode, etc. 

 

(2) Examining Accessibility  
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Furthermore, urban accessibility can also be assessed based on the trajectory data 

mining and analysis of individuals’ GPS records (B. Y. Chen et al., 2018; Mora et al., 2017). 

Since the paramount goal of urban planning is to provide sufficient opportunities for residents 

to access various urban services, it becomes critical to allow residents to have good 

accessibility to these places for urban life viability. Evaluating accessibility of different regions 

and social groups has been the first important step for planning and management to provide 

equitable access (Neutens et al., 2010).  

Accessibility has been evaluated by either “place-based measures”, or “individual-

based measures” (B. Y. Chen et al., 2017; Kwan & Weber, 2003). An example of the place-

based measure and individual-based measure can be found in section 2.2.1 in Chapter 2. Briefly 

speaking, the place-based measures are conceptualized mainly in terms of locational proximity 

to individuals’ residences. On the contrary, individual-based accessibility measures consider 

the individuals’ activities and travel behaviors which has been widely used to evaluate 

accessibility of individuals in different geographical regions and socioeconomic groups. To 

easily distinguish these two accessibility measures, Chapter 2 describes that the theorized 

accessibility is theorized spatial accessibility, while realized accessibility is realized behavior. 

Recent technical advancements make the phone-based GPS data as a new source with 

spatiotemporal information to help evaluate realized accessibility of individuals in different 

socioeconomic groups and geographical regions (Kwan & Weber, 2003; Miller, 2007). Precise 

information captured by the GPS traces allows to examine realized accessibility at fine-grained 

spatial and time scale (J. Chen et al., 2011; Neutens et al., 2010; Ren et al., 2014). For example, 

Chen et al. (2018) used massive mobile phone tracking data collected in Shenzhen, China to 

evaluate accessibility to urban services over different neighborhoods and social groups. They 
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found accessibility of disadvantaged people was at a lower level than advantage people in 

general.  Mora et al. (2017) evaluated accessibility based on GPS traces collected in the mobile 

devices of individuals with and without disability. They compared a series of parameters 

between these two groups, including the frequency of routes, and the distribution of the main 

origin and destination locations. Their findings showed the difficulties faced by disabilities to 

access urban amenities which calls for a better urban management to help disabled groups.  

 

4.3 Smartphone-based GPS Data 

The smartphone-based GPS trace data used in this investigation was collected by X-

Mode Social, a location data industry partnering with over 300 app developers in the United 

States (X-Mode, 2021). Because I already examined transportation information using Yelp 

reviews in Phoenix in Chapter 3, in order to integrate the results with travel behavior 

information in next chapter, I select the same geographical area - Phoenix Metropolitan Area 

- for the GPS data collection.  

First, I collect smartphone-based GPS trace data in Phoenix from October 1st to October 

31st in 2018. The raw dataset consists of a sample of 297,406 individuals with 578,154,919 

location records. I filter out nonresidents’ data and obtain a sample of 92,032 residents’ data. 

Residents were defined as individuals who had at least 20 days of GPS valid data15 in the study 

area. After cleaning the dataset, I obtain 530,255,510 GPS location records of all the 92,032 

residents. 

The GPS data collection was through partner applications and relied on using modern 

 

15 To improve the accuracy of residents’ identification, I particularly examined valid GPS 

location data recorded during nighttime.  
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smartphone devices’ internal GPS hardware with high spatiotemporal resolution. Table 14 

shows the variables in the GPS dataset, including a variety of individuals’ location information, 

such as the anonymized individual ID, latitude, longitude, timestamp (in seconds), dwell time, 

dwell type, and speed (meters in seconds).  

Table 14. Description of variables in the GPS dataset 

Variable Description 

id a unique id number for each individual  

latitude recorded latitude for the location 

longitude recorded longitude for the location 

speed recorded speed for the location (meters in seconds) 

dwell time1 recorded the amount of time at the location (milliseconds) 

dwell type1 
estimated dwell type (high, medium, low, moving) for the 

location 

timestamp recorded timestamp for the location 

Note: 1“dwell time” and “dwell type” are calculated based on an algorithm developed by the location 

dataset provider. The dwell time calculation is contextual around the time period it is run and based on 

records which are contained in a point of interest (POI); the dwell type provides a description of the 

dwell time (high, medium, low, moving) and helps to determine a confidence in the POI and dwell time. 

 

As a preliminary data examination, I count the number of daily GPS records for two 

randomly selected individuals. As shown in Figure 17, I find that individual traces may not be 

available for some days due to a lot of reasons, such as the battery running out, signal lost, or 

location service off, etc. For example, resident #1 (green line) did not have data on Oct 28, 

2018. Also, both of their counts of GPS daily data were not stable. In some days they might be 

recorded for more than 200 GPS locations, while in some days they were recorded only for a 

small number of locations. 
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Figure 17. Histogram of two individuals’ daily GPS record count 

Note: Individual #1: the green line; Individual #2: the red line. Both of them are randomly selected 

individuals from the GPS dataset. 

 

4.4 Methods 

4.4.1 Estimating Home Location 

First, I use each resident’s GPS records during nighttime (12am to 6am) to estimate 

their home locations. As shown in Error! Reference source not found., ten randomly selected r

esidents’ one-day (Oct 15, 2018) nighttime GPS records were visualized on the map. Some of 

them might still move during the nighttime, while a majority of them just stayed at one location 

and didn’t travel as they had concentrated point clusters at night. Taking account all the 31 

days’ data, I estimate dwelling locations according to a density-based spatial clustering method 

(Mennis & Guo, 2009). Specifically, the centroid of the largest cluster within a 200-meter 

threshold was set as a resident’s home location.  
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Figure 18. Map of ten residents’ nighttime GPS records on Oct 15, 2018 

Note: Ten different colors represent ten residents’ nighttime location records. All of them are randomly 

selected from the GPS dataset. 

 

After estimating the residents’ home locations, I spatially join their home locations with 

the corresponding census block group (CBG) id (a 12-digit unique id). The CBG data was 

acquired from the 2014-2018 American Community Survey (ACS) data (U.S. Census Bureau, 

2018), which provides detailed demographic, social, and economic characteristics for all of the 

block groups in the United States. This information allows me to evaluate accessibility level 

of individuals living in neighborhoods with varied demographical and socioeconomic groups 

in the following sections.  

 

4.4.2 Examining the Representativeness of GPS Dataset 

Although the vast majority of Americans - 96% - owned a cellphone, and the share of 

Americans that own smartphones was 81% (~ 300 million population) in 2019 (see Figure 7), 
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it is still necessary to examine the potential bias issue (the representativeness) associated with 

the collected GPS data.  

The location dataset contained over 90,000 Phoenix residents’ GPS traces for an entire 

month, however, it is still a subset of the whole population. Usually, researchers use statistical 

sampling strategies to assign an appropriate weight to each GPS resident, which is illustrated 

as a method to adjust for selection bias and can help to make the estimations more 

representative (Garber et al., 2019). Thus, I account for weighting functions in this analysis.  

First, I calculate the number of census population in each census block group (CBG) 

based on American Community Survey data (U.S. Census Bureau, 2018). Then, I perform a 

correlation analysis between the estimated number of GPS residents and the census population 

in each CBG to preliminarily examine whether the collected GPS dataset had a significant 

spatial bias in Phoenix. The paired Pearson Correlation result was 0.70, which suggested that 

the two count numbers were strongly correlated with each other at CBG level. Thus, this spatial 

correlation analysis indicated that the GPS data had a similar spatial distribution with the 

census data overall16.  

In order to further match the GPS sample’s population with the census population, I 

calculate a weight value for each GPS resident based on the following equation, which is 

similar to an inverse-probability-of-selection weighting method that has been widely used to 

adjust for selection bias (Griffin & Jiao, 2015; Heesch & Langdon, 2016).  

 

16 Echoing this analysis, I also perform a Moran's I spatial autocorrelation (Moran, 1950) for 

these two groups (the GPS sample and the census population) to compare their spatial 

differences. 
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𝑊𝑖𝑗 =
𝑃𝑗
𝑃𝑗
′ ∗

∑𝑃′

∑𝑃
 

where 𝑊𝑖𝑗 refers to the weight of resident 𝑖 who is from CBG 𝑗. 𝑃𝑗 and 𝑃𝑗
′ represent the census 

population and the GPS population in CBG 𝑗, respectively. ∑𝑃′ and ∑𝑃represent the total 

GPS population and the total census population of all the CBGs. I consider the weight in the 

analyses of the following sections in order to better interpret the results based on a 

representative sample. 

 

4.4.3 Frequency of Visiting Commercial Districts by Cars 

In this section, I calculate the frequency of visiting commercial districts by cars using 

the GPS location dataset. The methodology framework is shown in Figure 19. First, I identify 

travel mode to seventeen commercial districts which are selected to represent places with 

concentrated commercial activities in the study area. More details about the identification of 

these seventeen districts can be found in section 3.4.2 in Chapter 3.  

Then, I calculate the number of visits by cars in each district using residents’ GPS traces. 

I select the top six commercial districts as major districts (see Figure 10). Following that, I 

calculate the average number of car trips per person to the six districts during the one-month 

period (see Table 15). Phoenix residents make an average of 3.9 trips in weekend evenings, 

2.5 trips in weekend days, and 2 trips in weekend evenings in October, 2018. Then, I 

summarize the total number of visits by cars to each of the six major district in three different 

time periods: weekday evenings, weekend days, and weekend evenings17. 

 

17 Time of day traveling to commercial districts: weekday evening (5pm - 10pm); weekend 

day (9am - 5 pm); or weekend evening (5pm - 10pm). 
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Figure 19. methodology framework of travel mode analysis using GPS traces 

 

Table 15. Basic statistics of trips to selected commercial districts 

Time of Travel Average Trips1 Per Person (One Month) 

Weekday Evenings 3.9 

Weekend Days 2.5 

Weekend Evenings 2.0 

Note: 1These are trips by cars to six major commercial districts. 

 

4.4.4 Measuring Accessibility to Major Commercial Districts 

(1) Examining Theorized Accessibility 

As described in section 4.2.2, the theorized accessibility is theorized spatial 

accessibility, according to place-based measures. In this section, I specify that each resident’s 

theorized accessibility to a commercial district equals to 1 divided by the distance 𝑑𝑜𝑑𝑖 

between residence and destination district’s centroid. The closer of the resident’s home 

location is to a district 𝐷𝑖, the larger of the value is, which suggests a higher level of access.  
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Furthermore, I aggregate individual-level accessibility values to district-level values. 

For a district 𝐷𝑖, I hypothesize that all the residents have travel needs to go to 𝐷𝑖. Then, I use 

the socio-demographical variables at CBG level (median household income and percentage of 

white, Latinx, black, Asian) to multiply the theorized value (1/distance) to calculate a 

summation socio-demographics at 𝐷𝑖. Later on, the summation divided by the total number of 

residents gives an average value, which can represent the mean socio-demographics at 𝐷𝑖 

based on theorized accessibility measures. After this calculation, for example, for district one 

𝐷1, it will have a set of variables that describe “theorized travelers” to 𝐷1. Specifically, these 

variables include theorized travelers’ average median household income and percentage of 

white, Latinx, black, and Asian. 

 

(2) Examining Realized Accessibility 

It is noticeable that the set of each district’s average socio-demographic characteristics 

calculated based on theorized accessibility shown in the above section only can represent facts 

under a theoretical assumption: all residents (theorized travelers) have inverse-distance 

probabilities to go for commercial and mixed-use activities in Phoenix. However, in reality, 

people choose their travel destinations because of a variety of factors, such as the attractiveness 

of a destination, personal preferences (perceived opportunities), availability of travel mode, 

cost of travel, and so forth.  

Thus, based on travel behaviors examined from the GPS data, I calculate a set of socio-

demographic characteristics of each district based on realized accessibility. In this calculation, 

I only consider residents who actually visited the selected districts. In addition, since the GPS 

data provides travelers’ time of non-work travel, I include temporal dimensions in the 

calculation as well. As a result, each district has three sets of socio-demographic 
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characteristics18 in weekday evenings, weekend days, and weekend evenings, respectively. 

 

(3) Comparing the Difference between the Theorized and Realized Accessibility 

After step (1) and step (2)’s calculations, I have four sets of district-level socio-

demographic characteristics based on theorized accessibility and realized accessibility, 

respectively. Because all the calculated socio-demographic characteristics represent the group 

means, a Pearson Chi-square test (Pearson, 1900) is used to show whether the mean values 

distribute statistically significant different across groups. 

 

(4) Characterizing Neighborhoods and Examining Non-work Travel Disparities over Different 

Neighborhoods 

To categorize more characteristics of the Phoenix neighborhoods, I retrieve more 

variables from the census data at CBG level after the spatial join between home locations and 

their corresponding CBGs. Specifically, I label all the CBGs with these categories: 

Poor/Nonpoor and Race/Ethnicity (white majority, Latinx majority, black majority, or Asian 

majority). Poor CBG is defined as over 30% of the CBG population under the poverty line. 

The race/ethnicity category is labelled based on the dominant racial group, which has the 

largest racial percentage in the CBG.  

To examine non-work travel disparities over different neighborhoods, I select travel 

distance as a variable and compare how different in travel distance of each neighborhood 

category when going for non-work activities.  

 

 

18 These variables are the same as the step (1)’s calculation, including “realized travelers” 

average median household income and percentage of white, Latinx, black, and Asian. 
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4.5 Results 

4.5.1 Home Locations 

 

Figure 20. Map of the estimated home locations of GPS residents 

 

Figure 20 shows the identified 92,032 residents’ home locations (blue dots) of 2,564 

GBGs in the study area. After spatially joining them to the geographical block groups and 

associated census dataset (U.S. Census Bureau, 2018), each resident has a series of their 

dwelling CBG’s demographic and socioeconomic information.  

 

4.5.2 Divergent Non-work Travel Behaviors 

Figure 21 shows a visualization example of mapping one-day’s (Oct 15, 2018) GPS 
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traces of three residents randomly selected from the GPS dataset. It also provides a proof of 

evidence showing how individual locations are recorded in the smartphone-based GPS dataset. 

As shown in Figure 21, the travel path of resident #1 (blue dot) was between northern rural 

areas and Downtown Phoenix, along with the Interstate 17 Highway. Resident #2 (green dot) 

traveled between the suburban Paradise Valley to the Tempe-Mesa region, with concentrations 

of points recorded in Paradise Valley and a neighborhood Eastern Mesa. In contrast, resident 

#3 (red dot) almost demonstrated a much smaller travel trajectory compared with the other two 

residents - with only moving around several neighborhoods in Chandler.  

 

Figure 21. Map of GPS traces for three residents on Oct 15, 2018 

Note: Three different colors represent three residents’ traces. All of them are randomly selected from 

the GPS dataset. This visualization is conducted through ESRI ArcGIS Online application. 
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Although the above example only shows one-day GPS records of three residents 

randomly selected from the total 92,032 residents, it indicates the divergent nature of human 

mobility. If I geocode more residents’ GPS records on map, how would it be? Figure 22 shows 

forty randomly selected residents’ travel trajectories on Oct 15, 2018. These trajectory lines 

are generated by connecting each consecutive GPS locations recorded in the dataset using R 

package trajr (McLean & Skowron Volponi, 2018). The bolder lines represent an overlap of 

multiple lines in the area, suggesting a larger number of human mobilities there. Because I 

have such a big dataset of over 90,000 individuals which is almost impossible to map all their 

traces, I only use Figure 21 and Figure 22 as two demonstration examples to indicate the 

divergent human mobilities captured in GPS traces.  

 

Figure 22. Visualization of travel trajectories of forty residents on Oct 15, 2018 
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4.5.3 Socio-demographic Characteristics in Each District 

 

Figure 23. Median household income in each commercial district 

 

Figure 23 shows the comparison results between the theorized median household 

income and realized household income with three periods of time. The grey columns represent 

the theorized values, and the purple columns are the realized values in weekday evenings, 

weekend days, and weekend evenings. 

The realized income is higher than the theorized income across the districts and time 

periods overall. Particularly, Downtown Phoenix has the largest difference between theorized 

income and realized income during weekday evenings. Its theorized average median income 

is below $65,000, while its realized value is up to $80,000 in weekday evenings. Similarly, 

Deer Valley Phoenix has the similar comparative finding, but it has a consistency in its realized 

income across the travel time windows, which suggests that this district is always visited by 
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the similar income groups regardless of time. On the contrary, Downtown Phoenix attracts 

more lower income visitors in weekends than weekday evenings. Based on the theorized 

accessibility, it is expected to have more lower income people going to these commercial 

destinations, however, travelers’ behaviors indicate that more higher income people travel to 

non-work destinations. 

Figure 24 - Figure 27 show the race and ethnicity comparison results, as indicated by 

the racial groups’ percentages. The grey columns still represent the theorized values of six 

major districts, and the purple columns are the realized values in weekday evenings, weekend 

days, and weekend evenings, respectively. The comparison results are tested by a Pearson chi-

square test method, and all of the target districts have significant p-values, which suggests 

strong variations in their racial groups’ distributions based on two types of accessibility 

measures.  

In Figure 24, the results show that there are much higher percentages (about 10% more) 

of white people go to Deer Valley and Uptown Phoenix than their theorized percentages. The 

realized percentages of white customers in Mero Towne Center and Mesa Grand Shopping 

Center are similar with the theorized values, which suggests that the actual visits by white 

residents are consistent with the planned visits. Downtown has the smallest percentage of white 

customers based on theorized accessibility, while its realized values are slightly higher, 

especially in weekday evenings (about 5% higher), which has more white visitors than 

weekends. Tempe Marketplace has an average of about 5% more white visitors than the 

theorized percentage.  
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Figure 24. Percentage of White in each commercial district 

 

 

Figure 25. Percentage of Latinx in each commercial district 
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Figure 26. Percentage of Black in each commercial district 

Note: This figure’s scale is only from 0% to 10% due to the low value of this variable. 

 

 

Figure 27. Percentage of Asian in each commercial district 

Note: This figure’s scale is only from 0% to 10% due to the low value of this variable.
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Figure 25 shows the Latinx comparison results. Interestingly, significant lower 

percentages of Latinx people go to Downtown during weekday evenings and weekend 

evenings. Nevertheless, during weekend days, its realized number of Latinx visitors is as 

expected as the theorized number. For most districts, the realized values during weekend 

evenings are much larger than the theorized values, which suggests that more Latinx choose to 

go to commercial districts (except Downtown) during weekend evenings.  

Figure 26 represent the results for black group. I find that Mesa Grand Shopping Center 

has a lower black population percentage than the theorized percentage, suggesting that it has 

the least attractiveness to black population. Most black members chose to go to other districts, 

especially Downtown, with a highest percentage during weekend days, for shopping, dining, 

and other commercial activities. 

As shown in Figure 27, except Mesa Grand Shopping Center, a slightly bit more Asians 

visit other five districts than expected. In addition, I find that Downtown has the smallest 

theorized percentage of Asian compared to other districts, suggesting that Asian people have 

the lowest level of access to Downtown given by the place-based accessibility measures. 

Because this theorized accessibility is calculated based on Asian groups’ dwelling locations, 

its lower value implies that Asian groups live farther from Downtown Phoenix.  

 

4.5.4 Social Disparities in Accessing Major Districts over Different Neighborhoods 

As shown in Figure 28 and Figure 29, I calculate travel distances of each type of 

neighborhoods to the six major destination districts based on the GPS data. In this section, the 
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distance of travel to each district is calculated by the average estimated travel distances19 of 

the GPS residents. Figure 28 shows comparison results between the poor and nonpoor 

neighborhoods. Green columns represent the poor group while red columns represent the 

nonpoor group. Surprisingly, the results indicate that only when the destination district is Deer 

Valley Phoenix, residents from poor neighborhoods experience a longer distance of travel by 

cars compared to residents of nonpoor neighborhoods.  

 

Figure 28. Travel distance across poor/nonpoor neighborhoods 

 

Previous studies find that residents from disadvantage / vulnerable neighborhoods, 

such as neighborhoods with high poverty rates, probably need to use more travel time (as well 

as long trip distance) to access urban services (Grengs, 2015; Stanley et al., 2011; Wee et al., 

2011). These studies attribute the longer travel time as a result of these disadvantaged residents 

 

19  Each GPS resident’s travel distance is calculated based on the road network distance 

between the estimated home and the destination district centroid.  

0.00

5.00

10.00

15.00

20.00

Deer Valley
Phoenix

Metro Towne
Center Phoenix

Uptown Plaza
Phoenix

Downtown
Phoenix

Mesa Grand
Shopping

Center

Tempe
Marketplace

T
ra

v
e
l 
D

is
ta

n
c
e
 (

m
ile

)

Poor Nonpoor



 

 102 

need to use public transit which takes more time. Although the results only focus on automobile 

travel, they demonstrate that individuals from different types of neighborhoods still experience 

different travel time.  

Findings of the empirical analysis indicate that when Phoenix residents from nonpoor 

neighborhoods choose to go to commercial districts such as Downtown Phoenix, Uptown 

Phoenix, or Tempe marketplace, they have about ten miles longer driving distance than 

residents from poor neighborhoods. In addition, there is no significant difference in travel 

distance to Metro Towne Center Phoenix and Mesa Grand Shopping Center for residents from 

poor or nonpoor neighborhoods.    

The results also reveal different auto travel costs across the racial groups. As shown in 

Figure 29, residents from white and Asian neighborhoods have shorter travel distance - less 

than ten miles of travel - for most of the districts than their black and Latinx counterparts. 

Intriguingly, although residents from black neighborhoods take more time to go to a majority 

of the six commercial districts (four of six), they actually have higher level of auto accessibility 

to Uptown and Downtown Phoenix. Findings also demonstrate that black neighborhoods have 

worse accessibility to the Mesa Grand Shopping Center in particular, where they have to take 

the longest travel distance (more than twenty miles). Latinx neighborhoods have a travel 

distance range between ten to fifteen miles when visiting a majority of the six districts and 

have slightly better accessibility than black neighborhoods yet still less accessible (more than 

five miles longer in travel distance) than white and Asian neighborhoods.  
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Figure 29. Travel distance across different racial neighborhoods 

 

4.6 Limitations and Conclusions 

4.6.1 Discussions 

This chapter examines the residents’ travel to non-work destinations using a massive 

mobile phone GPS tracking dataset including more than 90,000 residents in Phoenix, AZ. The 

results show that Phoenix residents frequently drive to six major commercial and mixed-use 

districts for non-work activities during weekday evenings, weekend days, and weekend 

evenings. This finding is aligned with previous studies suggesting that human mobility is 

limited to a small number of destination locations (Alessandretti et al., 2018; Song et al., 2010). 

In particular, for non-work trips, most people go to city centers for such activities (Li et al., 

2018). This phenomenon is further confirmed by the empirical analysis using GPS data: the 

six frequently visited commercial districts do contain city centers (e.g., Phoenix Uptown and 

Downtown) in the region. 
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In addition, I find that non-work travel disparities exist in income and race and ethnicity, 

associated with different time and destinations. Individuals from different types of 

neighborhoods (poor/non-poor, race/ethnicity) experience different distance of driving. 

 

4.6.2 Limitations 

The analysis has some limitations as well. First, even though the vast majority of 

Americans (96%) owned a cellphone, and the share of smartphone ownership was up to 81% 

in 2019 (see Figure 7), it is still necessary to examine the potential bias issue (the 

representativeness) associated with the collected GPS data. The location dataset collected over 

90,000 Phoenix residents’ GPS traces for an entire month, but it is still a subset of the whole 

population. In addition, individual demographic and socioeconomic characteristics are not 

included in big GPS dataset, which is a common limitation of GPS data with large sample size 

(Çolak et al., 2015). Future research may need to include conducting a survey for some GPS 

participants to better address the representativeness issues associated with the GPS data - - an 

issue more broadly associated with all other self-selecting big data. Combining survey 

information with GPS data in future research can help to have to better understanding of travel 

behaviors.  

Second, I describe the variables recorded in the GPS dataset in Table 14. After a close 

analysis of the timestamps from the GPS data, I find that the locations are recorded at five-to-

ten-minute interval, which suggests that the GPS data don’t have very high temporal 

resolution20. Although the analysis of driving behaviors in this study may not be affected by 

 

20 In Chapter 2, I find that some GPS data may have very high temporal resolution (less than 

30s), which can help to analyze travel patterns with more accurate estimations.  
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this limitation, future research needs to consider to use transportation big data with more 

features, better structures, and higher resolutions.  

In addition, this analysis only focuses on Phoenix and selects six districts of interest - 

where have intensive non-work activities such as shopping, dining, leisure, etc. Future research 

would benefit from examining additional case study cities and metropolitan areas as well as 

from examining other destinations of interest, such as health care, education, and other urban 

services. 

 

4.6.3 Conclusions 

This chapter examines residents’ travel to non-work destinations using a massive 

mobile phone GPS tracking dataset including more than 90,000 residents in Phoenix, AZ. The 

investigation in this chapter demonstrates that GPS traces allow individual travel behaviors to 

be evaluated with fine-grained enough spatiotemporal resolutions. The analytical results 

illustrate that massive GPS location data could be a very useful data source for large-scale, 

travel behavioral pattern analysis and studies (Kwan & Weber, 2003; Mennis & Guo, 2009; 

Xia et al., 2019).  

This investigation seeks to fill two gaps in previous studies. First, it extends research 

on non-work travel behavior in a large metropolitan area, providing new insights on the 

divergent travel behavioral patterns when going to non-work places, such as shopping centers, 

restaurants, bars, supermarkets, grocery stores, movie theaters etc. Results have implications 

in transport policy planning and design for creating equitable non-work travel access in urban 

environments. 

In addition, it also allows the measures of travel to non-work destinations with temporal 

dimensions by evaluating residents’ non-work travel by automobile in three time periods of 
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interest: weekday evenings, weekend days, and weekend evenings. These three time periods 

are the main time periods that residents travel to non-work destinations. Results of this study 

will enrich our understanding of travel to non-work destinations using emerging transportation 

big data.  
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CHAPTER 5 

EMPIRICAL ANALYSIS 3: INTEGRATION OF MULTIPLE TYPES OF 

DATA 

 

5.1 Introduction 

For decades, researchers have been studying the influence of the built environment on 

travel behavior. Most of these studies have found an association between people's residential 

location and their travel mode choice (for an overview, see Ewing & Cervero, 2001, 2010). 

Recent studies assume that travel behavior is guided by attitudes, especially since the 

publication of Ajzen’s Theory of Planned Behaviour (Ajzen, 1991). Attitudes are usually 

defined as the degree to which the evaluation of a certain object, person or behavior is favorable 

or unfavorable (Van Acker et al., 2010).  

A majority of existing studies found that travel-related attitudes have an important 

effect on travel behavior, such as the positive effects of mode-specific attitudes on the choice 

for that mode. Some studies even claim that travel attitudes have a stronger impact on travel 

behavior than the built environment does (for example, Bagley & Mokhtarian, 2002; Handy et 

al., 2005). In addition, as shown in the conceptual framework in Chapter 1, travel attitudes may 

have an impact on the built environment as well. In this sense, the direct effect of the built 

environment on travel behavior might be overestimated as attitudes partly explain the impact 

of the built environment on travel behavior.  

In Chapter 3, the Yelp reviews mentioning parking, whether positive or negative in 

sentiment, may be an indicator that parking is a concern in the area. I use parking sentiment 

describing whether the traveler is satisfied with the parking environment when driving to major 
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commercial districts as a measure of travel attitude. In Chapter 4, I use smartphone-based GPS 

data to examine travel to major commercial districts (travel behaviors). Based on previous 

travel behavior studies, it can be argued that travel attitude, behavior, and built environment 

are interlinked as shown in the conceptual framework in Chapter 1 (see Figure 2). It is possible 

that 1) travel attitude is associated with the built environment; and 2) travel attitude, built 

environment, and socio-demographics may have an influence on travel behavior.  

Building on the literature, in this chapter, I design two data integrations. First, I 

examine the relationship between attitude and built environment by integrating parking 

attitudes and parking supply data, as shown in Figure 30 (a). Then, I study how attitude and 

built environment affect travel behavior by integrating geosocial media and GPS trace data, as 

shown in Figure 30 (b). Both of these two data integration frameworks make use of emerging 

transportation big data to study non-work travel. 

 

                           (a)                                                              (b) 

Figure 30. Data integration frameworks 

Note: Built environment is short for “BE” and travel behavior is short for “TB” in this figure. 
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5.2 Relationship between Built Environment Parking Supply and Parking Sentiment 

In this section, I examine whether parking supply modifies parking sentiment. In 

particular, I investigate how parking sentiment is associated with the provision of parking, 

using content from Yelp online reviews, a large geosocial media dataset for Phoenix. 

 

5.2.1 Background 

For transportation planners, an equally important relationship is that between 

transportation experiences and attitudes towards specific planning interventions. Support for 

road building, for example, is associated with more driving (Börjesson et al., 2015) and 

increasing regional congestion (Rose, 1990). Parking management strategies, such as pricing 

and parking maximums, also elicit public, political responses that can make or break a plan or 

policy (King et al., 2007; Mondschein et al., 2020). Therefore, a better understanding of the 

relationships between positive and negative attitudes towards parking and factors such as 

parking management strategies may inform planners seeking to foster multimodal, sustainable 

transportation and urbanization as well as help shed light not just on the behavioral effects of 

those strategies but their political feasibility. In addition, this approach can identify general 

best practices for parking management strategies and land-use approaches, as well as local 

variations in sentiment that can be used to identify specific issues or unexplained areas of 

positive or negative parking experiences. 

 

5.2.2 Data and Research Question 

As I describe in Chapter 3, most businesses in Yelp dataset have associated parking 

attributes, a set of binary categories (True/False) indicating the availability of five parking 

attributes at each business, such as “parking garage,” “parking lot,” “street parking,” “parking 
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valet,” or “validated parking.” The parking attributes provide a means of ground-truthing the 

type of parking supplied in different commercial and mixed-use districts across the study area, 

though they do not indicate the absolute quantity of parking supplied (e.g., the number of 

parking spaces). In addition, they represent specific strategies used by businesses, business 

collectives such as business improvement districts, and planners to more effectively manage 

parking supplies in commercial and mixed-use districts. 

In this section, I examine major commercial and mixed-use districts in Phoenix for 

answering the key empirical research question: How do business parking management 

strategies shape parking sentiments? 

 

5.2.3 Business-level Parking Sentiments and Hotspot Analysis 

(1) Parking Sentiment Score for Each Business 

Using the average sentiment score for each business, the distribution of positive, neutral 

and negative reviews is similar across the study area (see Figure 14). I found that positive 

sentiments are the majority across the region. The results are consistent with the count values 

of sentiment classification outputs as well. These sentiment scores are normalized by the 

analysis model ranging from -1 to 121.  

 

(2) Spatial Hotspot Analysis of Parking Sentiment in Phoenix 

Geographic Information System (GIS) analysis enables a hotspot analysis of the spatial 

pattern of parking sentiments, in terms of the sentiments distribution of business itself and its 

surrounding businesses. I use the Getis-Ord Gi* statistic (Ord & Getis, 2010), a spatial 

 

21 If the sentiment score equals to 0, it refers to a neutral sentiment; if the score is from -1 to 0, 

it refers to a negative parking sentiment; if the score is from 0-1, it refers to a positive sentiment.  
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statistical approach, to determine the clustering pattern of parking sentiments. Getis-Ord Gi* 

finds where high and low sentiment ratios cluster spatially. The GIS Gi* statistic is estimated 

for each business with a z-score. The larger the z-score is, the more intense the hot spot clusters 

of high sentiment scores. The smaller the z-score is, the more intense the cold clusters of low 

sentiment scores.  

 

Figure 31. Spatial heatmap of “positive”, “neutral” and “negative” parking sentiments in 

Phoenix, AZ 

 

In order to have a better visualization, after obtaining the z-score of each business, I 
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use Inverse Distance Weighted interpolation (ESRI, 2018) to map the clustering patterns from 

Gi* hot and cold spots, shown in Figure 31. In addition, business density is also illustrated 

using contour lines for visual comparison, ranging from 0 to 200 businesses per sqkm, in 

increments of 5 businesses per sqkm (see Figure 31). Overall, the map shows distinct patterns, 

and negative sentiment clusters are clearly associated with the central business districts in the 

study area, evident from the densest business clusters. However, not all business districts are 

clusters of negative parking sentiment. Suburban commercial areas, such as those on the north 

side of Phoenix actually show clusters of positive parking sentiment.   

 

5.2.4 Analysis of the Effect of the Provision of Parking on Parking Experiences 

I use generalized linear mixed-effect (GLME) models to further evaluate how the 

provision of parking affects parking sentiment across districts and activity types (Mcculloch 

& Neuhaus, 2001; Zhang et al., 2016). A GLME model is an extension of classical linear 

regression models. The standard form of a GLME model is: 

𝑦𝑖|𝑏~𝐷𝑖𝑠𝑡𝑟(𝜇𝑖 ,
𝜎2

𝜔𝑖
) 

𝑔(𝜇) = 𝑋𝛽 + 𝑍𝑏 + 𝛿 

where 𝑦 is the response variable, the sampling unit 𝑖 in the model represents the 𝑖th business 

(each business has a unique business id). The 𝑖 th response variable 𝑦𝑖  corresponds to the 

averaged sentiment score for this business. In this case, the response variable is the averaged 

sentiment score of a business, showing an overall parking experience of the parking 

environment of a business. 𝛽 is fixed-effects, representing parking management strategies, and 

several built environment factors. 𝑏 is random-effects, which is associated with individual 

experimental units drawn at random from the population and account for variations between 
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groups. In this case, the random-effects variable refers to the destination activity types (the 

category of the business). 𝐷𝑖𝑠𝑡𝑟  is the distribution of 𝑦  given by 𝑏 , which assumes the 

distribution of the response variable conditioned on the random-effects variable belongs to the 

exponential family (Mcculloch & Neuhaus, 2001). 𝜇 is the mean of 𝑦 given by 𝑏, 𝜎2 denotes 

the dispersion parameter, and 𝜔𝑖 represents the weight for observation 𝑖. 𝑔 denotes the link 

function that describes the relationship between 𝜇 and a linear combination of the predictors. 

Therefore, the mean response 𝜇 is given by:  

𝜇 = 𝑔−1(𝜂) 

where 𝑔−1 is the inverse of the link function, and 𝜂 is the linear predictor of the mixed effects. 

I use the function glmer() from the R package lme4 (Bates et al., 2014) for fitting the 

generalized linear mixed-effects models. In particular, I set “family = binomial(link='logit')” 

in glmer(), which specifies the conditional distribution to be binomial. The glmer() allows us 

to fit a generalized linear mixed model incorporating both fixed-effects parameters (business 

parking supply) and random effect variable (business categories)  in a linear predictor, via 

maximum likelihood (Bates et al., 2017). GLME models are useful for cross-sectional data 

where the response variable may be other than normally distributed (McCulloch & Neuhaus, 

2005). Detailed settings of the model can be found in the following sections.  

First, a detailed description of variables used in the analysis is shown in Table 16, 

showing two categories of independent variables: 1) business categories; and 2) business 

parking supply and the dependent variable - parking sentiment score.
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Table 16. Description of variables 

Category 
Variable 

abbreviation 
Description 

Data 

source 
Data type 

Independent Variables 

Business 

category 

Active Life business category is Active Life Yelp Binary 

Arts business category is Arts Yelp Binary 

Automotive business category is Automotive Yelp Binary 

Health business category is Health Yelp Binary 

Hotels & Travel business category is Hotels & Travel Yelp Binary 

Nightlife business category is Nightlife Yelp Binary 

Other business category is Other Yelp Binary 

Restaurants business category is Restaurants Yelp Binary 

Service business category is Service Yelp Binary 

Shopping business category is Shopping Yelp Binary 

Business 

parking 

availability 

attributes 

Parking valet  business parking valet is available Yelp Binary 

Parking lot  business parking lot is available Yelp Binary 

Street parking  business street parking is available Yelp Binary 

Parking garage  business parking garage is available Yelp Binary 

Validated parking business validated parking is available Yelp Binary 

Dependent Variable 

Parking 

sentiment 

Sentiment towards 

parking 
parking sentiment score of a business Yelp Numeric 

 

The model estimates business-level parking sentiment scores, split the dataset 90/10 

into training and testing data. In this model, I seek to understand how the types of parking 

supplied by a business predicts parking sentiment. Independent variables include business 

parking attributes and activity types of training dataset to predict the sentiment score in the 

testing dataset. The results of final fitted model with the minimum RMSE is shown in Table 
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17. The coefficients are log-odds scaled, shown with standard errors, test statistics (z values) 

and p-values. I observe that all of the parking attributes significantly explain business 

sentiment scores.  

If a business reports that “street parking” is available, its parking sentiment score is 

significantly lower. All else equal, street parking is an indicator of a more traditional 

commercial environment, which results in a more challenging parking search, occurring in 

traffic and across a wider area (Wijayaratna & Wijayaratna, 2016).  

Conversely, if a business has parking validation, nearby garage, or its own parking lot, 

parking experiences will be more positive. Valet parking has a negative relationship to parking 

sentiment, implying that drivers view valet parking as time-consuming, expensive, and risky.  

Overall, in areas with shared parking facilities, parking was generally viewed more 

positively or mentioned less frequently. The model does not directly measure parking demand 

or traffic congestion, but it confirms the intertwined relationship between the type of parking 

available at businesses and affective experience.
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Table 17. GLME modeling results 

Model: The Relationship of Parking Sentiment to Parking Supply 

Dependent variables: Parking sentiment score 

Random effect: Business category 

Data source: Yelp dataset 

Weights: Review count per business 

AIC BIC logLik deviance df.resid 

47170 47217 -23578 47156 6059 

Scaled residuals (Model 1): 

Min 1Q Median 3Q Max 

-12.29 -0.81 -0.2 0.69 15.13 

Random effects (Model 1):  

Groups Name Variance Std.Dev. 

Business 

Category 
(Intercept) 0.00041 0.0202 

Number of obs: 14199 

Groups: 10 Business Categories 

Fixed effects in the model: 

Term Estimate (p-value) Std.error Statistic (z value) 

(Intercept) 0.011 0.01 1.11 

Parking valet TRUE -0.065*** 0.01 -6.58 

Parking lot TRUE 0.012* 0.006 1.89 

Street parking TRUE -0.045*** 0.007 -6.85 

Parking garage TRUE 0.024** 0.01 2.44 

Validated parking TRUE 0.059** 0.023 2.51 

Model validation RMSE 

Best model (the current model) 0.51 

Alternative Model 0.56 

***Significant at the 99% level; **significant at the 95% level; *significant at the 90% level. 

Alternative Model: including interaction factors of business categories and business parking availability 

attributes. 

GLME fit by maximum likelihood (Laplace Approximation) ['glmerMod'] in R package lme4 (Bates et 

al., 2017, p. 4). 
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5.3 Impacts of Travel Attitude and Built Environment on Non-work Travel 

5.3.1 Background 

Extensive studies have been conducted to explore the factors associated with people’s 

travel behaviors. In this section, I further study attitudes in the context of the influence of the 

built environment on travel behavior, as shown in Figure 30 (b), by integrating geosocial media 

and GPS trace data. A more detailed background introduction can be found in Chapter 2 and 

this chapter’s section 5.1. A discussion about this data fusion method can be found in the 

Discussions and Conclusions section.  

Moreover, I also include variables such as trip characteristics in analysis in this section. 

Previous studies found trip characteristics and personal/household factors have an influence 

on travel behavior as well. Trip characteristics are often measured by level of service and trip-

specific factors, such as travel time, distance of travel, and travel cost. For example, Frank et 

al. (2007) found that the effect of travel time on mode choice is larger than other built 

environment and socio-demographic variables using a Puget Sound Regional household travel 

data. Furthermore, the departure time of a trip is found to be related to people’s travel mode 

choice for both work tour and non-work tour and it is correlated with the travel time of certain 

modes (Ye et al., 2007). Therefore, in this section, the non-work trip characteristics such as 

travel distance and time of travel (weekday evenings, weekend days, and weekend evenings), 

and travelers’ home CBGs socio-demographic variables are also accounted for the analysis.  

 

5.3.2 Data Preparation 

A detailed description of variables is shown in Table 19. I use data from five categories: 

1) attitude; 2) behavior; 3) demographic and socio-economic characteristics; 4) Built 

environment parking; and 5) land use and other built environment characteristics.  
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(1) Travel Attitude 

As I investigate in Chapter 3, I use parking sentiment as an indicator of whether the 

traveler is satisfied with the parking environment when driving to major commercial and 

mixed-use districts, serving as a measure of non-work travel attitude. 

 

(2) Travel Behavior 

Based on the examination in Chapter 4, I quantify residents’ travel behaviors to urban 

commercial districts using phone-based GPS trace data, which serves as the non-work travel 

behavior data source. 

 

(3) Census Data 

As mentioned in Chapter 1, the census data was acquired online in the US Census 

Bureau (2018), which covers all the census block groups in Phoenix. I collect a comprehensive 

list of demographic and social-economic characteristics, such as age, gender, race, income, 

level of education etc. in people’s travel origins (home CBGs). I also obtain the geographical 

boundaries of the study area by using census API, which can be used for geographical analysis. 

 

(4) BE Parking Data 

Parking Availability Data from Yelp 

First, I include parking availability data, as described in section 5.2.2. Yelp provides a 

set of binary categories (True/False) indicating the availability of five parking attributes at each 

business, such as “parking garage,” “parking lot,” “street parking,” “parking valet,” or 

“validated parking.” The parking attributes provide a means of ground-truthing the type of 

parking supplied in different commercial districts. 
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Parking Supply Data at Parcel-level 

I utilize a parking supply dataset which was created by cross-referencing property-use 

data and roadway data with minimum parking requirements in the region at parcel-level 

(Hoehne et al., 2019). Off-street parking was estimated for each parcel according to the 

required minimum parking by property type outlined in zoning codes. Minimum parking 

requirements were codified for all cities and towns in the Phoenix region and applied to the 1.6 

million parcels of land designated by over 2000 different property types. Total parking was 

calculated by using the requirement in the zoning code and the size of each building, which 

was retrieved from the Maricopa County Assessor's Office webpage22 (Hoehne et al., 2019). 

The estimation of a variety of supply variables in each commercial district is shown in Table 

18.

 

22 The estimated parking spaces were validated by manually counting spaces using satellite 

images, and in some cases, researchers visited sites to count the number of spaces in person. 
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Table 18. Parking supply of each commercial district 

District Name 

District 

Area 

(ha) 

Parking density 

Residential 

off-street 

spaces 

Off-street 

non-

residential 

spaces 

Total off-

street 

spaces 

Total on-

street 

spaces 

Total 

spaces of 

all types 

Phoenix Deer Valley 43.02 18.03 23.50 41.54 21.37 62.90 

Metro Towne Center 106.75 18.70 36.66 55.36 8.05 63.41 

Uptown Phoenix 82.24 32.33 44.52 76.85 14.10 90.95 

Downtown Phoenix 180.93 18.15 98.23 116.37 18.52 134.89 

Mesa Grand Center 44.93 7.80 34.14 41.93 13.14 55.07 

Tempe Marketplace 47.91 3.24 30.89 34.14 6.02 40.16 

Note: Parking supply data is from Hoehne et al., 2019. 

 

(5) Land Use and General Built Environment Data 

The land use and built environment data was acquired via US EPA (Environmental 

Protection Agency) smart location database (SLD) (EPA, 2014). The SLD dataset measures of 

a variety of built environment characteristics and destination accessibility, such as the 

development density, land-use mix, street and networks connectivity, availability of transit, 

and accessibility to destinations via car, transit, or foot. The information in the SLD database 

is available nationwide in the form of ArcGIS online mapping datasets. I use the SLD data at 

the census block group (CBG) level23. The SLD database summarizes over 80 attributes for 

every CBG in the United States. 

 

23 A CBG is a geographical unit used by the US Census Bureau (2014) which may have a 

population of 600-3,000 people. 
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5.3.3 Methodology 

(1) Utility-based Modeling Approach: Multinomial Logit Modeling 

Extensive studies have been conducted to explore the factors associated with people’s 

travel behaviors. A primary of modeling approach in this field of analysis is utility-based 

modeling approach, including utility-maximizing models, activity-based models, and 

advanced statistical models. Bhat and Pendyala (2005) reviewed diverse methodologies used 

in studying mode choice and activity behavior, including discrete choice modeling, utility 

theory, latent class modeling, and micro-simulation approaches. Among these modeling 

methodologies, multinomial logit modeling is one of the most widespread tools used to study 

model choice decisions. The multinomial logit model is derived from consumer economics 

theory with a well-defined mathematical structure and interpretable results, and it was initially 

developed by McFadden (Domencich & McFadden, 1975; K. E. Train, 2001). The detailed 

model structure and applications were thoroughly discussed in the book by Ben-Akiva & 

Lerman (1985). The multinomial logit model captures the underlying mode choice process 

with utility maximization assumptions that travelers are rational decision makers who are fully 

informed and are able to choose the mode that has the largest utility for them.  

Multinomial logit models have been employed to examine travel behaviors, such as 

travelers’ mode choice, departure time decision, and destination choice. For example, 

Ashalatha et al. (2013) utilized multinomial logistic regression to analyze mode choice of 

commuters in India using a revealed preference study. The results showed that the preference 

of using a car increase with age and the preference of using a two-wheeler decrease in 

comparison with public transport. Results also showed that commuters tended to change to 

private modes from public transport if there was an increase in time and cost. Vishnu and 
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Srinivasan (2013) analyzed the role of individual, household, work-related, modal 

characteristics and transportation system attributes on departure timing decisions for work and 

non-work tours of workers. They found that a worker tended to undertake activities such as 

shopping during the a.m. pre-peak and p.m. peak periods.  

In terms of the destination choice modeling, previous practice is extended to investigate 

the effects of trip characteristics on travelers’ destination choice. For instance, Molloy and 

Moeckel (2017) presented a long distance destination choice model for Ontario, Canada, 

incorporating data from both Foursquare and traditional data sources in the utility function of 

a multinomial logit model. They found that travelers are more likely to take urban trips for 

business but head for leisure destinations outside the city.  

Building on literature, I introduce multinomial logit modeling (MNL) in this section to 

examine how a variety of factors affect travel behavior. I seek to use MNL to analyze the 

impacts of parking sentiment, parking supply, and built environments on drivers’ destination 

choice for non-work activities. 

 

(2) Model Building 

The basic assumption is that the traveler has opinions (knowledge) of the environment 

and preferences and basic needs, which lead to plans, programs, and schedules. The traveler 

processes those plans, programs, and schedules in temporal and spatial ways in the non-work 

destination choice (K. Train, 1986). In a basic construction of MNL, utility is an indicator 

value for an individual on behavioral choice. Generally, this factor can be derived from the 

attributes of alternatives, and the utility maximization rule states that an individual will select 

the alternative out of the set of available alternatives that maximize his or her utility. 

The below describes the specification of the destination choice utility function in 
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general terms. The general formulation of MNL can be found in Train (2001). Given a trip 

origin 𝑖 , and decision-maker 𝑚 , the utility of each destination choice 𝑗  can be written as 

follows: 

𝑈𝑗|𝑖𝑚 = 𝛽𝑚 × 𝑇𝑟𝑎𝑣𝑒𝑙𝐼𝑚𝑝𝑒𝑑𝑎𝑛𝑐𝑒𝑖𝑗 + ln(𝑆𝑖𝑧𝑒𝑗𝑚) 

 

where the utility of a non-work district choice depends on the impedance or spatial separation 

between the origin 𝑖  and the destination 𝑗. The impedance term is often referred to as the 

qualitative utility component, while the size or attraction term is referred to as the quantitative 

component. In this case, the impedance can be measured by distance of non-work travel (the 

distance between the traveler home CBG’s centroid to the destination district’s centroid), time 

of travel, cost, and other measures of spatial separation. The attraction variable is commonly 

referred to as the size term, which always enters in log form. It measures the activity 

opportunities at each destination. In this case, I consider the built environment (including 

parking availability, supply, and other general built environment characteristics) and parking 

sentiment as measures of the opportunities or attractions of the destination district.  

I use the function multinom() from the R package nnet (Ripley & Venables, 2021) for 

fitting the multinomial logistic regression models. First, I choose the non-work travel to 

“Downtown Phoenix” as the baseline (reference) using the relevel() function. Then, I run the 

model using multinom(). The function multinom() does not include p-value calculation for the 

regression coefficients, so I use Wald tests  to calculate p-values (Diggle, 2013). 

First, a detailed description of variables used in the analysis is shown in Table 19, 

showing five categories of independent variables used in the MNL model: 1) demographics 

and social economics; 2) trip characteristics; 3) travel attitude represented by parking 

experience; 4) general built environment variables; and 5) parking environment variables, and 
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the dependent variable - destination choice for non-work activities.  

Then, I built an MNL model to examine the relationship among the behavioral choice 

to commercial districts by cars, the individual, household characteristics, parking sentiment, 

and built environment characteristics; then, I identify which of these variables have an effect 

on the behavioral choice. The investigation is built on the theoretical framework shown in 

Figure 2 and Figure 3, which is able to demonstrate whether the travel sentiment, in the context 

of the influence of the built environment, has an effect on the choice of travel, helping to show 

their effects in the non-work travel decision-making, according to an empirical analysis.
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Table 19. Description of variables 
Category Variable Description Type Source 

Independent Variables 

Demographics 

and Social 

Economics 

male % of male population at home CBG numeric Census  

age median age at home CBG numeric Census  

income median household income at home CBG numeric Census  

children mean number of children in a household numeric Census 

White % of White population at home CBG numeric Census  

Black % of Black population at home CBG numeric Census  

Latinx % of Latinx population at home CBG numeric Census  

Asian % of Asian population at home CBG numeric Census  

vehicle 
% of households owning at least 1 vehicle 

available at home CBG 
numeric SLD 

Trip 

Characteristics 

time of travel 

time of day traveling to commercial districts: 

weekday evening (5pm - 10pm); weekend day 

(9am - 5 pm); or weekend evening (5pm - 10pm) 

dummy 

GPS 

location 

data 

travel 

distance 

the distance between the centroid of home CBG 

to the centroid of destination district 
numeric Census 

Parking 

Experience 
parking_senti 

parking sentiment index at destination district, 

representing the relative ease to find a parking 

place 

numeric Yelp 

Built 

Environment - 

General 

o_pop den population density at home CBG numeric SLD 

o_land_use 
household Workers per Job Equilibrium Index at 

home CBG1 numeric SLD 

o_auto 

access 

jobs within 45 minutes auto travel time, time-

decay (network travel time) weighted at home 

CBG 

integer SLD 

o_road den road density at home CBG numeric SLD 

o_inter den intersection density at home CBG numeric SLD 

d_pop den population density at destination district numeric SLD 

d_business 

den 
business density at destination district numeric Yelp 

d_land_use 
household workers per job equilibrium index at 

destination district1 
numeric SLD 

d_auto 

access 

jobs within 45 minutes auto travel time, time-

decay (network travel time) weighted at 

destination district  

integer SLD 

d_road den road density at destination district numeric SLD 

d_inter den intersection density at destination district numeric SLD 

Built 

Environment - 

Parking 

parking valet  % of available business parking valet numeric Yelp 

parking lot  % of available business parking lot  numeric Yelp 

street parking  % of available business street parking  numeric Yelp 

parking 

garage  
% of available business parking garage  numeric Yelp 

validated 

parking 
% of available business validated parking  numeric Yelp 

r_off_street density of residential off-street parking  numeric parcel 

n_off_street density of non-residential off-street parking  numeric parcel 

t_off_street density of total off-street parking  numeric parcel 

t_on_street density of total on-street parking  numeric parcel 

t_all density of total all types of parking  numeric parcel 

Dependent Variable: commercial district destination choice for non-work activities 
1: The closer to one the more balanced the resident workers and jobs in a zip code. Equation: 

𝑤𝑜𝑟𝑘𝑒𝑟𝑠𝑝𝑒𝑟𝑗𝑜𝑏𝑠𝑖𝑛𝑑𝑒𝑥 = 𝑒𝑥𝑝(− |(
𝑊𝑜𝑟𝑘𝑒𝑟𝑠

𝑇𝑜𝑡𝐸𝑚𝑝
) − 1|). 
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5.3.4 Analysis of Factors Affecting Travel to Commercial Districts 

The modeling results is shown in Table 2024. Results show that parking sentiment, 

parking supply, built environment, and other characteristics of home CBG, affect the 

destination choice for non-work activities.  

 

(1) Demographics 

The model results show that, controlling for other factors including parking experience 

and built environment, gender - the percentage of male population in traveler home CBG - is 

a statistically significant variable in affecting the district choice. Specifically, compared to 

Downtown25, all other commercial districts are more attractive to females except the Metro 

Towne Shopping Center. It is possibly because the Metro Towne Mall has lots of stores that 

sell men’s clothing, accessories, shoes, etc. This finding echoes with the previous findings: 

non-work activity types (trip purposes) are likely to be a factor that constructs the destination 

attractiveness (Molloy & Moeckel, 2017). With respect to the age effects (the median age in 

home CBG), the results suggest that Uptown Phoenix, Mesa Grand Center, and Tempe 

Marketplace attract more young people. Level of education is not a significant variable 

affecting travelers’ trips to these major districts, suggesting that people have general travel 

needs for non-work tours, regardless of their levels of education attainments.  

Interestingly, I don’t find income has an influence on non-work travel destination 

choices, possibly because these six major commercial districts show pricing similarities, 

especially when assessing the businesses within a district as a whole, their average 

 

24 This table only keeps variables with significant affects. 
25 Downtown Phoenix is set as the baseline destination choice in the model. 
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consumption levels become close to each other as a result of they are located in the same region. 

Echoing the divergent non-work travel behaviors across racial groups found in Chapter 4, I 

find race - the percentage of White, Black, Latinx, and Asian in home CBG - is a significant 

variable. Districts’ attractiveness to different racial groups are significantly different. For 

example, Metro Towne Center seems to be less attractive to all of the racial groups compared 

with Downtown. Phoenix Deer Valley are less attractive to White group, but more attractive 

to Black group. Latinx group seems to go as many as districts they can, except the Metro 

Towne Center. In contrast, Asian group shows a strong preference to going for non-work 

activities in Phoenix Deer Valley. 

 

(2) Trip Characteristics 

The distance of travel is not associated with the likelihood of a traveler’s commercial 

activity destination choice; however, the time of travel shows an influence on that. During 

weekend days, an overall positive affect is found in Downtown Phoenix and Metro Towne 

Center, suggesting that people are more likely to go to these two traditional districts for non-

work activities such as shopping, dining, leisure, entertainments, etc. During weekend 

evenings, new urban districts such as Deer Valley or Mesa Grand also attract visitors.  

 

(3) Parking Sentiment 

Parking sentiment in each destination district is positively associated with the 

destination choice to all the five commercial and mixed-used districts in the region, showing a 

relative hesitation of its residents in driving to Downtown when compared to going other major 

districts. Residents may feel stressful especially when they need to find a place to park their 

cars in Downtown. This suggests that travel attitude does have an influence in non-travel 
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behavior and destination choice, controlling for other demographic and built environment 

factors.  

 

(4) Built Environment  

Home Built Environment  

Individuals who live in areas with high population density and road density are more 

likely to drive to almost all other major districts rather than Downtowns, probably because 

their neighborhoods are very drive-centric so they get used to driving and are more likely to 

drive to districts with convenient and easy parking.  

Destination Built Environment  

With respects to the built environment in the destination, I find that a variety of 

variables have different influences on the residents’ district choices. For example, if the road 

density increases in districts like Phoenix Deer Valley or Mesa Grand Center, their 

attractiveness will increase, maybe because the traffic near these two districts are not very 

congested. In Phoenix, Uptown and Downtown are common places that have more congestion 

and delay (City of Phoenix, 2020). 

Interaction of Parking Sentiment and Built Environment  

Interestingly, I do find that an interaction variable combining parking sentiment and 

parking lot supply is statistically significant to the districts’ attractiveness, suggesting a 

collective effect of positive parking sentiment and increase in parking lot on the non-work 

travel destination choice.  

Destination Parking Supply 

Regarding the supplies and provisions, I find that districts with more shared parking 

facilities are associated with the non-work destinations’ attractiveness. Construction of more 
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parking lots will increase more mobilities there across all the five major districts. It is 

noticeable that not all the parking types increase will positively affect their travel attractiveness. 

For example, more parking garages may help some districts to attract more visits, excluding 

Uptown Phoenix and Tempe Marketplace. A possible reason for this is because their garage 

parking rates - it might be costly for drivers to park in the garage parking there. In addition, 

off-street parking is insignificant in these two districts as well, possible because off-street 

parking is less attractive to visitors in Uptown, Downtown, or Tempe Marketplace. Why does 

off-street parking become less attractive? One possible reason is the pricing strategy - for 

example, in Downtown Phoenix, off-street parking is paid, not free parking. 



 

 130 

Table 20. Modeling results 

Category Variable 

Destination district 

Phoenix Deer 

Valley 

Metro Towne 

Center 
Uptown Phoenix 

Mesa Grand 

Center 

Tempe 

Marketplace 

coefficient 
p-

value 
coefficient 

p-

value 
coefficient 

p-

value 
coefficient 

p-

value 
coefficient 

p-

value 

  male - ** + *** - * - * - *** 

Demographics and 

Social Economics 
age + ** + *** - * - ** - *** 

  White - *** - *** + * + *** + *** 

  Black + ** - *** - *** + ** - *** 

  Latinx + *** - *** + * + * + *** 

  Asian + *** - *** - *** - *** - *** 

Trip Characteristics 

time of travel (base: 

weekday evening) 
                    

    Weekend day -   + * - *** - * - *** 

    Weekend evening + *** + *** - *** + ** - *** 

Parking Experience parking sentiment + *** + *** + *** + *** + *** 

  population density + *** + *** + *** + *** - *** 

 BE - home land use mix -   + *** -   - *** - * 

  road density + *** + *** + *** + *** + * 

BE - destination 

pop density + *** - *** +   + * -   

business density  - *** + *** - *** - *** + * 

land use mix + *** - *** + *** + *** - ** 

road density + *** - *** - *** + * - * 

BE - parking 

parking lot supply + *** + *** + * + *** + *** 

parking garage supply + * + * +  + * +  

commercial off-street 

parking 
+ * + ** +  + * +  

Interaction variable: 

Parking sentiment * 

Parking lot supply 

+ *** + *** + *** + *** + ** 

***Significant at the 99% level; **significant at the 95% level; *significant at the 90% level. 

Note: this table uses plusses and minuses to show the variables’ coefficient effects because it can present the results quickly and directly if 

having a long list of variables. Readers can quickly find whether an independent variable has a positive / negative influence (or no influence) on 

the destination choice.
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5.4 Discussions and Conclusions 

5.4.1 Discussions 

In this chapter, I summarize the main findings of the prior two empirical analyses, and 

review the conceptual framework and literature. I start the spatial analysis by using a Gi* 

hotspot analysis to assess the spatial distribution of the parking sentiment in the region. The 

spatial clusters suggest that factors such as the type of parking supply may be influencing 

parking experiences in the non-work destinations. Then, I perform two “data integration” 

analyses. First, I unveil the relationship between parking provisions and parking sentiment by 

integrating the supply data and attitudes. Second, I examine travel attitudes in the context of 

the influence of the built environment on travel behavior by integrating the results obtained 

from investigations on geosocial media and GPS traces in Chapter 3 and Chapter 4. 

Regarding the analysis of the effect of the provision of parking on parking experiences, 

I find that transportation system management and the built environment have significant 

impacts on how individuals experience daily travel. The spatial hotspot analysis shows that 

negative parking sentiment clusters are associated with central business districts (CBDs) in 

Phoenix region but are not always associated with business clusters outside of CBDs. The 

GLME model suggests that the type of parking available is also significantly associated with 

parking sentiment. Specifically, street parking is always linked with negative parking 

sentiment, and if a business has parking validation, garage, or its own parking lot, parking 

experiences will be more positive. The results suggest that consumers seek convenience 

parking and may feel more stressful or have more complains when they have to parallel park 

on streets.   

With respect to impacts of parking sentiment, built environment, and socio-
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demographics on non-work travel destination choice, the multinomial model presents different 

effects of these variables on each district. Variables such as gender, age, race, time of travel, 

the built environment of home and destination locations, the parking supplies, are 

disproportionately affecting the district choice. This investigation provides an evidence to echo 

the conceptual framework for the interactions between travel attitude, built environment, and 

activity-travel behavior. Although it only serves as an example of many potential analyses in 

this area, it demonstrates the effort of explore the non-work travel by fusing multiple new 

transportation data.  

 

5.4.2 Limitations 

This analysis has some limitations as well. First, the data fusion analyses may face 

some inherent limitations: different demographic bases for multiple datasets. In this case, I 

have two demographic bases: Yelp users and the individuals captured in the phone-based GPS 

dataset. Although both of them are from the same geographical region - the Phoenix 

Metropolitan Area, their populations may be fundamentally different. This indicates that data 

fusion is a challenging task since the datasets are generated differently and there is some 

underlying information to which I have no access (e.g., the demographical information of each 

Yelp reviewer). Researchers need to consider whether different datasets can interact and 

inform each other before processing any data fusion tasks. Second, the GPS data used in the 

analysis was only collected for a month long. Future research may need to collect more data 

over a longer duration in order to better estimate the non-work travel behaviors.  

 

5.4.3 Conclusions 

Most transportation studies only focus on the effects of attitudes on people's residential 
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location choice and travel behavior (referred to as residential self-selection), the focus of this 

chapter extends travel behavior research with a focus on the non-work travel. Building on the 

literature, this chapter designs two data integrations. First, it examines the relationship between 

attitudes and built environment by integrating parking attitudes and parking supply data, as 

shown in Figure 30 (a). Then it investigates travel attitudes in the context of the influence of 

the built environment on the generation of non-work trips (travel behaviors) by integrating 

geosocial media and GPS trace data as shown in Figure 30 (b). 

 These analyses are important, and worth further exploration, because the information 

embedded in either geosocial media or smartphone-based GPS trajectories are rich and 

compelling. In future research, planners can develop more measures for traveler information 

mining and behavior analysis, for example, may be a way of dynamically monitor the 

experience of travel.  
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CHAPTER 6 

CONCLUSION 

 

The advances in information and communication technology and mobile devices create 

new opportunities for today’s transportation planners to understand cities and travel using non-

survey sources of data, which are user-generated, geo-located, and contain contextual 

information. The emergence of such “transportation big data” has resulted in a large quantity 

of information documenting people’s everyday movements, travel events, attitudes, 

perceptions, and emotions, all connected with the location and time. Why do people travel? 

How does travel among different groups vary? How have data and methodologies for travel 

behavior analysis changed in recent years? How do we understand the experience of travel and 

the behavior of travel using new data? What are the potential and limitations of new data-

driven approaches in transportation planning? This dissertation seeks to utilize and integrate 

multiple types of transportation big data and analytical methods to explore these high-level 

questions in transportation research. Through designing a series of empirical analyses, it shows 

the promises of emerging data and analytics in providing useful information about non-work 

travel experiences and behaviors. It also enhances our understanding of the dynamic 

interactions between transportation systems, built environment, and people.  

This chapter is organized as follows: First, I discuss some of the main challenges raised 

in data-driven transportation planning research. Second, I provide the major findings of this 

dissertation. Then, I summarize its contributions and describe my academic collaborative 

experiences and publications drawing on this dissertation research. Finally, I suggest a variety 

of problems for future research scope. 
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6.1 Discussions   

Although new data and methods provide tremendous possibilities in transportation 

planning research, they raise challenges as well. Key questions regarding the applicability, 

reliability, and effectiveness of emerging data and methods need to be carefully considered so 

that they can be appropriately applied into solve practical problems. Data-driven analysis also 

asks for a careful selection of analytical methods. If these data are analyzed with inappropriate 

methods, the results can be misleading. In this section, I discuss some of the major challenges 

associated with this dissertation research: 

 

6.1.1 Inherent Limitations of the Types of Data 

In this dissertation, I study characteristics of both traditional data sources (survey-based) 

and user-generated, crowdsourced datasets (non-survey sources) in transportation planning. 

Although as the empirical analyses proceed, I demonstrate the use of these emerging data in 

data-smart transportation informatics, I find both the traditional data and big data have their 

inherent limitations in transportation research.  

 

(1) Survey-based Data 

Survey-based data, such as interviews, surveys, or travel diaries, though in-depth, are 

still limited in scope (scale) as they reflect only the small number of participants in a project. 

Additionally, these survey-based data collection methods can be time-consuming, expensive, 

and infrequently up to date. Survey participants have to remember their travel behavior and 

recognize their trip attributes often without any supplementary support, which may cause 

under-reporting of trips, imprecision or absence of locations and times. Government sourced 

data, e.g., census data, are commonly utilized in existing travel behavior studies, and, while 
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informative, remain restricted by the types of data that the government has collected. 

 

(2) Big data: Geosocial Media Data and Smartphone-based GPS Data 

Emerging transportation big data, collected from either crowdsourcing, the Internet of 

Things (IoT), urban system records, or other novel sources, are much larger than surveys in 

size and scope. In recent studies, geosocial media and human GPS trace data are two widely 

used new data sources for transportation research. In this dissertation, I review their 

characteristics and applications in transportation literature. Then, I design the research 

framework and utilize Yelp reviews and smartphone-based GPS data to understand non-work 

travel experiences and behaviors. I find that geosocial media and human GPS trajectories have 

some common characteristics: large size (up to terabytes of data), incomplete demographics, 

explicit or implicit geographic information, and rapid and potential real-time updating. I 

summarize two main challenges that both geosocial media and GPS data may face: 

representativeness and missing ground truth.  

 

Representativeness 

These big data are often burdened with questions of representativeness and ethical use 

that must be appropriately addressed, particularly when used for public purposes. Thus, it is 

worth noting that the two types of data used in this dissertation may have representativeness 

bias, which means if the data do not represent the population, the analytical results, 

interpretations, and conclusions will be biased. In this sense, there is a pressing need to 

investigate the representativeness of data, which asks for further research on whether these 

data can (or cannot) be used in human mobility and transportation planning research. 

For example, the demographics of Yelp users may not necessarily represent the entire 
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population. Compared to the average U.S. adult population, Yelp users are younger, more 

highly educated, wealthier, and tech-savvy. In Chapter 3, I use multiple approaches to estimate 

Yelp data’s representativeness - an issue more broadly associated with all other self-selecting 

geosocial media. For example, I examine gender, income, race of Yelp users in order to make 

sure the subset used in this dissertation is unbiased enough for conducting the following 

analyses. Similar to this representativeness examination, in Chapter 4, I notice that participants 

in the smartphone-based GPS data may not fully represent the population as well, so I use a 

weighting method to adjust the dataset. As these user-generated data can grow over time, 

addressing these issues requires a combination of empirical methods to diagnose or control for 

potential biases, as well as clear caveats and recognition of potential effects of biases that 

cannot be controlled.  

 

Missing Ground Truth 

I find that these transportation data may not have “ground-truthed” information, which 

refers to the accurate information that are associated with the objects in the data. For example, 

the smartphone-based GPS trajectories do not have ground-truthed labels for participants’ 

travel mode choices (walk, bike, bus, transit, car, etc.), I can only use estimation methods to 

infer their modes. Even though the lack of ground-truthed labels is an inherent limitation and 

is commonly found in many types of transportation crowdsourced data, it can trick analytical 

models and may turn into false and meaningless results (P. R. Stopher et al., 2015).  

 

(3) Summary  

In this dissertation, I examine Yelp dataset and smartphone-based GPS traces with a 

variety of analytical approaches, including textual analysis, GIS spatial analysis, and statistical 
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methods. I find that these new transportation big data cannot fully replace the traditional travel 

data and methods for now, but they can be utilized in parallel to shed light on travel behavior 

and integrated transportation and land use planning.  

For example, when I utilize Yelp transportation reviews to obtain the aggregated 

sentiment toward shared parking, I find it important to test related parking policies’ 

effectiveness and acceptance for a district. I recognize that new data and their analytical 

techniques require further investigation as to the most effective methods to provide 

conceptually valid and interpretable results in data-smart transportation. Therefore, this field 

of research needs to compare and evaluate the validity, performance, and interpretability of the 

results and application contexts. According to my research experiences gained from this 

dissertation, I find that mitigating or highlighting potential representation and accuracy biases 

is an essential step in transportation analysis. 

 

6.1.2 Technical, Analytical, and Legal Challenges of Transportation Big Data 

There are some technical, analytical, and legal challenges in transportation big data 

processing. Some of these challenges are due to the data accessibility. For example, the phone-

based GPS data are collected by a location data company, risks may exist in 1) private actors’ 

inappropriate infrastructure and data management and security systems; 2) researchers’ 

methodological difficulties in extracting meaning from huge, complex and “noisy” volumes of 

data. 

In fact, I find that using transportation big data to understand and assess the 

performance of a planning policy decision and then refine the future decisions is advocated be 

one of the - not necessarily new - promising directions for planning research. However, 

technical and analytical challenges are due to its highly interdisciplinary nature, which requires 
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an interplay across disciplines, including computer science, information systems, 

transportation planning, urban design, etc. In this new context, I would argue that a 

combination of data science and planning expertise is needed, but major challenges lie in how 

to merge the imperfect, real-world datasets that urban planners must work with and the 

classical data / computer science methods, to solve practical problems and apply new 

techniques in urban planning and city management.  

There are also issues of continuity of data, considering the rapid pace of technological 

change and innovation, and difficulties in gaining an overall picture of which big data sources 

or innovative methods can yield useful insights for transportation and planning policy. In this 

sense, the future development of “cross-section partnership” in data exchange and 

collaborations between the public and private could be helpful to make progress in handling 

this issue (Susha et al., 2017).  

 

6.1.3 Transportation Policymaking Challenges 

While a series of empirical works apply emerging data into urban transportation 

research, more research is still needed to establish the field of transportation planning 

informatics and data-driven policymaking. It is critical to concretely explore how to harness 

new data sources for transportation analysis and policymaking. Specifically, though promising, 

it faces four major challenges: 1) difficulties in combining traditional and innovative datasets 

and methodologies for travel analysis and its relevance for policymaking; 2) ethical issues 

associated with the use of data and protection of individuals’ privacy; 3) difficulties in 

promoting and facilitating new forms or partnerships across multi-sectors, from policy to 

scientific communities; and 4) time consuming in sharing good practices by pilot studies in 

multiple cities and regions.  
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In addition, long range planning is more challenging than the short-term analysis 

because it requires continuous efforts of transportation policy interventions and expects to 

change residents’ travel behaviors. Although the immediacy of transportation big data may 

make it useful and compelling for real time urban management, the long-term goal cannot be 

met by big transportation data analysis alone, instead, a methodological framework is needed 

to forecast and examine the impacts of planning interventions.  

 

6.2 Conclusions 

Cities have rapidly been shaped by the continuing advances of information technology 

and data. This dissertation details the process of employing new transportation big data to 

deliver advanced information about travel. Specifically, it integrates geosocial media data and 

smartphone-based GPS traces to examine travel to non-work destinations, taking Phoenix 

metropolitan area as a study case. It performs three empirical analyses and employs two “data 

integration” analyses to: 1) unveil the relationship between parking provisions and parking 

sentiment (attitude) by integrating the supply data and online review texts; and 2) investigate 

how travel attitude, the characteristics of where people live, and other built environment 

characteristics affect destination choices by integrating the results obtained from the prior two 

empirical analyses.  

This dissertation finds that transportation system management and the built 

environment have significant impacts on how individuals experience daily non-work travel. A 

spatial hotspot analysis of parking sentiment shows that people’s attitudes and emotions 

towards parking are spatially clustered in Phoenix region: traditional centers of commercial 

activity such as Phoenix downtown are always associated with negative parking sentiment 

clusters; while suburban business districts have more positive clusters. It is still stressful for 
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most people when parking in central business districts. Statistical models help to explain how 

different types of parking availability are associated with parking sentiment and how parking 

sentiment, built environment, and socio-demographics collectively affect non-work travel 

destination choices. The findings suggest that if a business has parking validation, garage, or 

its own parking lot, parking experiences will be more positive. Specifically, street parking is 

always linked with negative parking sentiment, which suggests that consumers often seek 

convenience parking and may feel more stressful or have more complains when they have to 

parallel park on streets. Also, variables such as built environment characteristics of home and 

destination locations, parking supplies and sentiments, and time of travel, are 

disproportionately affecting the non-work district choice. Interestingly, the findings show that 

the distance of travel does not affect the destination choice, but an interaction variable of the 

destination parking sentiment and destination parking lot supply is statistically positively with 

the choice of destination district in Phoenix. An increase in parking lot capacity in districts 

with more positive parking sentiments will encourage more consumers to visit there. 

Throughout the analyses, this dissertation emphasizes the potential of new data in 

transportation planning informatics. It shows that these data and methods can, when properly 

used, reveal new dynamics and open up new approaches to study traveler attitudes and 

experiences, behaviors, and mobility patterns. Collectively, these empirical analyses and 

findings echo the conceptual framework and demonstrate the intertwined interactions between 

non-work travel attitude, behavior, and built environment. 

This dissertation is a piece of a broader agenda to employ big data and data science 

methods into transportation and urban planning research, in order to better understand the 

relationship between travel attitude, behaviors, and the built environment and to craft more 
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effective transportation planning policies and interventions. The examination of Yelp reviews 

and personal trajectory data gives some preliminary findings for the transportation planning 

informatics research, which assists to deepen the understanding of travel behavior decisions 

and have implications for the contemporary practices of transportation planning. As people 

often drive to destinations for a variety of casual activities, and such urban travel is always 

more complex than commuting travel between home and work, this dissertation research 

argues the promising provided by novel datasets and analytics methods can help transportation 

planners to understand non-work travel and acquire useful information about transportation 

and cities. 

 

6.3 Contributions 

6.3.1 Enhancing the Understanding of Non-work Travel 

This dissertation examines a variety of aspects of non-work travel, including travel 

experience, trips and travel patterns to non-work destinations, non-work travel accessibility of 

different income levels and race/ethnicity. The findings show that the use of emerging 

transportation big data can enhance the understanding of non-work travel.  

First, the analysis is able to capture people’s attitudes and sentiments towards parking 

in non-work destinations, which can be used for planners to collect such information using 

non-survey sources of data. Specifically, I find that geosocial media users are frequently 

sharing travel experiences on online review platforms such as Yelp when going to varied types 

of non-work destinations, and parking is of interest to them, which can be used to gauge the 

experience of travel in commercial districts and centers. In addition, I find the share of parking 

sentiment (positive VS. negative) varies across the commercial district. In general, mall-like 

commercial districts such as Phoenix Deer Valley and Mesa Grand Center have overall more 
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positive parking sentiments than that in strip-like districts, possibly because these mall-like 

districts are located in suburban areas and often provide sufficient surface parking capacity 

which may provide drivers more parking convenience.  

Moreover, I find Phoenix residents frequently drive to six major commercial and 

mixed-use districts for non-work activities during weekday evenings, weekend days, and 

weekend evenings. Most of them go to city centers (e.g., Phoenix Uptown and Downtown) for 

non-work activities. Regarding non-work travel behaviors and the realized accessibility, I find 

disparities exist in income and race/ethnicity, associated with different time, and locations. For 

example, black-dominant neighborhoods have overall longer travel distances when going to 

the major commercial districts so they experience worse accessibility across the racial groups. 

Intriguingly, I find people from non-poor neighborhoods frequently visit some old city centers 

(e.g., Downtown) although they need to spend more travel time, which suggests that a 

gentrification phenomenon - high income people choose to live far away from these old centers 

- but they don’t mind a higher time cost in non-work travel. The analysis also indicates the 

association between built environment and attitude: the transportation system management and 

the built environment have significant impacts on how individuals experience daily non-work 

travel. Most people still feel stressful to find a place to park in central business districts. The 

findings suggest that the types of parking provisions have an influence on parking sentiments 

as well. The results confirm the intertwined relationship between attitude, behavior, and built 

environment. In specific, attitude and built environment disproportionately affect non-work 

travel behavior.  

 

6.3.2 Integration of Crowdsourced Transportation Big Data 

Another contribution of this dissertation to transportation planning research lies in the 
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integration of crowdsourced transportation big data into the advanced travel information 

collection and analysis. In Chapter 3, using the features of the Yelp dataset, I extract the 

transportation content embedded in the review texts. Particularly, I analyze the sentiment 

towards parking by assessing satisfaction or frustration with parking at different types of 

businesses in six major commercial districts across the region. In Chapter 4, according to the 

precise spatial and temporal information of the phone-based GPS locations, I analyze the travel 

needs to major commercial and mixed-use districts and compare the trip characteristics (e.g., 

the distance of travel) and accessibility of individuals from different types of neighborhoods. 

In Chapter 5, I first examine associations between parking supply and parking sentiment and 

find that commercial districts with shared parking supplies have more positive parking 

sentiment. Then I present an integration of multimodal data, including geosocial media data, 

phone-based GPS traces, census data, land use data, and other data sources, to study impacts 

of the travel attitudes and built environment on behaviors.  

 

6.3.3 Harnessing Possible Challenges associated with Emerging Transportation Data 

As discussed before, there are biases inherently associated with transportation big data 

in their specific contexts, and there are no single or simple ways to mitigate biases. Current 

papers do acknowledge the bias of big data in transportation informatics, but they lack a clear 

finding as to why a particular method is trustful and can be leveraged to solve the problem. To 

fill this research gap, in this dissertation I develop three ways to mitigate representation biases 

through resampling, synthesizing (with locational demographics from census data), and 

combining the advantages of each data type.  

For example, to obtain a representative sample for car users in the phone-based GPS 

dataset, I resample the data by filtering out a sub dataset with a distribution close enough to 
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the time and spatial patterns of the target population. Also, human GPS trajectory data have 

some inherent noisy information due to the inaccurate location identification in buildings or 

rural areas, which may result in a precision bias. In this sense, I use a buffer of distance and 

time to find the adjusted path of a traveler.  

 

6.3.4 Interdisciplinary Lens in Transportation Planning Informatics 

The other significant contribution of this dissertation is the interdisciplinary lens it 

provides to the research in transportation planning informatics, particularly when I seek to use 

transportation big data to serve the public interest. New data is too valuable to only serve the 

commercial interests of a small number of corporations that are positioned to collect and utilize 

it. To ensure the success of data-driven transportation planning and management, researchers 

and practitioners should plan and design the cross-disciplinary work agenda ahead. This 

dissertation serves as an example of showing the interdisciplinary research can combine 

knowledges and create a “collective intelligence” (Schoder et al., 2014) to assist the evaluation 

of human mobilities and local planning policies.  

Methodologically, Chapter 3 examines the transportation content and experience of 

parking via geosocial media platforms such as Yelp reviews, which suggests that geosocial 

media data can provide rich information to planners to detect collective public opinions 

towards transportation system. Human emotions, thoughts, culture, and perceptions can be 

connected with location and can be captured over time to understand where different 

sentiments manifest themselves geographically. The sentiment analysis in Chapter 3 

categorizes and analyzes sentiment toward parking environment across the Phoenix region and 

the six major commercial districts. Spatial clustering methods and spatial statistical methods 

are then applied in Chapter 5 to geocode parking sentiment on the map to examine the 
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distribution of sentiment about parking. These methods, including text mining, sentiment 

analysis, and spatial analysis, are brought together to extract useful travel experience 

information to non-work destinations from big geosocial media data.  

Chapter 2 includes a review of non-work travel and its two dimensions: non-work travel 

patterns and measurements. There are more and more non-work trips, however, compared to 

work trips, only a limited number of literature focus on non-work travel. Travel patterns of 

non-work activities are less routinized than commuting, in this sense, the lack of fine-grained 

data impedes the non-work travel measurements at high resolution. With the wide adoption of 

smartphones, human movement information can be captured with accurate time and place via 

GPS-enabled smartphone apps. Chapter 4 examines two dimensions - accessibility and travel 

cost (distance of travel) - of non-work travel via smartphone-based GPS traces, which suggests 

that big human mobility data can be used to analyze trips to non-work destinations and capture 

such spatial interactions between people and locations. Furthermore, Chapter 5 integrates 

multiple types of data to quantify the impacts of built environment (parking supply) on travel 

attitude (parking sentiment), and the impacts of built environment, travel attitude, and socio-

demographics on travel behavior. Diverse methodologies are applied to these analyses, 

including big data processing and analytics and statistical modeling, which provides an 

application example of data-driven innovative solutions in non-work travel research from a 

cross-disciplinary perspective. 

Contemporary cities are drowning in data, if planners can collaborate with data 

scientists, urban scientists, and computer scientists, the outcome could overcome the 

challenges of sustainability and urbanization. Each type of new data has its specific advantages, 

limitations and application scopes for transportation informatics, and one data type alone is not 
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likely to be capable of providing multi-dimensional information about travel patterns and the 

overall state of the system. Therefore, the investigation throughout this dissertation 

demonstrates the potential of an integration approach which can combine multimodal types of 

new data with different features, structures, resolutions, and precision for understanding, 

imagining and shaping the future of data-smart transportation functioning, planning, design, 

development, and management.  

 

6.4 Collaborations and Publications 

As my dissertation research focuses on studying transportation planning and 

informatics through a data-driven approach, from a highly interdisciplinary perspective, thus, 

along with my doctoral path, I actively collaborate with academic scholars from diverse 

departments (e.g., civil engineering, digital humanities, computer science, environmental 

science, etc.) and institutions (e.g., Rutgers, Virginia Tech, etc.) I also present my collaborated 

work in academic conferences, such as ACSP (Association of Collegiate Schools of Planning), 

TRB (National Academies Transportation Research Board), CUPUM (Computational Urban 

Planning and Management), Women in Data Science, Diversifying Scholarship Conference, 

ASCE (American Society of Civil Engineers) Transportation and Development conference, 

and so forth.  

During my doctoral studies, I have co-authored, published ten peer-reviewed journal 

articles, one book chapter, and two conference proceedings. Table 21 shows a list of 

publications and presentations that are only related to this dissertation research, either 

conceptually, methodologically, or empirically.
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Table 21. Selected publications and presentations 

Jiang, Z., Mondschein, A. 2021. Analyzing Parking Sentiment and its Relationship to 

Parking Supply and the Built Environment Using Online Reviews. Journal of Big 

Data Analytics in Transportation. 3, 61–79. https://doi.org/10.1007/s42421-021-

00036-1 

Jiang, Z., Zheng, M. 2021. Public Perceptions and Attitudes Towards Driverless 

Technologies in the United States: A Text Mining of Twitter Data. Conference 

proceedings in the CUPUM (Computational Urban Planning and Urban 

Management) 2021 Conference: “Urban Informatics for Future Cities”. 

Jiang, Z., Mondschein, A. 2020. Examining Transportation Accessibility to Commercial 

Areas using Phone-based GPS Traces. Presented at the Association of Collegiate 

Schools of Planning Conference, October 2020, Virtual. 

Mondschein, A., King, D. A., Hoehne, C., Jiang, Z., & Chester, M. 2020. Using social 

media to evaluate associations between parking supply and parking sentiment. 

Transportation Research Interdisciplinary Perspectives, 4, 100085. 

https://doi.org/10.1016/j.trip.2019.100085 

Jiang, Z., Mondschein, A. 2019. Examining the effects of proximity to rail transit on travel 

to non-work destinations: Evidence from Yelp data for cities in North America and 

Europe. Journal of Transport and Land Use, 12(1), 303-326. 

https://doi.org/10.5198/jtlu.2019.1409 

Jiang, Z., Mondschein, A. 2019. The Effect of the Built Environment on Parking 

Experiences: Evidence from Sentiment Analysis of Yelp Reviews. Presented at the 

Annual Meeting of the Transportation Research Board, January 2019, Washington, 

DC. https://trid.trb.org/view/1572914 

Jiang, Z., Mondschein, A. 2018. Examining Non-Work Accessibility in Commercial 

Areas: Evidence of Parking and Nonmotorized Experiences using Sentiment 

Analysis of Yelp Reviews. Presented at the Association of Collegiate Schools of 

Planning Conference, October 2018, Buffalo, NY.  

 

For example, in the 2019 publication (Z. Jiang & Mondschein, 2019), I first examined 

the rich content about transportation mentioned in Yelp reviews, so I asked, how does the 

public perceive their accessibility opportunities and their relationships to the local contexts? 

To answer this question, I examined the behavioral geography of transit-adjacent development 

from the travel reviews about public transit, and found that reported rail use for diverse activity 
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purposes is highly but variably sensitive to proximity to stations. In the 2021 publication (Z. 

Jiang & Mondschein, 2021), I integrated the derived parking reviews and analyzed the parking 

sentiment and its associations with parking supplies and built environment characteristics. The 

findings indicated transportation policies such as shared parking may shape how individuals 

perceive parking availability in commercial districts. These publications and presentations are 

inspired by this dissertation research. 

Overall, my dissertation research seeks to deepen the knowledge of using emerging 

datasets in human mobility and travel behavior analysis research more broadly. Most of the 

current research on social media or other crowdsourced datasets are descriptive and do not 

often address whether limitations in these data can be mitigated conceptually or 

methodologically to give insight on transportation planning interventions through experiential 

and empirical processes. In the near future, I expect to derive more pieces from this dissertation 

work and publish them in journals or conferences.  

 

6.5 Future Work 

Some important extensions are worth mentioning at the end of this dissertation and they 

will suggest more possibilities for future research. These extensions may include advanced 

analytical methods with higher data dimensionality, travel behavior studies with more ground-

truthed datasets, and data fusion for intelligent transportation planning and management.  

Below I describe some of the extensions for future research in this area, guided by the 

findings of the dissertation. They will allow me to extend the current data integration research 

for non-work travel to a boarder scope of data-driven transportation planning research, and 

also address some of the shortcomings and limitations not covered in this dissertation.  
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6.5.1 Multiple Urban Data Fusion  

Ever increasing sources, quality, and types of data translate into a new opportunity to 

leverage data science and analytics to help city planners, infrastructure engineers, and policy-

makers both understand and engage with cities in entirely new manners. Future research can 

further integrate multiple types of urban data for city planning and management. 

 

(1) Travel Attitude of Underrepresented Population 

Multiple data fusion, especially for disparate types of “urban data”, is still at the 

preliminary research stage. Future research needs to further combine multiple data sources to 

collectively solve problems. For example, in Chapter 3, I find some of the inherent limitations 

associated with geosocial media data: the demographics of Yelp users may not necessarily 

represent the entire population. Compared to the average U.S. adult population, Yelp users are 

younger, more highly educated, wealthier, and tech-savvy. Thus, some research questions may 

continue to require survey efforts that reach populations that do not participate as readily in 

Yelp, or where Yelp reviews does not supply critical information to answer those questions. 

E.g., senior people’s opinions may not be fully represented on Yelp, future research should try 

to have a better grasp of the senior population’s view and perceptions. Similar to the population 

bias of Yelp users, smartphones are not fully adopted to all population, especially for seniors. 

Thus, using big data for travel studies need to mitigate bias since they may under-represent 

older segments of the population. I would state that the presence of bias in big transportation 

data does not preclude its usefulness, but suggests that importance of recognizing and 

addressing the issue.  

 

(2) Collective Dynamics of Travel Behavior 



 

 151 

Extending from this dissertation, future research can match individual-level travel 

behavior with place of interests on geosocial media, rather than focusing on district-level only. 

For example, each destination of interest on geosocial media such as Yelp can be connected 

with consumers’ travel behaviors to the destination. I would argue that matching individual-

level behavior with place of interests is a powerful approach to understanding the collective 

dynamics of human behavior. There are multiple types of non-work destinations, future 

research can reveal what types of non-work activities are more attractive and what are less 

attractive. More importantly, this pairing approach can unveil travel origins (dwelling 

locations), travel path, mode of choice, non-work activities (destinations), and time use 

allocation (duration), which are valuable to understand urban mobility patterns at high 

resolution. In addition, such dynamics of the travel-activity patterns retrieved from the pairing 

approach are useful to develop travel demand models. Planners can make use of the dynamics 

to see how changes in travel and time variables lead to changes in non-work activity 

participation in places of interests. These interactions also have implications for evaluating 

economic outcomes and land use plans.   

 

(3) Sensing and Detecting Transportation Events   

In Chapter 3, I have demonstrated that text mining analytics can be used to collect the 

public’s embedded attitudes, perceptions, and emotions towards the mode of transportation to 

various destinations in Yelp reviews. There are other useful geosocial media datasets generated 

by users that can be integrated with transportation geographic information (e.g., road networks, 

infrastructure) for planners to sense and detect transportation events. One example is Twitter, 

a popular social networking site, which can be utilized by the public to share information about 

their daily lives through micro-blogging. “Traffic” is a popular topic people would like to 
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discuss in their daily lives. Twitter provides a free approach to acquire public tweets through 

open API to mine out Tweets (Twitter, 2018). Future research can integrate volunteered 

geographic information and Twitter data to detect traffic events. An integration of GIS data 

and geosocial media data such as Twitter can be used to generate a wide range of traffic related 

timely, on-the-ground information to detect traffic events to support traffic planning and 

management.  

 

(4) Mitigating Data Bias 

In addition, more future empirical analyses on multi-data fusion can help to evaluate 

the observations from one dataset alone. Introducing the government GIS data is useful to 

validate spatial observations from geosocial media analysis. Conducting analysis of other types 

of geosocial media (Facebook, Twitter, TripAdvisor, Foursquare, etc.) can be used to reduce 

sampling bias. Also, multiple urban data fusion may help to provide a better explanation of 

why travelers have such attitudes and behaviors. Although in Chapter 3 the sentiment analysis 

can uncover the overall sentiment and ratios, it cannot clearly explain the latent reasons that 

dominate these sentiments. Further survey-based research can be used as a comparison to test 

whether the sentiments carried by the survey results agree with that of geosocial media. In 

Chapter 4, I can observe non-work travel behaviors by using the location traces, but I cannot 

infer the motivations behind the behavior patterns. Non-work travel may be related to personal 

tastes and lifestyle choices, and such factors could vary across different cultures. Therefore, 

the survey-based data are still powerful and promising for planners to explain the observational 

phenomena of travel. Future research can include such “small data” into the data fusion 

framework so that to support planners’ critical thinking on multiple dimensions of urban data 

(human mobility data, land use / built environment data, housing / neighborhood data, etc.) 
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and extend their insights for planning interventions and policies.   

 

6.5.2 Impacts of Geosocial Media on Travel Behavior 

This dissertation mainly focuses on extracting useful information about travel from 

geosocial media datasets. In fact, people not only use social media platforms to share their 

experiences of travel (post-trip), they also use the information shared on social media for trip 

plans and ideas (pre-trip). Social media sites are increasingly being used by travelers to get 

information regarding their route plan or get reviews about destinations. This way makes 

travelers feel that the information they get from these sources will be unbiased and trustworthy.  

It has been observed that the public is actively using social media to exchange opinions 

and experiences about the trip before, during and after the trip as well. Existing studies have 

shown that even a novice user can now easily share photos, videos, blogs, etc. so as to 

contribute ratings and recommendations for a destination, and another traveler can easily get 

information about any destination he is planning to travel to, get reviews about the place 

(restaurants, movie theaters, grocery stores, hotels, etc.), which makes it much easier for the 

traveler to decide whether or not to visit that particular destination. Thus, social media can 

affect trip plans, mode choice, and travel behavior. This interaction between the social media 

data and travelers could be a worthwhile future study. Future research can further explore the 

impact of social media on pre-travel planning and decision making of travelers.  

 

6.5.3 Feasibility, Reliability, and Generalization Power of New Transportation Data 

The analyses and discussions throughout the dissertation present an increasing need in 

systematically address issues that are associated with the feasibility, reliability, and capability 

of generalization of new transportation data. According to recent literature, although new 
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transportation data have some strengths, e.g., longer collection duration, large number of 

participants, large spatial coverage, ease of access, low cost, and accurate location information, 

rigorous cross-validation of the use of emerging data in transportation planning is needed. 

Future research can further explore the validity and robustness of the new transportation data 

across spatial and temporal scales.  

For example, travel demand estimation is essential for urban planning and management 

of transportation networks. The time series of visits to various locations by individuals are 

aggregated to study the flows of people between different zones/regions. Traditionally, the 

estimation of the OD matrices relies on input data from household travel surveys, census data, 

and other traffic surveys. However, these surveys are not often available across different 

geographical levels. Thus, new transportation crowdsourced data analyzed in this dissertation 

can be constructed to analyze the origins and destinations of all trips if they can be validated 

for their feasibility, reliability, and generalization power in approximating the travel demand. 

One future direction is to examine the robustness of the travel demand estimation for different 

spatial scales by comparing the trips estimated from new data and the surveys.  

This direction of future research is inspired by the fact that technologies and urban data 

science methodologies has become a fundamental element in the development of a better, 

smarter future for our cities, and transportation planners can further develop their own methods 

to make use of new data in a rigorous way. Empowered with the methods, planners can better 

understand, imagine and shape the future of cities and make urban life more sustainable and 

equitable.
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Appendix A Trend of VMT for All Trips in the United States 

 

Figure 32. Trends in VMT estimates 

Source: data is from table 1d, p8, McGuckin & Fucci, 2018.  

Note:  

1. 2017 NHTS were adjusted to make them more comparable with later surveys. 
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