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“Education is the path from cocky ignorance to miserable uncertainty.” 

 
                               --- Mark Twain 
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Abstract 

    The continuous arrival of novel optoelectronic semiconductor materials and devices in recent 

years has resulted in a demand for adequate metrology to extract important physical parameters 

and metrics as well as understanding the fundamentals of material and device physics. This 

dissertation is dedicated to the development and/or application of four characterization methods. 

The transient photocurrent method is used to measure mobilities and lifetimes of materials that 

are used to fabricate organic solar cells, which are very crucial physical parameters related to the 

device performance. The photoinduced current transient spectroscopy technique is applied for 

the first time to hybrid solar cells in order to extract the trap density of states, which is not easily 

accessible otherwise. Low-frequency noise spectroscopy near DC is developed and applied to 

organic solar cells and high-power photodiodes; the results are correlated with charge conduction 

processes. Finally, a UHF-band RF system based on resonance-coupled photoconductivity decay 

for the purpose of contactless measurement of carrier recombination lifetimes in semiconductor 

wafers is built, and is further improved with in-phase and quadrature (IQ) mixing. All four 

methods have shown great potential and importance in addressing the new metrological 

challenges from novel optoelectronic materials and devices. I conclude with proposals for future 

work related to noise measurement and contactless characterization.  
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Chapter 1 : Introduction 
 

    Since the advent of the industrialization of semiconductors in the 20
th

 century, pioneering 

products made from semiconductor materials and devices that were unthinkable by the previous 

generations have drastically changed the lives of essentially all humans on the planet. In the 

dawn of the “third great wave” [1], the era of the digital revolution, the impact has been and will 

continue to be pervasive in all aspects. The semiconductor lasers inside digital media players 

such as compact disc (CD) and digital versatile disc (DVD) players have reshaped the business 

of music and multimedia industries. The large-scale production of light emitting diodes (LEDs) 

has been refreshing the records on the size and image fidelity of displays that influence lives both 

at work and home. The jarring cost reduction of mass storage and high-speed optoelectronic 

transceivers in mega-size data centers has enabled “cloud computing” in the 21
st
 century, causing 

a shift away from local desktops. The commercialization of organic electronics, especially the 

organic light emitting diodes (OLEDs), is one of the major driving forces behind affordable 

consumer electronics such as smartphones, tablets, and smart watches. All of this has not only 

given rise to multiple multinational billion-dollar businesses, but has also changed the way 

people communicate with others and perceive their surroundings. Various sensors made from 

semiconductor devices and circuits, which have been the powering advanced robots in the past, 

will alter transportation (e.g., autonomous driving), manufacturing, and health care in 

unprecedented scales. These sensors will also become the backbones of the Internet of Things 

that will penetrate into previously unreachable corners, possibly establishing a network of 50 

billion interconnected devices by 2020 as predicted by Cisco [2]. Last but not least, 

semiconductor photovoltaic technology is actively participating in the exploration of renewable 

energy generation, which is crucial for sustainable development of the human society in the 

foreseeable future.  

    Optoelectronic semiconductor devices are the type of semiconductor devices that manipulate 

both optical and electrical power. They can be semiconductor lasers or LEDs that convert the 

injected electric current to optical outputs, semiconductor photodetectors (e.g. photodiodes, 

phototransistors) and solar cells that convert the input optical signal to electric current, or other 

devices such as optical modulators that do not participate in the energy conversion. They are the 

indispensable building bricks of optoelectronic modules for various applications, such as fiber 
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optical communication [3], photovoltaic energy generation [4], biological agent detection [5], 

optical image sensing [6], ultrastable microwave signal generation [7], and much more.  

    Although there have been decades of active research and development on optoelectronic 

materials and devices, many challenges remain as new applications emerge. For example, there 

has been a great demand for low-cost narrow linewidth lasers with wide tunability for high-speed 

interconnects in large data centers [8]. Photodiodes with good photoresponse in deep ultraviolet 

or far infrared wavelengths are crucial for various types of sensing. High-speed photodiodes with 

high power handling are also of great interest [7]. Solar cells with higher optical absorption are 

still aggressively pursued, pushing the power conversion efficiency toward the theoretical limit 

[9] and even beyond with multiexciton generation [10]. The pursuit of “the better” never ends for 

optoelectronic devices. 

 

Figure 1.1: Various applications and products powered by semiconductor devices. Upper left: 

iPhone from Apple. Middle left: solar panels under the sun. Lower left: Smart thermostat 
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from Nest Labs (acquired by Google in 2014) for home automation. Upper right: a home 

theater with a large LED display. Lower right: Google’s self-driving car (2014 model).   

    On the way to “the better”, the difficulties in optoelectronic material growth and device 

fabrication are not the only challenges. Physical characterization after the design and fabrication 

is an essential step to access qualitative or quantitative physical parameters. It is usually 

challenging to characterize novel optoelectronic materials and devices because: 

 The measurement may be limited by absence of requisite technologies. For example, even 

if a photodiode with 10 THz bandwidth can be fabricated (which is not possible in the 

current technology), it is still hard to test its response near that high frequency with the 

current technology. 

 Parameter extraction is based on certain physical model, but the model may not be well 

defined for novel materials and devices and should be reworked. Either the 

characterization method should be revised for such change, or the data need to be 

interpreted differently. A well-known example is that the modified energy band theory 

behind organic electronics is adapted from the crystalline inorganics.  

 

    Developing the novel characterization methods for novel materials and devices is worthwhile 

because: 

 Testing previously unreachable parameters, although difficult, is required to validate the 

design goals.  

 The revised physical models need to be verified. This is crucial not only for the 

understanding of the novel properties, but also for optimization of materials and devices. 

 Novel characterization may also probe the physical properties from complementary 

angles.  

 

    This dissertation is dedicated to understanding the properties of novel optoelectronic materials 

and devices with different characterization methods. Specifically, the transient photocurrent 

method, photo-induced current transient spectroscopy, low-frequency noise spectroscopy, and 

resonance-coupled photoconductivity decay are applied to study novel solar cells and 

photodiodes. The organization is as follows: 
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 Chapter 2 provides an overview of solar cells and photodiodes.  

 Chapter 3 introduces the transient photocurrent method, and explains how it can be used 

to study the physics of bulk heterojunction organic solar cells.  

 Chapter 4 applies the photo-induced current transient spectroscopy to bulk heterojunction 

hybrid organic-inorganic solar cells for the first time, and correlate the distribution of trap 

states to the DC photovoltaic performance.  

 Chapter 5 first gives an overview of noise, and then is focused on the low-frequency 

noise in semiconductor devices. The low-frequency noise is measured on organic solar 

cells and high-power photodiodes. This is followed by the discussion on its correlation 

with the underlying charge conduction processes.  

 Chapter 6 discusses the contactless characterization of semiconductors using resonance 

coupled photoconductivity decay measurement. A UHF-band RF system is built and 

improved to accurately measure the carrier recombination lifetime in a silicon wafer.  

 Chapter 7 suggests possible future work.  
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Chapter 2 : Solar Cells and Photodiodes  
 

2.1 Overview of Solar Cells 
 

    The ascent of the photovoltaic (PV) industry has been prominent in the last decade despite 

the intermittent influence of economic and political disruptions. PV-generated power continues 

to be one of the major contenders in the renewable energy market with excellent prospects for 

years to come. The global cumulative PV capacity exceeded 100 gigawatts by the end of 2012 

[11], 12% of which was in the United States [12]. PV is already the number-one new source of 

electricity in the European Union, which also expects additional PV capacity of 48~84 

gigawatts by 2017 [11]. As a comparison, in 2012, there were 104 nuclear reactors in US, and 

the average generation capacity of a single reactor was 0.85 gigawatt [13]. 

    The existing PV technologies can be grouped into three categories. The crystalline silicon 

(either mono-crystalline or multi-crystalline) wafer-based PV technology first developed in 

mid-late 20
th

 century is referred as the 1
st
 generation PV technology. Thin film PV technology, 

which includes amorphous silicon, cadmium telluride (CdTe), copper indium gallium selenide 

(CIGS) or another variant, is referred as the 2
nd

 generation PV technologies. The 3
rd 

generation 

PV technologies include all other emerging candidates such as dye-sensitized solar cells, 

organic solar cells, quantum dot solar cells, and organic-inorganic solar cells. While the 3
rd

 

generation PV technologies address the cell efficiencies, fabrication cost, and environmental 

impacts in promising ways, the 1
st
 and 2

nd
 generation PV products still dominate as they 

constituted up to 85% ~ 90% of total PV market by the end of 2012 [14].  

    Despite the market dominance of the 1
st
 and 2

nd
 generation PV products, the past few years 

have also witnessed significant advances in organic photovoltaics (OPV). Compared with the 

traditional inorganic solar cells, organic solar cells, whose ingredients are polymers and/or 

small molecules, feature easy and low-cost material synthesis, low-cost fabrication, lightweight, 

and flexibility [15], [16]. Although the power conversion efficiency (PCE),  the ratio of the 

maximum output electrical power to the input solar power, of organics has been much lower 

than those of inorganic solar cells, the advent of the bulk heterojunction (BHJ) structure [17] 
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has resulted in a major performance improvement. Recently, the highest PCE of an OPV cell 

has surpassed 10% [18], making the OPV a serious player among other PV technologies. 

    A related technology, hybrid solar cells consisting of polymers and inorganic semiconductor 

nanocrystals, is attractive for the next-generation photovoltaics owing to the tunable bandgap, 

high electron mobility, strong and broadband absorption, and the suitability for solution 

processing of the nanocrystals [19], [20]. However, the favorable material properties above 

have not been translated to practical advantages over organic solar cells. The reported PCE for 

hybrid BHJ solar cells has not exceeded 4% [21], [22], leaving space for improvement. 

 

 

Figure 2.1: An illustration of working principles of a typical pn-junction inorganic solar cell. 

Ebi is the built-in electric field in the depletion region.  

    Figure 2.1 illustrates the operation of a typical inorganic pn-junction solar cell (under 

illumination). The working principles of other types of solar cells (e.g., organic, hybrid, dye-

sensitized, etc.) are very similar. Electron-hole pairs are created when the incident light is 

absorbed. These are split and drift under the influence of the built-in electric field in the 

depletion region before being collected by the electrodes. Since the photocurrent flows in the 

direction of built-in electric field and induces a voltage across the external load, the solar cell is 

forward biased and the dark current flows in the opposite direction of the photocurrent. The 
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amount of the total current flowing through the load depends on the physical properties of the 

solar cell and the load impedance.   

 

 

Figure 2.2: Typical current-voltage characteristics of a solar cell in dark and illuminated 

conditions. Important parameters, such as open-circuit voltage Voc, short-circuit current Isc, 

and maximum deliverable power Pmax, are labeled on the plot. Fill factor can be calculated 

from those three parameters. V0 and I0 are the voltage and current corresponding to the 

maximum power point.  

    Although diversified in material types and device structures, all solar cells share the same 

benchmark metrics and the goal is to extract maximum electrical power from the sun. Figure 

2.2 shows two typical current-voltage (IV) characteristics in dark and illuminated conditions. 

Figure 2.2 only shows the part where the applied bias is non-negative because solar cells 

normally operate in the forward bias mode. When there is no illumination, the IV curve of a 

solar cell follows the typical Shockley diode equation [23]. When the solar cell is illuminated, 

the IV curve moves into the fourth quadrant. There are four important parameters that describe 

the performance of an illuminated solar cell as follows:  

1) Open-circuit voltage Voc is defined as the positive voltage when there is no current 

flowing in the cell. It is also the maximum voltage an external circuit can sense from an 

illuminated solar cell. A solar cell with large energy bandgap usually has large Voc. 
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2) Short-circuit current Isc is defined as the current flowing in an illuminated cell when the 

applied voltage is zero. It is also the maximum current that can be extracted by an 

external circuit. A solar cell with large optical absorption usually results in large Isc.  

3) Fill factor (FF) is the ratio of the “deliverable power” to the product of open-circuit 

voltage and short-circuit current and is expressed as  

 

 
𝐹𝐹 =

𝑃𝑚𝑎𝑥
𝑉𝑜𝑐 × 𝐼𝑠𝑐

 
 

 

                                                                                                                                                   ( 2.1) 

where Pmax is the maximum power that can be delivered to an external circuit. A solar cell 

with small series resistance usually yields large fill factor. 

4) Power conversion efficiency (PCE) is the ratio of the “deliverable power” to the input 

solar power.  

 

 
𝜂𝑃𝐶𝐸 =

𝑃𝑚𝑎𝑥
𝑃𝑠𝑜𝑙𝑎𝑟

 
 

 

                                                                                                                                                   ( 2.2) 

where Psolar is the input solar power. To standardize the measurement of PCE in 

laboratory conditions, the input solar power is usually calibrated to the air mass 1.5 

global (AM 1.5G) solar spectrum, which is one of the standard solar spectra for the 

northern hemisphere as shown in Figure 2.3, with 1000 W/m
2
 or 100 mW/cm

2
 power 

density. PCE is also the ultimate metric for comparing the photovoltaic performance of 

different solar cells. 

 

    It is desirable to maximize all of four parameters in order to get the best power conversion 

efficiency. However, they are usually interrelated and trade-offs have to be made. For example, 

Voc can be large for a solar cell with a big energy bandgap at the cost of reduced Isc, because 

more long-wavelength solar power is discarded, leading to reduced optical absorption. Therefore, 

the resulting PCE may not necessarily increase relative to a lower bandgap material with 



 
 

  19 

 

correspondingly lower Voc. Moreover, Voc and Isc are physically linked to the material processing 

and the charge carrier transport which will be further discussed in Chapter 4.  

 

 

Figure 2.3: Three different standard solar spectra. The AM1.5 Global (AM1.5G) spectrum is 

for the terrestrial use of flat photovoltaic cells and modules with power density of 1000 W/m
2
 

or 100 mW/cm
2
. The AM1.5 Direct (AM1.5D) is for the terrestrial use of solar concentrators. 

The AM0 spectrum is for the photovoltaic applications in space. Usually, AM1.5G is most 

widely used for lab cells. This figure is from Ref [24], and the original data can be found in 

Ref[25].  

 

2.2 Organic Solar Cells 

 

    Figure 2.4 shows the best power conversion efficiencies of different PV technologies. The 

multi-junction solar cells have achieved champion PCE owing to their ability to absorb across a 

broad spectrum with optimized bandgap energies. For single-junction solar cells, inorganic 

monocrystalline solar cells still lead both PCE and market share. In the lower right corner of the 

figure are the emerging PV technologies including organic and hybrid solar cells which are 

improving as the fabrication cost keeps decreasing and PCE increasing.   
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    There are two types of organic solar cells: bilayer and bulk heterojunction. In both types the 

exciton dissociation occurs near the interface between the n-type and p-type materials, and the 

excition diffusion length is no larger than a few tens of nm. In bilayer organic solar cells (Figure 

2.5 (a)), the active layer consists of two distinctive n-type and p-type organic layers. The active 

layer cannot be thicker than the exciton diffusion length, making the cell an inefficient light 

absorber. This limitation is alleviated by making the active layer an interlocked network of n-

type and p-type materials as in bulk heterojunction (BHJ) organic solar cells (Figure 2.5 (b)). 

The excitons can diffuse to a localized p-n interface nearby without traveling through the whole 

active layer. Therefore the active layer of BHJ cells can be much thicker than that of bilayer 

cells, which explains why BHJ cells are usually more efficient than bilayer cells. 

 

 

Figure 2.4: Best power conversion efficiencies of different PV cells certified by National 

Renewable Energy Laboratory (Source: Ref [26]) 

    Figure 2.5(b) shows the device structures of a typical BHJ organic solar cell. For many 

scientific studies, a donor-type polymer, poly (3-hexylthiophene-2,5-diyl) (P3HT), and an 



 
 

  21 

 

acceptor-type small molecule, [6,6]-phenyl C61-butyric acid methyl ester (PCBM), are used as 

the reference because their properties are well known as a result of numerous studies. The energy 

band diagram of P3HT:PCBM organic solar cells is shown in Figure 2.6. The active layer is 

sandwiched between the indium tin oxide (ITO) (anode) and aluminum (cathode). The 

PEDOT:PSS layer is the electron-blocking layer that only permits hole transport.  

 

Figure 2.5: The device structures and light harvesting processes of (a) bilayer and (b) bulk 

heterojunction organic solar cells. The pink dots in the magnified circles stand for small 

molecule acceptors like PCBM, while the wiggling chains in the other magnified circles 

represent polymers such as P3HT. 

    However, there is a caveat about the band diagram in Figure 2.6. Because organic crystals lack 

long-range periodic crystalline structure, the energy band theory of inorganic crystals does not 

strictly apply to organics. As an analogy and for the ease of understanding the charge transport, 
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the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital 

(LUMO) of organic solar cells correspond to the conduction band edge and valence band edge of 

inorganic solar cells. However, understanding the energetics of heterogeneous organic material 

systems needs more complicated molecular-level simulation. Also, there is still few work 

exploring the band pinning of the organic donor-acceptor heterojunction interface, which is 

drastically simplified in the drawing of Figure 2.6. Lots of future work is still needed to 

understand the most fundamental physics upon which the organic photovoltaics is built.  

 

Figure 2.6: The energy band diagram of P3HT:PCBM organic solar cells. 

    It is also instructive to understand the energy conversion processes of BHJ organic solar cells 

as shown in Figure 2.7, and the subtle differences from their inorganic counterparts.  

1) Absorption and exciton generation (Figure 2.7 (a)). For a typical BHJ solar cell, the light 

enters through the bottom glass substrate and is absorbed by the active layer. Each absorbed 

photon is converted to an exciton, i.e., a bound electron and hole pair. Enormous effort has 

been devoted to enhancing the material absorption of the solar spectrum in this step because 

it remains the most direct way of improving the PCE of BHJ solar cells.  

2) Exciton diffusion and recombination (Figure 2.7 (b)). Unlike the fact that excitons in 

inorganic solar cells have low binding energies and can be easily split into separate electrons 

and holes by room-temperature thermal agitation, the relatively low dielectric constants of 

organic materials make exciton binding energies much larger than kT. Therefore, the newly-
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generated excitons in organic materials remain bound and diffuse in all directions before 

recombination. Only the excitons that manage to diffuse to the BHJ interfaces can proceed 

through the subsequent steps required to produce photocurrent. Long exciton recombination 

lifetime, a parameter related to the material properties of the blend, is favored in this step 

because it yields longer diffusion length.  

3) Exciton dissociation and charge transfer (Figure 2.7 (c) and (d)). The LUMO and HOMO 

misalignment at the interfaces of the donor-type (e.g., P3HT) and acceptor-type (e.g. 

PCBM) materials induces large interfacial electrical fields. As a result, excitons will be split 

into separate electron and hole polarons (analogous to the free electron and hole carriers in 

inorganic materials) near the interface. The electron polarons will transfer to the acceptor 

LUMO, and the hole polarons to the donor HOMO. In this step, the choice of materials 

influences both the exciton binding energy and the interfacial electric field, which determine 

the exciton dissociation efficiency.  

4) Polaron transport and collection (Figure 2.7 (e)). After the dissociation, the electron and 

hole polarons will travel under the influence of the built-in electric field, and finally be 

collected by the electrodes. Several physical processes, such as trapping and recombination, 

will affect the collection efficiency.  

 

    Different from inorganic crystals with long-range order where the mobile charges can freely 

drift in the electric field, the charges in amorphous semiconductors such as organic 

optoelectronic devices are localized to individual molecular sites. The charge transport in such 

systems occurs by “hopping”. Charges localized in one site have to overcome the potential 

barriers either by thermal agitation or tunneling, and hop to adjacent sites. The hopping process 

is random in time, and the statistical hopping rate from site i to site j can be described by the 

Miller-Abraham model in Equation ( 2.3):  

 
𝜈𝑖𝑗 = 𝜈0exp(−𝛾𝑟𝑖𝑗)exp(−

𝛥𝐸𝑖𝑗

𝑘𝑇
) 

 

 

                                                                                                                                                  ( 2.3) 
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where ν0 is the attempt-to-escape rate, rij is the distance between site i and site j, γ is a 

proportionality factor related to how easily the charge can hop from site i to site j, ΔEij is the 

energy difference between states at site i and site j, k is the Boltzmann’s constant and T is the 

temperature.  

    The charge hopping mechanism renders charge transport in organic semiconductors less 

mobile than inorganic crystals, and it is the major reason why the charge carrier mobility in 

organic solar cells is much lower than in inorganic crystalline solar cells. 

 

 

Figure 2.7: The light harvesting processes of bulk heterojunction organic solar cells.  
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Figure 2.8: Step-by-step fabrication process of typical P3HT:PCBM bulk heterojunction 

organic solar cells 

    Compared with inorganic material growth and fabrication which may require high 

temperature, gas pressure control, poisonous exhaust handling, and sophisticated patterning, the 

fabrication of organic solar cells is relatively easy. The multilayer stack is realized by solution 

based spin-casting techniques, and the crystallization by thermal treatment. Figure 2.8 illustrates 

the step-by-step fabrication of typical P3HT:PCBM BHJ organic solar cells, which is described 

as follows:  

1) P3HT (from Rieke Metals) and PCBM (from American Dye Source) are dissolved and 

stirred separately in chlorobenzene for 12 hours before being mixed and stirred for 

another 12 hours at room temperature. The density is 2 wt.% in total, composed of a ratio 

of 11:9 of P3HT to PCBM.  

2) Indium tin oxide (ITO)-coated glass substrates are ultrasonically cleaned with acetone, 

isopropyl alcohol, and de-ionized water and subsequently blow dried by compressed air. 

3) Highly conducting aqueous PEDOT:PSS (Clevious PH 500) solution is spin-coated onto 

the ITO substrates with a spin rate of 4000 rpm.  

4) The substrates are baked for 15 minutes at 120 
o
C in vacuum. 

5) Another spin-coating of P3HT:PCBM blend with a spin rate of 900 rpm is carried out.  

6) After that, the 100-nm Al top electrode layer is thermally evaporated onto the blend.  
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7) The sample is annealed at certain temperature (usually between 120
 o
C and 140

 o
C) for 30 

minutes in vacuum. The annealing process helps the crystallization of the P3HT phase 

and the aggregation of the PCBM phase. 

8) Finished P3HT:PCBM cells as pictured in Figure 2.9 are ready for further tests. 

 

 

Figure 2.9: P3HT:PCBM bulk heterojunction solar cells fabricated in our lab. There are eight 

devices on the substrate.  

 

2.3 Photodiodes 

 

    Photodiodes are a type of widely used photodetectors that convert optical signals to electrical 

signals. Compared with photomultiplier tubes (PMT), photodiodes are compact and do not 

require extremely high voltage (usually hundreds of volts) to operate. Compared with charge-

coupled devices (CCD), photodiodes respond much faster. Devices based on superconducting 

materials are also very promising photodetectors with very high responsivity and speed [27]. 

However, they usually require low temperatures to bring the material to superconducting mode. 

In many applications such as fiber optic communications, biological agent detection and single 

photon counting, a photodiode is the solution featuring high sensitivity, high speed and small 

form factor.  

    As shown in Figure 2.10, the basic working principle of a pn-junction photodiode is very 

similar to a solar cell (Figure 2.1). Photodiodes are frequently used for signal-conditioning 
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beyond mere power conversion. There are three important metrics in terms of the performance of 

a photodiode:  

 

Figure 2.10: An illustration of a p-n junction photodiode in working condition.  

1)  Responsivity is defined as the ratio of output photocurrent to the incident optical power; 

The responsivity can be expressed as  

 
𝑅 =

𝐼𝑝ℎ

𝑃𝑜𝑝𝑡
= 𝜂𝐸𝑄𝐸

𝜆[𝜇𝑚]

1.24
 

 

 

                                                                                                                                                  ( 2.4) 

where Iph is the output photocurrent, Popt is the incident optical power, ηEQE is the external 

quantum efficiency, and λ is the wavelength of the incident optical signal with the unit of 

μm. The external quantum efficiency is further related to the material absorption and 

surface reflection, which can be enhanced by increasing the thickness of the absorbing 

region and incorporating anti-reflection coatings, at the cost of device speed and 

processing expense.  

2)  Bandwidth. The (3dB) bandwidth of a photodiode is the highest frequency at which the 

output RF power decreases to half its value at low frequency. The larger the bandwidth, 

the higher the speed of the device. There are two mechanisms that limit the bandwidth of 

the device. The first is the RC limit inherent to the first-order low-pass RC system formed 
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by the junction capacitance of the device, Cj, and the load resistance, RL. The 3dB 

bandwidth relation to the RC limit is   

 
𝑓3𝑑𝐵,𝑅𝐶 =

1

2𝜋𝑅𝐿𝐶𝑗
. 

 

 

                                                                                                                                                  ( 2.5) 

The second limiting factor is the finite transit time required to collect carriers. This is 

usually the time to reach the contact region. The 3dB bandwidth associated with the 

transit time limit is estimated as  

 
𝑓3𝑑𝐵,𝑡𝑟 =

3.5𝑣

2𝜋𝑑
 

 

 

                                                                                                                                                  ( 2.6) 

where v is the average carrier velocity, and d is the thickness of the device. The measured 

3dB bandwidth of a photodiode is given by [28] 

 1

𝑓3𝑑𝐵
2 =

1

𝑓3𝑑𝐵,𝑅𝐶
2 +

1

𝑓3𝑑𝐵,𝑡𝑟
2  

 

 

                                                                                                                                                  ( 2.7) 

Shrinking the active area of the device will increase f3dB,RC without affecting the carrier 

transit time. However, manipulating the thickness of the device will incur a trade-off: 

decreasing the thickness of the device will decrease f3dB,RC but increase f3dB,tr. 

3) Linearity. The output of a photodiode is a linear function of the input only for small-

signals. Non-linearity occurs when the photodiode is driven to saturation by large inputs. 

Linearity can be understood as the range where the output follows the input without 

noticeable distortion. The figures of merit for the linearity are the 1dB compression point 

and the 3
rd

-order intercept (IP3) point. The dashed green line in Figure 2.11 is the ideal 

linear response of a photodiode extrapolated from the low signal level, while the red line 

is the measured response. The 1dB compression point is defined as the output RF power 

where the measured response is 1dB lower than the ideal linear response, which is P1dB in 

Figure 2.11. As the input further increases, higher order harmonics appear, and the IP3 
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point is the output power where the ideal linear response and 3
rd

-order response intercept. 

Since the lower bound of the operating power for photodiodes is set by the noise floor, 

high 1dB compression point and IP3 point are always desired for high dynamic range.   

 

Figure 2.11: An illustration of the figures of merit for photodiode linearity. The image is 

based on the class notes of ECE6261 Microwave Engineering II taught by Bobby Weikle at 

the University of Virginia.  

    

    Since the targeted market for photodiodes is very different from that of solar cells, the design 

goals of photodiodes and solar cells are different in many aspects. Some of those are:  

  Speed is an important metric for photodiodes because they are widely used in optical 

communication systems, but is rarely considered for solar cells. The active area of 

photodiodes is usually a trade-off between the sensitivity and speed, while solar cells are 

usually designed for large-surface application to harvest as much sunlight as possible.  

  Photodiodes usually work under reverse bias condition provided by an external voltage 

source, while solar cells are always forward biased as discussed previously in this 

chapter. Reverse bias can increase the electric field in the depletion region of a 

photodiode and increase its speed.   

  Noise performance is very important for photodiodes, which is rarely considered for 
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solar cells.  

  The output photocurrent and its properties are of great interest for a photodiode, while 

for solar cells, the extracted power is more important than a single parameter such as 

photocurrent.  

 

At the same time, photodiodes and solar cells share some of the same metrics such as  

 Energy conversion efficiency. Both try to extract the maximum electrical signal from an 

input optical signal. For photodiodes, large responsivity is desired. For solar cells, higher 

power conversion efficiency is the ultimate goal.  

 High current/power handling. For some applications it is important for the device to 

operate without degradation when being stressed to extremes. For example, high-power 

high-speed photodiodes such as modified uni-traveling carrier (MUTC) photodiodes are 

frequently driven to saturation. In this case, non-linearity plays a non-negligible role and 

thermal dissipation becomes a problem. For concentrated photovoltaic (CPV) modules, 

the input optical power after focusing the solar radiation can be many times large than 

other usual PV applications. And the resulting photocurrent is also significantly larger.   

 

    A complete survey of photodiodes and their diverse applications is beyond the scope of this 

chapter.  For the interest of this dissertation, we are interested in the high-power and high-speed 

modified uni-traveling carrier (MUTC) photodiodes that are very useful for applications such as 

analog optical links [29]–[31] and low phase noise microwave signal generation [7]. The noise 

performance of MUTC photodiodes will be discussed in Chapter 5.  

    Figure 2.12 shows the band diagram and device structure of an MUTC1 photodiode [32]. 

Although the device structure looks much more complicated than a typical solar cell, it is 

essentially a diode with p-type InGaAs layers as the absorber and n-type InP as the electron 

collector. As most absorption occurs in the p-region, the holes can be easily collected while the 

electrons have to diffuse to the depletion region to be swept to the n-region. Therefore, the 

charge transport of the electrons is a design focus for increasing the device speed and optical 

power handling.  
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Figure 2.12: The (a) band diagram and (b) device structure of a MUTC1 photodiode. The 

image is from Ref[33]. 

    MUTC photodiodes are designed for high-speed and high-power operations. Several design 

modifications have been implemented to improve the charge transport of the electrons. For 

example, a highly-doped n-type InP layer, also called the “cliff layer”, is inserted to increase the 

electric field in the depletion region so that the electrons can be collected more efficiently. Also, 

the doping in the undepleted p-type InGaAs absorber is graded, which forms an electric field that 

assists diffusion of photogenerated electrons toward the depletion region. When the photocurrent 

is high, there is another “self-induced” electric field that originates from the ohmic voltage drop 

across the undepleted absorber. Its directions is from the n-region to the p-region. This “self-

induced” field can further facilitate the electron transport [33].  
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Chapter 3 : Transient Photocurrent Method 
 

3.1 Introduction 
 

    For optoelectronic devices, the charge carrier transport after the optical absorption plays a 

crucial role in the final device performance. Good charge carrier transport usually implies 

 Few carriers are lost due to recombination, which, in turn, implies high quantum 

efficiency is desirable for essentially all photodiodes and solar cells.  

 Charge carriers can be extracted quickly. Quick charge extraction not only increases the 

speed of the photodiodes, but can also mitigate the space-charge effect when the 

photodiodes operate in the large-signal condition. For solar cells, quick charge extraction 

counteracts the chance of recombination and thus improves the charge collection 

efficiency.  

 Carrier trapping is not significant. Trapping is a physical process in which mobile carriers 

are captured by “traps” formed by material defects or impurities before recombining with 

another carrier or being released to participate in the charge carrier transport. For some 

types of optoelectronic devices such as Geiger-mode avalanche photodiodes (APDs), 

carrier trapping can be especially detrimental because the released carriers that were 

trapped in previous operating cycles, although small in number, can trigger avalanches in 

subsequent detection periods. In amorphous material systems such as organic solar cells, 

the carrier trapping is ubiquitous, and is closely related to important photovoltaic metrics 

such as open-circuit voltage, short-circuit current, and power conversion efficiencies.  

 

    Charge carrier mobility and lifetime are two important parameters related to the physical 

properties of optoelectronic devices. Measuring those two parameters can reveal the essential 

information directly related to the final device performance. There have been various ways to 

measure these parameters, some of which are briefly described as follows:  

 Time-of-flight (ToF) method [34], [35] is a very popular transient technique to measure 

the mobility of semiconductor materials. Charges are injected into a semiconductor 

material either electrically or optically, and the transit time of the charges in the material 



 
 

  33 

 

is measured, from which the mobility is calculated. Originally developed for the 

inorganic semiconductors, this approach may need revision when being applied to 

organic devices. Details will be discussed later this chapter.  

 Space-charge limited current (SCLC) method [36], [37]. When a semiconductor material 

or device is stressed with high current injection, the space-charge effect occurs as the 

current-voltage characteristics deviate from the normal Ohm’s Law (for a homogenous 

semiconductor slab) or Shockley’s Equation (for a diode). The mobility can be extracted 

by fitting the steady-state current-voltage data with the corresponding physical model. It 

is known that trapping in semiconductors may alter the details of the SCLC model [38], 

[39]. Therefore, there are always caveats when applying the SCLC method to measure 

the charge carrier mobility in amorphous material systems. 

 Carrier extraction by the linearly increased voltage (CELIV) method [40]. As its name 

suggests, for this method, a linearly increased voltage is applied on the device after 

charge injection, and the current in the external circuit is measured. Mobility is extracted 

by fitting the physical model governed by a Ricatti-type ordinary differential equation.  

 (Organic) field-effect transistor (FET) method [41]. The mobility can be obtained by 

fitting the steady-state current-voltage characteristics of a FET-type device under 

different source-to-drain and gate-to-source voltages. However, a FET has to be 

fabricated using material to be measured, which may not be as straightforward as other 

device structures such as diodes. For organic crystals, it is well known that the carrier 

transport is highly anisotropic owing to the alignment of polymer chains [42]. Given that 

the carriers travel parallel to the channel and the layer interfaces in a FET, the mobility 

measured by the FET method may not reflect the mobility in the direction perpendicular 

to the layer interfaces, which is usually the direction of current flow in organic solar cells 

and organic light emitting diodes.  

 Impedance spectroscopy method [43], [44]. For this characterization method, the 

impedance of the material systems as a function of frequency is measured. Various 

physical parameters, including the mobility and lifetime, can be extracted by modeling 

the whole system as an impedance circuit network.  

 The forward-to-zero-bias transient current method [23]  can measure the minority carrier 

lifetime of a semiconductor diode by observing the current decay under zero bias after a 
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certain period of forward bias. Originally developed for inorganic materials, this method 

can be extended to organics as well [45].  

 Forward bias transient photoconductivity method [46]. This is another way of measuring 

the charge carrier recombination lifetime in organic diodes by measuring the transient 

decay lifetimes under a series of different forward biases. The lifetimes are expected to 

saturate as the internal electrical field decreases (forward bias increases), and the 

saturation value is the recombination lifetime. Details of this method will be discussed 

later.  

   

    In this chapter, we study the charge carrier transport in organic material systems. We measure 

the mobility and recombination lifetime of two types of bulk heterojunction organic solar cells 

by analyzing the falling edge of their transient photocurrents. Qualitative information related to 

the material properties can also be obtained by studying the shape of the transient photocurrents. 

 

3.2 Transient Photoconductivity for Organic Solar Cells 

 

    Figure 3.1(a) shows the experimental concept of the transient photoconductivity method. 

Traditionally, a slab of semiconductor material is sandwiched between to non-injection contacts, 

and a voltage bias is applied without injecting carriers into the semiconductor. A pulsed light is 

shone on one side of the slab (e.g., through the transparent or semi-transparent contact). This 

creates a sheet of photogenerated carriers. The thickness of the slab should be much larger than 

the optical absorption length so that the dimension of the photogenerated carrier sheet is 

negligible compared to the width of the material. After that, while one type of carriers is quickly 

collected by one contact, the other type of carrier will drift under the influence of the electrical 

field before being collected by the contact at the other end. The photocurrent can be written as  

 𝐽𝑝ℎ(𝑡) = 𝑞𝑛(𝑡)𝜇𝐸  

 

                                                                                                                                                  ( 3.1) 
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where q is the unit electric charge, n(t) is the carrier density of electrons or holes inside the 

semiconductor, μ is the mobility, and E is the electric field.    

 

Figure 3.1: (a) The experimental concept of transient photoconductivity and (b) the typical 

transient photocurrent in an inorganic semiconductor where both electrons and holes 

participate in the charge transport. The orange solid line is the transient photocurrent without 

diffusion, while the red solid line is the transient photocurrent with the diffusion.  

    Typical transient photocurrents are plotted in Figure 3.1(b). If we ignore the diffusion of 

carriers, there should be two distinctive falling edges in the transient photocurrents: t1 for fast 

carriers and t2 for slow carriers. The knee after the first falling edge in the photocurrent curve 

appears when the decay of the faster carriers finishes but the decay of the slower carriers is still 

ongoing. The corresponding carrier mobilities can be calculated by  

 
𝜇 =

𝐿

𝑡𝑡𝑟𝐸
=

𝐿2

𝑡𝑡𝑟𝑉𝑎
 

 

 

                                                                                                                                                 ( 3.2) 
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where L is the thickness of the semiconductor slab, ttr is the transit time (either t1 or t2 in Figure 

3.1(b)), and Va is the applied bias. Equation ( 3.2) also assumes that the electric field is uniform 

inside the semiconductor slab, and the number of injected photogenerated carriers is not 

sufficient to induce the space-charge effect, which distorts the steady-state electric field. 

    The transient photoconductivity method can also be applied to a thin-film organic solar cell. 

However, the details differ from the traditional method in several ways:  

 The assumption of “delta-function” photogenerated carriers in space may not be valid. 

The thickness of the BHJ organic device, usually around 100 nm, is not optically thin 

enough, and the pulsed light will generate electron-hole pairs throughout in the film. If 

we approximate the photogeneration profile in the organic thin film to be uniform, the 

effective transit length of the carriers before the being collected by the electrodes is half 

the device length. Therefore, the mobility equation becomes [46] 

 
𝜇 =

𝐿

2𝑡𝑡𝑟𝐸
=

𝐿2

2𝑡𝑡𝑟𝑉𝑎
 

 

 

                                                                                                                                                ( 3.3) 

 For organic solar cells, owing to pervasive trapping, the charge transport is very 

“dispersive”. In dispersive transport, the mobility can be modeled as a time-dependent 

parameter, and there are almost no distinctive falling edges. Dispersive transport also has 

other interesting properties that are not usually seen in inorganic crystalline systems [46]–

[48].  

 

    Note that for the application of transient photoconductivity, the transit time is determined by 

linear fitting of the slopes in a log-log plot of the initial photocurrent decay [46], [49]. 

 

3.3 Transient Photocurrents of Polymer-Fullerene Bulk Heterojunction 

Organic Solar Cells 
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    Our collaborators, Burkhart et al. in Dr. Barry Thompson’s group at the University of 

Southern California (USC), have developed a family of “semi-random” alkythiophene-based 

copolymers with a much broader absorption spectrum compared with the classical poly(3-

hexylthiophene) (P3HT) [50]. However, several of these broadband absorbers fail to achieve the 

power conversion efficiency of P3HT:6,6-phenyl-C61-butyric acid methyl ester (PCBM) bulk 

heterojunction (BHJ) solar cells. The DC performance of those two types of solar cells, based on 

P3HT and poly(3-hexylthiophene) thiophene thienopyrazine (P3HTT-TP), is shown in Table 3.1. 

It is obvious that P3HT:PCBM cells are much better than P3HTT-TP:PCBM cells. In fact, the 

efficiency of P3HTT-TP:PCBM solar cells is approximately 5~6 times lower than P3HT:PCBM 

BHJ solar cells. It is important to understand the causes of such a difference. 

Table 3.1: The DC photovoltaic characteristics of P3HT:PCBM and P3HTT-TP:PCBM bulk 

heterojunction organic solar cells. 

 Voc (V) Jsc 

(mA/cm
2
) 

FF PCE (%) 

P3HT:PCBM 0.58 8.1 0.58 2.7 

P3HTT-

TP:PCBM 

0.37 1.9 0.33 0.24 

 

    The synthesis of the “semi-random” alkythiophene-based copolymers is documented in 

Ref[50] and was carried out in Dr. Barry Thompson’s group at USC. Figure 3.2(a) shows the 

layer structure of the fabricated polymer-fullerene BHJ devices. Figure 3.2(b) illustrates the 

transient measurement circuit. The pulsed light source is an Opnext laser diode (HL6363MG-A, 

640 nm) driven by an Agilent 81110A pulse generator with 100 μs ~ 150 μs pulse width and 50 

Hz repetition rate. The low duty cycle ensures that, after each pulsed excitation, the device 

relaxes to its steady-state before the next pulse. The light pulse rise and fall times (~20 ns) are 

short relative to the response of the device. In order to be consistent with the experimental 

condition of the DC characterization, the optical pulse intensity is adjusted to match the Jsc under 

1 sun condition for each cell. The device under test is connected in series with an Agilent 

Infiniium DSO81004B digital oscilloscope. The input impedance of the oscilloscope is 50 Ω and 

the device is biased using a HP 3314A function generator working in DC mode. 
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    Figure 3.3 (a) and Figure 3.3 (b) show the measured transient photocurrents of P3HT:PCBM 

and P3HTT-TP:PCBM, respectively. We observe that there are transient peaks at the rising 

edges in Figure 3.3(b) for all bias voltages, but none in Figure 3.3 (a). Similar phenomenon was 

reported by McNeill et al. in all-polymer solar cells [51]. This behavior can be explained by the 

model conceived by Goodman and Rose [36]. The transient peaks generally appear in a 

disordered material system in which electrons and holes have very different mobility-lifetime 

products (μτ). When the light is first turned on, electrons (with larger μτ) reach the contact more 

quickly than holes (with smaller μτ). This leads to an initial accumulation of holes inside the 

solar cell. As the space charge builds up, the electric field near both contacts experiences a self-

adjusting process that extracts holes faster and electrons more slowly. The change of carrier 

recombination profile in time is responsible for the self-adjustment of the electric field. If the 

material system has very high μτ difference, the decreasing electron current cannot be fully 

compensated by the increasing hole current. On reaching steady state, the total current is smaller 

than the initial value, resulting in a transient peak. 

    It is known that electron mobility is at least an order of magnitude larger than hole mobility in 

organic BHJ solar cells, and large hole mobility helps improve power conversion efficiency of a 

solar cell [52]. The difference in the appearance of transient peaks indicates that the μτ difference 

is larger in P3HTT-TP:PCBM than in P3HT:PCBM organic solar cells. Therefore, the 

P3HT:PCBM cell is inherently superior to the P3HTT-TP:PCBM cell in achieving higher power 

conversion efficiency with more balanced charge transport. 
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Figure 3.2: (a) Device structure of P3HT:PCBM and P3HTT-TP:PCBM bulk heterojunction 

organic solar cells. (b) The measurement circuit for transient photocurrents. 

 

 

Figure 3.3: The normalized transient photocurrents of (a)P3HT:PCBM and (b)P3HTT-

TP:PCBM BHJ organic solar cells excited by 640nm light pulses. J is the photocurrent 

density. Both devices are measured under 1 sun equivalence. 

    A further investigation of the falling edges of the transient photocurrent yields a more 

quantitative understanding of the difference described above. The voltage dependent transient 

photocurrent decay reflects the competition between charge carrier sweep-out and recombination 

[46]. When a solar cell is under reverse bias, the internal electric field is large enough to sweep 

out photogenerated carriers before significant carrier recombination occurs. The charge carrier 

sweep-out time can be measured using the time-of-flight method. However, when the internal 

voltage decreases as the applied bias changes from the reverse to forward, the carrier sweep-out 
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slows down. Carrier recombination eventually dominates when the applied bias nears the built-in 

voltage, which is very close to the open-circuit voltage. At that point the photocurrent decay 

primarily reflects carrier recombination prior to collection by the electrodes. Therefore, by 

measuring the transient photocurrent decay time as a function of applied bias, we can extract the 

carrier recombination lifetime as the decay time reaches its maximum near the built-in voltage. 

 

 

Figure 3.4: Transient photocurrent decay under -2V reverse bias for (a) P3HT:PCBM and (b) 

P3HTT-TP:PCBM organic solar cells. The photocurrent is normalized by its initial value at 

t=0. 

    Figure 3.4(a) and Figure 3.4 (b) plot the transient photocurrent decay of P3HT:PCBM and 

P3HTT-TP:PCBM cells under -2V reverse bias in log-log scale, respectively. The transit time is 

determined by the intersection of two “linear” fit lines in the initial decay region and the long 

tail. The transit time for the P3HT:PCBM cell is 170 ns and that for the P3HTT-TP:PCBM cell is 

210 ns. Using Equation ( 3.3) for devices with active layer thickness of 80 nm, these correspond 

to mobilities of 7.3×10
-5

 cm
2
/(V×s) and 6.3×10

-5
 cm

2
/(V×s) for P3HT:PCBM and P3HTT-

TP:PCBM devices, respectively. Since electron mobility is generally much larger than hole 
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mobility in P3HT:PCBM organic solar cells and the difference is even larger for P3HTT-

TP:PCBM organic solar cells, we conclude that we have measured the electron mobilities in 

those materials . 

    Figure 3.5 shows the measured transient photocurrent decay time constant (τ1/e) as a function 

of forward applied bias. For the P3HT:PCBM cell τ1/e monotonically increases as the applied 

bias increases and saturates near Voc. The trend is less obvious for the P3HTT-TP:PCBM cell, 

but τ1/e is generally smaller than the P3HT:PCBM cell in the recombination-dominated region 

(near Voc). The corresponding recombination lifetime is approximately 0.9 μs for P3HT:PCBM 

and 0.4 μs for P3HTT-TP:PCBM cells. 

    Strong recombination in the P3HTT-TP:PCBM cell, which results in shorter lifetime, will 

impede charge collection and limit the overall power conversion efficiency. More specifically, 

the charge collection efficiency ηcc can be estimated using the relation  

 𝜂𝑐𝑐 =
𝜏𝑟𝑒𝑐

𝜏𝑟𝑒𝑐 + 𝜏𝑠𝑤
  

 

                                                                                                                                                   ( 3.4) 

where τrec is the recombination lifetime, and τsw is the sweep-out time [15]. The calculated charge 

collection efficiency is ~80% for the P3HT:PCBM cell under short-circuit condition, which is 

larger than the value of 60% for the P3HTT-TP:PCBM cell. 
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Figure 3.5: Transient photocurrent decay time constant τ1/e as a function of the forward 

applied bias. 

 

3.4 Summary 
 

     In this chapter, the principles of transient photoconductivity method are described, and the 

transient photocurrents of BHJ organic solar cells are analyzed. By studying the falling edge of 

transient photocurrents, we are able to extract the carrier mobilities and recombination lifetimes 

of P3HT:PCBM and P3HTT-TP:PCBM BHJ organic solar cells. The difference in the mobilities 

and lifetimes of those two systems is consistent with the difference in the DC characteristics, 

especially the short-circuit current density and power conversion efficiency. However, the charge 

collection efficiency of P3HTT-TP:PCBM is not significantly smaller than P3HT:PCBM, while 

the former has higher absorption than the latter [50]. This indicates that only the huge difference 

in the exciton diffusion, exciton dissociation or charge transfer can justify the drastic difference 

in the power conversion efficiency. Further studies are needed to understand those physical 

processes, but that is beyond the capability of the transient photocurrent method.   
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Chapter 4 : Photo-induced Current Transient Spectroscopy 

4.1 Introduction 
 

    The work in this chapter would not have been possible without the hybrid solar cells 

generously provided by Matt Greaney in Dr. Richard Brutchey’s group at the University of 

Southern California.  

    As discussed in Chapter 2, the charge transport in amorphous material systems like organic 

solar cells is governed by hopping processes, and is heavily influenced by the mid-bandgap 

energy states or trap states. Knowing the distribution of these trap states not only helps to 

understand charge transport physics in different amorphous material systems, but also provides a 

quantitative metric for device optimization.  

    Hybrid solar cells consisting of organic polymers and inorganic semiconductor nanocrystals 

are promising alternatives to fullerene-based all-organic solar cells owing to the tuneable band 

gap, high electron mobility, strong broadband absorption, and modular surface chemistry 

inherent to semiconductor nanocrystals [19], [20]. The syntheses of the nanocrystals are often 

carried out in the presence of organic surfactants or ligands, which have several functions, such 

as directing the growth of the nanocrystals, tuning the highest occupied molecular orbital 

(HOMO) and lowest unoccupied molecular orbital (LUMO) of the nanocrystals, and passivation 

of the nanocrystal surface [53]–[55]. These functions can directly impact the power conversion 

efficiency (PCE) of excitonic solar cells through modulation of the open circuit potential (VOC)  

[56], [57] and short circuit current [58].  

    One of the widely used inorganic nanocrystals for hybrid solar cells is cadmium selenide 

(CdSe) in the form of quantum dots, nanorodes, tetrapods, and hyperbranches [58]–[60]. During 

the post-synthesis surface mediation of CdSe, small molecules as surface capping ligands are 

used to replace native ligands in order to facilitate charge transfer between the donor and 

acceptor [61]. With different surface capping ligands, the performance of CdSe hybrid solar cells 

varies significantly. Lek et al. found that P3HT:CdSe hybrid solar cells treated with 2-

thiophenepropionic acid (TPA) have much lower short circuit current density, JSC, than those 

treated with 2-cyano-3-(-thiophen-2-yl) acrylic acid (CTAA) [62]. Greaney and coworkers found 
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that quantitative displacement of CdSe native ligands with tert-butylthiol (tBT) resulted in an 

increased CdSe LUMO energy, as determined by a combination of electrochemical techniques 

[63], [64]. When incorporated into hybrid solar cells with poly(3-hexylthiophene-2,5-diyl) 

(P3HT), the tBT-treated CdSe exhibited an enhanced VOC (up to 0.8 V) compared to pyridine 

(Py)-treated CdSe, which in combination with an increase in JSC led to PCEs ranging from 2%-

3% [64], [65]. Such difference is thought to be resulted from the creation or removal of surface 

trap states on the nanocrystals during the native ligand exchange process. Thus, knowing the trap 

state distribution and the emission rates of trap states is very important. To date, different 

measurement techniques such as time-correlated single photon counting [64] and transient 

absorption spectroscopy [62] have been employed to analyze the trap states and their impact on 

charge transport mechanisms. However, there are still very few reports on the energy level 

landscape in such systems. 

    Photo-induced current transient spectroscopy (PICTS) is a derivative of deep-level trap 

spectroscopy (DLTS) [66], and it is one of the few available methods that has been successfully 

applied to inorganic materials to extract quantitative information about trap levels [67]–[69]. 

Recently, Neugebauer et al. reported using DLTS on organic solar cells to study the role of trap 

states and activation energies [70]. We use the PICTS technique to examine the energy spectrum 

of trap states in hybrid solar cells fabricated from bulk heterojunctions of P3HT and CdSe 

nanocrystals ligand exchanged with either Py or tBT. A data processing workflow to extract the 

trap emission spectra is implemented by solving an inverse problem with regularization 

techniques. We show that a correlation exists between the density of trap states and device 

performance. Such correlation is further corroborated by the mobilities of P3HT:CdSe(Py) and 

P3HT:CdSe(tBT) solar cells measured by the transient photoconductivity method.  

 

4.2 Principles of PICTS 

 

    Different from the trapping model based on Gaussian or exponential density of states, the trap 

sites studied by PICTS are assumed to be made up of a series of discrete levels as shown in 
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Figure 4.1. Two correlated processes, trapping and detrapping between the trap levels and 

mobility edges (HOMO and LUMO), happen randomly.  

 

Figure 4.1: The trapping model in semiconductors for PICTS method.  

    For PICTS measurements, a cell is excited by a light pulse and the transient photocurrent is 

recorded. Once the light is switched off, after the initial carrier sweep-out, the primary 

contribution to the photocurrent tail is the emission of carriers that were trapped during 

photoexcitation. To simplify the complicated underlying physics of transient photocurrents, it is 

assumed that carrier retrapping and recombination is negligible in the later part of the 

photocurrent tail when carrier concentrations are low. A multi-exponential photocurrent decay is 

expected if there are several active trap levels. Without assuming specific details about the trap 

levels, the transient photocurrent can be described by the expression [71] 

 
𝐼(𝑡) = 𝐶∫ 𝑁𝑇

∞

0

(𝑓)𝑓exp(−𝑓𝑡)𝑑𝑓 
 

 

                                                                                                                                                   ( 4.1) 
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where f is the emission rate of trapped carriers (s
-1

), NT is the trap emission spectrum as a 

function of emission rate (s×m
-3

), and C is a proportionality factor (A×s×m
3
). In the case of a 

thermally activated detrapping process, the trap emission rate, activation energy, and  

temperature are related via[71]  

 
𝑓 = 𝑓0exp(−

𝐸𝑇
𝑘𝑇
)  

                                                                                                                                                 ( 4.2) 

where ET is the activation energy (eV), k is the Boltzmann constant (eV×K
-1

), T is the 

temperature (K), and f0 is a proportionality factor (s
-1

). For a crystalline inorganic semiconductor, 

f0 = σvthNc,v, where σ is the capture cross section (m
2
), vth is the carrier thermal velocity (m×s

-

1
), and Nc,v is the effective density of states in the conduction band or the valence band (m

-3
). In 

the framework of the Miller-Abrahams hopping model, which is the model used herein, the 

proportionality factor f0, known as the attempt-to-escape frequency, is considered to be 

temperature independent[70], [72], [73]. 

    The trap emission spectra can be obtained by solving a least square problem based on 

Equation ( 4.1) with non-negativity constrained Tikhonov regularization using cross-validation 

for model selection as illustrated in Figure 4.2, which will be discussed in the next section. We 

can extract the trap emission peaks from photocurrent transients measured at different 

temperatures, and determine dominant activation energies by fitting Equation ( 4.2) in Arrhenius 

plots.  

 

4.3 Data Processing of PICTS 

 

    The data processing of PICTS is essentially solving an inverse problem which finds the 

spectral response in emission rate (with the unit of frequency) domain from the transient signal 

in the time domain, as described by Equation ( 4.1). However, this is a non-trivial process. 
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Figure 4.2: The PICTS data processing workflow.  

Discretization 

    The first step is the discretization of the right-hand side of Equation ( 4.1). Owing to its high 

dynamic range, we discretize f-axis logarithmically into fi ( i = 1…Nf,) as 

 

 

with  

fi = fminθ
i−1 

θ = (
fmax
fmin

)

1
Nf−1

 

 

                                                                                                                                                   ( 4.3) 
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where fmax and fmin are the upper and lower bounds of the f grid, and Nf  is the number of 

discretization points.  

Regularization  

    Contrary to the simplistic look of Equation ( 4.1) which is commonly known as the Fredholm 

integral equation of the first kind, obtaining the spectrum NT(f) from it is not trivial. The ill-

posed nature of the inverse problem defined by Equation ( 4.1) makes the solution vulnerable to 

noise if only direct matrix inversion is used [74]. This is always a problem because experimental 

data contain noise. Here we use a regularization technique that damps the influence of noise 

while maintaining reasonable fits to the data. With the assumption that the optimal and most 

physically meaningful solution provides the best fit with the minimal fluctuation of the obtained 

spectrum from the inverse transform, we choose the widely used Tikhonov regularization of 

zero-order (regularization matrix being an identity matrix), and transform the problem to finding 

the optimal NT(f) that minimizes the objective function h[NT(f)] as follows: 

 
h[NT(f)] =∑|∫ NT(f)f exp(−ft) df

∞

0

− I(t)|

2

t

+ λ2|LNT(f)|
2 

 

 

                                                                                                                                                   ( 4.4) 

where λ is the regularization parameter and L is penalization matrix. Here L is an identity matrix 

which has been widely used in previous work [68]. Note that the first term on the right-hand side 

of Equation ( 4.4) is the residue of the fit, and the second term penalizes the roughness of the 

solution. At the same time, a physically meaningful NT is non-negative, which imposes a 

constraint on the solution. Therefore, the mathematical problem to be solved can be written in 

the form of a typical constrained quadratic programming (QP) problem as 

 Minimize: h[NT(f)] 

Subject to: NT(f) ≥ 0  . 

 

 

                                                                                                                                                   ( 4.5) 

Once λ is given, the problem described in Equation ( 4.5) can be solved using a standard QP 

solver. 

Regularization parameter selection 
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    Since the value of the regularization parameter λ directly impacts the final solution NT(f), it 

has to be chosen with caution. If λ is too large, the solution may be smooth but may not fit the 

experimental data well. If λ is too small, the solution may have a good fit to the data but the 

noise may dominate, making the solution physically meaningless. Without prior knowledge 

about the solution and the noise, “heuristic” parameter selection algorithms are popular choices, 

and L-curve criterion and cross-validation are two of the widely used methods: 

1) L-curve criterion. This method was proposed and popularized by Hansen [75], [76]. It 

aims to balance the residue of fitting (the first term in Equation ( 4.4)) and the solution 

roughness (the second term in Equation ( 4.4)) by an empirical rule. By sweeping the 

regularization parameter λ from a small value to a large value, a set of solutions can be 

obtained by solving the problem described in Equation ( 4.5). Consequently, we can 

calculate the corresponding residue of fitting and solution roughness associated with each 

λ. When these two quantities are plotted in log-log scale, the so-called “L-curve” is 

obtained because of its L-shape. The L-curve criterion selects the λ at the knee of the L-

curve as the trade-off of those two quantities. A graphical representation of L-curve 

criterion is illustrated in Figure 4.3. Hansen demonstrated that finding the knee point of 

the L-curve could be very fast for unconstrained problems due to its unique properties 

[76]. However, this method, although it performs well for certain problems [75], is very 

empirical and still lacks solid mathematical foundations.  

2) Ordinary cross-validation is a widely used method for model selection which can also be 

applied to calculate the optimal λ in regularization. The basic idea is to use a subset of the 

data to “cross-validate” the model trained by the other part of the data, and search for the 

optimal λ corresponding to the minimum averaged cross-validation error. If there are N 

data points in total, k-fold cross-validation means the whole data set is divided into k 

subparts, and one subpart is used to test the model built by the other (k-1) subparts in a 

single iteration. Therefore, k-fold cross-validation is also called leave-(N/k)-out cross-

validation since there are N/k points left out when building the model each time. It is easy 

to find that there will be N×k iterations in total for an ordinary cross-validation 

calculation. The ordinary cross-validation procedure is as follows:  

a) Generate λ grid [λ1, λ2, …, λN]. 

b) In j
th

 iteration of each λi, for each pj ∈ (p1, p2, …, pk) where pj is the a data subset, 
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compute the solution with the model without data subset pj. And then compute the 

cross-validation error ϵj by testing the solution with data subset pj for this iteration.  

c) Compute the averaged cross-validation error for this λi with the Equation ( 4.6). 

 

𝜖𝐶𝑉(λ𝑖) =
1

𝑘
∑𝜖𝑗(λ𝑖, 𝑝𝑗)

𝑘

𝑗=1

 

 

 

                                                                                                                                                 ( 4.6) 

d) Proceed to the next λi, and plot the averaged cross-validation error against λ grid. 

Find the optimal λ corresponding to the minimum error.  

 

    A graphical demonstration of 5-fold ordinary cross-validation for our PICTS data processing 

can be found in Figure 4.4.  

    Here we use ordinary cross-validation thanks to the suggestion from Dr. Daniel Weller.  

 

 

Figure 4.3: A graphical demonstration of the principle of L-curve criterion. λ is the 

regularization parameter.  
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Figure 4.4: A graphical demonstration of 5-fold ordinary cross-validation for PICTS data 

processing.  

 

Numerical test 

    To show the effectiveness of the workflow, we ran a numerical test as follows. An artificial 

trap emission spectrum consisting of three discrete delta-function peaks Table 4.1 was generated. 

The corresponding noise-free transient current was calculated using Equation ( 4.1), and white 

noise was superimposed on the noise-free transient, as illustrated in Figure 4.5(a). The solution 

as shown Figure 4.5(b) was obtained after applying 10-fold cross-validation. After fitting the 

peaks with Gaussian profiles, the center frequencies and the areas under each peak were 

computed; the results were also tabulated in Table 4.1. The center frequencies of the solution 

were close to the original input, with the slowest component being the most error-prone due to 

the influence of the noise. The areas under each peak corresponded to the peak strength.  
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Table 4.1: The parameters of the input artificial spectrum and the solution. fc and A are the 

center frequencies and areas of the peaks. 

Peak # 1 2 3 

Artificially generated 

input 

fc 1 0.3 0.1 

A 3 1 0.5 

Solution 

(Figure 4.5 (b)) 

fc 0.99 0.27 0.08 

A 3.05 1.05 0.43 

 

 

 

Figure 4.5: (a) The transient current corresponding to the artificially generated spectrum in 

Table 4.1but with additive white noise. (b) The solution to the inverse transform of the 

transient current in (a) with 200 sampling points in f-space. 

 

4.4 Experiments and Discussion 

 

    The synthesis of CdSe nanocrystals, the Py and tBT ligand exchange, and device fabrication 

are documented elsewhere [64]. The DC characteristics of P3HT:CdSe(tBT) and 

P3HT:CdSe(Py) cells are listed in Table 4.2.  
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Table 4.2: The open-circuit voltage (Voc), short-circuit current density (Jsc), fill factor (FF) 

and power conversion efficiency (PCE) of P3HT:CdSe(tBT) and P3HT:CdSe(Py) hybrid solar 

cells. The device parameters were measured under AM1.5G illumination at 1 sun. 

 Voc (V) Jsc (mA·cm
-2

) FF PCE (%) 

P3HT:CdSe(tBT) 0.74 6.6 0.54 2.6 

P3HT:CdSe(Py) 0.69 4.2 0.50 1.5 

 

    For PICTS measurements, a cell was placed inside a liquid-nitrogen-cooled, continuous-flow 

cryostat. There were two temperature sensors: one was used to monitor the temperature of the 

cryogenic base underneath the sample substrate, and the other was placed next to the device 

being measured. The measured temperature variation of the device was less than 0.3 K over a 

period of 0.5 h. Although a large reverse bias was preferred to minimize the influence of 

recombination on the transient photocurrent tail [77], the devices were measured at short-circuit 

condition to minimize the potential long-term electrical instability of P3HT:CdSe devices and 

suppress the dark current floor. Electrical pulses with repetition rate of 0.2 Hz and pulse width of 

3 ms were generated from an Agilent 81110A pulse generator and used to produce optical pulses 

from a 405-nm laser diode. The low pulse duty cycle ensured that the cell recovered to 

equilibrium after each excitation. The photocurrent was driven to a relatively flat plateau by the 

optical pulse to ensure enough trap filling before the decay. The photocurrent decay was 

measured when the laser was switched off. The photocurrents were amplified by an SR570 low-

noise preamplifier and were recorded by a National Instrument USB-6211 data acquisition unit. 

Measurements were performed from 200 K to 250K. To minimize the influence of the initial 

sweep-out and recombination currents, which usually finished after several microseconds for 

similar material systems such as poly(3-hexylthiophene-2,5-diyl):6,6-phenyl-C61-butyric acid 

methyl ester (P3HT:PCBM) [46], [78], only the transient data later than 0.01 ms after the falling 

edge were processed. The end point of the time window was limited by either the signal-to-noise 

ratio or the repetition rate. The current reached the noise floor of the experimental setup after 

several hundred milliseconds and was limited by the Johnson noise, which was primarily due to 

the finite shunt resistance of the hybrid solar cells. To ensure a well-conditioned matrix during 

the inverse transform, we sampled points logarithmically equidistant in time scale [79], [80] for 

each temperature. 
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    A very similar setup was used for the transient photoconductivity measurement at room 

temperature. The device was biased at -3V, and was photoexcited by 200-ns wide 405-nm laser 

pulses with 20 Hz repetition rate. The fast transient photocurrent decay was recorded by a high-

speed Agilent DSO81004B oscilloscope that had 50-Ohm input impedance. For these 

measurements the device area was reduced to remove RC time constant effects on the transients.  

    Figure 4.6 (a) shows four typical PICTS transient photocurrents. The system RC time constant 

is no larger than 0.5 µs, and thus should not be a limiting factor in the photocurrent decay shown 

in Figure 4.6 (a). While the level of photocurrents is related to both carrier mobility (which is 

also a function of temperature) and the detrapping rate, the decay rate of the photocurrent tails is 

a stronger indicator of the detrapping rate and less correlated to the carrier mobility in our PICTS 

model. For both the P3HT:CdSe(tBT) and P3HT:CdSe(Py) devices, the photocurrent tails decay 

faster at higher temperatures. This is not surprising considering the detrapping rate decreases 

with temperature according to Equation ( 4.2). A closer look at all transients in Figure 4.6 reveals 

that the initial fast decay components correspond to Peak #1 in Figure 4.6 (c) and Figure 4.6 (d). 

However, the fast initial decay component is less obvious in 243.5 K because the adjacent slower 

decay component, Peak #2 in Figure 4.6(d), is faster at 243.5 K compared to 198.7 K. On the 

other hand, when compared at similar temperatures, the photocurrent tails of the P3HT:CdSe(Py) 

device decay slower than P3HT:CdSe(tBT), an indication of deeper levels in P3HT:CdSe(Py). 

Generally, it is intuitive to understand and correlate the qualitative features of transient 

photocurrent decays to material properties. A more quantitative understanding can be obtained 

by applying PICTS analysis, which we discuss in further detail later. 
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Figure 4.6: (a) Typical PICTS transient photocurrents; (b) typical trap emission spectra after 

the inverse transform of transients; (c) Arrhenius plot of P3HT:CdSe(tBT); (d) Arrhenius plot 

of P3HT:CdSe(Py). 

    Figure 4.6 (b) shows two typical processed trap emission spectra. The strength of the peaks in 

Figure 4.6 (b) is defined as C∫NT (f)df , where ∫NT (f)df is the trap density and C is a 

proportionality factor in Equation (1), which can be obtained by calculating the area under each 

peak. The peak strength is plotted versus peak number in Figure 4.7 (a). Although the absolute 

values of trap densities are not determined, we can still compare the relative trap densities among 

different trap levels in a single system. It can be seen that the three deepest levels are more 

prominent than the shallow levels in term of trap densities for both P3HT:CdSe(Py) and 

P3HT:CdSe(tBT) systems. The spectrum broadening around each peak (between 40-100 meV) is 

fitted with a Gaussian distribution and is plotted in Figure 4.7 (b).  
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    The emission peaks and their fitting are shown in the Arrhenius plots in Figure 4.6 (c) and 

Figure 4.6 (d). The trap activation energies ET can be estimated with least square linear fitting on 

Equation ( 4.2).The values of ET determined by the method are summarized in Table 4.3. The 

fitting error (δE) associated with the activation energies is also estimated with a t-distribution 

with 95% confidence interval, assuming that the noise of each data point in Figure 4.6 (c) and 

Figure 4.6 (d) is normally distributed. Note that the δE in Table 4.3, only an indicator of the 

fitting, should not be confused with the energetic broadening to be discussed later.  

Table 4.3: The trap activation energies (ET) and its deviation (δE) of P3HT:CdSe(tBT) and 

P3HT:CdSe(Py) hybrid solar cells extracted from the Arrhenius plots in Figure 4.6 (c) and 

Figure 4.6 (d). Some ET and δE values are not given because they are too shallow to be 

recognized. Note that δE only represents how far the fitted results can be from the “real” 

values, not the energetic broadening. 

Peak # P3HT:CdSe(tBT) P3HT:CdSe(Py) 

ET (meV) δE (meV) ET (meV) δE (meV) 

1 - - - - 

2 - - 39 1 

3 17 10 39 4 

4 36 26 46 12 

5 48 14 149 47 

6 69 14 258 44 

 

    The trap densities (proportional to peak strength) and energetic broadening are described by 

the visualization in Figure 4.8. The first peaks in both hybrid systems are too shallow to be 

confidently analyzed using PICTS, and they may possibly be an artifact of the free carrier sweep-

out at early timescales, which shows much weaker temperature dependence than the trapping and 

detrapping processes. A stark difference in trap state energies is observed for the two deepest 

lying levels in the two hybrid systems under investigation. The deepest traps in the 

P3HT:CdSe(Py) system are 100-200 meV deeper than the analogous levels observed in the 

P3HT:CdSe(tBT) system. This indicates that one major effect of the tBT ligand is the passivation 

of deep-level traps that are otherwise observed for P3HT:CdSe(Py). The conclusion is self-
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consistent with the fact that P3HT:CdSe(tBT) demonstrates superior photovoltaic performance 

than P3HT:CdSe(Py) as shown in Table 4.2.   

 

Figure 4.7: (a) Trap emission strength and (b) energetic broadening (𝝈𝑬𝑻) of 

P3HT:CdSe(tBT) and P3HT:CdSe(Py) devices.  

    Transient photoconductivity measurements were performed on the same solar cells for the 

purpose of comparing the carrier mobilities, and the results are shown in Figure 4.9 and Table 

4.4. Based on the PICTS analysis, it would be expected that P3HT:CdSe(tBT) devices exhibit an 

enhanced mobility relative to P3HT:CdSe(Py) devices. The carrier mobility of P3HT:CdSe(tBT) 

devices is measured to be 1×10
-4

 cm
2
×V

-1
×s

-1
 compared to 3×10

-5
 cm

2
×V

-1
×s

-1
 for 

P3HT:CdSe(Py) devices. We attribute the lower carrier mobility in P3HT:CdSe(Py) bulk 

heterojunctions to the deeper trap state levels or enhanced energetic disorder, which is consistent 

with well-known mobility models such as Gaussian disorder model[81] and correlated disorder 

model[82], [83]. 
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    However, the physical interpretation of the mobilities measured by transient photoconductivity 

of our P3HT:CdSe devices is not straightforward and conclusive. In the traditional time-of-flight 

measurement with transient photoconductivity, the film thickness is much larger than the 

absorption depth of the incident light so that most of the photogeneration occurs only in one end 

of the film, and the type of carrier associate with the measured mobility can be easily 

distinguished [84], [85]. However, this assumption is not valid for thin-film systems such as the 

P3HT:CdSe cells studied here. Rather, photogeneration occurs throughout the film owing to its 

thickness of only ~ 100 nm. Therefore, the contributions to the total photocurrent decay by 

electrons and holes may not be easily separated unless there is a significant difference in the 

magnitude of the mobilities. Cowan et al. assumed a large difference in the magnitude of the 

mobilities of the fast and slow carriers, and extracted mobilities by fitting the initial and later 

parts of a single photocurrent decay curve [46]. However, as stated previously, such assumption 

may not hold if the film is not optically thick, and the fitting of the slow carrier may be subjected 

to the influence of the noise floor. At the same time, Couderc et al. used transient 

photoconductivity to extract the mobilities of electrons and holes in P3HT:CdSe systems by 

measuring optically thick films [85]. However, it is well-known that the change in the thickness 

of an organic film induces change in the film morphology, making the mobility dependent on the 

film thickness [86]. Therefore the mobilities measured by Couderc et al. may not fully reflect the 

mobilities in our thin-film P3HT:CdSe systems. Given the difference in the magnitude of 

mobilities measured by different people and the ambiguity in the type of carriers with which the 

mobilities are associated  [85], [87]–[89], we think that we have extracted the “average” mobility 

of electrons and holes from two-carrier photocurrent transients. This “average” mobility, 

although not distinctive by nature, can still reveal the effect of the surface ligands on the 

properties of the overall material system. 
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Figure 4.8: The visualization of the trap parameters in Table 4.3 and Figure 4.7.  

 

Figure 4.9: (a) Fast photocurrent transient decay normalized to the peak values for 

P3HT:CdSe(tBT) and P3HT:CdSe(Py); (b) Log-log plots providing a quantitative value of the 

transit times (ttr).  

    As shown in Figure 4.10, we have performed transmission electron microscopy (TEM) 

analysis on the hybrid films of P3HT:CdSe(Py) and P3HT:CdSe(tBT) to study the film 

morphology. We can observe clear percolation networks for both systems with minor difference. 

Both films have also been analyzed with atomic force microscopy (AFM). We see RMS 

roughness of 1 nm on the P3HT:CdSe(Py) film and 3nm on the P3HT:CdSe(tBT) film. 
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Therefore, we have observed difference, although not significant, in the film morphology owing 

to the different surface ligands. It is known that the film morphology, trap states, and carrier 

mobility are inter-correlated in an organic thin film [90], [91]. However, the exact physics of 

such correlation in P3HT:CdSe systems should be investigated with greater details in the future. 

    Although PICTS can measure trap levels in numerous material systems, it cannot determine 

whether a trap is donor-type or acceptor-type because the contributions of emitted electrons and 

holes are indistinguishable in photocurrent analysis. Occasionally, this indistinguishability may 

give rise to close activation energies with very different emission rates (for example, the 2
nd

 and 

3
rd

 peaks in P3HT:CdSe(Py)). One hypothesis is that they belong to different types of traps: one 

being an electron trap and the other a hole trap. Future work is needed to determine their exact 

physical properties. 

    Understanding the trap density of states (DOS) of organic or hybrid solar cells is beneficial 

owing to its correlation with photovoltaic performance. Typically, the trap DOS is empirically 

assumed to be exponential or Gaussian in device modeling[92]. Under this assumption, the 

disordered properties of DOS are manifested by a “dispersive transport” model [47], which can 

be experimentally characterized by the transient photoconductivity method[48], [77]. Based on 

this model, it is reported that both open-circuit voltage and short-circuit current are reduced with 

increased energetic disorder [93]. On the other hand, MacKenzie et al. found localized trap DOS 

in P3HT:PCBM systems using a combination of transient photocurrent measurements and device 

modeling [94]. Our work extracts localized DOS from transient photocurrents, with the 

assumption that DOS is made up of broadened discrete trap levels. Despite the difference in the 

initial assumption on DOS and quantitative details of data processing from the Gaussian disorder 

model, we also reach a strong conclusion that is consistent with the DC performance of 

P3HT:CdSe hybrid solar cells treated with Py and tBT ligands. Thus, this work provides a 

supplemental perspective for understanding the electronic energy landscape within hybrid solar 

cells.  

Table 4.4: Mobilities of P3HT:CdSe(tBT) and P3HT:CdSe(Py) solar cells extracted by the 

transient photoconductivity method. 

Device ttr (ns) µ (cm
2
V

-1
s

-1
) 
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P3HT:CdSe (tBT) 55 110
-4

 

P3HT:CdSe (Py) 170 310
-5

 

 

    

 

Figure 4.10: TEM images of (a) P3HT:CdSe(Py) and (b) P3HT:CdSe(tBT) BHJ films. 

 

4.5 Summary 
 

    We have demonstrated the first application of PICTS analysis in hybrid solar cells comparing 

the effects of two well-utilized CdSe surface ligands on the photocurrent characteristics of 

P3HT:CdSe hybrid systems. Based on a numerical analysis, we detect four and five trap 

emission peaks in P3HT:CdSe(tBT) and P3HT:CdSe(Py) systems,  respectively. Compared with 
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Py treatment, tBT ligand treatment results in the passivation of the deepest trap levels in 

P3HT:CdSe hybrids. The obtained PICTS results agree with the DC characteristics of 

P3HT:CdSe(tBT) and P3HT:CdSe(Py) hybrid solar cells and the mobility results extracted by 

transient photoconductivity. This work demonstrates a useful technique to help understand the 

energetics of hybrid material systems, and provides physical parameters for device modeling. 
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Chapter 5 : Low-Frequency Noise Spectroscopy 
 

5.1 Noise in Semiconductors 
 

    Noise is the random fluctuation of signals or their physical representations and is ubiquitous in 

the universe. It is present in phenomena with very different scales, such as galactic radio waves 

[95],  seismic waves [96], and quantum effect [97]. Noise is usually modeled by random 

processes and non-deterministic by nature.  

    Noise has been an active research interest in the community of semiconductor materials and 

devices for decades. Studying the noise in semiconductors is important and meaningful because:  

 Noise limits the quality of signal generation and detection. The inherit noise of 

semiconductor devices (e.g., BJTs, FETs, diodes, etc.) will impact the performance of 

active components such as amplifiers, detectors and oscillators. For example, the 

sensitivity of amplifiers and detectors is directly related to the noise floor, and the timing 

jitter of high-Q oscillators is determined by their phase noise. Understanding the noise in 

those semiconductor devices is a very meaningful task in order to make high-

performance instruments. 

 Noise reflects the underlying physical processes in semiconductor materials and devices. 

The charge carrier transport plays a central role in the performance of semiconductor 

devices. Probing the physical parameters such as carrier mobility and lifetime through the 

noise measurement of the devices provides an invaluable supplemental perspective that 

complements other characterization techniques.   

 

    There are several types of noise associated with semiconductor devices:  

1) Thermal noise (Johnson noise or Johnson-Nyquist noise [98], [99]). This type of noise is, 

as its name suggests, generated by the random thermal agitation of carriers. It is present 

in any material or device with resistance R. The noise source can be either represented by 

a voltage source Vn or current source In after Thevenin or Norton equivalence, as shown 

in Figure 5.1 and Equations  ( 5.1) and ( 5.2)): 
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 𝑉𝑛
2̅̅̅̅ = 4𝑘𝑇𝑅∆𝑓  

 

                                                                                                                                                   ( 5.1) 

 
𝐼𝑛
2̅ =

4𝑘𝑇

𝑅
∆𝑓 

 

 

                                                                                                                                                   ( 5.2) 

where k is the Boltzmann constant, T is the temperature, R is the source resistance, and 

Δf is the bandwidth. The noise is “white” in Equations  ( 5.1) and ( 5.2)) as the spectrum 

density is independent of the frequency. The whiteness approximation is valid until the 

frequency is high enough (usually around THz) that it becomes necessary to invoke 

correction by Planck’s law, which is not a major concern for the semiconductor devices 

in this dissertation.  

 

 

Figure 5.1: (a) Thevenin and (b) Norton representation of noise sources.   

2) Shot noise. This type of noise originates from the randomness of carriers that penetrate an 

energy barrier (e.g., p-n junction) as indivisible units of charge. Therefore, shot noise is 

only present in junction devices such as diodes or BJTs. The noise can be characterized 

as a current source as in Equation ( 5.3) 
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 𝐼𝑛
2̅ = 2𝑞𝐼0∆𝑓  

 

                                                                                                                                                   ( 5.3) 

where q is the unit charge, and I0 is the DC current. It can be seen that shot noise will 

play a significant role when the current is high.  

3) Generation-recombination (G-R) noise. In a semiconductor, a crystal defect can give 

function as a “generation-recombination center”, where the carrier can be randomly 

captured or released. The fluctuation of the number of carriers during such processes is 

reflected on the fluctuation of macroscopic quantities such as voltage or current. Thus the 

corresponding noise is referred to as generation-recombination (G-R) noise, and its 

spectral density function is in form [100] 

 

 
𝑆𝑛(𝑓) = (∆𝑁)

2̅̅ ̅̅ ̅̅ ̅̅ 4𝜏

1 + (2𝜋𝑓𝜏)2
 

 

 

                                                                                                                                                   ( 5.4) 

where τ is the G-R lifetime, and (∆𝑁)2̅̅ ̅̅ ̅̅ ̅̅  is the variance of carrier number. For a given G-R 

center (a given τ), the spectral density function is Lorentzian, which is a different from 

the white noise of thermal noise or shot noise.  

4) Random telegraph signal (RTS) noise (or popcorn noise). The time-domain signal of RTS 

noise looks like a series of binary waves with constant amplitude but random pulse width. 

Carrier trapping and detrapping by a single trap can cause this. For example, the drain 

current of a MOSFET may demonstrate RTS behavior even with constant drain-source 

and gate-source biases, owing to the modulation of carrier numbers in the channel by an 

oxide trap in an ultrathin gate [101]. The spectral density function of RTS noise is very 

similar to G-R noise, as shown in Equation ( 5.5) [100]:  

 
𝑆𝑛(𝑓) ∝

𝐼0
2

1 + (2𝜋𝑓/𝑓𝑅𝑇𝑆)
2
 

 

 

                                                                                                                                                   ( 5.5) 

where I0 is the average current, and fRTS is the RTS corner frequency which can be further 
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written as  

 
𝑓𝑅𝑇𝑆 =

1

𝜏�̅�
+
1

𝜏ℎ̅̅ ̅
. 

 

 

                                                                                                                                                   ( 5.6) 

Here 𝜏�̅� and 𝜏ℎ̅̅ ̅ are the average time of pulse at low and high level.  

5) 1/f noise (flicker noise). 1/f noise refers to the type of noise with power spectral density 

inversely proportional to the frequency in the low-frequency region (near DC). Such 

behavior was translated to the audible “flickering” sound in the radio receiver in the early 

days of radio and that was the origin of the term “flicker noise”. 1/f noise is a ubiquitous 

phenomenon: it can be found in other completely different situations, such as heart beats, 

brain waves, stock markets, experimental psychology, and more [102]. Since the origin of 

1/f noise is complicated and its power spectral density may not exactly follow the “1/f” 

trend, a more generalized term, “low-frequency noise” (LFN), is also frequently used. For 

semiconductor devices such as MOSFETs, although there is still some disagreement on 

the origin of the LFN, number fluctuation [103], [104] and mobility fluctuation [105]–

[107] are two of the leading theories that can explain significant subsets of the 

observations thus far.  

    In the theory of number fluctuation, the number of carriers in the device is modulated 

by the trapping and detrapping processes associated with crystal defects[103]. This is 

similar to the underlying physical processes for generation-recombination noise. For 

example, in MOSFETs, the carriers in the channel can be randomly captured by the 

defect states in the gate oxide before being released (Figure 5.2 (a)). In a p-n junction 

diode, similar processes can occur in the space charge region, or near the surface where 

surface trap states are formed (Figure 5.2 (b)). The power spectral density of the low-

frequency noise owing to number fluctuation will be Lorentzian, which is not “1/f” like. 

However, when there are multiple defects acting as G-R centers, the “1/f” signature is 

formed by the superposition of multiple Lorentzians (similar to (Equation ( 5.4)), which 

is illustrated in Figure 5.4. When the defects are distributed continuously in the material, 

the exact “1/f” signature is obtained by integrating Equation ( 5.4) in space [103]. Since 

the carrier trapping and detrapping are often related to the non-idealities in the 

semiconductor surface, the 1/f noise generation due to number fluctuation is also referred 
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as the “surface effect”.  

    In the theory of mobility fluctuation, as the name suggests, the current fluctuates as a 

result of fluctuations in the mobility, even if the number of carriers in transport is always 

constant. The power spectral density is derived by Hooge for a homogeneous media as 

follows:  

 

 
𝑆𝑛(𝑓) =

𝛼𝐻𝐼𝐷𝐶
𝛾

𝑓𝛽𝑁
 

 

 

                                                                                                                                                   ( 5.7) 

where IDC is the DC current following through the device, N is the number of carriers 

participating in the charge transport, γ is a constant related to the physical properties of 

materials and devices, and β a constant close to 1 which gives rise to “1/f” signature. For 

inhomogeneous media such as BJTs, MOSFETs or diodes, Equation ( 5.7) does not 

directly apply and should be reworked. However, in the end it does not change the “1/f” 

behavior of the power spectral density.  

 

 

Figure 5.2: Carrier fluctuation caused by the trapping and detrapping in (a) a MOSFET and 

(b) a diode.  
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Figure 5.3: The illustration of how G-R noise resulted from multiple defects can give rise to 

“1/f” signature.  

6) Avalanche noise. This type of noise is only present in semiconductor devices that exhibit 

impact ionization such as avalanche photodiodes or avalanche transistors that operate at 

very high electric fields. The randomness of the impact ionization events gives rise to 

excess noise that is different from the other noise types mentioned above. Since devices 

studied in this dissertation do not operate under such extreme conditions, this noise type 

is not discussed here. 

 

    Understanding the low-frequency noise (LFN) in electronic devices, such as diodes [108], 

[109] and transistors [110], has been an active topic since the 1950s [103], [104]. The correlation 

of LFN to material quality and device reliability has also made it a useful non-intrusive 

characterization tool [111]–[114]. Recently, LFN studies have also been extended to non-

traditional materials and devices, such as nanowire transistors [115], [116], graphene devices 

[117], organic light-emitting diodes [118], and organic thin-film transistors [119], [120]. 

However, there are few reports of noise measurements on polymer solar cells. Bag et al. 

correlated the LFN of P3HT:PCBM BHJ solar cells with light-induced degradation [121]. Landi 

et al. investigated the dark LFN noise of P3HT:PCBM BHJ organic solar cells and correlated the 

noise spectrum with trapping states of the materials [122]. Nevertheless, the understanding of the 

relationship between LFN and carrier transport is still largely incomplete. The focus of the rest of 

this chapter will be on the measurement of 1/f noise in solar cells and photodiodes, and 

understanding how 1/f noise is related to the device physics. 
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5.2 Low Frequency Noise in Organic Solar Cells 

 

    Organic solar cells are promising renewable energy sources that can achieve low production 

cost and extremely high production rates [15], [123]. Recent efforts have resulted in the highest 

power conversion efficiency of 10.7 % reported by Mitsubishi Chemical [18], and the 

performance continues to improve. However, many challenges to understanding the underlying 

physics remain, such as the exciton loss mechanism [124], carrier recombination, and charge 

transport mechanisms [78], [125]. 

    The poly (3-hexylthiophene-2,5-diyl) (P3HT) and [6,6]-phenyl C61-butyric acid methyl ester 

(PCBM) bulk heterojunction (BHJ) organic solar cell is a polymer-based organic photovoltaic 

device that has been extensively studied. It is well known that the thermal annealing conditions 

during the fabrication of P3HT:PCBM cells have a significant impact on the device 

characteristics, such as absorption spectra, series resistance [126], [127] and carrier mobilities 

[52]. Devices show better performance as the annealing temperature increases up to a certain 

level, usually between 110 
o
C and 160 

o
C depending on the fabrication conditions [127]. 

Studying the origin of such phenomenon will benefit the optimization of the fabrication organic 

solar cells. However, the traditional studies on the thermal annealing effect using current-voltage 

(IV) characteristics and atomic force microscopy (AFM) only reveal limited information related 

to carrier dynamics [127]. Additional methods can provide additional physical insights.    

    We study the dark LFN of P3HT:PCBM BHJ solar cells that are thermally treated at different 

annealing temperatures. The noise spectra of both the forward and reverse biased devices are 

measured and analyzed. In the forward bias, we show that the LFN level is proportional to the 

ratio of Hooge’s parameter to carrier recombination lifetime, and LFN is higher for devices 

annealed at lower temperatures. Under reverse bias, the noise mechanisms are more complex 

since another noise generating process (i.e., tunneling current noise) becomes prevalent. We also 

demonstrate that the low-frequency noise is a material quality indicator related to the device 

performance.  

    The fabrication of P3HT:PCBM BHJ organic solar cells is described in Chapter 1. The active 

area of the devices was approximately 1 mm
2
. The active layer thickness was 85 ± 5 nm as 
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measured by a Veeco Dektak profilometer. The photovoltaic performance was characterized by a 

calibrated Oriel solar simulator, and the results are tabulated in Table 5.1. The dark current-

voltage (IV) characteristics were measured with a Keithley 2400 source meter. 

Table 5.1: Open-circuit voltage (Voc), short-circuit current density (Jsc), fill factor (FF), and 

power conversion efficiency (PCE) of P3HT:PCBM BHJ solar cells annealed at 60 
o
C, 95 

o
C, 

110 
o
C and 140 

o
C. 

Temperature (
o
C) Voc (V) Jsc (mA/cm

2
) FF PCE 

60 0.56 6 0.39 1.3% 

95 0.58 6 0.39 1.3% 

110 0.60 8 0.45 2.2% 

140 0.62 8 0.49 2.4% 

 

 

Figure 5.4: The circuit diagram for the low-frequency noise measurement. The bias on the 

devices under test is applied from the SR570 amplifier. C1 and R1 make a high-pass filter with 

3dB cut-off frequency of 0.3 Hz. C2=1 nF, R2=10 kΩ, and R3=1 kΩ. 

    Figure 5.4 shows the experimental setup of the low-frequency noise measurement. The dark 

current from the organic solar cell was first amplified by an SR570 low-noise transimpedance 

amplifier (from Stanford Research Systems), which also provided the bias to the device under 

test. The device is placed in a metal case for measurement. The maximum bias voltage from the 

SR570 was ±5V, which was sufficient for our application (-1V to 1V depending on the dark 

current level). The output signal from the SR570 was passed through a high-pass filter, and then 

further amplified by a voltage amplifier built from a low-noise operational amplifier (OPA227 
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from Texas Instruments). The SR570 amplifier was bandwidth limited below 10 kHz or 2 kHz 

depending on the gain. The 3dB cut-off frequency of the high-pass filter was 0.3 Hz. The output 

voltage of the SR570 was kept below ±1V to ensure that the amplifier operated in the linear 

region. For the second amplifier, C2 = 1 nF, R2 = 10 kΩ, and R3 = 1 kΩ. The amplifier showed 

stable behavior during a frequency sweep test up to 20kHz. Both amplifiers were powered by 

±12 V batteries for better noise immunity. The final output signal was digitized by a National 

Instruments USB-6211 data acquisition unit. The current noise power spectra were calculated by 

Fast Fourier Transform (FFT). To smooth the noise power spectra, 100 FFT traces were 

averaged based on Welch’s method [128], [129] for each measurement. All of the measurements 

were done at room temperature. Although no systematic test on how the temperature influenced 

the LFN was done, two identical measurements carried out within a 10-hour interval showed 

very similar results. 

    Figure 5.5 shows the dark IV characteristics of four P3HT:PCBM organic solar cells annealed 

at different temperatures. Under low forward bias (below 0.5 V), the IV characteristics of the 110 

o
C and 140 

o
C samples follow the diode equation  

 
I = I0(e

qV
nkT − 1)  

   ( 5.8) 

where I0 is the reverse saturation current and n is the ideality factor. I0 and n can be obtained by 

fitting the curves in Figure 5.5 to Equation    ( 5.8) between 3kT/q and 0.5 V. We find I0 and n to 

be 6.0 × 10
-8

 A/cm
2
 and 1.5, respectively, at 110 

o
C, and 2.7 × 10

-8
 A/cm

2
 and 1.8 at 140 

o
C. The 

IV characteristics of the devices annealed at 60 
o
C and 95 

o
C are symmetric in the low forward 

and reverse voltage range. This is an indicator of significant shunt leakage current, which is 

common in organic solar cells [130]. Since the IV characteristics deviate from Equation    ( 5.8), 

I0 and n were not calculated for the two lower temperatures. 
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Figure 5.5: The dark current-voltage characteristics of four P3HT:PCBM devices annealed at 

60 oC, 95 oC, 110 oC and 140 oC. 

    Figure 5.6 shows four measured LFN spectrum examples for the four different annealing 

temperatures. All measured LFN curves are higher than the reference noise tested with a 1 MΩ 

resistor, which shows negligible LFN in the frequency range of interest. A general expression for 

the current noise power spectral density (PSD) SI has the form  

 
SI ∝

IDC
γ

fβ
  

   ( 5.9) 

where IDC is the DC current level,  β is usually between 1 and 2 for “1/f”-like spectra on different 

devices and operating conditions [112], [131], and γ determines the relationship between SI and 

IDC.  
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Figure 5.6: Four LFN spectrum examples under forward bias. The system noise is tested with 

an 1M ohm resistor. The measured “1/f” slope is around 1.5. 

 

    To compare the LFN of different devices, the current noise PSD at 10 Hz (SI0) is plotted 

against IDC in Figure 5.7. The fitted γ values are listed in Table 5.2. Two distinctive features are 

observed: for 60 
o
C and 95 

o
C, the SI0 ~ IDC relationship is almost linear (γ close to 1) and SI0 is 

relatively symmetric for the forward and reverse bias; for 110 
o
C and 140 

o
C, however, γ is close 

to 1 in forward bias and close to 2 in reverse bias, and SI0 is asymmetric for forward and reverse 

bias. The origin of this phenomenon can be explained in terms of the competition between 

generation-recombination (G-R) current noise and tunneling current noise, which will be 

elaborated later. 
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Figure 5.7: Current noise power spectral density at 10 Hz (SI0) versus forward and reverse DC 

dark currents of devices annealed at different temperatures. 

 

Table 5.2: The fitted γ in Equation    ( 5.9) for devices annealed at different temperatures.  

Temperature (
o
C) γ, forward bias γ, reverse bias 

60 1.0 1.2 

95 1.2 1.2 

110 0.8 1.7 

140 0.8 1.7 
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    Although there is still some disagreement on the origin of the low-frequency noise (LFN) in 

electronic devices, mobility fluctuation [105]–[107] and number fluctuation [103], [104] are two 

of the leading theories that can explain significant subsets of the observations thus far. It is 

instructive to fit the LFN results of P3HT:PCBM BHJ solar cells to the theory of number 

fluctuation, which has as its origin from carrier trapping or surface recombination. The 

superposition of Lorentzian distributions in the frequency space as the result of carrier trapping 

can yield “1/f”-like noise spectra [114]. However, this will result in 𝛾 ≈ 2 regardless of bias 

conditions [132], which contradicts our observations in the forward bias. The origin of 1/f noise 

has also been attributed to surface recombination [133]. However, the planar structure of BHJ 

solar cells does not have an exposed open surface area that can greatly influence the charge 

transport. It follows that number fluctuation does not apply to the BHJ devices structure studied 

in this work. Kleinpenning modeled the LFN generation in p-n junction diodes by extending 

Hooge’s empirical law [106] to inhomogeneous media and derived formulas showing linear 

relationship between SI and IDC in the low voltage range [108], [109]. Here we use 

Kleinpenning’s model to explain some aspects of the LFN results in Figure 5.7. 

    We choose Kleinpenning’s formula for G-R limited current because the calculated ideality 

factors are closer to 2 than 1. In this scenario, the current noise PSD of P3HT:PCBM cells can be 

expressed as follows [108]:  

 
SI =

αHcqIDC
fτr

  

 ( 5.10) 

where αH is the Hooge parameter, IDC is the DC dark current in Equation (1), τr is the carrier 

recombination lifetime, and c=2/3 when the current is dominated by G-R [109]. Equation  ( 5.10) 

can explain the 60 
o
C and 95 

o
C data in Figure 4 very well: γ ≈ 1 and SI0 is symmetric in forward 

and reverse bias. However, for the 110 
o
C and 145 

o
C data SI0 is unambiguously larger in reverse 

bias, and scales quadratically with IDC. This suggests that there is another noise source that 

dominates in reverse bias but not for forward bias. The asymmetry in the noise characteristics 

was also observed in other material systems such as quantum well photodetectors  [134].  
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    Although the reverse current of P3HT:PCBM organic solar cells could increase rapidly 

beyond a specific electric field value (larger than 5 × 10
7
 V/m according to Ref. [38]), there is 

still no report on associating such current breakdown to carrier avalanche. Instead, in Ref. [38], it 

was reported that tunneling current can be the major effect in reverse bias. Therefore, we believe 

impact ionization may not play a major role in the reverse bias for P3HT:PCBM organic solar 

cells.  

    We attribute the excess LFN in the reverse bias from devices annealed at 110 
o
C and 140 

o
C to 

the tunneling current noise. While the total dark current in diodes may consist of diffusion, 

generation-recombination, shunt leakage, and tunneling, only the tunneling current, which 

increases with the electric field [23], [135], is significantly larger in the reverse bias than forward 

bias. The thin active layers of the P3HT:PCBM devices favor a tunneling mechanism. In fact, 

trap-assisted tunneling [136], [137] is probable since organic solar cells are known to have high 

densities of localized states. Previous work has shown that the tunneling current noise PSD 

generally has 𝛾 ≈ 2 for planar devices [138]–[140]. When the device is under forward bias, the 

current noise arises primarily from the recombination current so that 𝛾 ≈ 1. However, the 

tunneling current noise dominates the recombination current noise in the reverse bias for the 110 

o
C and 145 

o
C devices, which drives γ close to 2. At the same time,  𝛾 ≈ 1 in the reverse bias for 

the 60 
o
C and 95 

o
C data indicates that the magnitude of the tunneling current noise may still be 

less than the recombination current noise owing to the higher degree of material disorder which 

facilitates recombination in the active layer.  

    However, the difference in the tunneling current noise is less obvious among the four different 

temperatures. From Figure 5.7, the magnitude of LFN in the reverse bias for the 60 
o
C and 95 

o
C 

devices where the tunneling current noise is not prevalent is no larger than the 110 
o
C and 145 

o
C 

devices where the tunneling current noise dominates. It follows that there is at least no 

significant reduction in the tunneling current noise when the annealing temperature increases. 

While the improved morphology as a result of higher annealing temperature should yield less 

pronounced trap-assisted tunneling, in fact, the tunneling current is also related to other factors 

such as the material band structure and the carrier effective mass [23], [135]. While there have 

been few studies on how the carrier effective mass changes with the annealing temperature, it is 

observed that thermal annealing modifies the band structure of P3HT:PCBM films manifested by 
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the red-shift in the absorption spectrum [126]. Therefore, higher annealing temperature does not 

necessarily result in lower tunneling current noise. Future work is required to understand the 

physical details of the relationship between the tunneling current noise and thermal annealing.   

    It is widely acknowledged that the thermal annealing of BHJ organic solar cells improves the 

crystallinity of the active layer, which further influences the absorption spectrum, series 

resistance [126], [127] and charge transport properties such as the charge carrier mobilities [52] 

and lifetimes [141]. While the traditional methods such as current-voltage (IV) characteristics 

and atomic force microscopy (AFM) only provide qualitative and mingled insights [127], the 

LFN characteristics  provide  a clear indicator of carrier transport properties. The current noise 

PSD in the forward bias can be related to the ratio of the Hooge parameter αH to the carrier 

recombination lifetime τr as shown in Equation  ( 5.10). It is known that the value of αH varies 

with type of material, and a low-value αH usually indicates better material quality and higher 

device reliability [112], [142]. Thermal treatment of BHJ devices usually results in increased τr 

[141]. Figure 5.8 plots the αH/ τr ratio versus annealing temperature. Note that αH/ τr is three 

orders of magnitude less for the 140 
o
C-annealed device compared to the device annealed at 60 

o
C. This is consistent with the observation that P3HT:PCBM devices thermally treated beyond 

the glass transition point have better photovoltaic performance compared to those annealed at 

low temperatures as shown both in Table 5.1 and literature [126]. There is still no report on 

whether αH is also a function of the annealing temperature for P3HT:PCBM BHJ solar cells. To 

extract the carrier lifetimes from the LFN results, the quantitative relationship between the 

Hooge’s parameter and annealing temperatures could be the subject of future work.  
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Figure 5.8: The ratio of the Hooge parameter to the carrier recombination lifetime as a 

function of the annealing temperatures. All values are calculated at IDC = 1×10
-7

 A in the 

forward bias. 

    The LFN measurement has the potential of being applied in organic solar cell manufacturing 

and device optimization. Although the power conversion efficiency is the ultimate benchmark of 

solar cells, it lacks the details that are beneficial for optimization of device performance. The 

underlying physical parameters such as carrier lifetimes provide the guidelines for device 

optimization. Compared with other methods used to measure carrier lifetimes such as transient 

photoconductivity method [46], [78], [143], the transient photovoltage method [144], [145], 

impedance spectroscopy [146] and time-resolved vibrational spectroscopy [147], the LFN 

measurement has the advantage of being compact and not requiring sophisticated test equipment 

in the experimental setup. It can potentially be integrated as part of a more comprehensive testing 

system.  

 

5.3 Low-Frequency Noise in MUTC Photodiodes 

 

    As introduced in Chapter 2, the modified uni-traveling carrier (MUTC) photodiodes are high-

speed and high-power inorganic photodiodes that are widely used in various analog optical links 

[29]–[31]. Recently, MUTC photodiodes have become crucial components in ultrastable 
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microwave generators whose phase noise is significantly lower than their electrical counterparts 

[7]. The difference between various flavors of MUTC photodiodes [32], [148], which is usually 

label as “MUTCx” where x is a numeric number starting at 1, is  essentially the way to manage 

space charge to achieve different design goals, such as high speed or high power. In practice, 

tweaking the thickness of epitaxial layers and doping levels achieve space charge management. 

For the interest of this dissertation, MUTC4 photodiodes that are optimized to operate at 10 GHz 

are investigated.  

    Similar to the organic solar cells, the low-frequency noise (LFN) in MUTC4 photodiodes is 

closely related to their physical properties. LFN measurements in the dark condition have been 

carried out on MUTC4 photodiodes with mesa diameters of 50 µm, 40 µm and 34 µm. The 

measurement circuit is very similar to Figure 5.4. The voltage bias on the photodiodes is 

provided by an SR570 pre-amplifier, and a high-pass filter with 0.3 Hz 3dB bandwidth removes 

the DC offset from the SR570. The gain of the post-amplifier (the second amplifier in Figure 5.4) 

is either 11 or 50 to boost the voltage output from the pre-amplifier above the noise floor of the 

USB-6211. The sampling rate of the data acquisition unit USB-6211 is set to 50 kHz to avoid 

aliasing in sampling. The total sampling duration for each measurement is 10 s, and the noise 

spectrum is obtained with the same FFT routine used in the previous section. 

 

Figure 5.9: The dark low-frequency current noise power spectral density at 10Hz of MUTC4 

photodiodes with different active area sizes in the (a) forward and (b) reverse bias conditions. 
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The dashed-lines indicate the fitted γ value, the power law relationship between the current 

noise power and the DC dark current level.  

    The relationship between the dark low-frequency current noise power spectral density (PSD) 

and DC current level of MUTC4 photodiodes is shown in Figure 5.9 (a) (forward bias) and 

Figure 5.9 (b) (reverse bias). It can be seen that the diameter of the active area does not 

significantly influence the noise level for both forward and reverse bias, an indication that LFN 

is a bulk effect rather than a surface effect. Similar to organic solar cells, the LFN PSD can be 

related to the DC current using Equation ( 5.9). The fitted value of γ in Equation ( 5.9) is close to 

1 (γ~1.2) in the forward bias condition and approximately 2 in the reverse bias condition. The 

asymmetry of the noise characteristics in the forward and reverse conditions suggests there is a 

noise generating process that is prevalent in reverse bias but suppressed in forward bias. Among 

possible noise generation sources such as diffusion, generation-recombination, shunt leakage, 

tunneling, and impact ionization, only the tunneling current noise is much larger in reverse bias 

than forward bias. In fact, the high electrical field in the MUTC4 structure is very likely to make 

the tunneling mechanism pronounced, which will be discussed later in this section.   

    To understand the noise characteristics of MUTC4 photodiodes under illumination, another 

measurement setup as shown in Figure 5.10 was assembled. Different from the single-diode 

configuration shown in Figure 5.4, balanced photodetection is employed to minimize the 

undesirable interference of the common-mode laser noise. Two photodiodes with similar 

physical properties are arranged in series, and they are reverse biased using a pair of positive and 

negative voltage sources. The middle point between the photodiodes is the virtual ground, and 

can be sensed by a low-noise amplifier. A continuous-wave (CW) fiber laser with the emission 

wavelength of 1550 nm is first branched by a 3dB optical splitter, and then coupled into the two 

photodiodes after attenuation. The bias sources, two Keithley 2400 sourcemeter units, also 

measure the photocurrent levels on the photodiodes respectively. The optical power coupled into 

the photodiodes is adjusted to match the photocurrent in each photodiode. If the photodiodes are 

well balanced, only the differential signal from the photodiodes is measured and the common-

mode signals, such as the photonoise induced by the relative intensity noise (RIN) of the CW 

laser and DC photocurrent offset, are rejected. At the same time, there is also uncorrelated 

photonoise associated with the photodiodes themselves. Since this type of noise is uncorrelated 

on two separate photodiodes, the difference is not canceled. It should appear as a zero-mean 
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random current noise that is sensed by the low-noise preamplifier SR570. The root mean square 

of the final photonoise should be the sum of root mean square photonoise from the two 

photodiodes. The voltage output of SR570 is digitized by a National Instrument data acquisition 

unit USB-6211. The noise spectrum is obtained by running the same FFT routine used in the 

dark LFN measurement. Compared with the measurement setup in Figure 5.4, this balanced 

detection scheme not only minimizes the influence of RIN, but also the large common DC offset 

in each photodiode, which can overload the amplifier very easily and prevent the amplifier from 

achieving the required gain in the non-balanced detection configuration.  

    A side note about the balanced photodetection setup shown in Figure 5.10 is that it cannot 

cancel the shot noise from the laser. The quantum nature of the shot noise dictates that the 

number of photons arriving at two photodiodes is subjected to number fluctuation, even though 

these photons are from the same laser and synchronized in time when they leave the laser. That is 

why an ultrastable laser is needed to accurately determine the phase noise floor of a photodiode 

[149]. However, other types of laser noise such as flicker noise or power fluctuation, may have 

different origins from shot noise, and thus may be effectively canceled by balanced 

photodetection. Here we are most interested in the low-frequency part of the spectrum above the 

white noise floor, and balanced photodetection is still a very viable method for this purpose. 

    Before measuring MUTC4 photodiodes, a calibration measurement was carried out on two 

similar packaged commercial photodiodes with responsivities of 0.95 A/W and 0.91 A/W and 

bandwidth of 1 GHz from Applied Optoelectronics Inc. (part number PD1000-FA-10-H-B) to 

ensure that the system worked as expected. The dark current was only a few nA under -5V 

reverse bias. The two packaged single photodiodes were configured as balanced photodiodes 

according to Figure 5.10 for the photonoise measurement.   
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Figure 5.10: Photonoise measurement with balanced photodiodes. 

 

 

Figure 5.11: Multiple repetitive measurements of (a) dark noise and (b) photonoise (DC 

photocurrent ~ 1 mA) of commercial photodiodes from AOI under -5V reverse bias. 

    Figure 5.11(a) and Figure 5.11 (b) show the dark noise and photonoise, respectively, of AOI 

commercial photodiodes under -5V reverse bias. Measurements under identical conditions were 

repeated several times to ensure the consistency of the results. Both shot noise and thermal noise 

should contribute to the overall measured noise. The thermal current noise from a device with 

100 MΩ impedance, which is the lower bound for the impedance of AOI photodiodes under -5V 

bias, is approximately 1.6×10
-28

 A
2
/Hz according to Equation ( 5.3). The shot noise level 

corresponding to the 5 nA DC current is 1.6×10
-27

 A
2
/Hz. Owing to the low dark current level, 

the noise in Figure 5.11 (a) is determined by the amplifier noise floor, which is much larger than 

both thermal noise and shot noise. The noise peak at 60 Hz is primarily due to interference 

coupled from the power lines. The photonoise of the same diodes with photocurrent level of 
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1mA and reverse bias of -5V is plotted in Figure 5.11 (b). We can see that the shot noise, 

calculated to be 5×10
-22

 A
2
/Hz, after multiplication by a factor of 2 because there are noise 

contributions from the two uncorrelated noise sources, is close to the measured noise level, 

which is also well above the amplifier noise floor in Figure 5.11 (a). Although there are “1/f”-

like trends in the noise spectra in both Figure 5.11 (a) and Figure 5.11 (b), they are too weak to 

be correctly quantified at this point. 

    The photonoise associated with different photocurrent levels was also measured, and the 

results are shown in Figure 5.12. The noise spectra do not show significant dependence on the 

bias for the same photocurrent level, an indication that the noise associated with the dark charge 

does not play a big role for this type of photodiode. Also, in Figure 5.12 (c) the “1/f” signature in 

the low-frequency region does not become obvious until the photocurrent is high. All of above 

indicates that our measurement system functions correctly. 

   We proceeded to measure the photonoise of MUTC4 photodiodes with the balanced detection 

setup in Figure 5.10. The responsivities of the photodiodes under test are 0.14 A/W and 0.2 A/W, 

respectively. The photodiodes were packaged by a third-party company (Finisar); Figure 5.13 is 

a picture of one of the devices. The photonoise for different photocurrent levels up to 1 mA was 

measured under 0 V and -4 V bias. Different from the AOI commercial photodiodes, the “1/f” 

features in the photonoise spectra of MUTC4 photodiodes are conspicuous for all conditions. 

More interestingly, for zero bias the photonoise increases with photocurrent as expected, but the 

trend is reversed for -4 V bias. The relationship between the current noise PSD (at 10 Hz) and 

the photocurrent level for zero bias and -4 V bias is plotted in Figure 5.15. Not surprisingly, 

while the value of γ is still between 1 and 2 for the zero bias condition, it becomes negative when 

the devices are under -4 V reverse bias. Although the abnormal trend associated with the -4 V 

bias is puzzling, it is consistent with the previous conclusion that the tunneling current 

mechanism is the dominant noise source in reverse biased MUTC4 photodiodes, which is 

reflected by the asymmetry of noise characteristics in Figure 5.9.  
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Figure 5.12: The photonoise of AOI commercial photodiodes with DC photocurrent levels of 

(a) 0.1 mA, (b) 1 mA and (c) 7 mA under reverse bias of -1V, -3V, -5V and -7V. For (c), only 

data under reverse bias of -1V is measured because of the unstable current under higher 

reverse bias. Also, the noise floor begins rolling off above 1kHz because of the bandwidth limit 

of the amplifier.  

 

 



 
 

  85 

 

 

Figure 5.13: Packaged MUTC4  photodiodes from Finisar.  

 

Figure 5.14: The photo-LFN of packaged MUTC4 photodiodes under (a) 0V and (b) -4V bias.   
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Figure 5.15: Photonoise PSD at 10 Hz versus averaged photocurrent level for MUTC4 

photodiodes. 

    It is instructive to understand the tunneling current by analyzing the carrier dynamics in a 

typical p-n junction diode. The tunneling process is a quantum-mechanical effect, and can be 

understood as the direct charge conduction through a potential barrier, which can happen even if 

the kinetic energy of the charge is smaller than the potential barrier height. In the context of 

semiconductor diodes, there are several factors, such as the barrier height (usually equal to the 

band gap for a homojunction diode), the carrier effective mass, and the availability of energy 

states in the tunneling source and destination [23]. When a highly-doped p-n junction is in 

equilibrium (zero bias, no illumination) as shown in Figure 5.16(a), there is no tunneling because 

electrons in one side do not have corresponding vacant receiving states on the other side. When 

the diode is reverse biased, two types of tunneling, band-to-band tunneling and trap-assisted 

tunneling, are responsible for the tunneling related dark charge conduction. As shown in Figure 

5.16(b), for the case of band-to-band tunneling, the electrons in the valence band of the p-type 

material can directly tunnel to the unoccupied states in the conduction band of the n-type 

material through a barrier with height of Eg. If there are trap states in the band gap as shown in 

Figure 5.16(c), the p-side electrons in the valence band can also first tunnel to the trap site, and 

then to the n-side vacancies in the conduction band, which is called the trap-assisted tunneling. It 

is easy to see that the trap-assisted tunneling is also related to the trap energy level and densities 

[139].  
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    The tunneling probability Tt derived from the triangle barrier model, which is a good 

approximation for semiconductor diodes in the case of band-to-band tunneling, can be written as 

[23] 

 
T𝑡 ≈ 𝑒𝑥𝑝(−

8𝜋√2𝑚∗𝐸𝑔
1.5

3𝑞ℎ𝐹
) 

 

                                                                                                                                                 ( 5.11) 

where m* is the carrier effective mass, Eg is the band gap, h is Planck’s constant, and F is the 

electric field. From Equation ( 5.11), we can see that a larger electric field results in higher 

tunneling probability and thus larger current, if other physical parameters remain the same.  

    Figure 5.17 is a plot of the simulated electrical field in a typical MUTC4 photodiode. It shows 

that the high electric field near the junction decreases as the optical power increases owing to the 

space-charge effect. It is tempting to argue that the reduction of the LFN as the photocurrent 

increases in the case of -4 V bias results from the decreasing electric field. However, we only 

measure the photocurrent up to 1 mA, which corresponds to current density of 0.08 kA/cm
2
 for a 

typical 40-µm diameter MUTC4 photodiode. This is not high enough to induce any significant 

change in the electric field as can be seen in Figure 5.17. Therefore, the abnormal trend at -4 V 

bias in Figure 5.15 is probably not caused by band-to-band tunneling. On the other hand, it is 

possible that the photogenerated carriers partially fill the trap states in the band gap, suppressing 

trap-assisted tunneling. This effect would be reflected in Figure 5.14 with reduced LFN PSD as 

the photogeneration increases. Among other noise generation mechanisms (shunt leakage, 

diffusion, generation-recombination, band-to-band tunneling), only trap-assisted tunneling can 

explain the anomaly at -4 V bias in Figure 5.14 and Figure 5.15. However, further investigation 

is needed to reveal the related physical details.  
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Figure 5.16: The illustration of (a) a highly-doped p-n junction (b) band-to-band tunneling 

and (c) trap-assisted tunneling. The tunneling barrier height Ebar usually equals the band gap 

Eg for a homojunction diode.  

 

Figure 5.17: The electric field profiles of a typical MUTC4 photodiode under different 

illumination levels. Note that for a 40μm-diameter MUTC4 photodiode, the 4.8kA/cm2 current 

density corresponds to 60 mA photocurrent. This figure is from Ref[33]. 
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5.4 Up-conversion of Low-Frequency Noise 

 

    In Sections 5.2 and 5.3 of this chapter, it has been demonstrated that the low frequency noise 

near DC is a good indicator of the physical properties of optoelectronic devices. However, it is 

also important to understand how this type of noise may affect the device performance in some 

applications. MUTC4 photodiodes are frequently deployed in high-power and high-speed 

applications, such as analog optical links and microwave signal generations. Recently, Dr. 

Diddams’ group at National Institute of Standards and Technology (NIST) demonstrated 

microwave generation with record low phase noise near 10 GHz using UVA high-power 

photodiodes [149]. While the thermal noise, shot noise and AM-PM noise contributions to phase 

noise have been studied in detail, the extent to which the low frequency noise, or 1/f noise near 

DC, affects the noise performance near the RF carrier frequency is not well understood. This 

section tries to establish a basic framework for 1/f noise up-conversion.  

    The up-conversion of 1/f noise near DC to high frequency is a commonly observed 

phenomenon in semiconductor materials and devices [150], [151]. It has been actively studied 

for amplifiers based on devices such as BJT [152] and HBT [153]. Usually, the noise generation 

in a system with an input and an output is modeled by the fluctuation of its “transfer function”, 

which closely reflects the system properties. For example, the dark 1/f noise generation near DC 

in a semiconductor material is modeled by its “flickering” conductance or resistance [109]. In a 

BJT amplifier with common-emitter configuration, the 1/f noise near DC is modeled by the 

“flickering” gain of the amplifier, which is related to the other parameters such as the collector-

current-dependent effective emitter resistance [152]. Since the “transfer function” of a 

photodiode is its responsivity, we can model the noise generation of a photodiode with a 

fluctuating responsivity. This proposition lays the foundation of the 1/f noise up-conversion in 

photodiodes. 

    Figure 5.18 shows the photocurrent and the mean of responsivity as a function of the input 

optical power in a typical photodiode. In the small-signal condition when the input optical power 
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is small (e.g., operating point Pa in Figure 5.18), the mean of responsivity is independent of the 

input power. Therefore, the “flickering” responsivity can be expressed as  

 
𝑅 = 𝑅0 [1 +∑𝑋𝑛(𝑡)

𝑛

] = 𝑅0[1 + 𝑋1(𝑡) + 𝑋2(𝑡) + ⋯ ]  

                                                                                                                                                ( 5.12) 

where R0 is the small-signal mean of responsivity, and Xn(t) (with k=0,1,2,…) manifests 

different random processes modeling the generation of 1/f noise. As we have seen earlier in this 

chapter, there may be more than one 1/f noise generation processes. Therefore, I write the 

flickering source as the summation of Xn(t).  

 

Figure 5.18: The photocurrent Iph (black solid line) and the mean of responsivity R (orange 

solid line) as a function of input optical power Pin in a typical photodiode. The Iph,sat  is the 

saturation photocurrent. R0 is the small-signal responsivity. Pa and Pb are the operating points 

in the linear region and non-linear region. 

    To isolate the influence of the noise associated with the input (such as laser RIN, mechanical 

vibration of fibers, etc.), we ideally assume that there is no noise in the input optical signal and 

the measurement is done in a very stable environment. For an amplitude-modulated laser input 

modulated by a noiseless external modulator, the input optical RF power can be written as 
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 𝑃𝑖𝑛 = 𝑃0[1 + 𝑚𝑐𝑜𝑠(𝜔0𝑡 + 𝜑0)]  

                                                                                                                                                ( 5.13) 

where P0 is the average power, m is the modulation index, ω0 is the RF carrier frequency (not the 

optical carrier frequency), and φ0 is the constant phase. The resulting photocurrent Iph is  

 𝐼𝑝ℎ = 𝑅𝑃𝑖𝑛 

= 𝑅0𝑃0[1 + 𝑚𝑐𝑜𝑠(𝜔0𝑡 + 𝜑0)] [1 +∑𝑋𝑛(𝑡)

𝑛

] 

= 𝑅0𝑃0 [1 + 𝑚𝑐𝑜𝑠(𝜔0𝑡 + 𝜑0) +∑𝑋𝑛(𝑡)

𝑛

+ 𝑚∑𝑋𝑛(𝑡)

𝑛

𝑐𝑜𝑠(𝜔0𝑡 + 𝜑0)]. 

 

                                                                                                                                                ( 5.14) 

 

Note that the first two terms in the square parentheses of Equation ( 5.14) are the deterministic 

response, the third term is the 1/f noise near DC, and the fourth term is the up-converted 1/f 

noise. To make this more clear, the fourth term can be expanded with trigonometric identity and 

written as  

 𝐼𝑝ℎ,𝑛𝑜𝑖𝑠𝑒 = 𝑅0𝑃0𝑚∑𝑋𝑛(𝑡)

𝑛

cos(𝜔0𝑡 + 𝜑0)  

                                                                                                                                                ( 5.15) 

Therefore, the flicker noise near DC is converted to the amplitude noise near ω0.  

    We should also consider the large-signal condition when the photoresponse is no longer linear 

(e.g., operating point Pb Figure 5.18). The difference is that the responsivity becomes time-

varying as the input RF signal oscillates, which can be further expanded in Fourier series as  

 
𝑅(𝑃𝑖𝑛(𝑡)) = ∑[𝑈𝑘 cos(𝑘𝜔0𝑡) + 𝑉𝑘 sin(𝑘𝜔0𝑡)]

∞

𝑘=1

[1 +∑𝑋𝑛(𝑡)

𝑛

] 
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                                                                                                                                                 ( 5.16) 

where  

 
𝑈𝑘 =

2

𝑇
∫ 𝑅(𝑃𝑖𝑛(𝑡))
𝑇/2

−𝑇/2

cos(𝑘𝜔0𝑡) 𝑑𝑡 
     

 

                                                                                                                                                 ( 5.17) 

and  

 
𝑉𝑘 =

2

𝑇
∫ 𝑅(𝑃𝑖𝑛(𝑡))
𝑇/2

−𝑇/2

sin(𝑘𝜔0𝑡) 𝑑𝑡. 
     

 

                                                                                                                                                ( 5.18) 

The resulting photocurrent becomes  

 
𝐼𝑝ℎ = 𝑃0∑[𝑈𝑘 cos(𝑘𝜔0𝑡) + 𝑉𝑘 sin(𝑘𝜔0𝑡)]

∞

𝑘=1

[1 +∑𝑋𝑛(𝑡)

𝑛

][1

+𝑚𝑐𝑜𝑠(𝜔0𝑡 + 𝜑0)] 

= 𝑃0∑[𝑈𝑘 cos(𝑘𝜔0𝑡) + 𝑉𝑘 sin(𝑘𝜔0𝑡)]

∞

𝑘=1

[1 + 𝑚𝑐𝑜𝑠(𝜔0𝑡 + 𝜑0)

+∑𝑋𝑛(𝑡)

𝑛

+ 𝑚∑𝑋𝑛(𝑡)

𝑛

𝑐𝑜𝑠(𝜔0𝑡 + 𝜑0)]. 

 

                                                                                                                                                 ( 5.19) 

The photonoise term in Equation ( 5.19) is  

 
𝐼𝑝ℎ,𝑛𝑜𝑖𝑠𝑒 = 𝑃0∑[𝑈𝑘 cos(𝑘𝜔0𝑡) + 𝑉𝑘 sin(𝑘𝜔0𝑡)]

∞

𝑘=1

[∑𝑋𝑛(𝑡)

𝑛

+ 𝑚∑𝑋𝑛(𝑡)

𝑛

𝑐𝑜𝑠(𝜔0𝑡 + 𝜑0)] 

 

                                                                                                                                                ( 5.20) 

    Although it is tedious to fully expand Equation ( 5.20), it is very clear that there are three 

sources that contribute to the fundamental frequency, ω0, in the output. The first one is the RF 
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input modulated at ω0, the second is the ω0 Fourier component of the responsivity, and the third 

is the lower frequency component at ω0 after the mixing of the RF input and the 2ω0 Fourier 

component (2
nd

 harmonic) of the responsivity. The mathematical form of the noise near ω0 can 

be written as  

 𝐼𝑝ℎ,𝑛𝑜𝑖𝑠𝑒,𝜔0=𝑃0∑𝑋𝑛(𝑡)

𝑛

[𝑊1 cos(𝜔0𝑡 + 𝜃1) + 𝑚𝑈0 cos(𝜔0𝑡 + 𝜑0)

+
𝑊2
2
cos(𝜔0𝑡 + 𝜃2 − 𝜑0)] 

 

                                                                                                                                               ( 5.21) 

where  

 
𝑊𝑘 = √𝑈𝑘

2 + 𝑉𝑘
2 

𝜃𝑘 = −arctan(
𝑉𝑘
𝑈𝑘
) 

 

                                                                                                                                                ( 5.22) 

Therefore, in the large-signal condition, the low-frequency noise near DC is also translated to the 

amplitude noise in higher frequency, but with more complicated weights than the small-signal 

condition.  

    However, more study is still needed to understand the details of such up-conversion. For 

example, for white noise such as thermal noise and shot noise, it is believed that half of the noise 

power is converted to amplitude noise and the other half goes to phase noise [155]. However, it 

is still not clear whether such an even split is justified for 1/f noise since 1/f noise is not white. 

Future study is still needed to have more thorough understanding on this subject. 

 

5.5 Summary 
 

    In this chapter, I briefly review the noise in semiconductor devices and then focus on the low-

frequency noise in organic solar cells and high-power photodiodes. I demonstrate that low-
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frequency noise spectroscopy is a useful approach to understanding the underlying physics in 

organic solar cells and photodiodes.  

    I have studied the low-frequency noise characteristics of P3HT:PCBM bulk heterojunction 

organic solar cells in the dark condition. I found that the relationship between the current noise 

power spectral density and DC current level could be well explained by the competition between 

the recombination current noise and tunneling current noise. The interpretation of the noise 

characteristics is consistent with previous knowledge on the performance of the devices annealed 

at different temperatures.  

    I have also measured the LFN of commercial photodiodes and MUTC4 photodiodes with a 

balanced photodetection setup in dark and illuminated conditions. The measured photo-LFN 

from MUTC4 photodiodes under reverse bias decreases with increasing photogeneration, and we 

attribute such anomaly to the noise generation dominated by the trap-assisted tunneling.   

    In the end, I consider the up-conversion of the 1/f noise near DC to high frequency in a 

photodiode, and discussed the small-signal and large-signal scenarios.  
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Chapter 6 : Resonance-Coupled Photoconductivity Decay 
Measurement 
 

6.1 Contactless Characterization of Semiconductor Materials 
 

    The carrier lifetime is another fundamental physical parameter that is very crucial to device 

performance. Various methods, such as transient photoconductivity [28], transient photovoltage 

[78], and impedance spectroscopy [79], have been used to measure carrier recombination 

lifetimes. However, many of those methods require metal contacts that can be electrically probed 

in the experiments. Contactless characterization removes such limitation, thus it not only reduces 

the device fabrication cost, but also avoids the experimental artifacts related to metal contacts. 

Like many other semiconductor characterization techniques, there are DC and non-DC (i.e., AC 

and transient) contactless methods [156]. One of the most widely used DC contactless 

characterization methods is the Hall effect measurement, which can measure the carrier mobility 

and carrier density inside a semiconductor slab. Some DC contactless methods such as 

photomagnetoelectric sensing [157] can also measure carrier lifetimes based on indirect 

electromagnetic models.   

    Non-DC contactless methods have the advantage of directly measuring the carrier lifetimes, 

due to their capability to sense the carrier dynamics in time. There are several ways to extract the 

carrier recombination lifetimes with contactless methods, including but not limited to the 

following:  

 Transient photoluminescence is a contactless method that has optical signals as both input 

and output. It is a very widely used method to measure the characteristic lifetime of 

materials including but not limited to semiconductors. Experimentally, it employs an 

optical input that is absorbable and stimulates the material system to an excited state, 

followed by a natural decay to the original state. During the decay process, some of the 

energy is lost in the form of radiative recombination, which leads to photoluminescence 

that can be detected by a photodetector. The lifetime associated with the optical decay is 

the recombination lifetime.  

 Surface photovoltage measurement [158], [159]. This method senses the temporal surface 
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voltage change of a semiconductor upon the excitation of a pulsed light. This technique 

has been commercialized in the semiconductor industry to characterize the minority 

carrier lifetime in electronic devices such as MOSFETs. However, extra care such as 

special surface cleaning before the measurement, the complexity of the vibrating surface 

voltage sensing probe (for the purpose of enhancing signal-to-noise ratio), and the 

ambiguity on distinguishing the surface recombination from bulk recombination, limit the 

wide application of this method.  

 Time-resolved microwave conductivity (TRMC) measurement [160], [161]. In this 

method, a slab of semiconductor is placed inside a microwave waveguide and 

continuously excited by a background microwave signal. A power detector also 

constantly monitors the reflected microwave power from the semiconductor slab. This 

permits the reflected microwave power decay induced by the transient conductivity 

change in the semiconductor slab after being excited by a light pulse, and the 

recombination lifetime to be determined. Figure 6.1 shows a typical TRMC experimental 

setup.  

 Resonance-coupled photoconductivity decay (RCPCD) measurement [162]. The idea of 

RCPCD is quite similar to RCPCD except that the background microwave signal is 

coupled to the semiconductor by an inductive coil. Details of this method will be 

discussed later in this chapter.  

 



 
 

  97 

 

 

Figure 6.1: A typical experimental setup for time-resolved microwave conductivity 

measurement. The image is from Ref [161]. 

 

6.2 Resonance-Coupled Photoconductivity Decay Measurement 

 

    The work below resulted from the collaboration with Weikle’s group here at UVA.   

    The resonance-coupled photoconductivity decay (RCPCD) measurement is a contactless 

method to characterize the carrier lifetime in wafers and thin films [162]. The fact that it is 

contactless is beneficial for lifetime measurements for some materials because contact interfaces 

have non-negligible influence on the thin active layer [163].  

    The RCPCD measurement is essentially homodyn RF detection. Figure 6.2 shows the circuit 

block diagram for this type of measurement, and Figure 6.3 is a picture of the RCPCD setup in 

the lab. The incident RF wave is split into two branches by a power splitter and amplified by two 

RF amplifiers (MiniCircuits ZHL-2010, 20dB gain). The RF wave in the upper branch in Figure 
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6.2 is diverted by the 10dB directional coupler (MiniCircuits ZEDC-10-2B, 30dB directivity) to 

excite the resonance circuit with the contactless load. The reflected wave is fed into the RF 

amplifier (MiniCircuits ZHL-6A, 25 dB gain) before the mixer (MiniCircuits ZAY-2, 23 dBm 

input power limit). Two high-Q variable piston capacitors (Johanson Technology), C1 and C2, are 

used to tune the circuit to the resonance point and L1 is a solenoid that provides a physical 

interface with the contactless load. When a light pulse excites the organic film, the conductivity 

change will induce a change in the reflected power from the resonance circuit until the film 

returns to the steady state. The transient change is then demodulated by the mixer and measured 

by the oscilloscope. A transient signal related to the conductivity decay will be detected, and the 

recombination lifetime can be extracted. Compared with other contactless methods such as the 

time-resolved microwave conductivity measurement [160], RCPCD measurement features a 

more compact setup and a more flexible tuning mechanism due to the absence of metal 

waveguides.   

 

 

Figure 6.2: The circuit block diagram of RCPCD measurement. The impedance of the 

contactless load is subject to change upon the photoexcitation.  
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Figure 6.3: The RCPCD setup with a single mixer.  

 

    The most critical part of the whole setup is the resonance circuit, which is hidden in the black 

box under the silicon wafer in Figure 6.3. An illustration of the resonance circuit without the 

tuning capacitors is shown in Figure 6.4. This configuration is inspired by the principles of 

helical antennas [164]. When the circuit is excited by an AC voltage source, there is a time-

varying magnetic field in the solenoid, which further induces an AC electrical field around the 

solenoid. Part of the electrical field is coupled to the nearby dielectric slab, and interacts with the 

mobile charge carriers in the slab. Therefore, the change in the number of the mobile carriers 

caused by the photogeneration in the slab will influence the magnetic field in the solenoid. This, 

in turn, influences the resonance circuit. Since carriers cannot escape through sweep-out in the 

dielectric slab, the excess photogenerated carriers can only relax by recombination, resulting in 

an exponential decay of the conductivity:  
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 𝜎(𝑡) = 𝜎∞ + (𝜎0 − 𝜎∞)exp(−
𝑡

𝜏
)  

 

                                                                                                                                                 ( 6.1) 

where σ0 is the conductivity at t=0, 𝜎∞ is the conductivity in steady state, and τ is the 

recombination lifetime.  

 

Figure 6.4: An illustration of the solenoid with a dielectric slab (e.g. silicon wafer) on the top 

in the RCPCD resonance circuit.  

    The mathematical description of the frequency mixing in Figure 6.2 can be understood as 

follows. In the steady state, the local oscillator (LO) signal after the ZHL-2010 amplifier and the 

RF signal after the ZHL-6A amplifier can be written as Equations ( 6.2) and ( 6.3), respectively: 

 𝑉𝐿𝑂,𝑠𝑠(𝑡) = 𝐴𝐿𝑂𝑐𝑜𝑠(𝜔0𝑡 + 𝜃𝐿𝑂)  

 

                                                                                                                                                  ( 6.2) 

 𝑉𝑅𝐹,𝑠𝑠(𝑡) = 𝐴𝑅𝐹𝑐𝑜𝑠(𝜔0𝑡 + 𝜃𝑅𝐹)  

 

                                                                                                                                                   ( 6.3) 

where A{LO, RF} and θ{LO, RF} are the steady-state voltage amplitude and phase of LO and RF 

signals. The IF output from the mixer is  
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 𝑉𝐼𝐹,𝑠𝑠(𝑡) = 𝐶𝑉𝑅𝐹,𝑠𝑠(𝑡)𝑉𝐿𝑂,𝑠𝑠(𝑡) 

=
𝐶𝐴𝑅𝐹𝐴𝐿𝑂

2
[cos(𝜃𝑅𝐹 − 𝜃𝐿𝑂) + cos(2𝜔0𝑡 + 𝜃𝐿𝑂 + 𝜃𝐿𝑂)]. 

 

 

                                                                                                                                                  ( 6.4) 

The constant, C, in Equation ( 6.4) stands for the mixer conversion loss. The low-pass filter after 

the mixer removes the high-frequency component, leaving the detected signal to be  

 
𝑉𝑜𝑢𝑡,𝑠𝑠(𝑡) =

𝐶𝐴𝑅𝐹𝐴𝐿𝑂
2

cos(𝜃𝑅𝐹 − 𝜃𝐿𝑂). 
 

 

                                                                                                                                                   ( 6.5) 

Therefore, one should see a DC voltage offset on the oscilloscope in the steady state, unless the 

phase difference between the RF and LO is 90
o
, or the reflected RF signal is close to zero when 

the LC circuit is well matched.  

    When the silicon wafer is excited by a pulsed light source, the RF signal into the mixer 

undergoes a change described by  

 𝑉𝑅𝐹(𝑡) = [𝐴𝑅𝐹 + 𝑎(𝑡)]cos[𝜔0𝑡 + 𝜃𝑅𝐹 + 𝜙(𝑡)]  

 

                                                                                                                                                   ( 6.6) 

where a(t) and φ(t) are the transient response of voltage amplitude and phase. Therefore, the 

corresponding output after the low pass filter can be written as 

 
𝑉𝑜𝑢𝑡(𝑡) =

𝐶[𝐴𝑅𝐹 + 𝑎(𝑡)]𝐴𝐿𝑂
2

cos[𝜃𝑅𝐹 − 𝜃𝐿𝑂 +𝜙(𝑡)]. 
 

 

                                                                                                                                                   ( 6.7) 

Equation ( 6.7) gives the mathematical behavior of the signal measured by the oscilloscope.  

   To carry out the transient measurement, a pulsed light source was constructed with an Opnex 

red laser diode (HL6362MG, 640nm, 45 mW), and a 2N3904 NPN bipolar junction transistor 

(BJT) as shown in Figure 6.5. The base of the BJT was driven by an Agilent 81110A pulse 

generator which outputted voltage pulses that switched between 2.4V and 0V, with pulse width 
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of 20 μs, repetition rate of 100 Hz (duty cycle of 0.2%), and lead time of 2ns. Since the BJT only 

had a finite gain-bandwidth product, the real speed of the optical output from the laser diode 

needed to be characterized. A Hamamatsu silicon photodiode with bandwidth of 2 GHz was used 

to measure the optical pulses from the laser diode, and the photocurrent was amplified by a 

commercial high-speed transimpedance amplifier (Femto DHPCA-100, 200MHz bandwidth, 1.8 

ns rise/fall time, 1000 V/A sensitivity). According to Figure 6.5(b) and Figure 6.5(c), the fall 

time was measured to be near 35 ns while the rise time is about 250 ns. Both measured rise time 

and fall time are at least one order of magnitude larger than the rise/fall time of the amplifier, 

which indicates that the measurement was not limited by the bandwidth of the amplifier.  

    A piece of 500 μm-thick high-resistivity silicon wafer was used to test the functionality of this 

system. The silicon wafer was loaded onto the inductive coil and the whole system was tuned to 

resonate at 327 MHz by monitoring the S11 parameter in a network analyzer: the S11 exhibits a 

minimum when the system resonates. Also, the larger the Q factor of the resonance, the higher 

the sensitivity of the system. After setting the input microwave frequency to the resonance point, 

the pulsed light source was turned on to excite the silicon wafer. The IF output from the mixer 

was first low-pass filtered to remove the residual RF and LO signals, and measured by an 

Agilent Infiniium DSO81004B high-speed oscilloscope with input impedance of 50 Ohm.  
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Figure 6.5: The driving and measurement circuits of the pulsed light source, and the 

photocurrent response of the (a) complete pulse, (b) the falling edge of the pulse and (c) the 

rising edge of the pulse.    
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Figure 6.6: (a) The absolute and (b) normalized transient RF response induced by the 

conductivity of the high-resistivity silicon wafer at different input RF power levels. The DC 

offsets are all subtracted already. 

    Figure 6.6 shows the RCPCD response of the high-resistivity silicon wafer as a function of the 

input RF power. It is clear that the decay behavior changes once the input RF power exceeds -
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1dBm. As the RF power further increases above 1dBm, undershoot behavior appears in the 

response that was not seen at lower RF power levels. This is very likely an artifact related to the 

linearity of the mixer. At the high power level, the higher-order harmonics of the RF and LO 

channels become non-negligible. Those harmonics not only distort the signal on the fundamental 

frequency, but also mix with each other, and the down-converted signal can interfere with the 

baseband signal from the fundamental frequency. The exact details in this process are complex. 

But as a rule of thumb, this makes the input power levels of the LO and the RF to the mixer high 

enough so that the transient response can be detected, but also low enough to avoid the distortion 

from higher-order harmonics. From Figure 6.6, we estimate the recombination lifetime of the 

silicon wafer under test to be approximately 0.3 ms. 

 

6.3 Improved RCPCD Measurement with IQ Mixing 

 

 

Figure 6.7: The circuit block diagram of improved RCPCD measurement with IQ mixers. The 

part inside the dashed circle lines is the implementation of IQ mixers using discrete 

components.  
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    From Equation ( 6.7), it is obvious that the transient responses of both amplitude and phase 

influence the decay shape on the oscilloscope. The problem with the RCPCD implementation 

described in the last section is that it cannot separate the amplitude information a(t) from the 

phase φ(t) in Equation ( 6.7). Also, Vout(t) is not linearly dependent on φ(t), which raises 

questions about the accuracy of the extracted carrier recombination lifetime solely based on 

Equation ( 6.7).  

    This limitation can be resolved by introducing IQ mixing to the RCPCD measurement. IQ 

mixers are made up of two identical mixers with 90
o
 phase difference in either RF or LO input. 

Figure 6.7 shows the improved RCPCD setup with IQ mixing. The RF signal after the RF 

amplifier ZHL-6A and attenuator is split into two identical branches, which are fed into two 

mixers, respectively. On the other hand, the LO signal is split into two branches with 90
o
 phase 

difference after passing through a 90
o
 3dB coupler, and then into two mixers. The branch with no 

phase shift is called the “I” (in-phase) channel, while the branch with 90
o
 phase shift is the “Q” 

(quadrature-phase) channel. The RF signals into both the I and Q mixers are identical, and can be 

written as  

 

 𝑉𝑅𝐹,𝐼(𝑡) = 𝑉𝑅𝐹,𝑄(𝑡) = [𝐴𝑅𝐹 + 𝑎(𝑡)]cos[𝜔0𝑡 + 𝜃𝑅𝐹 + 𝜙(𝑡)].  

 

                                                                                                                                                 ( 6.8) 

However, the LO signals are different. They are 

 𝑉𝐿𝑂,𝐼(𝑡) = 𝐴𝐿𝑂cos(𝜔0𝑡 + 𝜃𝐿𝑂)  

 

                                                                                                                                                 ( 6.9) 

and 

 𝑉𝐿𝑂,𝑄(𝑡) = 𝐴𝐿𝑂 cos (𝜔0𝑡 + 𝜃𝐿𝑂 +
𝜋

4
) = 𝐴𝐿𝑂 sin(𝜔0𝑡 + 𝜃𝐿𝑂). 

 

 

                                                                                                                                                ( 6.10) 
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The IF output from the I mixer is  

 𝑉𝐼𝐹,𝐼(𝑡) = 𝐶𝑉𝑅𝐹,𝐼(𝑡)𝑉𝐿𝑂,𝐼(𝑡) 

= [𝐴𝑅𝐹 + 𝑎(𝑡)]𝐴𝐿𝑂cos[𝜔0𝑡 + 𝜃𝑅𝐹 + 𝜙(𝑡)]cos(𝜔0𝑡 + 𝜃𝐿𝑂) 

=
𝐶[𝐴𝑅𝐹 + 𝑎(𝑡)]𝐴𝐿𝑂

2
[cos(𝜃𝑅𝐹 − 𝜃𝐿𝑂 +𝜙(𝑡)) + cos(2𝜔0𝑡 + 𝜃𝐿𝑂 + 𝜃𝐿𝑂 + 𝜙(𝑡))] 

 

 

                                                                                                                                               ( 6.11) 

where C is the mixer conversion loss. And the IF output from the Q mixer is  

 𝑉𝐼𝐹,𝑄(𝑡) = 𝐶𝑉𝑅𝐹,𝑄(𝑡)𝑉𝐿𝑂,𝑄(𝑡) 

= [𝐴𝑅𝐹 + 𝑎(𝑡)]𝐴𝐿𝑂cos[𝜔0𝑡 + 𝜃𝑅𝐹 + 𝜙(𝑡)]sin(𝜔0𝑡 + 𝜃𝐿𝑂) 

=
𝐶[𝐴𝑅𝐹 + 𝑎(𝑡)]𝐴𝐿𝑂

2
[sin(−𝜃𝑅𝐹 + 𝜃𝐿𝑂 − 𝜙(𝑡)) + sin(2𝜔0𝑡 + 𝜃𝐿𝑂 + 𝜃𝐿𝑂 + 𝜙(𝑡))]. 

 

 

                                                                                                                                                ( 6.12) 

After the low-pass filters, the baseband signals in the I and Q channels are  

 
𝑉𝑜𝑢𝑡,𝐼(𝑡) =

𝐶[𝐴𝑅𝐹 + 𝑎(𝑡)]𝐴𝐿𝑂
2

cos[𝜃𝑅𝐹 − 𝜃𝐿𝑂 + 𝜙(𝑡)] 
 

 

                                                                                                                                                ( 6.13) 

and  

 
𝑉𝑜𝑢𝑡,𝑄(𝑡) = −

𝐶[𝐴𝑅𝐹 + 𝑎(𝑡)]𝐴𝐿𝑂
2

sin[𝜃𝑅𝐹 − 𝜃𝐿𝑂 + 𝜙(𝑡)]. 
 

 

                                                                                                                                                 ( 6.14) 

Equations ( 6.13) and ( 6.14) fully describe the RCPCD decay behavior to be measured by the 

oscilloscope, from which we can solve for the transient amplitude and phase using the following 

equations 

 
𝐴(𝑡) =

𝐶[𝐴𝑅𝐹 + 𝑎(𝑡)]𝐴𝐿𝑂
2

= √𝑉𝑜𝑢𝑡,𝐼
2(𝑡) + 𝑉𝑜𝑢𝑡,𝑄

2(𝑡) 
 

 

                                                                                                                                                ( 6.15) 

and  



 
 

  108 

 

 

𝜙(𝑡) + 𝜃𝑅𝐹 − 𝜃𝐿𝑂 = arccos

(

 
𝑉𝑜𝑢𝑡,𝐼(𝑡)

√𝑉𝑜𝑢𝑡,𝐼
2(𝑡) + 𝑉𝑜𝑢𝑡,𝑄

2(𝑡)
)

 . 
 

 

                                                                                                                                                 ( 6.16) 

 

 

Figure 6.8: The transient response of (a) I and Q channels and (b) the extracted amplitude 

and phase measured by the improved RCPCD method with IQ mixing. 

    Figure 6.8 shows the transient response of the same high-resistivity silicon wafer measured by 

the improved RCPCD with IQ mixing and with the same pulsed light source as the last section. 
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In Figure 6.8(a) the DC offsets have been removed to highlight the delicate decay features since 

the I and Q channels have very different DC offsets. The extracted amplitude and phase transient 

responses are plotted in Figure 6.8(b). We can clearly see that the change in phase is much more 

significant than the amplitude, and the time constant extracted from the lower plot in Figure 

6.8(b) is approximately ~ 0.25 ms, which is slightly smaller than the value of 0.3 ms measured 

by the single-mixer RCPCD method. 

 

6.4 Summary 
 

    In conclusion, I have built an RF contactless characterization system for semiconductor 

wafers. I first adapted a single-mixer resonance-coupled photoconductivity decay technique, and 

further improved the accuracy of the results by replacing the single mixer with IQ mixers. This 

method can be a potentially useful real-time wafer characterization technique in semiconductor 

manufacturing facilities.  
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Chapter 7 : Future work 
 

7.1 Phase Noise Measurement of High-Power Photodiodes with Phase-
Sensitive Detection  
 

    As shown in Chapter 5, the low-frequency noise near DC is a good indicator of the physical 

properties of charge carrier transport in MUTC4 photodiodes. However, most applications that 

utilize MUTC photodiodes do not operate near DC: usually they operate at frequencies above 

GHz. When using photodiodes to generate microwave oscillation, the phase noise is a very 

important metric to evaluate the overall performance. Similar to the noise spectra measured in 

Chapter 5, the phase noise spectrum consists of the white noise (usually dominated by the shot 

noise) and the 1/f noise. The 1/f noise can be especially detrimental to the oscillator owing to its 

proximity to the RF carrier frequency. One of the meaningful extensions of the work in Chapter 

5 is measuring and understanding the 1/f phase noise of high-power photodiodes at high 

frequency.  

    Dr. Scott Diddams’ group, our collaborators in NIST, has developed a sophisticated 

optoelectronic system to generate an ultrastable 10 GHz microwave oscillation using 

photodiodes. An essential focus of that program is to characterize the photodiode phase noise 

and the AM-PM conversion factor [33], a metric that characterizes the coupling between the 

phase of the photocurrent and the amplitude of the optical input [7], [149]. Measuring AM-PM 

conversion is very important because the laser always has amplitude noise, which may have a 1/f 

component. Previously, the phase noise and AM-PM conversion factor of MUTC4 high-power 

photodiodes that were designed and fabricated by our group have been measured as part of the 

collaboration [33]. It was observed that the phase noise floor was 10 dB lower and the AM-PM 

conversion factor was smaller than commercial photodiodes at 10 GHz. The MUTC4 

photodiodes were also able to handle larger photocurrents.  

    One project for further collaboration with NIST would be to extend the measurement of phase 

noise (especially 1/f noise) and AM-PM conversion to other MUTC photodiodes that were 

designed with different performance goals. For example, our group has designed and fabricated 

MUTC5 photodiodes for the operation above 50 GHz, by reducing the thickness of the active 
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layers compared with the MUTC4 structure [165]. MUTC10 photodiodes with even thinner 

layers than MUTC5 photodiodes have been designed for the operation above 70 GHz. Two 

separate experiments are needed to measure the phase noise and the AM-PM conversion factor. 

Figure 7.1 (a) illustrates the NIST apparatus for low phase noise 10 GHz microwave generation 

using photodiodes, and Figure 7.1 (b) shows the simplified experimental block diagram. A stable 

mode-locked laser with pulse width less than 1ps and repetition rate of 1 GHz is used to excite 

photocurrent pulses in two photodiodes. The 10 GHz electrical oscillation can be extracted by 

band-pass filtering the 10
th

 harmonic in the photocurrent. The random difference of the phase 

noise in two photodiodes is detected by homodyne mixing. Figure 7.2 shows a block diagram of 

the AM-PM conversion factor measurement [166]. An amplitude modulation is intentionally 

applied to the laser pulse train, and the corresponding phase change is detected. The AM-PM 

conversion factor is  

 
𝛼𝐴𝑀−𝑃𝑀 =

∆𝜑

∆𝑃/𝑃
  

                                                                                                                                                  ( 7.1) 

where Δφ is the phase change and ΔP/P is the normalized amplitude change.  
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Figure 7.1: (a) Principle of optics-based microwave signal generation. Part of the figure is 

from Ref[33]. (b) A simplified block diagram of photodiode phase noise measurement. 

    A continuation of this work would be to build the in-house experiment apparatus described in 

Figure 7.1 and Figure 7.2 to measure the phase noise and AM-PM conversion factor of MUTC5 

and MUTC10 photodiodes with help from NIST. This would enable further study the physical 

processes that contribute to the 1/f noise near the RF carrier frequency, and device optimization 

in terms of better phase noise performance.  

 

Figure 7.2: AM-PM conversion factor measurement. This figure is from Ref[166]. 
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7.2 Contactless Characterization of Organic Thin Films 

 

    Contactless characterization is especially useful for studying BHJ solar cells because it 

provides a direct physical link to the exciton dynamics that is not easily accessible by other non-

contactless methods. As described in Chapter 2, the mobile charge (free polaron) generation in 

BHJ solar cells is not only dependent on the exciton dissociation, but also related to the exciton 

generation and recombination. The quantum yield of the mobile charge generation, defined as 

the number ratio of mobile charges to incident photons, is found to be a sub-linear function of 

photoexcitation intensity in a plain P3HT film [167]. The exciton annihilation or exciton 

diffusion is accounted for the sub-linear dependence in the high photoexcitation intensity range. 

Moreover, the exciton diffusion length can be extracted if the sample is prepared with a bi-layer 

structure [168]. The impact of excess energy during the exciton generation on the mobile carrier 

generation can also be revealed by a wavelength-dependent photoexcitation study [169]. 

    The RCPCD measurement described in Chapter 6 may also be applied to organic films. In 

practice, however, an organic film used in most organic electronics is too thin to provide enough 

absolute change in conductivity for RCPCD measurement. The film thickness is only tens to 

hundreds of nm, more than three orders of magnitude thinner than the silicon wafer (500 μm) 

tested in Chapter 6. One limitation of the resonance circuit (Figure 6.4) in Chapter 6 is that the 

field profile diverges very quickly near the end of the solenoid, and the profile cannot be easily 

controlled by the tuning circuit. The induced electric field near the end is much smaller than that 

in the middle of the solenoid. Moreover, the direction of the electric field near the end is not 

always in the plane of the semiconductor slab, the direction in which the mobile charges are 

driven by the electric field most easily. Therefore, the limited coupling between the contactless 

load and the RCPCD sensing circuit in Figure 6.4 may lead to unsatisfied results when the 

RCPCD method is applied to thin-film systems. 

    A system with enhanced tunability and load coupling is needed. Another system, inspired by 

the existing RCPCD setup and time-resolved microwave conductivity (TRMC) method [160], 

[161], [167] could be employed. This setup would only replace the resonance circuit in the 
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improved RCPCD setup (red-colored part in Figure 6.7). The rest of the apparatus would be 

unchanged. The new resonance circuit is shown in Figure 7.3. A section of microwave 

waveguide would be used to form a resonance cavity together with the optically transparent RF 

reflector on the right, and the thin film sample would be mounted on the waveguide flange. The 

background microwave excitation will be coupled to the cavity from the left. By adjusting the 

wavelength of the microwave and the spacing between the right-end flange and the RF reflector, 

the system can be tuned to resonance, and have the electric field maximum on the thin film at the 

same time. After that, laser pulses from the right can excite the thin film through the optically 

transparent RF reflector, which can be a meshed metal grid or ITO sheet, inducing a transient 

change in the conductivity of the thin film. This will induce a transient change in the reflected 

microwave power, which can be detected by an external circuit.  

 

Figure 7.3: The improved resonance circuit. 

    Compared with the RCPCD resonance circuit in Chapter 6, the new circuit has finer control of 

the electric field and potentially higher Q factor (meaning greater sensitivity) because of the 

waveguide. Compared with the traditional TRMC setup described in Figure 6.1, the new setup is 

projected to have better tunability, and can also utilize the IQ mixing from the improved RCPCD 

setup for better result accuracy. Once the system is functional, it can be used to investigate the 

excitonic processes (e.g., exciton diffusion and recombination), which is beyond the capability of 

other non-contactless methods such as transient photoconductivity.  
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Appendix: Source Code for PICTS Data Processing 
 

    Below is  my MATLAB code for Tikhonov regularization with non-negativity constraint. The 

relationship between I(t) and NT(f) is 

 
𝐼(𝑡) = 𝐶∫ 𝑁𝑇

∞

0

(𝑓)𝑓exp(−𝑓𝑡)𝑑𝑓 
 

 

where I(t) is the input data (e.g., experimental data), and NT(f) is the spectrum to be calculated in 

f-domain. 

    The regularization parameter can be either provided externally, or determined heuristically. 

Three different discretization schemes, i.e., linear, log, and Gauss-Laguerre, are available. 

    File list: 

 test_tiknc.m: the test script for tikregnc.m 

 tikregnc.m: function that solves for solutions to Tikhonov regularization with non-

negativity constraint 

 ncsolve.m: linear non-negativty constrained problem solver; a linear programming solver 

is used 

 get_A: get discretized matrix A; linear, log, Gaussian-Laguerre quadrature discretization 

are available 

 t_func: generates time-domain test data from a Gaussian spectrum in f-space 

 gen_laguerre_rule2.m: modified Gauss-Laguerre quadrature discretizer based on the code 

at http://people.sc.fsu.edu/~jburkardt/m_src/gen_laguerre_rule/gen_laguerre_rule.html 

 

http://people.sc.fsu.edu/~jburkardt/m_src/gen_laguerre_rule/gen_laguerre_rule.html
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Other dependencies: 

 regutools: a copy of P.C. Hansen's Regularization toolbox from 

http://www2.imm.dtu.dk/~pcha/Regutools/  

 MATLAB Optimization Toolbox http://www.mathworks.com/products/optimization/  

 

test_tiknc.m 
% Test Tikhonov regularization with non-negativity constraint 

clear 

close all 

 

data_source = 1;   % 1 for Gaussian test data; 0 for real experimental data 

delta_b = 0.5e-4;   % noise in b if using Gaussian test data, reference to the max value of input signal 

% data_file = 'data_filename'; 

 

if data_source 

    % Generate test data from Gaussian spectrum 

    % The corresponding function is test_func.m 

    N_t = 100;   

    t_end = 0.6;   % The length of the time-domain signal 

    t = logspace(log10(1/N_t), log10(t_end), N_t)'; 

    mu = [8, 25, 80, 200]; 

    sigma =[1, 2, 4, 6]; 

    C = [1, 5, 7, 5]; 

    gaussian_ind = 1:4; 

     

    b_bar =0; 

    for ii = gaussian_ind 

        b_bar = b_bar + C(ii)*t_func(t,mu(ii),sigma(ii));  % generate test data 

    end 

    b_bar = b_bar/b_bar(1);   % normalize the transient to its first point 

    b_noise = randn(length(t), 1)*delta_b; 

    b = b_bar + b_noise; 

else 

    data = importdata(data_file); 

    t = data(:,1); 

    b = data(:,2); 

end 

 

dstruct = struct(); 

rstruct = struct(); 

 

% Dicretization configuration 

% dstruct.type = 'glq'; 

% dstruct.N = 120; 

http://www2.imm.dtu.dk/~pcha/Regutools/
http://www.mathworks.com/products/optimization/
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% dstruct.param1 = 1; 

dstruct.type = 'log'; 

dstruct.N = 100; 

dstruct.param1 = 1; 

dstruct.param2 = [0.1, 500]; 

 

% Regularization configuration 

rstruct.type = 'L-curve1'; 

rstruct.order = 0; 

rstruct.param1 = 0; 

 

% rstruct.type = 'OCV-ext'; 

% rstruct.order = 0; 

% lambda_min = 5e-4 * dstruct.param1;  

% lambda_max = 1e-2 * dstruct.param1;  

% n_lambda = 10;  

% rstruct.param1 = logspace(log10(lambda_min), log10(lambda_max), n_lambda);  

% rstruct.param2 = 4;  % leave-x-out cross-validation 

  

% rstruct.type = 'External'; 

% rstruct.order = 0; 

% rstruct.param1 = 0.144;  % external regularization parameter 

 

[sol, f, A, lambda_opt] = tikregnc(t, b, dstruct, rstruct); 

 

% Original spectrum (made up of Gaussians) 

if data_source 

    NT_original = 0; 

    for ii = gaussian_ind 

        NT_original = NT_original + 1/sqrt(2*pi)*C(ii)/sigma(ii)*exp(-(f-mu(ii)).^2/(2*sigma(ii).^2)); 

    end 

end 

 

fs1 = 16; 

fs2 = 20; 

figure(1) 

if data_source 

    semilogx(f, sol/max(sol), f, NT_original/max(NT_original)) 

else 

    semilogx(f, data(:,2)/max(data(:,2))) 

end 

xlabel('f (ab. unit)', 'fontsize', fs1) 

ylabel('N_T (ab. unit)', 'fontsize', fs1) 

set(gca, 'fontsize', fs1, 'linewidth', 2) 

 

figure(2) 

semilogy(t,b/b(1), 'linewidth', 3) 

xlabel('Time (ab. unit)', 'fontsize', fs2) 

ylabel('I (ab. unit)', 'fontsize', fs2) 

set(gca, 'fontsize', fs2, 'linewidth', 2) 

axis([0,1,1e-6, 1]) 
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tikregnc.m: 
function varargout = tikregnc(t, b, dconfig, rconfig)  

% A rewritten solver of Tikhonov regularization with non-negativity constraint 

% Usage: [X] = tikregnc(t, b, dstruc, rconfig)  

%        [X, f] = tikregnc(t, b, dstruc, rconfig) 

%        [X, f, A, res, smn] = tikregnc(t, b, dstruc, rconfig) 

% Input arguments: 

%   t: time axis, a column vector 

%   b: observed data, a column vector 

%   dconfig: discretization configuration, a struct 

%       dconfig.type: 'linear', 'log' or 'glq' 

%       dconfig.N: discretization points in f space 

%       dconfig.param1: scaling factor (a scalar). A few words about 

%           scaling -- scaling is done for A matrix during the calculation 

%           for the purpose of adjusting the scale of regularization parameter  

%           because different value of regularization parameter tends to 

%           give very different computing time. If A becauses A*sf, then 

%           the corresponding soultion x becomes x/sf, and regularization 

%           paramter will be sf times larger (since it is actually lambda^2 

%           before the ||x||_2^2 term.  

%           update: seems like the scaling isn't really helping speed up 

%           the program 

%       dconfig.param2: [lower_bound, upper_bound] for 'linear' or 'log' type 

%   rconfig: regularization configuration, a struct 

%         rconfig.type: model selection type 

%             'External': single regularization parameter provided externally 

%             'Morozov': Morozov principle 

%             'L-curve-ext': L-curve with regularization parameter provided externally 

%             'OCV-ext': ordineary cross validation with lambda externally provided 

%         rconfig.order: L_order (the order of L matrix 

%         rconfig.param1: depending on rconfig.type as follows 

%             for 'External' type: regularzation parameter (a scalar) 

%             or for 'Morozov' type: delta_b (noise of b, a scalar)  

%             or for 'L-curve-ext' type: array of regularization parameter, and plot L-curve 

%             or for 'L-curve1': initial guess of regularization parameter 

%             or for 'OCV-ext' type: an array of externally provided regularization parameters,  

%                  and find the optimal lambda by fitting CV curve 

%         rconfig.param2:  

%             for 'L-curve1': whether to plot L-curve  

%             for 'OCV-*': the n for leave-n-out CV, or the number of test data points  

%    

% Output arguments: 

%   X: regularized solutions  

%   f_out: discretized f space 

%   A: discretization matrix 

%   lambda_out: regularization parameter used in the end 

%  

% Written by Lijun Li, Oct, 2013 

%  
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% Update log:  

%     Mar, 2014: Add ordinary cross-validation for model selection 

 

glq_alpha_ratio_tol = 1e-4;  % The tolerence of searching for the alpha value in 'glq' 

 

t = force_column_vector(t); 

b = force_column_vector(b); 

 

[A, f_orig] = get_A(t, dconfig.type, dconfig.N, dconfig.param2);  

% note that f_orig is the real f grid for 'log' scaling, not log(f) grid 

sf = dconfig.param1;  % scaling factor 

A = A*sf;  

 

% Solve the problem 

L = full(get_l(length(f_orig), rconfig.order)); 

if strcmpi(rconfig.type, 'External') 

    % Use the externally provided regularization parameter 

    sol_scaled = ncsolve(A, b, rconfig.param1, L); 

    lambda_opt = rconfig.param1;   % for the completeness of the output args 

     

elseif strcmpi(rconfig.type, 'Morozov') 

    % Use Morozov discrepancy principle to determine the regularization 

    % parameter 

    delta_b = rconfig.param1;  % noise amplitude of observed data b 

    lambda_opt = fsolve(@(lambda) lambda_func(lambda, A, b, L, delta_b), 1); 

    [sol] = ncsolve(A, b, lambda_opt, L); 

 

elseif strcmpi(rconfig.type, 'OCV-ext') 

    % Ordinary cross validation with regularization parameters externally 

    % provided 

    % Note that the calling times of l1_ls sove is length(lambda_arr) * k_fold 

     

    lambda_arr = rconfig.param1;  % regularization parameter array provided externally 

    n_testdata = rconfig.param2;   % the number of test data points, or the data point of each subsample 

    k_fold = length(b) /n_testdata;    % k for k-fold ordinary cross-validation 

     

    ocv_error_mean = zeros(length(lambda_arr), 1); 

    ocv_error_std = zeros(length(lambda_arr), 1); 

    ocv_error_iter = zeros(k_fold, 1);   % OCV error in each iteration below 

     

    disp(['Going to do ', num2str(k_fold), '-fold cross-validation for ', num2str(length(lambda_arr)), ' 

regularization parameters']) 

    disp(['Data points in each sub-sample = ', num2str(n_testdata)]) 

    disp(['Discretization scaling factor = ', num2str(dconfig.param1)]) 

    disp('--------------------------------') 

     

    for ii = 1:length(lambda_arr) 

        lambda_iter = lambda_arr(ii); 

        disp(['Iteration #', num2str(ii), ', lambda = ', num2str(lambda_iter)]) 

        for jj = 1:k_fold 
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            % First compute the indices of training data and testing data 

            ind_testdata = zeros(length(n_testdata), 1); 

            for kk = 1:n_testdata 

                ind_testdata(kk) = jj + k_fold*(kk-1); 

            end 

            ind_whole = 1:length(b); 

            ind_traindata = ind_whole;   

            ind_traindata(ind_testdata) = [];  % the way to get complementary data set from an array 

             

            % Now extract the training and testing data sets 

            b_test = b(ind_testdata); 

            t_test = t(ind_testdata); 

            b_train = b(ind_traindata); 

            t_train = t(ind_traindata); 

             

            % Note the bumbers of columns of A_train and A_test are still the same 

            [A_train, f_train_orig] = get_A(t_train, dconfig.type, dconfig.N, dconfig.param2); 

            [A_test, f_test_orig] = get_A(t_test, dconfig.type, dconfig.N, dconfig.param2); 

            A_train = A_train*sf; 

            A_test = A_test*sf; 

             

            % Now solve the model based on training data 

            x_train = ncsolve(A_train, b_train, lambda_iter, L);  % note that this is the scaled intermittent 

solution 

             

            % Compute the OCV error 

            % doesn't need to scale back to the original axis since both A 

            % and x are scaled, and the final product just make the scaling 

            % factor cancel out each other.  

            ocv_error_iter(jj) = 1/n_testdata * norm(A_test*x_train - b_test, 2)^2; 

        end 

         

        % Now compute the mean and variance of OCV error for this lambda_iter 

        ocv_error_mean(ii) = mean(ocv_error_iter); 

        ocv_error_std(ii) = std(ocv_error_iter); 

         

        disp(['OCV error mean = ', num2str(ocv_error_mean(ii)), ', OCV error standard deviation =', 

num2str(ocv_error_std(ii))]) 

        disp('OCV error for this iteration: ') 

        disp(ocv_error_iter) 

    end 

     

     

    % Save the lambda path data 

    data_out = [force_column_vector(lambda_arr), ocv_error_mean, ocv_error_std];   

    save('-ascii', 'ocv_lambda_path.dat', 'data_out') 

    disp('Lambda path data saved to "ocv_lambda_path.dat".') 

     

    % Now determine the optimal lambda based on those results 

    % Results are also plotted in this function 

    lambda_opt = find_lambda_opt_ocv(lambda_arr, ocv_error_mean, ocv_error_std); 
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    % Compute the final solution 

    sol_scaled = ncsolve(A, b, lambda_opt, L); 

     

elseif strcmpi(rconfig.type, 'L-curve1') 

    % Use L-curve criterion to determine the regularization parameter 

     

    l_curve_plot = rconfig.param1;  

    [U, sm, XX, V] = cgsvd(A, L); % Generalized singular value decomposition in compact form 

    figure(1) 

    [lc0, rho, eta, reg_params] = l_curve(U,sm,b, 'Tikh'); 

    % lc0 is the regularization parameter from the  unconstrained problem,  

    % which can be used as the initial value for the search of  

    % the regularization parameter for the constrained problem 

    close all 

     

    X0 = ncsolve(A, b, lc0, L);   % initial value  

    dlambda = lc0 * 1e-2; 

    res0 = sum((A*X0 - b).^2); 

    smn0 = sum((L*X0).^2); 

    alpha = lc0^2; 

    dalpha_ratio = (res0/smn0 - lc0^2)/lc0^2; 

    disp(['Init alpha = ', num2str(lc0^2)]) 

    iter = 1; 

    while (abs(dalpha_ratio) > glq_alpha_ratio_tol) 

        alpha1_arr(iter) = alpha;  % will become a row vector 

        [X1, res1, smn1] = ncsolve(A, b, sqrt(alpha), L); 

        dalpha_ratio = (alpha - res1/smn1)/alpha; 

        alpha = res1/smn1; 

        res1_arr(iter) = res1; 

        smn1_arr(iter) = smn1; 

        disp(['iteration=', num2str(iter), '; alpha=', num2str(alpha)]) 

        iter = iter + 1; 

    end 

    lambda_opt = sqrt(alpha); 

    sol_scaled = ncsolve(A, b, lambda_opt, L); 

     

    if l_curve_plot 

        l_curve_lambda2 =lambda_opt*logspace(-2, log10(20), 10); 

        res2_arr = zeros(1, length(l_curve_lambda2)); 

        smn2_arr = zeros(1, length(l_curve_lambda2)); 

        for ii=1:length(l_curve_lambda2) 

            [Xtmp, res2_arr(ii), smn2_arr(ii)] = ncsolve(A, b, l_curve_lambda2(ii), L); 

        end 

         

        res_arr = [res1_arr, res2_arr]; 

        smn_arr = [smn1_arr, smn2_arr]; 

        [l_curve_lambda, ind] = sort([sqrt(alpha1_arr), l_curve_lambda2]); 

        figure(10) 

        loglog(res_arr(ind), smn_arr(ind), '-', res1_arr(end), smn1_arr(end), 'o', 'linewidth', 2) 

        axis_min = min(min(res_arr), min(smn_arr)); 
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        axis_max = max(max(res_arr), max(smn_arr)); 

        axis([axis_min axis_max axis_min axis_max]) 

        xlabel('Log(||C*x-d||^2)', 'fontsize', 16) 

        ylabel('Log(||L*x||^2)', 'fontsize', 16) 

        title(strcat('L-curve, \lambda=', num2str(lambda_opt)), 'fontsize', 12) 

        print('-dpng', 'L_curve.png')   % save L-curve plot 

        L_curve_data_out = [res_arr', smn_arr']; 

        save('-ascii', 'L_curve.dat', 'L_curve_data_out')  % save L-curve data 

    end 

else  

    error('Regularization type unrecognized!') 

end 

 

% Now scale the solution back to its original axis 

% !! Need to change this line for different models!! 

 

sol = sol_scaled*sf;   % for capacitance DLTS model; this only works for linear discretization, or log 

discretization with sf ==1 

 

if nargout >=1 

    varargout=cell(nargout,1); 

    varargout{1} = sol;  

    if nargout >=2 

        varargout{2} = f_orig; 

        if nargout >=3 

            varargout{3} = A; 

            if nargout >=4 

                varargout{4} = lambda_opt; 

            end 

        end 

    end 

end 

end 

 

 

% function [A, f_scaled, f_orig] = get_AA(t, dconfig) 

% % A wrapper based on get_A.m 

% % Get discretization matrix A and f-space axis f 

%  

% sf = dconfig.param1;   % scaling factor  

% if strcmpi(dconfig.type, 'linear') 

%     [A, f_scaled] = get_A(t, dconfig.type, dconfig.N, dconfig.param2); 

%      

%     f_orig = f_scaled * sf;  % original f-space before scaling 

% elseif strcmpi(dconfig.type, 'log') 

%     % Need to think about how the scaling affect the logarithmic discretization  

%     [A, f_orig] = get_A(t, dconfig.type, dconfig.N, dconfig.param2); 

%     A = A*sf; 

%     f_scaled = f_orig;   % note that scaling for log discretization is done w.r.t. the A matrix 

% elseif strcmpi(dconfig.type, 'glq') 

%     [A, f_scaled] = get_A(t, dconfig.type, dconfig.N);  % scale the t axis  
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%     f_orig = f_scaled * sf;  % original f-space before scaling 

% end 

% % A = sparse(A);  % l1_ls program can take the advantage of sparse matrix 

%  

% end 

 

function v_out = force_column_vector(v_in) 

% Convert the input to column vector if it is not 

if ~iscolumn(v_in) 

    v_out = v_in'; 

else 

    v_out = v_in; 

end 

end 

 

function y = lambda_func(lambda, A, b, L, delta_b) 

% The affiliated function when solving ||A*x -b|| = delta_b when using 

% Morozov discrepancy principle to select regularization parameters 

% 

% Input args:  

% lambda: regularization parameter 

% A, b, L: same as those defined in tikregnc.m 

% delta_b: noise amplitude in b, a scalar 

%  

x = ncsolve(A, b, lambda, L); 

y = (A*x-b)'*(A*x-b) - delta_b^2; 

end 

 

ncsolve.m 
function varargout = ncsolve(A, b, lambda, L) 

% Examples:  

%    X = ncsolve(A, b, lambda, L); 

%    [X, res, smn] = ncsolve(A, b, lambda, L); 

% Solve the linear least square program with x>=0 constraint 

% min ||C*x -d|| subject to A*x<=b, A_eq*x = b_eq, lb<=x<=ub 

% Input args:  

%    A: Discretization matrix 

%    b: data (the transient current) 

%    lambda: the regularization parameter 

%    L: derivative matrix 

% (Optional) output args:  

%    X: the solution 

%    rmn: fitting residue 

%    smn: smoothness 

 

x0 = zeros(size(L, 2),1);  % default  

N = size(A, 2); 

C = [A; lambda*L]; 

d = [b; lambda* L*x0]; 

AA = -eye(N, N); 
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bb = zeros(N, 1); 

opts = optimset('MaxIter', 2000); 

[X, resnorm, residual, exitflag, output] = lsqlin(C, d, AA, bb, [], [], [],[], [], opts);  

res = (A*X - b)'*(A*X -b);   % fitting residue 

smn =(L*X)'*(L*X);     % smoothness 

 

if nargout >=1 

    varargout=cell(nargout,1); 

    varargout{1} = X;  

    if nargout >=2 

       varargout{2} = res;  

       if nargout >=3 

           varargout{3} = smn;  

       end 

    end 

end 

 

get_A.m 
function [A, varargout] = get_A(t, dtype, n, varargin) 

% [A, varargout] = get_A(t, I, dtype, n, varargin) 

% Generate the discretization matrix for PICTS 

% Input args:  

%     t:  x-axis of experimental data (e.g., time), a column vector 

%     dtype: discretization type, should be 'glq' (generalized Gauss-Laguerre quadrature), 'linear', or 'log' 

%     N: discretization points in f space 

%     varargin{1}: [lower_bound, upper_bound] for 'linear' or 'log'; 'glq' doesn't need this input  

% 

% Output args:  

%     A: dicretized matrix 

%     varargout{1}: f_out, sampled f-space 

%  

% Written by Lijun Li 

% Update log:  

%     Created: Oct, 2013 

 

if length(varargin) >= 1 

    dlimit = varargin{1};  % discretization limit for 'linear' or 'log' 

end 

 

A = zeros(length(t), n); 

 

if strcmpi(dtype, 'glq') 

    if length(varargin) >= 1 

        warning('Ignore input argument starting from the 4th') 

    end 

     

    % Run generalized Gauss-Laguerre quadrature routine, with alpha=1 

    % f: abscissa of Laguerra polynomial; a column vector 

    % wt: weight of generalized Gauss-Laguerre quadrature; a column vector 

    [f, wt] = gen_laguerre_rule2(n, 1, 0, 1); 
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    for ii = 1:length(t) 

        for jj = 1:n 

            A(ii, jj) = wt(jj)*exp(-f(jj)*(t(ii)-1)); 

        end 

    end 

    f_out = f; 

     

elseif strcmpi(dtype, 'linear') || strcmpi(dtype, 'log') 

    if length(dlimit) == 2 

        lb = dlimit(1); 

        ub = dlimit(2); 

    else 

        error('Linear or logarithmic discretization limit should be a 2-by-1 vector like [lower_bound, 

upper_bound]!') 

    end 

    if strcmpi(dtype, 'linear') 

        f = linspace(lb, ub, n+1); 

    else 

        f = logspace(log10(lb), log10(ub), n+1); 

    end 

    df = zeros(n, 1); 

    f2 = zeros(n,1); 

    for ii = 1:n 

        df(ii) = f(ii+1) - f(ii); 

    end 

    for ii = 1:n 

        f2(ii) = (f(ii) + f(ii+1))/2; 

    end 

    for ii = 1:length(t) 

        for jj = 1:n 

            A(ii, jj) = f2(jj)*exp(-f2(jj)*t(ii))*df(jj); 

        end 

    end 

    f_out = f2; 

else 

    error('Unrecognized discretization type!') 

end 

 

if nargout >=2 

    varargout{1} = f_out; 

end 

end 

 

t_func.m 
function yt = t_func(t, mu, sigma) 

% Calculate the time-domain data from a Gaussian spectrum in f-space 

% t: input time axis, a vector 

% mu, sigma: Gaussian mean and standard deviation, must be scalars 

 

a = (mu-sigma^2*t)/(sqrt(2)*sigma); 
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A = exp(-mu*t + (sigma*t).^2/2); 

B = (exp(-a.^2) + sqrt(pi)*a.*(1+erf(a))); 

yt = sigma/sqrt(2*pi) * A.*B; 

end 

 

gen_laguerre_rule2.m 
function [x, w] = gen_laguerre_rule2 (order, alpha, a, b) 

% [x, w] = gen_laguerre_rule2 (order, alpha, a, b) 

% This script is modified from 

http://people.sc.fsu.edu/~jburkardt/m_src/gen_laguerre_rule/gen_laguerre_rule.html 

%  

% This program computes a standard or exponentially weighted generalized Gauss-Laguerre quadrature 

rule. 

% Integral ( 0 <= x < oo ) |x-a|^ALPHA exp(-B*(x-a)) f(x) dx 

% Input args:  

%    order: number of points in the rule 

%    alpha: the exponent of |X| 

%    a: the left endpoint of the interval of integration, and is currently fixed at 0 

%    b: the scale factor in the exponential 

% 

% Modified:  24 February 2010; Author:  John Burkardt 

% Further modified by Lijun Li (add output args [x,w], reduce the verbose output, remove filename 

option) 

% Licensing: This code is distributed under the GNU LGPL license. 

 

%  Initialize the parameters. 

beta = 0.0; 

 

%  Construct the rule. 

kind = 5; 

[x, w] = cgqf ( order, kind, alpha, beta, a, b ); 

end 

 

function [ t, wts ] = cdgqf ( nt, kind, alpha, beta ) 

%% CDGQF computes a Gauss quadrature formula with default A, B and simple knots. 

% 

%  Discussion: 

% 

%    This routine computes all the knots and weights of a Gauss quadrature 

%    formula with a classical weight function with default values for A and B, 

%    and only simple knots. 

%    There are no moments checks and no printing is done. 

%    Use routine EIQFS to evaluate a quadrature computed by CGQFS. 

% 

%  Licensing:  This code is distributed under the GNU LGPL license. 

%  Modified: 04 January 2010 

%    Original FORTRAN77 version by Sylvan Elhay, Jaroslav Kautsky. 

%    MATLAB version by John Burkardt. 

% 



 
 

  127 

 

%  Reference: 

%    Sylvan Elhay, Jaroslav Kautsky, 

%    Algorithm 655: IQPACK, FORTRAN Subroutines for the Weights of 

%    Interpolatory Quadrature, 

%    ACM Transactions on Mathematical Software, 

%    Volume 13, Number 4, December 1987, pages 399-415. 

% 

%  Parameters: 

%    Input, integer NT, the number of knots. 

%    Input, integer KIND, the rule. 

%    1, Legendre,             (a,b)       1.0 

%    2, Chebyshev,            (a,b)       ((b-x)*(x-a))^(-0.5) 

%    3, Gegenbauer,           (a,b)       ((b-x)*(x-a))^alpha 

%    4, Jacobi,               (a,b)       (b-x)^alpha*(x-a)^beta 

%    5, Generalized Laguerre, (a,inf)     (x-a)^alpha*exp(-b*(x-a)) 

%    6, Generalized Hermite,  (-inf,inf)  |x-a|^alpha*exp(-b*(x-a)^2) 

%    7, Exponential,          (a,b)       |x-(a+b)/2.0|^alpha 

%    8, Rational,             (a,inf)     (x-a)^alpha*(x+b)^beta 

% 

%    Input, real ALPHA, the value of Alpha, if needed. 

%    Input, real BETA, the value of Beta, if needed. 

%    Output, real T(NT), the knots. 

%    Output, real WTS(NT), the weights. 

% 

  parchk ( kind, 2 * nt, alpha, beta ); 

% 

%  Get the Jacobi matrix and zero-th moment. 

  [ aj, bj, zemu ] = class_matrix ( kind, nt, alpha, beta ); 

% 

%  Compute the knots and weights. 

  [ t, wts ] = sgqf ( nt, aj, bj, zemu ); 

 

  return 

end 

function [ t, wts ] = cgqf ( nt, kind, alpha, beta, a, b ) 

%% CGQF computes knots and weights of a Gauss quadrature formula. 

% 

%  Discussion: 

%    The user may specify the interval (A,B). 

%    Only simple knots are produced. 

%    The user may request that the routine print the knots and weights, 

%    and perform a moment check. 

%    Use routine EIQFS to evaluate this quadrature formula. 

% 

%  Licensing: This code is distributed under the GNU LGPL license. 

% 

%  Modified: 16 February 2010 

% 

%    Original FORTRAN77 version by Sylvan Elhay, Jaroslav Kautsky. 

%    MATLAB version by John Burkardt. 

% 
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%  Reference: 

%    Sylvan Elhay, Jaroslav Kautsky, 

%    Algorithm 655: IQPACK, FORTRAN Subroutines for the Weights of 

%    Interpolatory Quadrature, 

%    ACM Transactions on Mathematical Software, 

%    Volume 13, Number 4, December 1987, pages 399-415. 

% 

%  Parameters: 

%    Input, integer NT, the number of knots. 

%    Input, integer KIND, the rule. 

%    1, Legendre,             (a,b)       1.0 

%    2, Chebyshev Type 1,     (a,b)       ((b-x)*(x-a))^(-0.5) 

%    3, Gegenbauer,           (a,b)       ((b-x)*(x-a))^alpha 

%    4, Jacobi,               (a,b)       (b-x)^alpha*(x-a)^beta 

%    5, Generalized Laguerre, (a,+oo)     (x-a)^alpha*exp(-b*(x-a)) 

%    6, Generalized Hermite,  (-oo,+oo)   |x-a|^alpha*exp(-b*(x-a)^2) 

%    7, Exponential,          (a,b)       |x-(a+b)/2.0|^alpha 

%    8, Rational,             (a,+oo)     (x-a)^alpha*(x+b)^beta 

%    9, Chebyshev Type 2,     (a,b)       ((b-x)*(x-a))^(+0.5) 

% 

%    Input, real ALPHA, the value of Alpha, if needed. 

%    Input, real BETA, the value of Beta, if needed. 

%    Input, real A, B, the interval endpoints. 

%    Output, real T(NT), the knots. 

%    Output, real WTS(NT), the weights. 

% 

%  Compute the Gauss quadrature formula for default values of A and B. 

  [ t, wts ] = cdgqf ( nt, kind, alpha, beta ); 

%  All knots have multiplicity = 1. 

  mlt = zeros(nt,1); 

  mlt(1:nt) = 1; 

% 

%  NDX(I) = I. 

% 

  ndx = ( 1 : nt ); 

% 

%  Scale the quadrature rule. 

  [ t, wts ] = scqf ( nt, t, mlt, wts, nt, ndx, kind, alpha, beta, a, b ); 

  return 

end 

function [ aj, bj, zemu ] = class_matrix ( kind, m, alpha, beta ) 

%% CLASS_MATRIX computes the Jacobi matrix for a quadrature rule. 

%  Discussion: 

%    This routine computes the diagonal AJ and subdiagonal BJ 

%    elements of the order M tridiagonal symmetric Jacobi matrix 

%    associated with the polynomials orthogonal with respect to 

%    the weight function specified by KIND. 

% 

%    For weight functions 1-7, M elements are defined in BJ even 

%    though only M-1 are needed.  For weight function 8, BJ(M) is 

%    set to zero. 
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%    The zero-th moment of the weight function is returned in ZEMU. 

%  Licensing: This code is distributed under the GNU LGPL license. 

% 

%  Modified: 04 January 2010 

% 

%    Original FORTRAN77 version by Sylvan Elhay, Jaroslav Kautsky. 

%    MATLAB version by John Burkardt. 

% 

%  Reference: 

%    Sylvan Elhay, Jaroslav Kautsky, 

%    Algorithm 655: IQPACK, FORTRAN Subroutines for the Weights of 

%    Interpolatory Quadrature, 

%    ACM Transactions on Mathematical Software, 

%    Volume 13, Number 4, December 1987, pages 399-415. 

% 

%  Parameters: 

%    Input, integer KIND, the rule. 

%    1, Legendre,             (a,b)       1.0 

%    2, Chebyshev,            (a,b)       ((b-x)*(x-a))^(-0.5) 

%    3, Gegenbauer,           (a,b)       ((b-x)*(x-a))^alpha 

%    4, Jacobi,               (a,b)       (b-x)^alpha*(x-a)^beta 

%    5, Generalized Laguerre, (a,inf)     (x-a)^alpha*exp(-b*(x-a)) 

%    6, Generalized Hermite,  (-inf,inf)  |x-a|^alpha*exp(-b*(x-a)^2) 

%    7, Exponential,          (a,b)       |x-(a+b)/2.0|^alpha 

%    8, Rational,             (a,inf)     (x-a)^alpha*(x+b)^beta 

% 

%    Input, integer M, the order of the Jacobi matrix. 

%    Input, real ALPHA, the value of Alpha, if needed. 

%    Input, real BETA, the value of Beta, if needed. 

%    Output, real AJ(M), BJ(M), the diagonal and subdiagonal 

%    of the Jacobi matrix. 

%    Output, real ZEMU, the zero-th moment. 

% 

  temp = eps; 

  parchk ( kind, 2 * m - 1, alpha, beta ); 

  temp2 = 0.5; 

 

  if ( 500.0 * temp < abs ( ( gamma ( temp2 ) )^2 - pi ) ) 

    fprintf ( 1, '\n' ); 

    fprintf ( 1, 'CLASS - Fatal error!\n' ); 

    fprintf ( 1, '  Gamma function does not match machine parameters.\n' ); 

    error ( 'CLASS - Fatal error!' ); 

  end 

 

  bj = zeros(m,1); 

  aj = zeros(m,1); 

 

  if ( kind == 1 ) 

    ab = 0.0; 

    zemu = 2.0 / ( ab + 1.0 ); 

    aj(1:m) = 0.0; 
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    for i = 1 : m 

      abi = i + ab * mod ( i, 2 ); 

      abj = 2 * i + ab; 

      bj(i) = abi * abi / ( abj * abj - 1.0 ); 

    end 

    bj(1:m) =  sqrt ( bj(1:m) ); 

 

  elseif ( kind == 2 ) 

    zemu = pi; 

    aj(1:m) = 0.0; 

    bj(1) =  sqrt ( 0.5 ); 

    bj(2:m) = 0.5; 

 

  elseif ( kind == 3 ) 

    ab = alpha * 2.0; 

    zemu = 2.0^( ab + 1.0 ) * gamma ( alpha + 1.0 )^2 ... 

      / gamma ( ab + 2.0 ); 

    aj(1:m) = 0.0; 

    bj(1) = 1.0 / ( 2.0 * alpha + 3.0 ); 

    for i = 2 : m 

      bj(i) = i * ( i + ab ) / ( 4.0 * ( i + alpha )^2 - 1.0 ); 

    end 

    bj(1:m) =  sqrt ( bj(1:m) ); 

 

  elseif ( kind == 4 ) 

    ab = alpha + beta; 

    abi = 2.0 + ab; 

    zemu = 2.0^( ab + 1.0 ) * gamma ( alpha + 1.0 ) ... 

      * gamma ( beta + 1.0 ) / gamma ( abi ); 

    aj(1) = ( beta - alpha ) / abi; 

    bj(1) = 4.0 * ( 1.0 + alpha ) * ( 1.0 + beta ) ... 

      / ( ( abi + 1.0 ) * abi * abi ); 

    a2b2 = beta * beta - alpha * alpha; 

    for i = 2 : m 

      abi = 2.0 * i + ab; 

      aj(i) = a2b2 / ( ( abi - 2.0 ) * abi ); 

      abi = abi^2; 

      bj(i) = 4.0 * i * ( i + alpha ) * ( i + beta ) * ( i + ab ) ... 

        / ( ( abi - 1.0 ) * abi ); 

    end 

    bj(1:m) =  sqrt ( bj(1:m) ); 

 

  elseif ( kind == 5 ) 

    zemu = gamma ( alpha + 1.0 ); 

    for i = 1 : m 

      aj(i) = 2.0 * i - 1.0 + alpha; 

      bj(i) = i * ( i + alpha ); 

    end 

    bj(1:m) =  sqrt ( bj(1:m) ); 

 

  elseif ( kind == 6 ) 
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    zemu = gamma ( ( alpha + 1.0 ) / 2.0 ); 

    aj(1:m) = 0.0; 

    for i = 1 : m 

      bj(i) = ( i + alpha * mod ( i, 2 ) ) / 2.0; 

    end 

    bj(1:m) =  sqrt ( bj(1:m) ); 

 

  elseif ( kind == 7 ) 

    ab = alpha; 

    zemu = 2.0 / ( ab + 1.0 ); 

    aj(1:m) = 0.0; 

    for i = 1 : m 

      abi = i + ab * mod(i,2); 

      abj = 2 * i + ab; 

      bj(i) = abi * abi / ( abj * abj - 1.0 ); 

    end 

    bj(1:m) =  sqrt ( bj(1:m) ); 

 

  elseif ( kind == 8 ) 

    ab = alpha + beta; 

    zemu = gamma ( alpha + 1.0 ) * gamma ( - ( ab + 1.0 ) ) ... 

      / gamma ( - beta ); 

    apone = alpha + 1.0; 

    aba = ab * apone; 

    aj(1) = - apone / ( ab + 2.0 ); 

    bj(1) = - aj(1) * ( beta + 1.0 ) / ( ab + 2.0 ) / ( ab + 3.0 ); 

    for i = 2 : m 

      abti = ab + 2.0 * i; 

      aj(i) = aba + 2.0 * ( ab + i ) * ( i - 1 ); 

      aj(i) = - aj(i) / abti / ( abti - 2.0 ); 

    end 

    for i = 2 : m - 1 

      abti = ab + 2.0 * i; 

      bj(i) = i * ( alpha + i ) / ( abti - 1.0 ) * ( beta + i ) ... 

        / ( abti^2 ) * ( ab + i ) / ( abti + 1.0 ); 

    end 

 

    bj(m) = 0.0; 

    bj(1:m) =  sqrt ( bj(1:m) ); 

  end 

  return 

end 

 

function [ d, z ] = imtqlx ( n, d, e, z ) 

%% IMTQLX diagonalizes a symmetric tridiagonal matrix. 

% 

%  Discussion: 

%    This routine is a slightly modified version of the EISPACK routine to 

%    perform the implicit QL algorithm on a symmetric tridiagonal matrix. 

%    The authors thank the authors of EISPACK for permission to use this 

%    routine. 
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%    It has been modified to produce the product Q' * Z, where Z is an input 

%    vector and Q is the orthogonal matrix diagonalizing the input matrix. 

%    The changes consist (essentialy) of applying the orthogonal transformations 

%    directly to Z as they are generated. 

%  Licensing: This code is distributed under the GNU LGPL license. 

% 

%  Modified: 04 January 2010 

%    Original FORTRAN77 version by Sylvan Elhay, Jaroslav Kautsky. 

%    MATLAB version by John Burkardt. 

% 

%  Reference: 

%    Sylvan Elhay, Jaroslav Kautsky, 

%    Algorithm 655: IQPACK, FORTRAN Subroutines for the Weights of 

%    Interpolatory Quadrature, 

%    ACM Transactions on Mathematical Software, 

%    Volume 13, Number 4, December 1987, pages 399-415. 

% 

%    Roger Martin, James Wilkinson, 

%    The Implicit QL Algorithm, 

%    Numerische Mathematik, 

%    Volume 12, Number 5, December 1968, pages 377-383. 

% 

%  Parameters: 

%    Input, integer N, the order of the matrix. 

%    Input, real D(N), the diagonal entries of the matrix. 

%    Input, real E(N), the subdiagonal entries of the 

%    matrix, in entries E(1) through E(N-1).  

%    Input, real Z(N), a vector to be operated on. 

%    Output, real D(N), the diagonal entries of the diagonalized matrix. 

%    Output, real Z(N), the value of Q' * Z, where Q is the matrix that  

%    diagonalizes the input symmetric tridiagonal matrix. 

% 

  itn = 30; 

  prec = eps; 

 

  if ( n == 1 ) 

    return 

  end 

 

  e(n) = 0.0; 

  for l = 1 : n 

    j = 0; 

    while ( 1 ) 

      for m = l : n 

        if ( m == n ) 

          break 

        end 

 

        if ( abs ( e(m) ) <= prec * ( abs ( d(m) ) + abs ( d(m+1) ) ) ) 

          break 

        end 
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      end 

 

      p = d(l); 

      if ( m == l ) 

        break 

      end 

 

      if ( j == itn ) 

        fprintf ( 1, '\n' ); 

        fprintf ( 1, 'IMTQLX - Fatal error!\n' ); 

        fprintf ( 1, '  Iteration limit exceeded.\n' ); 

        error ( 'IMTQLX - Fatal error!' ); 

      end 

 

      j = j + 1; 

      g = ( d(l+1) - p ) / ( 2.0 * e(l) ); 

      r =  sqrt ( g * g + 1.0 ); 

      g = d(m) - p + e(l) / ( g + r8_sign ( g ) * abs ( r ) ); 

      s = 1.0; 

      c = 1.0; 

      p = 0.0; 

      mml = m - l; 

 

      for ii = 1 : mml 

 

        i = m - ii; 

        f = s * e(i); 

        b = c * e(i); 

 

        if ( abs ( f ) >= abs ( g ) ) 

          c = g / f; 

          r =  sqrt ( c * c + 1.0 ); 

          e(i+1) = f * r; 

          s = 1.0 / r; 

          c = c * s; 

        else 

          s = f / g; 

          r =  sqrt ( s * s + 1.0 ); 

          e(i+1) = g * r; 

          c = 1.0 / r; 

          s = s * c; 

        end 

 

        g = d(i+1) - p; 

        r = ( d(i) - g ) * s + 2.0 * c * b; 

        p = s * r; 

        d(i+1) = g + p; 

        g = c * r - b; 

        f = z(i+1); 

        z(i+1) = s * z(i) + c * f; 

        z(i) = c * z(i) - s * f; 
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      end 

 

      d(l) = d(l) - p; 

      e(l) = g; 

      e(m) = 0.0; 

 

    end 

  end 

 

  for ii = 2 : n 

 

     i = ii - 1; 

     k = i; 

     p = d(i); 

 

     for j = ii : n 

       if ( d(j) < p ) 

         k = j; 

         p = d(j); 

       end 

     end 

 

     if ( k ~= i ) 

       d(k) = d(i); 

       d(i) = p; 

       p = z(i); 

       z(i) = z(k); 

       z(k) = p; 

     end 

  end 

 

  return 

end 

function parchk ( kind, m, alpha, beta ) 

%% PARCHK checks parameters ALPHA and BETA for classical weight functions. 

% 

%  Licensing: This code is distributed under the GNU LGPL license. 

% 

%  Modified: 04 January 2010 

%    Original FORTRAN77 version by Sylvan Elhay, Jaroslav Kautsky. 

%    MATLAB version by John Burkardt. 

% 

%  Reference: 

%    Sylvan Elhay, Jaroslav Kautsky, 

%    Algorithm 655: IQPACK, FORTRAN Subroutines for the Weights of 

%    Interpolatory Quadrature, 

%    ACM Transactions on Mathematical Software, 

%    Volume 13, Number 4, December 1987, pages 399-415. 

% 

%  Parameters: 
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%    Input, integer KIND, the rule. 

%    1, Legendre,             (a,b)       1.0 

%    2, Chebyshev,            (a,b)       ((b-x)*(x-a))^(-0.5) 

%    3, Gegenbauer,           (a,b)       ((b-x)*(x-a))^alpha 

%    4, Jacobi,               (a,b)       (b-x)^alpha*(x-a)^beta 

%    5, Generalized Laguerre, (a,inf)     (x-a)^alpha*exp(-b*(x-a)) 

%    6, Generalized Hermite,  (-inf,inf)  |x-a|^alpha*exp(-b*(x-a)^2) 

%    7, Exponential,          (a,b)       |x-(a+b)/2.0|^alpha 

%    8, Rational,             (a,inf)     (x-a)^alpha*(x+b)^beta 

% 

%    Input, integer M, the order of the highest moment to 

%    be calculated.  This value is only needed when KIND = 8. 

% 

%    Input, real ALPHA, BETA, the parameters, if required 

%    by the value of KIND. 

% 

  if ( kind <= 0 ) 

    fprintf ( 1, '\n' ); 

    fprintf ( 1, 'PARCHK - Fatal error!\n' ); 

    fprintf ( 1, '  KIND <= 0.\n' ); 

    error ( 'PARCHK - Fatal error!' ); 

  end 

% 

%  Check ALPHA for Gegenbauer, Jacobi, Laguerre, Hermite, Exponential. 

% 

  if ( 3 <= kind && alpha <= -1.0 ) 

    fprintf ( 1, '\n' ); 

    fprintf ( 1, 'PARCHK - Fatal error!\n' ); 

    fprintf ( 1, '  3 <= KIND and ALPHA <= -1.\n' ); 

    error ( 'PARCHK - Fatal error!' ); 

  end 

% 

%  Check BETA for Jacobi. 

% 

  if ( kind == 4 && beta <= -1.0 ) 

    fprintf ( 1, '\n' ); 

    fprintf ( 1, 'PARCHK - Fatal error!\n' ); 

    fprintf ( 1, '  KIND == 4 and BETA <= -1.0.\n' ); 

    error ( 'PARCHK - Fatal error!' ); 

  end 

% 

%  Check ALPHA and BETA for rational. 

% 

  if ( kind == 8 ) 

    tmp = alpha + beta + m + 1.0; 

    if ( 0.0 <= tmp || tmp <= beta ) 

      fprintf ( 1, '\n' ); 

      fprintf ( 1, 'PARCHK - Fatal error!\n' ); 

      fprintf ( 1, '  KIND == 8 but condition on ALPHA and BETA fails.\n' ); 

      error ( 'PARCHK - Fatal error!' ); 

    end 
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  end 

 

  return 

end 

function value = r8_huge ( ) 

%% R8_HUGE returns a "huge" real number. 

% 

%  Discussion: 

% 

%    The value returned by this function is NOT required to be the 

%    maximum representable R8.  This value varies from machine to machine, 

%    from compiler to compiler, and may cause problems when being printed. 

%    We simply want a "very large" but non-infinite number. 

% 

%    MATLAB provides a built-in symbolic constant "inf" that can be used 

%    if a huge number is really what you want! 

% 

%  Licensing: This code is distributed under the GNU LGPL license. 

%  Modified: 27 January 2008 

%    Output, real VALUE, a huge number. 

  value = 1.0E+30; 

  return 

end 

function value = r8_sign ( x ) 

%% R8_SIGN returns the sign of an R8. 

% The value is +1 if the number is positive or zero, and it is -1 otherwise. 

% 

%  Licensing: This code is distributed under the GNU LGPL license. 

% 

%  Modified: 21 March 2004 

%  Author: John Burkardt 

% 

%  Parameters: 

%    Input, real X, the number whose sign is desired. 

%    Output, real VALUE, the sign of X. 

% 

  if ( 0 <= x ) 

    value = +1.0; 

  else 

    value = -1.0; 

  end 

 

  return 

end 

function r8mat_write ( output_filename, m, n, table ) 

%% R8MAT_WRITE writes an R8MAT file. 

%  Licensing: This code is distributed under the GNU LGPL license. 

%  Modified: 11 August 2009 

%  Author: John Burkardt 

% 

%  Parameters: 
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%    Input, string OUTPUT_FILENAME, the output filename. 

%    Input, integer M, the spatial dimension. 

%    Input, integer N, the number of points. 

%    Input, real TABLE(M,N), the points. 

% 

%  Open the file. 

  output_unit = fopen ( output_filename, 'wt' ); 

 

  if ( output_unit < 0 )  

    fprintf ( 1, '\n' ); 

    fprintf ( 1, 'R8MAT_WRITE - Error!\n' ); 

    fprintf ( 1, '  Could not open the output file.\n' ); 

    error ( 'R8MAT_WRITE - Error!' ); 

  end 

% 

%  Write the data. 

%  For smaller data files, and less precision, try: 

%     fprintf ( output_unit, '  %14.6e', table(i,j) ); 

% 

  for j = 1 : n 

    for i = 1 : m 

      fprintf ( output_unit, '  %24.16e', table(i,j) ); 

    end 

    fprintf ( output_unit, '\n' ); 

  end 

% 

%  Close the file. 

% 

  fclose ( output_unit ); 

 

  return 

end 

function rule_write ( order, filename, x, w, r ) 

%% RULE_WRITE writes a quadrature rule to a file. 

% 

%  Licensing: This code is distributed under the GNU LGPL license. 

%  Modified: 18 February 2010 

%  Author: John Burkardt 

% 

%  Parameters: 

%    Input, integer ORDER, the order of the rule. 

%    Input, string FILENAME, specifies the output files. 

%    write files 'filename_w.txt', 'filename_x.txt', 'filename_r.txt' defining  

%    weights, abscissas, and region. 

%    Input, real X(ORDER), the abscissas. 

%    Input, real W(ORDER), the weights. 

%    Input, real R(2), the region. 

% 

  filename_x = strcat ( filename, '_x.txt' ); 

  filename_w = strcat ( filename, '_w.txt' ); 

  filename_r = strcat ( filename, '_r.txt' ); 
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  fprintf ( 1, '\n' ); 

  fprintf ( 1,'  Creating quadrature files.\n' ); 

  fprintf ( 1, '\n' ); 

  fprintf ( 1, '  "Root" file name is   "%s".\n', filename ); 

  fprintf ( 1, '\n' ); 

  fprintf ( 1, '  Weight file will be   "%s".\n', filename_w ); 

  fprintf ( 1, '  Abscissa file will be "%s".\n', filename_x ); 

  fprintf ( 1, '  Region file will be   "%s".\n', filename_r ); 

 

  r8mat_write ( filename_w, 1, order, w' ); 

  r8mat_write ( filename_x, 1, order, x' ); 

  r8mat_write ( filename_r, 1, 2,     r' ); 

 

  return 

end 

function [ t, wts ] = scqf ( nt, t, mlt, wts, nwts, ndx, kind, alpha, ... 

  beta, a, b ) 

%% SCQF scales a quadrature formula to a nonstandard interval. 

%  Licensing: This code is distributed under the GNU LGPL license. 

% 

%  Modified: 24 February 2010 

%    Original FORTRAN77 version by Sylvan Elhay, Jaroslav Kautsky. 

%    MATLAB version by John Burkardt. 

% 

%  Reference: 

%    Sylvan Elhay, Jaroslav Kautsky, 

%    Algorithm 655: IQPACK, FORTRAN Subroutines for the Weights of 

%    Interpolatory Quadrature, 

%    ACM Transactions on Mathematical Software, 

%    Volume 13, Number 4, December 1987, pages 399-415. 

% 

%  Parameters: 

%    Input, integer NT, the number of knots. 

%    Input, real T(NT), the original knots. 

%    Input, integer MLT(NT), the multiplicity of the knots. 

%    Input, real WTS(NWTS), the weights. 

%    Input, integer NWTS, the number of weights. 

%    Input, integer NDX(NT), used to index the array WTS. 

%    For more details see the comments in CAWIQ. 

%    Input, integer KIND, the rule. 

%    1, Legendre,             (a,b)       1.0 

%    2, Chebyshev Type 1,     (a,b)       ((b-x)*(x-a))^(-0.5) 

%    3, Gegenbauer,           (a,b)       ((b-x)*(x-a))^alpha 

%    4, Jacobi,               (a,b)       (b-x)^alpha*(x-a)^beta 

%    5, Generalized Laguerre, (a,+oo)     (x-a)^alpha*exp(-b*(x-a)) 

%    6, Generalized Hermite,  (-oo,+oo)   |x-a|^alpha*exp(-b*(x-a)^2) 

%    7, Exponential,          (a,b)       |x-(a+b)/2.0|^alpha 

%    8, Rational,             (a,+oo)     (x-a)^alpha*(x+b)^beta 

%    9, Chebyshev Type 2,     (a,b)       ((b-x)*(x-a))^(+0.5) 

% 
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%    Input, real ALPHA, the value of Alpha, if needed. 

%    Input, real BETA, the value of Beta, if needed. 

%    Input, real A, B, the interval endpoints. 

%    Output, real T(NT), the scaled knots. 

%    Output, real WTS(NWTS), the scaled weights. 

% 

  temp = eps; 

  parchk ( kind, 1, alpha, beta ) 

 

  if ( kind == 1 ) 

    al = 0.0; 

    be = 0.0; 

    if ( abs ( b - a ) <= temp ) 

      fprintf ( 1, '\n' ); 

      fprintf ( 1, 'SCQF - Fatal error!\n' ); 

      fprintf ( 1, '  |B - A| too small.\n' ); 

      fprintf ( 1, '  A = %f\n', a ); 

      fprintf ( 1, '  B = %f\n', b ); 

      error ( 'SCQF - Fatal error!' ); 

    end 

 

    shft = ( a + b ) / 2.0; 

    slp = ( b - a ) / 2.0; 

 

  elseif ( kind == 2 ) 

    al = -0.5; 

    be = -0.5; 

    if ( abs ( b - a ) <= temp ) 

      fprintf ( 1, '\n' ); 

      fprintf ( 1, 'SCQF - Fatal error!\n' ); 

      fprintf ( 1, '  |B - A| too small.\n' ); 

      fprintf ( 1, '  A = %f\n', a ); 

      fprintf ( 1, '  B = %f\n', b ); 

      error ( 'SCQF - Fatal error!' ); 

    end 

    shft = ( a + b ) / 2.0; 

    slp = ( b - a ) / 2.0; 

 

  elseif ( kind == 3 ) 

    al = alpha; 

    be = alpha; 

    if ( abs ( b - a ) <= temp ) 

      fprintf ( 1, '\n' ); 

      fprintf ( 1, 'SCQF - Fatal error!\n' ); 

      fprintf ( 1, '  |B - A| too small.\n' ); 

      fprintf ( 1, '  A = %f\n', a ); 

      fprintf ( 1, '  B = %f\n', b ); 

      error ( 'SCQF - Fatal error!' ); 

    end 

 

    shft = ( a + b ) / 2.0; 
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    slp = ( b - a ) / 2.0; 

 

  elseif ( kind == 4 ) 

    al = alpha; 

    be = beta; 

 

    if ( abs ( b - a ) <= temp ) 

      fprintf ( 1, '\n' ); 

      fprintf ( 1, 'SCQF - Fatal error!\n' ); 

      fprintf ( 1, '  |B - A| too small.\n' ); 

      fprintf ( 1, '  A = %f\n', a ); 

      fprintf ( 1, '  B = %f\n', b ); 

      error ( 'SCQF - Fatal error!' ); 

    end 

    shft = ( a + b ) / 2.0; 

    slp = ( b - a ) / 2.0; 

 

  elseif ( kind == 5 ) 

    if ( b <= 0.0 ) 

      fprintf ( 1, '\n' ); 

      fprintf ( 1, 'SCQF - Fatal error!\n' ); 

      fprintf ( 1, '  B <= 0.\n' ); 

      fprintf ( 1, '  A = %f\n', a ); 

      fprintf ( 1, '  B = %f\n', b ); 

      error ( 'SCQF - Fatal error!' ); 

    end 

 

    shft = a; 

    slp = 1.0 / b; 

    al = alpha; 

    be = 0.0; 

 

  elseif ( kind == 6 ) 

    if ( b <= 0.0 ) 

      fprintf ( 1, '\n' ); 

      fprintf ( 1, 'SCQF - Fatal error!\n' ); 

      fprintf ( 1, '  B <= 0.\n' ); 

      fprintf ( 1, '  A = %f\n', a ); 

      fprintf ( 1, '  B = %f\n', b ); 

      error ( 'SCQF - Fatal error!' ); 

    end 

 

    shft = a; 

    slp = 1.0 / sqrt ( b ); 

    al = alpha; 

    be = 0.0; 

 

  elseif ( kind == 7 ) 

    al = alpha; 

    be = 0.0; 

    if ( abs ( b - a ) <= temp ) 
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      fprintf ( 1, '\n' ); 

      fprintf ( 1, 'SCQF - Fatal error!\n' ); 

      fprintf ( 1, '  |B - A| too small.\n' ); 

      fprintf ( 1, '  A = %f\n', a ); 

      fprintf ( 1, '  B = %f\n', b ); 

      error ( 'SCQF - Fatal error!' ); 

    end 

    shft = ( a + b ) / 2.0; 

    slp = ( b - a ) / 2.0; 

 

  elseif ( kind == 8 ) 

    if ( a + b <= 0.0 ) 

      fprintf ( 1, '\n' ); 

      fprintf ( 1, 'SCQF - Fatal error!\n' ); 

      fprintf ( 1, '  A + B <= 0.\n' ); 

      fprintf ( 1, '  A = %f\n', a ); 

      fprintf ( 1, '  B = %f\n', b ); 

      error ( 'SCQF - Fatal error!' ); 

    end 

    shft = a; 

    slp = a + b; 

    al = alpha; 

    be = beta; 

 

  elseif ( kind == 9 ) 

    al = 0.5; 

    be = 0.5; 

    if ( abs ( b - a ) <= temp ) 

      fprintf ( 1, '\n' ); 

      fprintf ( 1, 'SCQF - Fatal error!\n' ); 

      fprintf ( 1, '  |B - A| too small.\n' ); 

      fprintf ( 1, '  A = %f\n', a ); 

      fprintf ( 1, '  B = %f\n', b ); 

      error ( 'SCQF - Fatal error!' ); 

    end 

    shft = ( a + b ) / 2.0; 

    slp = ( b - a ) / 2.0; 

  end 

 

  p = slp^( al + be + 1.0 ); 

  for k = 1 : nt 

    t(k) = shft + slp * t(k); 

    l = abs ( ndx(k) ); 

    if ( l ~= 0 ) 

      tmp = p; 

      for i = l : l + mlt(k) - 1 

        wts(i) = wts(i) * tmp; 

        tmp = tmp * slp; 

      end 

    end 

  end 
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  return 

end 

 

function [ t, wts ] = sgqf ( nt, aj, bj, zemu ) 

%% SGQF computes knots and weights of a Gauss Quadrature formula. 

% 

%  Discussion: 

%    This routine computes all the knots and weights of a Gauss quadrature 

%    formula with simple knots from the Jacobi matrix and the zero-th 

%    moment of the weight function, using the Golub-Welsch technique. 

% 

%  Licensing: This code is distributed under the GNU LGPL license. 

%  Modified: 12 February 2010 

%    Original FORTRAN77 version by Sylvan Elhay, Jaroslav Kautsky. 

%    MATLAB version by John Burkardt. 

%  Reference: 

%    Sylvan Elhay, Jaroslav Kautsky, 

%    Algorithm 655: IQPACK, FORTRAN Subroutines for the Weights of 

%    Interpolatory Quadrature, 

%    ACM Transactions on Mathematical Software, 

%    Volume 13, Number 4, December 1987, pages 399-415. 

% 

%  Parameters: 

%    Input, integer NT, the number of knots. 

%    Input, real AJ(NT), the diagonal of the Jacobi matrix. 

%    Input, real BJ(NT), the subdiagonal of the Jacobi 

%    matrix, in entries 1 through NT-1.  On output, BJ has been overwritten. 

%    Input, real ZEMU, the zero-th moment of the weight function. 

%    Output, real T(NT), the knots. 

%    Output, real WTS(NT), the weights. 

% 

%  Exit if the zero-th moment is not positive. 

  if ( zemu <= 0.0 ) 

    fprintf ( 1, '\n' ); 

    fprintf ( 1, 'SGQF - Fatal error!\n' ); 

    fprintf ( 1, '  ZEMU <= 0.\n' ); 

    error ( 'SGQF - Fatal error!' ); 

  end 

% 

%  Set up vectors for IMTQLX. 

  wts = zeros ( nt, 1 ); 

  wts(1) = sqrt ( zemu ); 

  wts(2:nt) = 0.0; 

% 

%  Diagonalize the Jacobi matrix. 

  [ t, wts ] = imtqlx ( nt, aj, bj, wts ); 

  wts(1:nt) = wts(1:nt).^2; 

  return 

end 
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