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ABSTRACT

Resilience analytics for interdependent, complex systems must be able to address
deep uncertainties that can arise from surprising emergent conditions, multiple and
oftentimes competing objectives, and diverse and changing stakeholder preferences.
Methods for identifying resilient priorities need to be adaptable as conditions change over
time and new threats arise. Directions for future research should be based on the value of
information to understanding disruptive conditions. This dissertation introduces the
Resilience and Lifecycle Analysis for Priority Setting (ReLAPSe) methodology,
incorporating methods for strategic planning, risk analysis, and sustainability analysis.
First, iterative problem framing is suggested as a mean to capture the current state of
knowledge over time and problem dynamics to support the adaptability of strategic
priorities. Stakeholder engagement and analysis is incorporated to elicit preferences,
identify opportunities and concerns, and obtain pertinent, domain-specific knowledge.
Multi-criteria analysis and scenario analysis are integrated to study scenario-based
preferences as a means to identify emergent conditions disruptive to priorities. Lifecycle
and other systems analysis methods are suggested to support robust and sustainable
decision-making. The ReLAPSe method is demonstrated in a case study of aviation biofuels.
In the first frame of analysis, seven criteria, thirty-seven supply chain initiatives, and
twenty-five emergent conditions are identified through stakeholder elicitation. The results
reveal scenario sps4: Green preferences as the most disruptive, due in part to increased
importance of environmental quality. In the second frame of analysis, environmental life
cycle assessment is incorporated to address various aspects of environmental quality. The

second frame is based on over 40 hours of elicitation with stakeholders from government,
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academia, and industry specializing in aviation, agriculture, environmental protection,
biofuel production, waste management, and energy solutions, among other areas. In this
frame, sixteen biofuel pathways, six criteria, and five scenarios are identified. The results
reveal low fossil fuel costs to be the most disruptive scenario to priorities. The outputs of
the two frames of analysis are used with results from stakeholder and sensitivity analysis
to identify resilient strategies for aviation biofuel research and development. Generally, the
ReLASPSe method is applicable to priority setting across a variety of disciplines. In
particular, the integration of life cycle assessment makes the method well-suited for

strategic planning for innovative and sustainable technologies.
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CHAPTER 1: INTRODUCTION
1.1 Overview

This chapter provides the introduction to this dissertation. Section 1.2 describes the
problem statement being addressed. Section 1.3 describes the motivation for studying the
resilience of priorities. Section 1.4 describes the purpose and scope of this dissertation.
Section 1.5 describes the organization of the remainder of this dissertation, providing a

diagram of the following chapters.

1.2 Problem Statement

Resilience is a term that was introduced with respect to ecology (Holling 1973) and
has since taken on a wide variety of meanings depending largely on the application domain.
Resilience as a concept is gaining attention from academics and policy-makers. As systems
become more interconnected and complex, planning for resilience becomes ever more
important for risk management. There is a need to develop resilience analytics that can
support strategic planning for diverse fields and applications.

Systems engineering is an interdisciplinary field that involves the design and

implementation of complex systems. Being interdisciplinary in nature means that systems



engineers must integrate knowledge and methods from diverse fields. Systems integration
generally refers to communication between system elements (technological, human, or
organizational) to ensure proper system functioning (Sage and Lynch 1998). For human
decision-making, systems integration can be viewed as communicating knowledge between
different relevant fields. A current gap in systems engineering theory is the integration of
the concept of resilience into strategic planning process that is generalizable to all
disciplines.

Resilience analytics for complex systems must be able to address deep uncertainties
that can arise from surprising emergent conditions, multiple, sometimes competing
objectives, and diverse and changing stakeholder preferences. Methods for designing
resilient strategic plans need to be adaptable as conditions change over time and new
threats arise.

Resilience analysis is particularly important for nascent and innovative industries.
Strategic plans for innovations should be designed with consideration of a wide array of
potentially disruptive conditions. Lifecycle analysis, which can include environmental life
cycle assessment and life cycle cost analysis, is important to identifying and understanding
uncertainties that arise across the entire system life cycle. The next section will describe

the motivation for performing resilience analysis of priorities to changes in mind.

1.3 Motivation

Disruptive events such as natural disasters, terrorist attacks, and other “crises” can
lead to changes in the values of the public and policy-makers. These changes in mind lead
to different priorities, which have the potential to vary drastically compared to the original

set of priorities. For example, in the early 1970s, American oil consumption was increasing



even as domestic oil production was decreasing. Policymakers appeared to discount the
need for domestic production instead believing that Arab oil exporters were too dependent
on revenue from the U.S. to significantly reduce supply or increase prices. After the 1973
Organization of Arab Petroleum Exporting Countries (OAPEC) embargo led to an energy
crisis in the U.S., these beliefs began to shift and energy conservation measures gained
appeal. That change in priorities and values was reflected by the Energy Policy and
Conservation Act of 1975 and the creation of the Department of Energy in 1977. As climate
change mitigation has gained support, further changes in mindset can be seen through the
passage of the Energy Independence and Security Act of 2007, which among other things
was intended to increase the production of clean renewable fuels.

Changes in preferences can lead to different strategies for the government as well as
private industry. Instead of studying resilience ex post facto, future uncertainties need to be
explored to inform priority setting and enhance the resilience of strategies to emergent
“crises.” Systems analysis and engineering appreciates the dynamic nature of mission and
problem statements. This dissertation will apply systems and lifecycle thinking to increase

resilience of priorities to changes in mind.

1.4 Purpose and Scope

The purpose of this dissertation is to introduce the Resilience and Lifecycle Analysis
for Priority Setting (ReLASPSe) method to identify value of information about disruptions
to priorities. Although resilience has taken on many definitions since it's original
conception for ecological systems (Holling 1973), much of the focus has been on the
environment and human psychology (Hosseini, Barker, and Ramirez-Marquez 2015). The

concept of organizational resilience has addressed the need for considering resilience



adaptive capacity related to decision making for supply chains, project selection, and even
corporate structuring (Horne and Orr 1998; Sutcliffe and Vogus 2003; Sheffi 2005; Sheffi
and Rice Jr 2005; Ponomarov and Holcomb 2009; Ouyang and Wang 2015; Connelly,
Thorisson, et al. 2016), but has not touched on the resilience of the decisions themselves.
Therefore, the purpose of this dissertation is to fill this gap by proposing resilience
analytics for strategic decision-making, which will build on the proposal of Ritman (2014)
who pointed out the need for science to inform resilient decision-making. Figure 1
describes how this work builds on previous conceptions of resilience, moving beyond

resilience of physical systems.
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Particularly for analyzing energy systems with environmental, economic and social
considerations, integrating life cycle assessment (LCA) with systems analysis methods (e.g.,
scenario analysis, MCDA, etc.) is useful for identifying sustainable alternatives (Santoyo-
Castelazo and Azapagic 2014). Life cycle assessment methods are widely used in business
strategy, research and development, and policy development (Cooper and Fava 2006) and
thus applicable to a variety of stakeholders for these and other purposes. While there
surely have been a number of applications, there is currently little formal description of
how to incorporate life cycle assessment with decision analysis with consideration for
future uncertainties. Figure 2 describes how the contributions of this dissertation fit with

previous life cycle analysis and decision analysis literature.
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This dissertation will integrate lifecycle analysis with multi-criteria and scenario
analysis and to apply theses methods for resilience analysis of strategic plans, with
demonstration of the methods for the aviation biofuel industry. The effort will consider
multiple scales and perspectives via iterative problem framing. The effort will support
resilience of strategic plans and priorities where the robustness of these plans to scenario
uncertainties is essential to quantify and address. Iterating the analysis for different scopes
and systems boundaries will serve to demonstrate the importance of holistic systems
analysis for problems of global importance by showing how the disruptiveness of
uncertainties differ according to perspective. Different techniques will be applied
depending upon the frame of analysis (i.e, viewpoint, scale, perspective, etc. being
considered). The two frames of analysis that will be demonstrated in the dissertation
consider different system boundaries:

i) Resilience analysis for initiatives and investments spanning the aviation biofuel supply
chain;

ii) Resilience analysis for aviation biofuel feedstock(s) selection in the Commonwealth of
Virginia.

The approach will evaluate the sensitivity of a prioritization of research and
development initiatives in order to determine the most influential scenarios, showing what
are the greatest needs for knowledge. The approach avoids several of the common practical
shortcomings of traditional risk assessment, which include that diverse sources of
expertise (political, technological, economic, etc.) are ignored, real-world alternatives are
not mutually exclusive, probabilities cannot be reliably assessed or agreed, and/or that the

event space of future conditions is not complete. Reframing the problem statement and



scope, aided by life cycle assessment, can lead to a more holistic systems analysis with

refinement of criteria, initiatives, and scenarios, compared to that from a single perspective.

The results can inform decision makers on the robustness of initiatives and the

disruptiveness of various emergent and future conditions, both alone and in combination.
The intent of this work is to make a number of contributions to the theory of

resilience and systems engineering, resilience analysis methodologies, and application for
aviation biofuels as follows:

Contribution 1 Resilience of Priorities: Conceptualization of resilience analytics as the
identifications of emergent conditions disruptive to priorities (Connelly and
Lambert 2016a; Connelly and Lambert 2016b). This constitutes a major
contribution of this dissertation.

Contribution 2 Integrating Lifecycle Analysis: Integration of life cycle assessment with
resilience analysis for strategic decision making (Connelly and Lambert 2016a;
Hamilton et al. 2016). This is a major contribution of this dissertation.

Contribution 3 Resilience of Supply Chain: Demonstration of resilience analysis for
aviation biofuel supply chains (Connelly, Colosi, et al. 2015a). This application is a
minor contribution of this dissertation.

Contribution 4 Algae Biofuel LCA: Life cycle assessment of an innovative algal biofuel
pathway (i.e., hydrothermal liquefaction), considering upstream and downstream
factors of the system lifecycle (Connelly, Colosi, et al. 2015b). This demonstration of
life cycle assessment constitutes a minor contribution of this dissertation.

Contribution 5 Resilience of Feedstock Priorities: Demonstration of resilience analysis

integrated with life cycle assessment to prioritize potential feedstocks for aviation



biofuel production (Connelly and Lambert 2016b; Collier, Connelly, and Lambert

2016). Demonstrating the integration of life cycle assessment with resilience

analysis to prioritize feedstocks for ongoing F2F2 efforts in the Commonwealth of

Virginia constitutes a minor contribution of this dissertation.

Contribution 6 F2F2 Recommendations: Identification of strategic state-level initiatives
to support the development of an aviation biofuel supply chains (Connelly and
Lambert 2016b). This constitutes a minor contribution of this dissertation.

Figure 3 describes how these contributions to the literature fit with regards to
theory, methodology, and applications. Figure 4 describes the timeline of these
contributions in addition to other efforts that have supported this dissertation. Table 1 in
the following section describes how these contributions are related to the chapters of this

dissertation.

10



THEORY

Stewart (2005)
itman (2014)

Connelly and
Lambert (2016a)

e Goodwin and Wright (2001)

Hamilton et al. (submitted) %
e Karvetski et al. (2009a)

Connelly Dissertation %
e Montibeller et al. (2006)

% Connelly and Lambert (2016b)

Hamilton (2014) e

Parnell et al. (1999) e
e Ram et al. (2010)

* You et al. (2014) Connelly et al. (20153,2015b) %
Connelly, Lambert, and Thekdi (2015) %

METHODOLOGY APPLICATION

Figure 3. Contributions to the literature in the theory, methodology, and application
of risk analysis methods to study the resilience of strategic priorities.

11



Jan-13 Jul-13 Feb-14 Aug-14 Mar-15 Sep-15
] ]
Frame 1 analysis .I
Report to DOAV |
Submit paper to Systems Engineering SO 2ANNNIANNNANANANNNWNNWNY

LCA of AHTL aviation biofuel

Poster presentation at C3E Symposium

Present at 2013 Annual Meeting of SRA

Present at 2014 Annual SEDC

Poster presentation at UVERS 2014

Present at 2014 Annual Meeting of SRA-E

PhD qualifying exam

Dissertation proposal

Submit paper to Environment, Systems, & Decisions
Submit paper to Energy and Fuels

Present tutorial at 2014 MORS/SARMA Workshop
Report to ACRP

Frame 2 analysis

Poster presentation at ARCS Scholar Award Reception
Present at 2014 Annual Meeting of INFORMS

Write dissertation

Present at 2014 Annual Meeting of SRA

Submit chapter to NATO ARW "Triple Net Zero"

Present at Mathematics of Planet Earth 2013+

Submit paper to Transportation Research Record
Submit paper to Journal of Risk and Uncertainty Analysis
Present at 2015 Annual Meeting of SRA-E

Submit paper to Reliability Engineering & System Safety
Present at 2015 International Conference on MCDM
Poster presentation at VA General Assembly Appropriations Meeting
Submit paper to 2016 Annual IEEE Systems Conference
Attend Risk and Resilience in the Face of Global Change workshop
Present at 2015 Annual Meeting of SRA

Dissertation defense

Present at 2016 Annual Meeting of Transportation Research Board
Present at 2016 IEEE Systems Conference

Figure 4. Timeline of effort for the completion of this dissertation. Black rectangles represent presentations, striped

i IIIIILIIIIIIIF

A NN
NN

—TT

LA aaaaaaaaae
[ |
A\ aaaaaaa
”/’_/’
[ |
TN AN L\
[ |
[ |
AN NY
o
[ |
o

rectangles represent archival journal submissions, and grey rectangles represent other research efforts.

12



1.5 Organization of Dissertation

The remainder of this dissertation will propose a method of resilience analytics for
strategic planning and demonstrate the methods for regional aviation biofuel development.
Figure 5 provides a diagram of the following chapters.

Chapter 2 will review the literature on methods including: risk analysis, multi-
criteria decision analysis, scenario analysis, scenario-based preferences analysis, and
resilience analysis.

Chapter 3 will discuss the philosophy behind resilience analytics for strategic
planning.

Chapter 4 will describe the technical approach for resilience analysis and the
component methods.

Chapters 5-9 will demonstrate resilience analysis for aviation biofuels. Specifically,
Chapter 5 will apply scenario-based preferences analysis to aviation biofuel supply chains.

Chapter 6 will demonstrate environmental life cycle assessment for an innovative
aviation biofuel conversion pathway, algae hydrothermal liquefaction.

Chapter 7 will demonstrate how life cycle assessment results and other
supplementary data can be integrated with scenario-based preferences analysis of aviation
biofuel feedstocks.

Chapter 8 will demonstrate scenario-based preferences analysis of aviation biofuel
feedstocks and will describe potential disruptions to feedstock prioritization.

Chapter 9 will provide an overview of sensitivities and disruptive conditions to
aviation biofuel research and development strategies and will recommend initiatives for

regional or state research and development.
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Chapter 10 will discuss validation of the presented approach for resilience analysis
and will describe limitations of the methods.
Chapter 11 will provide a summary of the dissertation, will describe the

contributions of this work and will recognize areas for future research.
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Table 1. Relevance of contributions to each chapter of this dissertation. The icons indicates strong (e) and medium (o)
relevance, blank indicates minimal relevance.

Contribution 1 Contribution 2 Contribution3 Contribution4 Contribution 5 Contribution 6

Resilience of Integrating Resilience of  Algae Biofuel Resilience of F2F2
Priorities Lifecycle Supply Chain LCA Feedstock Recommendations
Analysis Priorities
Chapter 1 O O
Chapter 2 O
Chapter 3 [ O O
Chapter 4 [ [ O
Chapter 5 [ [ O
Chapter 6 O [ O
Chapter 7 O [ O O
Chapter 8 [ [ [ O
Chapter 9 O O O O O o
Chapter 10 O O
Chapter 11 O O
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CHAPTER 2: LITERATURE REVIEW
2.1 Overview

This chapter provides a literature to support resilience analysis. Section 2.2
describes system-based approaches to risk analysis, considering risk as the influence of
scenarios on priorities. Section 2.3 describes the use of multi-criteria decision analysis for
strategic prioritization of initiatives. Section 2.4 describes scenario analysis as a means to
explore uncertainties that could impact strategic plans. Section 2.5 describes how MDCA
and scenario planning can be integrated into multiple framings of scenario-based
preferences analysis to explore the impact of changing preferences on priorities. Section
2.6 describes the variety of application domains for resilience analysis and the current gaps

in the literature.

2.2 Systems-Based Risk Analysis

The concept of risk has traditionally been defined as the measure of probability and
severity of adverse effects (Lowrance 1976). Kaplan and Garrick (1981) describe a
quantitative definition with their triplet of questions: (i) what can go wrong; (ii) what is the

likelihood; and (iii) what are the consequences. The systems engineering community, on
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the other hand, introduced risk identification, which is mostly qualitative as opposed to
probabilistic risk assessment. For example, Haimes, Kaplan, and Lambert (2002) describe
the use of Hierarchical Holographic Modeling (HHM) as a framework to identify, prioritize,
assess, and manage risk scenarios of a large-scale system. Further, Kaplan, Haimes, and
Garrick (2001) integrate HHM with scenario development for risk analysis and Haimes
(2009) describes the use of multi-criteria modeling for risk analysis and assessment.

In 2009, the International Standards Organization defined risk as the effect of
uncertainty on objectives (ISO 2009). More recently, risk has been reconsidered as the
influence of scenarios of on priorities (Martinez, Lambert, and Karvetski 2011; Karvetski
and Lambert 2012; Thekdi and Lambert 2014; Schroeder and Lambert 2011; You et al.
2013; Hamilton, Lambert, et al. 2013; Hamilton, Thekdi, et al. 2013; Hamilton, Lambert, and
Valverde 2015; J.H. Lambert et al. 2012; Lambert et al. 2013; Teng, Thekdi, and Lambert
2012). Analyzing risk, under this definition, has involved multi-criteria analysis,
stakeholder preference analysis, and scenario analysis to capture the disruptiveness of
future uncertainties to current priority setting. Using these methods iteratively and at
multiple scales increases the usefulness of the techniques for strategic planning by
incorporating views and values that can change over time (Hamilton 2014).

Haimes (2009b) describes a systems-based approach to understand the relationship
between risk, vulnerability, and resilience, which centers on using risk scenarios to
represent an initiating event and analyzing the impacts of that event on the system. Aven
(2011), however, claims that the definitions of risk, vulnerability, and resilience introduced
by Haimes (2009a; 2009b) do not adequately take into account uncertainty. Specifically,

resilience must incorporate the concept of uncertainty and surprises.
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Uncertainties for which quantification is not possible, from lack of consensus or
information on probability distributions of system variables, have been termed deep
uncertainties and studied in the context of systems-based risk analysis (Cox 2012;
Karvetski and Lambert 2012; You 2013; Lempert et al. 2006). Deep uncertainties
complicate decision-making and are necessary to identify and characterize in order to
select robust strategies (Lempert et al. 2006).

Value of information (VOI) analysis has been suggested as a method to evaluate the
benefits of reducing uncertainty through collecting additional information. Identifying
areas for further research or information collection provides useful insights for risk
management decisions (Yokota and Thompson 2004). Various forms of VOI analysis and
info-gap decision theory (Ben-Haim 2001) have been used for exploring uncertainty and
supporting robust decision making, especially with respect to the environment and climate
change (Korteling, Dessai, and Kapelan 2013; Lempert et al. 2006; McDaniels et al. 2012).
While the formal methods of VOI analysis can be computationally intensive, risk
management can benefit from filtering risks not based on probability and severity but

instead on the value of information of disruptions to priorities.

2.3 Multi-Criteria Analysis

The earliest lifecycle phases in systems engineering consist of problem definition,
identifying objectives, identifying alternatives, and constructing a value framework by
which to refine alternatives (Sage and Armstrong 2000). Stakeholder input is essential for
these preliminary stages of strategic development (Buede 2011). Multi-criteria decision
analysis (MCDA) provides a value framework by which stakeholders can make strategic

decisions (Keeney 1992; Kleinmuntz 2007). Montibeller and Franco (2010) describe the
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use of MCDA to address the cognitive burden of evaluating a large set of interconnected
strategic decisions.

Multi-criteria analysis is particularly well suited for problems that are multi-
stakeholder, multi-requirement in nature, such as those related to bioenergy systems
(Scott et al. 2012). Wang et al. (2009) discuss the use of MCDA as a means for facilitating
sustainable energy decision-making addressing technical, economic, environmental, and
social objectives. MCDA has previously been applied to sustainable energy planning (Espen
2007; Tsoutsos et al. 2009), renewable energy systems (Scott, Ho, and Dey 2012; Troldborg,
Heslop, and Hough 2014; Perimenis et al. 2011; San Cristébal 2011), and biofuel supply
chains (Hughes and Shupe 2010; Haddad and Fawaz 2012; Mendes et al. 2012), among
other areas.

However, there are shortcomings of traditional MCDA methods for strategic
decisions including the assumption that alternatives are mutually exclusive and collectively
exhaustive, the reliance on accurate probabilities of outcomes, and the use of expected
value to select the best alternative (Montibeller and Franco 2010). Strategic planning often
occurs in cases where these assumptions do not all hold. Specifically, when the probability
of outcomes can be difficult to estimate with any accuracy and may be influenced by future
emergent conditions. Multi-criteria analysis needs to be able to address uncertainties

without necessarily making assumptions about the likelihood of occurrence (Stewart 2005).

2.4 Scenario Analysis

Schwarz (1991) introduced scenario-based planning for strategic decision-making.
Scenario analysis, unlike predictions or forecasts, respects uncertainty inherent in complex

systems (Swart et al. 2004). Schoemaker (1991) emphasized that scenarios should
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collectively bound the perceived range of possible futures, as opposed to representing
mutually exclusive or exhaustive futures. Scenario planning, however, remains useful even
without representing the full range of possible futures. Goodwin and Wright (2001)
describe the usefulness of scenario analysis to address uncertain conditions without the
use of subjective probabilities, which are subject to cognitive biases (e.g., overestimation).
Scenario planning is able to address deep, structural uncertainties for which probabilities
cannot reliable be assigned in addition to representing multiple viewpoints on possible
futures (Bryant and Lempert 2010; Karvetski and Lambert 2012).

Heijden (1996) describes the use of participatory scenario planning as a means for
business and organizations to deal with uncertainty affecting strategic planning. The use of
scenario analysis has also been demonstrated for a multi-level, multi-actor climate change
adaptation context (Vervoort et al. 2014). Saritas and Aylen (2010) suggest using scenario
analysis in the development of research and development strategies, demonstrating the
usefulness specifically for sustainable technologies. Lee, Song, and Park (2014) also
promote the use of scenarios for technology research and development plans in general.
Strategic decision-making for allocating resources for research and development,
especially for emerging technologies and industries that are subject to high levels of
uncertainty, can benefit from the use of scenario analysis. Peterson, Cumming, and
Carpenter (2003) discuss several examples of scenario planning for corporate strategies
and policy making and conclude with the following three major benefits of scenario
planning: (i) increased understanding of uncertainties; (ii) incorporation of multiple

perspectives into the planning process; and (iii) greater resilience of decisions to surprise.
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2.5 Integrated Scenario-Based Preferences Under Multiple Time Frames

Integration of decision analysis with scenario planning has been suggested as a
flexible, simple, and transparent approach for strategy evaluation and selection (Goodwin
and Wright 2001). In the context of investment or R&D strategies, the integration can
identify which strategies are robust across various alternate future scenarios (Parnell et al.
1999; Ram, Montibeller, and Morton 2010). Durbach and Stewart (2012) were able to use
simulation to verify the usefulness of scenario models in multicriteria analysis and find that
the combination results in increased robustness. Past studies have focused on small sets of
scenarios, typically three or less, and a single decision maker (Comes and Hiete 2009;
Montibeller, Gummer, and Tumidei 2006; Goodwin and Wright 2001).

Stewart (2013) discusses various models of scenario-based MCDA, including
scenario-based weighting, and suggests the following four guidelines:

i) Construction of 4-6 scenarios;

ii) Scenarios defined in terms of exogenous drivers (i.e., emergent conditions);

iii) Scenarios cover ranges of outcomes and key associations between variables;

iv) When there are substantial differences in the fundamental values of stakeholders,
scenarios should represent different ideal worlds.

Scenario-based MCDA, in line with the above guidelines, has been applied to energy
security and infrastructure investments (Karvetski and Lambert 2012; Lambert et al. 2012;
Karvetski, Lambert, and Linkov 2011) and climate change impacts on transportation
infrastructure assets (Lambert et al. 2013; You et al. 2013; Karvetski et al. 2011), among

others. Dyer et al. (1992) consider increasing robustness of traditional MCDA problem
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formulation by moving away from a reliance on a fixed set of decision alternatives with the
application of fuzzy set logic or other techniques.

[terative analyses can increase robustness in decision-making, especially when
considering different combinations of future scenarios (Lempert 2003; Groves and
Lempert 2007). Analyzing different scenarios as new information provides insight on
potential disruptive emergent conditions is essential for long-term strategic decision-
making. In addition, the consideration of multiple problem frames serves to identify when
decision makers are exhibiting irrational reversals of preference as described by Tversky
and Kahneman (1981). Re-framing the problem, especially through introducing new
criteria, can help to ensure the robustness of priorities.

Preferences have been observed to shift throughout stakeholder engagement and
information exchange (Phillips and Costa 2007; Tompkins, Few, and Brown 2008). Thus,
over time it is important to consider different scenarios associated with shifts in
preferences. Hamilton (2014) introduces the notion that scenario identification can evolve
with each iteration of scenario-based preference analysis. This dissertation furthers
employs iterative analysis in combination with life cycle assessment to guide the formation

of an R&D roadmap for innovative biofuels.

2.6 Resilience Analysis

The concept of resilience was first introduced with respect to ecology and the
natural environment (Holling 1973). The majority of resilience theory with respect to
socio-ecological systems has focused on the return and rate of return to a steady-state, for
example in predator-prey models (Beddington, Free, and Lawton 1976; Holling 1996;

Peterson, Allen, and Holling 1997). Since then, resilience has been discussed in a variety of
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contexts and the term has been increasing in popularity (over ten-fold) since 1995
(Longstaff, Koslowski, and Geoghegan 2013). In their review of resilience literature,
Hosseini, Barker, and Ramirez-Marquez (2015) distinguish four resilience application
domains: organizational, social, economic, and engineering. In particular, resilience to
natural and other disasters has recently gained attention (Raj et al. 2015; Fiksel, Croxton,
and Pettit 2015; Hamel and Valikangas 2003; Comfort 1994; Amin 2002; Bruneau et al.
2003; Chang and Shinozuka 2004; Shafieezadeh and Ivey Burden 2014; T. A. Comes and
Van De Walle 2014; Connelly, Lambert, and Thekdi 2015), especially with regards to supply
chains.

Folke (2006) describes how managing for resilience involves sustaining desirable
pathways for societal development under unpredictable and surprising future scenarios.
The original conception of resilience, introduced with respect to ecology by Holling (1973),
later evolved to highlight the need for adaptive management processes which emphasizes
preparing for surprises and uncertainty (Folke 2006). Stressors caused by climate change
have been a major focus of psychosocial and social-ecological resilience research in recent
years (Matin and Taylor 2015). Fath, Dean, and Katzmair (2015) describe stages of an
adaptive cycle for social systems and conclude that continuous modeling is needed for
resilience of social or business organizations. Vogus and Sutcliffe (2007) relate
organizational resilience to safety, as the capacity to investigate, learn, and act on some
unknown stressor or hazard.

Depending on the system being studied, the definition of resilience varies. Woods
(2015) groups current definitions of resilience into the following four conceptual

perspectives: (i) how a system rebounds from a disruptive event; (ii) the robustness of a
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system in responding to stressors; (iii) how a system extends performance via adaptability
to respond to surprise challenges; (iv) sustained adaptability as emergent conditions from
layered networks continue to evolve. Common among the four definitions is the need for a
resilient system to be able to continuously change or adapt in anticipation of potentially
disruptive events. Longstaff, Koslowski, and Geoghegan (2013) similarly conclude that a
common theme among resilience definitions is “the survival or persistence of something
over time even if there is a change, a surprise and/or uncertainty.”

Systems engineering involves analyzing complex systems and understanding their
current and emergent vulnerabilities. There is a need for defined systems analysis
frameworks to address the risks to systems of systems (Dahmann, Rebovich, and Turner
2014) and encourage system resilience (Madni and Jackson 2009). As the complexity of
systems grows, challenges for risk management increases (Madni and Jackson 2009).
Haimes (2009) views resilience enhancement as an integral part of risk management.
Madni and Jackson (2009) distinguish resilience engineering from risk management with
the claim that resilience engineering is proactive and forward-looking rather than based on
historical probabilities of failure. While risk analysis tends to focus on threats, resilience
analysis can also explore how even opportunities are surprising and potentially disruptive,
in a less adverse context.

Although resilience definitions have been grouped based on application or field of
study, the interconnectedness of systems means there is the need to understand holistic
resilience. For example, Castellacci (2015) attempt to gain a higher-level understanding of
resilience by exploring the relationship between organizational resilience, innovation, and

national institutions which include economic, social, and engineered systems. Recognizing
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the many factors that contribute to resilience, Folke et al. (2010) discuss how
transformational change can involve changes in perceptions, societal preferences, and
political, organizational, and institutional arrangements that change the state (and possibly
variables) of complex systems. Following this line of thought, resilience analytics must
allow for system dynamics and interactions. Duijnhoven and Neef (2014) describe how
with complex systems there are alternative, complementary, and conflicting values and
views of the problem (i.e. perspectives on system resilience) and cite the need for a holistic
resilience management approach.

Similarly, a conclusion from the resilience literature review performed by Bhamra,
Dani, and Burnard (2011) is a need for a resilience conceptualization that can transcend
the variety of contexts to which it has been previously discussed, which include individual,
organizational, supply chain, community, and ecological. Linkov et al. (2013) cite the need
for resilience metrics that capture both planning and recovery, and list one major obstacle
to defining such a metric is the fragmentation of resilience knowledge into different
domains. Hosseini, Barker, and Ramirez-Marquez (2015) remark on generalized definitions
of resilience spanning multiple disciplines, which tend to focus on the ability of a system to
absorb shocks or bounce back from emergent disruptions. They conclude, however, that
further research is needed to support generalized guidelines for planning for resilience.
This sentiment is echoed by dos Santos and Partidario (2011) who assert the need for the
resilience to be incorporated into policy and planning processes. They claim that resilience
is now becoming a broader theoretical framework, beyond simply recovery from
disturbance and return to equilibrium. Woods (2015) concludes that there is an ongoing

need for the design of architectures that sustain adaptive capacities over time. Policy and
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other decision makers are ultimately responsible for designing resilient systems, which will
depend on their interpretation of resilience (Duijnhoven and Neef 2014).

While decision-making and strategic planning have been performed with
consideration for resilience of systems, little to no attention has been paid to the resilience
of the strategic plans. Resilience is a concept that has been applied to ecological systems,
human psychology, and infrastructure systems, but has not yet been conceptualized as the
robustness of strategic plans. Of the seventy-four papers resilience-related papers
reviewed by Bhamra, Dani, and Burnard (2011), seventeen covered the topic of strategy.
These papers, however, address strategies to enhance the resilience of ecological systems,
communities in the face of crises or disasters, supply chains and business operations.
Enterprise or organizational resilience comes closest to addresses the resilience of
strategic plans. Starr, Newfrock, and Delurey (2003) argue that “a resilient organization
effectively aligns its strategy, management systems, governance structure, and decision-
support capabilities so that it can uncover and adjust to continually changing risks, endure
disruptions to its primary earnings drivers, and create advantages over less adaptive
competitors.” Clearly, Starr et al. (2003) recommend strategic plans that are adaptable, but
they do not specifically address how decision makers can ensure such resiliency of
strategic plans. While adaptability of business strategies are cited to enhance enterprise
resilience (Hamel and Valikangas 2003; Starr, Newfrock, and Delurey 2003), there has been
little discussion in the organizational resilience literature as to how to develop resilient

business strategies in the face of changing conditions and missions.
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2.7 Chapter Summary

This chapter has reviewed literature on risk-based systems analysis and resilience
analysis. Combining multicriteria analysis and scenario analysis for multiple problem
framing can address current needs in resilience analytics. The following chapter will
describe how these methods combined with life cycle analysis create a framework for

resilience analytics to support strategic planning.

28



CHAPTER 3: ELEMENTS OF APPROACH
3.1 Overview

This chapter describes elements for resilience analysis of strategic plans. Section 3.2
describes the importance of life cycle analysis to support resilient decision making. Section
3.3 describes the role of decision and scenario analysis. Section 3.4 describes the purpose
and benefits of iterative problem framing to encourage resilient and adaptable planning.

Section 3.5 describes the role of resilience analytics in multi-stakeholder strategic planning.

3.2 Lifecycle Analysis for Resilience

Effective resilience analysis needs to incorporate considerations that span the entire
system lifecycle. Madni and Jackson (2009) find empirical evidence to support the need for
resilience analysis to explicitly address risks and disruptions throughout the system
lifecycle. Environmental life cycle assessment and life cycle cost analysis in particular can
help to identify potential risks to the system. Specifically, life cycle assessnent has been
suggested as a part of resilience analysis for the design of sustainable innovations (Fiksel

2006; Fiksel 2003).
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Youn, Hu, and Wang (2011) discuss the importance of considering life cycle costs
when evaluating system resilience design alternatives. Designing systems with a high
number of redundancies, while meant to increase reliability and resilience, also increases
life cycle costs and can make resilience engineering prohibitively expensive. The tradeoffs
between cost and system performance should be evaluated when deciding on strategic
plans. Dovers and Handmer (1992) discuss the importance of risk analysis and systems
lifecycle thinking to address environmental, social, political, and economic changes, as

these changes can impact resilience and sustainability.

3.3 Decision and Scenario Analysis for Resilience Analytics

Resilient decision-making requires the ability to both anticipate and deal with
unexpected influences Giezen et al. (2015). Fiksel, Croxton, and Pettit (2015) discuss the
shortcomings of risk management and resilience techniques as being unable to address
emergent risks arising from improbable and uncertain events. Scenario analysis provides a
means of characterizing emergent conditions alone and in combination, to discover
disruptions to strategic decisions. Haimes (2009), like Walker et al. (2002), endorse the use
of scenario analysis for understanding and evaluating resilience.

Walker et al. (2002) describes the role for decision analysis and scenario analysis in
resilience management of in social-ecological systems as identifying policy scenarios that
maximize expected utility. Such an application of decision analysis requires making
assumptions on the probability of system trajectories for each policy scenario. There are a
number of additional issues with using decision analysis in this way, which include
differences in stakeholder preferences or utility functions and a lack of consideration for

preference changes due to emergent conditions (Walker et al. 2002) .
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Scenario-based preferences modeling avoids the need for defining utility functions
or probability distributions in facilitating decision making. Combining MCDA and scenario
analysis supports strategic planning. Resilience analysis is able to identify which scenarios
are disruptive to strategic plans proactively. By including resilience analysis in the strategic
planning process, stakeholders are aware of potentially disruptive events and are enabled

to address these risks.

3.4 Iterative Problem Framing for Resilience Analytics

Incorporating multiple problem frames into resilience analysis allows stakeholders
and decision-makers involved in strategic planning to update candidate strategies through
a continuous learning process. Duijnhoven and Neef (2014) acknowledge that resilience
management should consider frames dependent on stakeholders, problem definition, time
frame, and current state of the system. Linkov et al. (2013) also discuss the importance of
the learning process to enable continuous improvement of the state of the system and
future planning.

Various approached to resilience analysis have previously incorporated iterative
problem framing. Walker et al. (2002) describe an iterative approach to social-ecological
system resilience management which includes cycles of problem framing, scenario analysis,
measuring resilience, and stakeholder evaluation. For strategic planning, Hamel and
Vilikangas (2003) describe resilience as being able to continuously anticipate and adjust to
trends that can permanently impair performance via the dynamic reinvention of business
strategies. Robust system design is an iterative process that should involve stakeholders
reconsidering criteria, requirements, and alternatives over the entire system life cycle (Sols

2015).
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3.5 Integrative Resilience Analysis for Strategic Priorities

Woods (2015) explains “the value of the differing concepts [of resilience] depends
on how they are productive in steering lines of inquiry toward what will prove to be
fundamental findings, foundational theories, and engineering techniques.” The
conceptualization of resilience as rebound and robustness directs inquiry to reactive and
restoration phases, as opposed to encouraging proactive planning for resilience. Not only is
strategic planning needed to promote resilience of physical systems, resilience analysis is
needed for strategic planning that considers uncertainties and potential disruptive
conditions.

Walker et al. (2002) describe the importance of stakeholder engagement in
discovering resilient pathways or strategies. Stakeholder elicitation serves to reveal
knowledge and mental models for designing strategies to address a variety of concerns and
potential future scenarios. Further, stakeholder engagement is key for achieving a
collectively and socially accepted solution (Walker et al. 2002). Resilience analytics brings
disruptive scenarios of preference changes to the forefront of multi-stakeholder strategic
planning. This conception of resilience analysis can be used to support strategic planning
for diverse stakeholders. Figure 6 describes how the elements discussed in this chapter

can be integrated for resilience analysis of priorities.
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3.6 Chapter Summary

This chapter describes elements to an approach for resilience analysis of strategic
plans that builds on past risk analysis methods. Specifically, the approach will incorporate
elements cited in the literature: (i) multicriteria decision analysis; (ii) scenario analysis;
(iii) life cycle assessment and other supplementary analytical techniques; (iv) iterative
problem framing. These methods allow for continuous updating of the problem statement
and system boundaries based on current knowledge and stakeholder analysis. This method
provides a means of supporting resilience for planning across a variety of disciplines and
hinges on the defined needs of decision-makers. The next section will describe the

technical approach to resilience analysis.
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CHAPTER 4: TECHNICAL APPROACH
4.1 Overview

The chapter describes the methodology for resilience analytics for strategic
research and development planning. Section 4.2 describes preliminary problem framing of
scenario-based preferences modeling. Section 4.3 describes the methodology for
environmental life cycle assessment. Section 4.4 reviews how life cycle assessment can be
integrated into risk analysis, MCDA, and scenario-based preferences analysis. Section 4.5
discusses subsequent problem framing for scenario-based preferences analysis. Section 4.6
describes how these methods can be combined to constitute resilience analytics for

strategic planning of research and development efforts.

4.2 Frame I(t) of Scenario-Based Preferences Analysis

The technical approach begins with the initial frame of scenario based preferences
analysis, which will be referred to as frame I(t). The notation is adapted and extended from
the scenario-based preferences analysis introduced by Karvetski et al. (2009), Schroeder
and Lambert (2011), Parlak et al. (2012), Lambert et al. (2012), and Connelly (2013).

Figure 7 describes a technical approach for analysis of scenario-based preferences.
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methodology introduced by Hamilton (2014).
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From the results of stakeholder elicitation and analysis, the set Sc={ci,...,.cm} is
defined to represent the set of m criteria used for evaluating initiatives. Examples of
criteria may include cost, economic development, environmental sustainability, and others.
The set Sx={x1,...,Xn} represents the set of n initiatives being considered. An m x n matrix 4,
containing score X;j; is used to evaluate how each initiative x; addresses each criterion c;.

The set Sec={eci,....ecp} represents p emergent conditions that are used for scenario
building. The set Ss={si,..,Sq} represents a variety of scenarios to address future
uncertainties, as a combination of one or more emergent conditions.

The importance of each criterion may vary in accordance with each scenario sy,
where sk € Ss. The term wi? represents the weight of each criterion in a baseline scenario, so.
An increase or decrease of importance for each criterion in the weight for each criterion is
reflected by the factor multipliers a1, a2 where 0 > a2 > a1 > 1 as described in Equation 1.

(a,w;%, forincrease in importance
a,w;%, for somewhat increase in importance
w;%, for no change in importance

1 o N (1)
—w;, for somewhat decrease in importance
2

1 .
o w;%, for decrease in importance
1

The normalized weights wik are then used for the multi-criteria value function. Thus,

the value function v(x;) is defined for each scenario sy where v(x;)* € [0,100], as follows:
V()% =100 X X joqm Wix; (2)
The value function is then used to rank initiatives for R&D performance in response to

scenarios. Let ? represent the ranking of initiative x; in the baseline scenario, and r is the

rank of initiative x; in scenario s;. Top rank is assigned such that r* = 1if v(x;)* > v(x;)* for
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all i # j, meaning that an initiative receives a preferable ranking (i.e., nominally lower) if it
has a higher value score than another initiative.

The impact of a future scenario s, can be quantified by aggregating the change in the
rank order of decision alternatives under this scenario relative to the baseline scenario.
Karvetski et al. (2011) first proposed a squared error metric to quantify the scenario
influence. You et al. (2013) extended this by introducing a coefficient for this metric so that
the value is bounded in [0, 1] and comparable across problems of different scale. However,
the bounded metric only functions given full rankings (i.e.,, permutations). Further, the
bounded metric is biased when alternatives tie for some positions in the ranking.
Unfortunately, ties are common when priority setting relies on categorical or natural-
language based assessments. For rank distance, the Gamma statistic and Kendall Tau-b are
commonly used to measure the distance between two sets of ordinal values when ties are
allowed (Somers 1962). The Gamma statistic simply ignores the tied paired, which tends to
underestimate the disruptiveness of a scenario in this context. Kendall Tau-b performs
adjustments for ties based on original Kendall Tau distance (Laurencelle 2009). Moreover,
the values of the Kendall Tau coefficient are nearly normally distributed for small n and the
distribution is easier to work with (Chok 2010).

You et al. (2014) developed a metric based on Kendall Tau-b to determine the
vulnerability of systems to scenarios of stressors. The metric is based on number of
concordance rankings, the number of discordance rankings, and number of rankings tied in
the priority-setting result under baseline scenario as well as the number of rankings tied in
the priority-setting result under scenario s;. Concordance and discordance refers to the

relationship between pairs of ranking values. Two pairs of rankings (rio, r}‘) and (rjo, rlk) are
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said to be concordant if bothr{ >rfandr} > rfor bothr} <r{andr) <rf The pairs

are said to be tied if either r{ = r orr) = r{". Otherwise, the pairs (r{, r) and (r}, rf) are
discordant.

Kendall and Smith (1939) discuss the appropriateness of comparing two sets of
ordinal rankings using the Spearman coefficient. Sheskin (2003) also describe Spearman's
rank correlation coefficient as a common measure of the similarity between project rank
sets derived from multi-criteria methods. Svensson (2001) describes the appropriateness
of the Spearman rank-order correlation coefficient for measuring association, as at least as

appropriate as the Kendall Tau-b. For this dissertation the Spearman rank-order

correlation coefficient will be used to measure the disruptiveness of a scenario sy:

K 0\2
Plsi) =1~ —GZ%;EZ:;?) 3)
The value of ¢(sy) approaches 1 as the changes in initiatives’ rankings under the scenario
decrease. For example, ¢(s;) = 1 when the ranking of all initiatives under scenario sk is the
same as in the baseline scenario. Thus, lower values of ¢(s;) indicate that scenario s is
disruptive to priorities. Further, the rankings also reveal how priorities change under

various scenarios and identify initiatives that are most robust to the portfolio of scenarios

analyzed.

4.3 Life Cycle Assessment

Life cycle assessment (LCA) is a tool for calculating and analyzing the environmental
impacts associated with products, processes, or systems. Figure 4 describes the life cycle
assessment methodology. The concept of LCA was introduced in the 1970s and began as a

way to compare products’ environmental impacts, based on systems analysis of the
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product from “cradle to grave” (Guinee et al. 2011). In the 1990s, there were efforts to
standardize life cycle assessment techniques, encouraging it to become a more accepted
and applied analytical tool. In 1994, the European Union passed legislation promoting the
use of life cycle assessment of packaging (European Parliament and Council Directive
94/62/EC of 20 December 1994 on Packaging and Packaging Waste 1994). Ever since, life
cycle assessment has proven useful to political, commercial, and individual decision-
makers. For example, the US Renewable Fuel Standard depends on assessing lifecycle
greenhouse gas emissions of renewable fuel pathways, providing industry decision-makers
incentive to consider life cycle impacts of their activities.

Life cycle costing (LCC) is described as a second pillar of sustainability assessment
of products, services, and systems, complementary to environmental life cycle assessment
(Hunkeler, Lichtenvort, and Rebitzer 2008). Social or socio-economic life cycle assessment
constitutes the third pillar of sustainable development (Benoit 2010). These methods build
on the importance of life cycle thinking for assessing impacts of providing products or
services or introducing new systems. Guinee et al. (2011), while agreeing with the
importance of multi-faceted consideration of externalities, describes that these approaches
“may have consistency problems with environmental life cycle assessment in terms of
system boundaries, time perspectives, calculation procedures, etc.”

The accuracy of life cycle assessment is important for supporting and enforcing
policies, product claims, and consumption decisions that aim to minimize the negative
environmental and other consequences of the system being studied. To date, however,
there remain issues with life cycle assessment methodologies that compromise the quality

and degrade confidence in results from these assessments.
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Reap et al. (2008a; 2008b) provide a list of 15 problems associated with life cycle
assessment. By identifying these issues, the authors highlight areas for future research (i.e.,
techniques to avoid and mitigate the problems), as well as articulating problems that
decision-makers need to consider. In their survey, they categorize the problems according
to which of the four phases of life cycle assessment in which the issues occur: (i) goal and
scope definition, (ii) life cycle inventory, (iii) life cycle impact, and (iv) interpretation.

The fifteen problems common of life cycle assessment are listed in Table 1. Based on
problem magnitude, likelihood, and chance of detection, the authors rank the problems in
terms of severity. Four of the problems were considered to stand out above the others in
terms of severity: allocation, spatial variation, local environmental uniqueness, and data
availability and quality. The authors add to this list functional unit definition and boundary
selection to constitute what they call “critical problems requiring particular attention.”

To address the problems of functional unit definition, boundary selection, and
allocation, the authors suggest integrative research on classifying types of life cycle
assessment and identifying the most appropriate approach to these goal and scope and life
cycle inventory analysis problems. Alleviating the problems for life cycle impact
assessment will involve spatially explicit models, which could be overly complex and
expensive to actually be feasible. The development of standardized databases that describe
uncertainty distributions and other details of data (e.g., collection method, sampling
frequency, date, etc.) with provisions for being updated would offer a partial solution to

data quality issues.
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Figure 8. Life cycle assessment methodological framework and application, adapted from Guinee et al. (2011).
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Table 2. Current issues associated with life cycle assessment (Reap et al. 2008a;
2008b).

[ssues Phase of LCA
1) Functional unit definition

2) Boundary selection Goal and scope
3) Social and economic impacts definition

4) Alternative scenario considerations
5) Allocation
6) “Cutoff” criteria

Life cycle inventory

i ] analysis
7) Local technical uniqueness
8) Impact category and methodology
selection
9) Spatial variation Life cycle impact
10)Local environmental uniqueness assessment

11)Dynamics of the environment
12)Time horizons

13)Weighting and valuation ) ] ]
e . Life cycle interpretation
14)Uncertainty in the decision process

15)Data availability and quality All
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4.4 Integration of Life Cycle Assessment with Scenario-Based Preference Analysis

Life cycle assessment was invented as a technique for comparing environmental
burdens of various products or services by analyzing all inputs and outputs throughout the
entire life cycle. With a similar emphasis on goal definition and boundary selection in
preliminary steps, life cycle assessment constitutes a method of systems analysis (Gibson,
Scherer, and Gibson 2007; Guinée 2002a). Benoit and Rousseaux (2003) provide an
analogy between LCA and MCDA methodologies, which is expanded here to show the
relation to systems analysis in Table 2. These assessments are useful to political,
commercial, and individual decision-makers, especially when environmental sustainability

is valued.
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Table 3. Expansion of the analogy between LCA and MCDA presented by Benoit and
Rousseaux (2003) to show the relationship with systems analysis.

LCA MCDA Systems Analysis
(Guinée 2002b) (Benoit and Rousseaux (Gibson, Scherer, and
2003) Gibson 2007)
1. Goal and scope definition 1. Definition of the 1. Determine goals
objectives 3. Develop alternative

2. Definition of the systems
to be compared

solutions

2. Inventory analysis

4. Criteria evaluation

2. Establish criteria

3. Impact analysis

3. Building coherent family
of criteria

3.3 Impact 5. Modeling preferences and 4. Rank alternatives
valuation/aggregation aggregating results of
criteria
4. Interpretation 6. Sensitivity and robustness 5. Iterate
analysis
LCA does not perform 7. Synthesis of results and 6. Action

decision making
—Application of decision
analysis

formulation of
recommendations
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Jeswani et al. (2010), and others, argue for the integration of methods such as MCDA
with LCA in order to strengthen sustainability analysis and decision-making. Hermann,
Kroeze, and Jawjit (2007) acknowledge the complementary characteristics of LCA and
MCDA - LCA is objective, reproducible, and (in theory) standardized; MCDA incorporates
subjectivity of stakeholders’ opinions and values. Much of the research on and integration
of LCA and MCDA has been in using MCDA as a means of weighting life cycle impact
categories. In particular, the AHP method of MDCA has been applied for developing
environmental criteria weights for solid waste management (Contreras et al. 2008) and
environmentally preferred purchasing decisions (Gloria, Lippiatt, and Cooper 2007),
among other applications. Others have also described alternative MCDA methods to
develop weights for life cycle impact categories to support environmental decision making
(Myllyviita et al. 2012; Seager and Linkov 2008). For the most part, it appears that the LCA
community and others interested in “clean production” have realized the role MDCA can
play in making sustainability decisions, but it has largely been overlooked by the MCDA
community. For example, the Journal of Multi-Criteria Decision Analysis has not published a
single paper demonstrating the use of environmental life cycle assessment for
sustainability decision-making.

LCA-based decision-making with the inclusion of multi-criteria and uncertainty
analysis has recently been studied in the context of biofuel technologies (Holma et al. 2013).
In that study, only environmental tradeoffs were analyzed in comparing lignocellulosic
biodiesel to algae biodiesel. Santoyo-Castelazo and Azapagic (2014) suggest a decision-
framework that includes LCA, MCDA, scenario analysis and others to address the

environmental, economic, and social considerations involved in the sustainable
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development of energy systems. Troldborg, Heslop, and Hough (2014) also discuss how
LCA can provide important input information into MDCA with respect to environmental
criteria, but warn that variability and uncertainty in life cycle impacts must be considered.

Motuziené et al. (2015) describe how, though MCDA is a useful tool for
multidimensional assessment of alternatives, LCA is not commonly used to provide
information on the environmental attributes Part of this could be due to the large amount
of data that must be collected (Hermann, Kroeze, and Jawjit 2007). Motuziené et al. (2015)
suggest a method that combines LCA, LCC, and MCDM for building envelop selection for the
design of energy efficient homes. They use the LCA results related to primary energy
demand, global warming, ozone depletion, and life cycle cost to evaluate the value of an
alternative with respect to the LCA-based criterion. They do not, however, show how MCDA
can be used to evaluate both LCA-based and non-LCA-based criteria simultaneously.

As discussed, life cycle assessment methods can be useful in evaluating the ability of
an initiative or alternative to address environmental criteria (such as GHG emissions,
energy use, freshwater use, etc.) among other non-environmental criteria used in MCDA or
scenario-based preference modeling. Life cycle assessment provides quantitative measures
for assessing how well an alternative or initiative in MCDA meets an environmental criteria.
For example, consider a problem with criteria c;: reduce GHG emissions and initiatives xo::
aviation biofuel from algae hydrothermal liquefaction and xoz: aviation biofuel from algal
lipids. First of all, life cycle assessment results describe the level of LC-GHG emissions from
both aviation biofuel pathways and reveal, for example, that xp; is preferred to xp; with

respect to criteria c;. Secondly, life cycle assessment reveals the magnitude of LC-GHG
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emissions, which can serve as an argument to either use or not use the criteria in future
iterations of MCDA or scenario-based preference modeling.

When dealing with more than two initiatives, qualitative ratings can be developed
and mapped to quantitative ranges of LC-GHG emissions to assess of how well initiatives
meet the criteria. For example, an aviation biofuel pathway with LC-GHG emissions of 20-
30 gC0O2e/M] could qualify as addressing a GHG criterion, while those with <20 gCO2e/M]
could qualify as strongly addressing the same criterion. In some cases, the range for a given
initiative could be prohibitively large, due to difference among studies such as system
boundaries, allocation methods, or other incommensurate factors.

Or, criterion-alternative assessments can be based on the normalized results of life
cycle assessment. For example, Miettinen and Hamaldinen (1997) and Gloria, Lippiatt, and
Cooper (2007) suggest a linear value function normalizing life cycle impact assessment
(LCIA) results of alternatives for the criterion-alternative assessments. This method,
however, fails to incorporate the uncertainty and variability inherent in life cycle
assessment results. There less reliance on exactness of results in designating ranges of
LCIA results that are then mapped to a small set of assessment values in the range from 0 to
1.

Partitioning the initiatives into quartiles (which correspond to the four qualitative
assessments) with respect to their LCA-based impacts provides the best means to
incorporating life cycle data into existing scenario-based preferences decision support
tools, which have previously been applied for multi-stakeholder strategic planning
(Lambert et al. 2012; Hamilton, Lambert, et al. 2013). Appendix D describes the technical

implementation of the decision support tool with LCA integration. The tool allows for
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stakeholders to change the LCA-based initiative-criterion assessment based on their own
judgment Chapter 7 describes the approach taken in this dissertation to integrating life
cycle assessment and other supplementary analytics into scenario-based preferences

modeling for aviation biofuels.

4.5 Frame I(t+1) of Scenario-Based Preferences Analysis

After identifying opportunities to integrate life cycle assessment and other
supplementary analytical techniques (e.g., life cycle costing, stakeholder analysis, etc.),
subsequent frames of scenario-based preference analysis can use this information to make
more objective initiative-criteria assessments. After collecting additional data, or
performing complementary analytics, subsequent problem framing (Frame I(t+1)) can
maintain or change the system boundaries, initiatives, criteria, and/or scenarios in order to
match the dynamic nature of the problem. For example, this dissertation will demonstrate
two problem frames where one studies the entire aviation biofuel supply chain and the
subsequent narrows the focus to feedstock options.

With the new problem framing (i.e., changes in the inputs and/or system
boundaries), scenario-based preferences analysis proceeds with the same technical
approach as described in Section 4.2. The inputs to the model (e.g., criteria, initiatives, and
scenarios) should be updated based on learning from previous frames. Continuous
stakeholder engagement and analysis can also help revise the problem boundary, inputs,
assessments, and preference weights used in the model. Multiple problem framings allow
these revisions, based on the current state of knowledge, to propagate through to inform

strategic decisions.
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4.6 Resilience Analysis for Strategic Priorities

There is a need for resilience to be conceptualized in a manner than is generally
appropriate for a wide domain of application areas (Bhamra, Dani, and Burnard 2011;
Hosseini, Barker, and Ramirez-Marquez 2015). The approach for resilience analysis
presented here supports the design of resilient strategic plans that can be applicable to
engineering, business organizations, political and social institutions, among others. Current
resilience literature cites the need for several aspects to be addressed by resilience
analytics and which are incorporated in the proposed approach:
» Iterative updating to capture the current state of knowledge over time and
problem dynamics (Linkov et al. 2013; Sols 2015; Walker et al. 2002);

» Stakeholder engagement and analysis to understand current needs, concerns,
understanding, etc. (Sols 2015; Walker et al. 2002);

» Multi-criteria analysis to assess the tradeoffs between initiatives (Madni and
Jackson 2009; Walker et al. 2002);

» Scenarios of emergent conditions to address future uncertainties, and the impact
on stakeholder preferences (Haimes 2009; Walker et al. 2002; Fiksel, Croxton,
and Pettit 2015);

» Lifecycle and systems analysis to support robust and sustainable decision-
making (Walker et al. 2002; Sols 2015; Fiksel, Croxton, and Pettit 2015).

Resilience analytics is defined in this dissertation and elsewhere (Connelly and
Lambert 2016a; Connelly and Lambert 2016b; Hamilton et al., expected 2016) as a means
to identify the emergent conditions and deep uncertainties that are potentially most

disruptive to system engineering priorities. The results indicate where additional
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information could be most valuable in enhancing the resilience of priorities. The method
seeks to identify the scenario(s) that are most disruptive to priorities, relative to the
baseline scenario. Equation 4 describes the objective function to identify the most
disruptive scenario, where the variables are defined as in Section 4.2.

min ¢(s) V s, € S (4)

The method recommended in this dissertation entails iterative scenario-based
preferences analysis with complementary analytics and data collection as a means to
inform resilient strategies for research and development. Systems analysis literature has
long recognized that models are transient instances of the current knowledge of possible
initiatives, criteria, measured outcomes, stakeholder preferences, information inputs, and
uncertainties. Each of these decision model instances is represented by a particular
problem frame. The methods for resilience analytics described in this dissertation
recommends both identifying uncertain factors for the a priori set of initiatives and
creatively designing new initiatives that mitigate negative risks or take advantage of
opportunistic risk for prioritize initiatives when faced with uncertainty.

Figure 7 describes the approach for resilience analysis using iterative scenario-
based preferences modeling with life cycle assessment and other supplementary analytics.
Continuous updating of modeling inputs through subsequent problem framing increases
the resilience of strategic decisions to changes in stakeholder preferences. Information on
disruptive scenarios and the variability of priorities can reveal research and development
needs for a sustainability roadmap. The dotted lines in the figure indicate areas in which

this methodology differs from that introduced by Hamilton (2014). Apart from integrating
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life cycle analysis and sensitivity analysis, this methodology focuses on resilience of
priorities to changes in mind.

The concept of resilience analytics introduced in this dissertation aims to mitigate
risks by identifying disruptive emergent conditions and keeping these at the forefront of
decision-making. Beyond identifying which scenarios of preference changes are most
disruptive to priorities, it is important to also consider what is disruptive to other model
inputs. For example, sensitivity analysis can be used to identify which parameters in LCA,
or other analytical techniques, most impact the results which are then used in scenario-

based preferences analysis.
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Figure 9. Conceptual model of resilience analysis for priority setting. The dashed lines indicate elements of the
approach that were added to scenario-based preferences modeling.
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4.7 Chapter Summary

This chapter introduced methods for resilience analysis to support strategic
planning. The conceptual model involves iterative scenario-based preferences modeling
integrated with life cycle assessment and other problem-appropriate analytics. A
preliminary problem framing is discussed in the following chapter. A subsequent problem
framing (Chapter 8) will then be used to describe opportunities to integrate life cycle

assessment in planning for sustainable technologies.
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CHAPTER 5: DEMONSTRATION: RESILIENCE OF SUPPLY CHAIN
5.1 Overview

This chapter will demonstrate resilience analysis described in Chapter 4. This
demonstration constitutes the first frame of iterative scenario-based preference analysis
for aviation biofuel supply chains. Section 5.2 provides the background for the problem
frame. Section 5.3 describes the initiatives used to populate the model. Section 5.4
describes the multiple, sometimes competing, criteria for aviation biofuel supply chains.
Section 5.5 describes the emergent conditions and scenarios constructed to capture
changes in stakeholder preferences. Section 5.6 applies scenario-based preference analysis
to this problem frame and specifies the calculations described by the equations in Section

4.2. Section 5.7 presents the results and Section 5.8 summarizes the chapter.

5.2 Background

The production of aviation biofuel in a general sense involves several key steps as
outlined in Figure 8. Bio-based, typically agricultural, feedstocks are the raw materials for
all biofuels. Transportation and logistics associated with moving the biomass and/or fuel

and storing it are important given the large scale at which fuels are produced. Production,
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or conversion, steps are typically followed by blending processes wherein biofuels are
combined with conventional petroleum-derived fuels. The blends are ultimately
transported to their point of use at airports.

In August 2012, the Virginia Department of Aviation (DOAV) requested that the
Virginia Center for Transportation Innovation and Research (VCTIR) conduct a cost-benefit
analysis of pursing aviation biofuel industry in the Commonwealth of Virginia. The airports
of the Commonwealth may need to supply this fuel in the coming years and opportunities
may develop for the Commonwealth to be a producer and supplier of this fuel. Of particular
concern to the stakeholders is losing airline hubs to airports in states that can provide a
supply of aviation fuel if the Commonwealth fails to develop this emerging industry. A
preliminary exploration of the logistics and economics of leveraging existing infrastructure
and developing new infrastructure and agriculture capacity within Virginia to produce a
“drop-in” aviation biofuel that could be used in the airports in the Commonwealth was
completed in September 2013 (Clarens et al. 2013).

Connelly (2013) used those motivations and findings to propose a multi-criteria
course of action analysis to support associated decision-making. The following sections
describe the risk analysis performed and published (Connelly, Colosi, et al. 2015a) to
support those efforts, constituting the first problem frame of aviation biofuel supply chain

scenario-based preference analysis.
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Storage and Delivery
to Aircraft
[SD]

Transportation to
Airport
[TA]

Blending of Aviation
Biofuel
[BB]

Biofuel Production
[BP]

Transportation to
Biorefinery
[TB]

Feedstock
Production, Harvest
and/or Collection
[FC]

Figure 10. Conceptual supply chain for aviation biofuel, adapted from Elgowainy et al. (2012)
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5.3 Initiatives

The set Sx={x1,...,xn} represents the set of n alternative initiatives being considered
for enhancing the aviation biofuel industry. Table 3 summarizes the initiatives that are
being considered in the analysis. The initiatives relate to one or more of the stages of the
aviation biofuel supply chain shown in Figure 5, as indicated by the two letter code in the
third column of the table. Table 4 summarizes the initiatives that are relevant to each stage
in the supply chain. These initiatives address decisions related to feedstock selection,
production, and transportation, conversion technology, facility siting, fuel distribution, and
political and regulatory actions. This list will be extended into the future as more initiatives
are identified to support the development of an aviation biofuel industry. The list is based
on research papers and reports from academic researchers, interest groups, and
government agencies, among others, as indicated in the last column of the table. Initiatives
include the cultivation of various feedstocks, collection of waste or residue feedstocks,
location decisions for bio-refineries, investment in conversion technologies, fuel
transportation infrastructure, and supportive legislation and policies all of which are

relevant to developing an aviation biofuel industry.
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Table 4. Frame 1 initiatives for aviation biofuel industry development. Two letter codes indicate one or more
corresponding stages in the supply chain (Figure 10), with FC representing Feedstock Production, Harvesting, and/or
Collection, TB representing Transportation to Biorefinery, BP representing Biofuel Production, BB representing
Blending of Aviation Biofuel, TA representing Transportation to Airport, and SD representing Storage and Delivery to
Aircraft.

Initiative Description Stage Reference

. . Rosillo-Calle et al. 2012; Air Transport Action
Invest in R&D of more productive feedstocks
Xo1 ) ) . FC Group 2011b; U.S. Department of Energy
(i.e., higher yielding per area of land)

2012
X Cultivate lignocellulosic feedstocks (e.g., FC Bauen et al. 2009; SWAFEA 2011; Rosillo-
02 switchgrass, miscanthus, etc.) Calle etal. 2012

Cultivate oilseed feedstock (e.g.,
ultivate oilseed crops as feedstock (e.g Air Transport Action Group 2011a; Hendricks

lina, jatropha, soybean, la, , FC )
Xos cameling, Jatropha, Soybeatl, cano’d, pennycress etal. 2011; Rosillo-Calle et al. 2012
etc.)
X Cultivate halophyte feedstocks (e.g., seashore FC Hendricks et al. 2011; Air Transport Action
04 mallow, salicornia, etc.) Group 2011b
Air T t Action G 2011a; Rosillo-
Xo05 Cultivate algae as feedstock FC it JTAnsport Acon Lroup & ROSHO

Calle et al. 2012; Haddad 2011

U.S. Department of Energy 2011; JI Hileman
etal. 2009; Swanson et al. 2010

Develop collection infrastructure for woody
Xo06 . . . FC/TB
residue biomass as feedstock (e.g., wood chips)

Develop collection infrastructure for agricultural
Xo07 residue biomass as feedstock (e.g., corn stover, FC/TB
wheat straw)

Air Transport Action Group 2011a; Rosillo-
Calle et al. 2012; Swanson et al. 2010

Air Transport Action Group 2011a;
FC/TB Macfarlane et al. 2011; Rosillo-Calle et al.
2012

Develop collection infrastructure for municipal

Xos solid waste (MSW) as feedstock
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Xo09

X10

X11

X12

X13

X14

X15

X16

X17

X18

X19

X20

Provide long-term contracts for feedstock
supply (volume and price)

Develop workforce

Locate bio-refinery in close proximity of
feedstock cultivation

Locate bio-refinery in close proximity of city or
metropolitan area

Distribute preprocessing depots with
transportation infrastructure to bio-refineries

Invest in hydroprocessing (HEFA) bio-refining
technologies

Invest in Fischer-Tropsch (FT) bio-refining
technologies

Invest in alcohol-to-jet (AT]) bio-refining
technologies

Invest in fermentation renewable jet (FR]) bio-
refining technologies

Invest in pyrolysis bio-refining technologies

Invest in hydrothermal liquefaction (HTL) bio-
refining technologies

Develop market for co-products (e.g., chemicals)

FC

FC/BP

TB/BP

TB/BP

TB/BP

BP

BP

BP

BP

BP

Miller et al. 2013; U.S. Department of Energy
2011; Stratton et al. 2010

Macfarlane et al. 2011; Stubbins 2009; U.S.
Department of Energy 2012

Melin & Hurme 2011; T. ]. Skone et al. 2011;
Miller et al. 2012

Gerber et al. 2013; Macfarlane et al. 2011;
Miller et al. 2012

U.S. Department of Energy 2012

Air Transport Action Group 2011a; Miller et
al. 2013; Pearlson et al. 2013

Miller et al. 2013; Air Transport Action Group
2011b; Liuetal. 2013

Air Transport Action Group 2011a; Miller et
al. 2013; Macfarlane et al. 2011

Miller et al. 2013; Miller et al. 2012;
Hendricks et al. 2011

Miller et al. 2013; Air Transport Action Group
2011a; Hendricks et al. 2011

Young & Heimlich 2010; Bauen et al. 2009;
Biddy et al. 2013

Macfarlane et al. 2011; U.S. Department of
Energy 2012; Agusdinata et al. 2011
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X21

X22

X23

X24

X25

X26

X27

X28

X29

X30

X31

X32

Diversify demand for biofuels (e.g., marine
shipping, railroad, avgas, etc.)

Provide low-cost financing for bio-refineries

Provide tax credits for biofuels

Commit to aviation biofuel purchase agreements

Establish airports as biofuel fueling stations for
non-aircraft vehicles

Encourage user-friendly biofuel accounting
methods

Co-locate bio-refinery with petroleum refinery

Locate bio-refinery in proximity of pipeline
access

Locate bio-refinery in close proximity of sea port
for biofuel distribution via barge

Locate bio-refinery in close proximity of rail line
for biofuel distribution via train

Site blending facility on airport grounds

Site blending facility at bio-refinery

BP

BP

BP

BP

BP

BP

BP/BB

BP/BB/TA

BP/TA

BP/TA

BB

BB

Macfarlane et al. 2011; Rye & Batten 2012;
Miller et al. 2012

Miller et al. 2013; Air Transport Action Group
2011b; U.S. Department of Agriculture 2012

Miller et al. 2013; Air Transport Action Group
2011b; U.S. Department of Agriculture 2010

Hammel 2013; Pearlson 2011; Macfarlane et
al. 2011; Air Transport Action Group 2011b

Miller et al. 2013; T. Skone & Gerdes 2008

International Air Transport Association 2013;
Air Transport Action Group 2011b

Gutierrez et al. 2007; Miller et al. 2012; de
Miguel Mercader et al. 2010

Miller et al. 2012; U.S. EPA 2010; Shonnard et
al. 2010

Miller et al. 2012; Shonnard et al. 2010; T. J.
Skone et al. 2011

Miller et al. 2012; Shonnard et al. 2010; T. J.
Skone et al. 2011

Macfarlane et al. 2011; Air Transport Action
Group 2011a

Macfarlane et al. 2011; Air Transport Action
Group 2011a
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X33

X34

X35

X36

X37

Site blending facility at existing fuel terminal

Convert petroleum pipeline to biofuel pipeline
for biofuel distribution

Establish trucking infrastructure for fuel
distribution

Increase number of storage tanks on airport
grounds

Establish coalitions encompassing all parts of
the supply chain

Others

BB

TA

TA

SD

FC-SD

Macfarlane et al. 2011; Air Transport Action
Group 2011a

Macfarlane et al. 2011; JI Hileman et al. 2009

Miller et al. 2012; Shonnard et al. 2010; T. J.
Skone et al. 2011

Watson 2011; Hendricks et al. 2011

Air Transport Action Group 2011b; Hammel
2013
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Table 5. Frame 1 initiatives grouped by corresponding stage in the aviation biofuel supply chain

Stage

Relevant Initiatives

Feedstock Production, Harvest,

and/or Collection

Transportation to Bio-Refinery

xo1: Invest in R&D of more productive feedstocks

x02: Cultivate lignocellulosic feedstocks

x03: Cultivate oilseed crops as feedstock

xo04: Cultivate halophyte feedstocks

xo5: Cultivate algae as feedstock

x06: Develop collection infrastructure for woody residue biomass as feedstock

x07: Develop collection infrastructure for agricultural residue biomass as feedstock
xo08: Develop collection infrastructure for municipal solid waste (MSW) as feedstock
x09: Provide long-term contracts for feedstock supply

x10: Develop workforce

x37: Establish coalitions encompassing all parts of the supply chain

x06: Develop collection infrastructure for woody residue biomass as feedstock

x07: Develop collection infrastructure for agricultural residue biomass as feedstock
xo08: Develop collection infrastructure for municipal solid waste (MSW) as feedstock
x11: Locate bio-refinery in close proximity of feedstock cultivation

x12: Locate bio-refinery in close proximity of city or metropolitan area

x13: Distribute preprocessing depots with transportation infrastructure to bio-
refineries

x37: Establish coalitions encompassing all parts of the supply chain
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Biofuel Production

x10: Develop workforce

x11: Locate bio-refinery in close proximity of feedstock cultivation

x12: Locate bio-refinery in close proximity of city or metropolitan area
x13: Distribute preprocessing depots with transportation infrastructure to bio-
refineries

x14: Invest in hydroprocessing (HEFA) bio-refining technologies

x15: Invest in Fischer-Tropsch (FT) bio-refining technologies

X16: Invest in alcohol-to-jet (AT]) bio-refining technologies

x17: Invest in fermentation renewable jet (FR]) bio-refining technologies
x1g: Invest in pyrolysis bio-refining technologies

x19: Invest in hydrothermal liquefaction (HTL) bio-refining technologies
x20: Develop market for co-products

x21: Diversify demand for biofuels

x22: Provide low-cost financing for bio-refineries

x23: Provide tax credits for biofuels

x24: Commit to aviation biofuel purchase agreements

x25: Establish airports as biofuel fueling stations for non-aircraft vehicles
x26: Encourage user-friendly biofuel accounting methods

x27: Co-locate bio-refinery with petroleum refinery

x28: Locate bio-refinery in proximity of pipeline access

x29: Locate bio-refinery in close proximity of sea port for biofuel distribution via barge
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Blending of Aviation Biofuel

Transportation to Airport

Storage and Delivery to Aircraft

X30:-

X37:

X27.

X28:

X31:

X32:

X33:

X37:

X28:

X29:

X30:

X34:

X35:

X37:

X36-

X37:

Locate bio-refinery in close proximity of rail line for biofuel distribution via train

Establish coalitions encompassing all parts of the supply chain

Co-locate bio-refinery with petroleum refinery
Locate bio-refinery in proximity of pipeline access
Site blending facility on airport grounds

Site blending facility at bio-refinery

Site blending facility at existing fuel terminal

Establish coalitions encompassing all parts of the supply chain

Locate bio-refinery in proximity of pipeline access

Locate bio-refinery in close proximity of sea port for biofuel distribution via barge
Locate bio-refinery in close proximity of rail line for biofuel distribution via train
Convert petroleum pipeline to biofuel pipeline for biofuel distribution

Establish trucking infrastructure for fuel distribution

Establish coalitions encompassing all parts of the supply chain

Increase number of storage tanks on airport grounds

Establish coalitions encompassing all parts of the supply chain
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5.4 Criteria

The set Sc={c1,...,cm} is defined as the set of m criteria. The criteria are adapted from

several sources, including from the Federal Aviation Administration (FAA) vision for the

future of the U.S. aviation system (Federal Aviation Administration 2011) and The White

House (2011) Blueprint for Energy Security. The criteria are:

i)

ii)

iif)

vi)

reliability of supply of jet fuel by considering the sufficiency and sustainability
of quantity of aviation biofuel (U.S. Department of Energy 2012);

safety of air travel by considering the appropriateness of the quality of aviation
biofuel (e.g., flash point, freeze point, combustion heat, viscosity, sulfur content,
density, etc.) (Air Transport Action Group 2011b);

environmental sustainability of producing aviation biofuel (e.g., greenhouse gas
emissions, land use change, freshwater use, pesticides, fertilizers, threats to
biodiversity, deforestation, etc.) (Hendricks, Bushnell, and Shouse 2011;
Macfarlane, Mazza, and Allan 2011; Air Transport Action Group 2011b; U.S.
Department of Energy 2012);

employment and economic development (U.S. Department of Energy 2012);
costs across system lifecycles, to both airport owners, carriers, and passengers
(U.S. Department of Energy 2012);

regulatory compliance in meeting international standards, certifications, and

regulations; and

vii) security of supply that could be vulnerable to willful attacks by terrorists or

other adversaries.



Table 6 summarizes the criteria to be used to prioritize among initiatives that

support the development of an aviation biofuel industry.

5.5 Emergent Conditions and Scenarios

Table 7 describes a set Sec representing emergent conditions with potential
importance to the development of a biofuel industry. The emergent conditions address
potential threats and opportunities of concern to airports (Kincaid et al. 2012), airlines (Air
Transport Action Group 2011a), feedstock and biofuel producers (Rosillo-Calle et al. 2012),
among other stakeholders. These emergent conditions include uncertainties in airline
actions, competition between airports, air travel and jet fuel demand, and changes in the
price of aviation biofuel and petroleum jet fuel.

Select emergent conditions are combined to form scenarios in the set Ss={s1,...,5q},
representing scenarios to address future uncertainties related to developing a regional
aviation biofuel industry. Tables 8-13 describe these scenarios. The first scenario takes into
consideration the recent RINs issued by the U.S. EPA for aviation biofuel (H. Wang and
Kolhman 2013) by which aviation biofuel can qualify for credits that can be traded under
the Renewable Fuel Standard (RFS) program. The other scenarios consider emergent
conditions related to the application of the European Union Emissions Trading System (EU
ETS) to U.S.-originating flights, airport competition, changes in passenger preferences and

travel patterns, and supply restrictions.
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Table 6. Criteria used to evaluate the initiatives for regional aviation biofuel industry
development (Frame 1), based on the FAA mission and vision for the future (Federal
Aviation Administration 2011) and the White House goals for energy security (The
White House 2011).

The White
Criterion Description (ZF:S) House
(2011)
C1 Production quantity v
C2 Production quality v
c3 Environmental quality v v
C4 Economic development v
Cs Life-cycle costs v
Cé Regulatory compliance and global v
collaboration
c7 Safety and security v v
: Others
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Table 7. Emergent conditions used to build scenarios for Frame 1 of aviation biofuel industry development, organized
into categories of market forces and competition, regulations and tariffs, and technologies and resources.

Category Emergent Description Reference
Condition
ECo1 Competition between airports Kincaid et al. 2012
ECos m?@ in customer preferences to favor biofuel-powered Kincaid et al. 2012
flights
ECos nrmsmm in air traffic mix (e.g., decrease in international Kincaid et al. 2012
trips)

ECos Entry or expansion of a low-cost carrier Kincaid et al. 2012
=]
2 ECos Relocation of airline hub Kincaid et al. 2012
lu
)
m. ECos Restructuring or failure of an incumbent airline Kincaid et al. 2012
o
o ) . Kincaid et al. 2012; Rosillo-Calle et al.
.m ECo7 Long-term change in demand for air travel 2012: Penner et al. 2001
m ECos Change in demand for jet fuel Wmﬁmh_o-nm:m etal. 2012; Penner et al.
| 5
° . . . Rosillo-Calle et al. 2012; Air Transport
4 ;
- ECo9 Change in the price of petroleum jet fuel Action Group 2011b
o Mo :
M EC1o Competition for biofuel feedstock from other industries WMMM_O Calle etal. 2012; Penner et al.

EC11 Alteration of airline service agreement Kincaid et al. 2012

EC1s MWnoyow event (e.g., terrorist attack, severe weather event, Kincaid et al. 2012

) Macfarlane et al. 2011; U.S. Department
EC13 Development or expansion of market for co-products of Energy 2012
EC Biofuel market conditions shift to favor production of Macfarlane et al. 2011; Air Transport
" aviation biofuel Action Group 2011b



Implementation of carbon taxes and/or emissions cap
and trade system

Introduction of biofuel-related legislation (e.g., tax
exemptions, subsidies, etc.)

Political factors impede commercial-scale aviation
biofuel refining

Increase in the strictness of emission standards

Certification of additional aviation biofuel conversion
techniques (e.g., AT], FR], HTL, pyrolysis, etc.) and/or
higher blend levels

Policy or legislation requiring set amount of biofuel use
in aviation sector

Change in supply or availability of feedstock

Advances in conversion technology

Development in aircraft technology, air traffic control,
and/or passenger facilitation

Change in cost of growing and/or harvesting feedstock

Change in cost of producing (i.e. refining) aviation
biofuel

Others

Kincaid et al. 2012
Rosillo-Calle et al. 2012

Macfarlane et al. 2011

Kincaid et al. 2012; Young & Heimlich
2010

Penner et al. 2001; Rosillo-Calle et al.
2012

Air Transport Action Group 2011b

U.S. Department of Energy 2011; Air
Transport Action Group 2011b
Macfarlane et al. 2011; JI Hileman et al.
2009; Air Transport Action Group 2011b

Kincaid et al. 2012

Rosillo-Calle et al. 2012; Air Transport
Action Group 2011b; U.S. Department of
Energy 2011

Macfarlane et al. 2011; Air Transport
Action Group 2011b; U.S. Department of
Energy 2012
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Table 8. Descriptions of Frame 1 baseline scenario soo

Scenario
Soo: Baseline
Description
Absence of regulations related to an aviation biofuel industry
Emergent Conditions
None
Influences
Commercialization of aviation biofuel is slow to stagnant, relying only on existing
market forces.

Table 9. Description of Frame 1 scenario of expected regulations so1

Scenario
so1: Expected regulations
Description
U.S. regulations or policies offer tax credits or other incentives that effectively make
aviation biofuel more cost competitive with conventional jet fuel.
Emergent Conditions
EC16: Introduction of biofuel-related legislation (e.g., tax exemptions, subsidies, etc.)
Influences
The cost of aviation biofuel to the consumer decreases. Thus, airlines are more willing to
buy aviation biofuel (demand increases), signaling for producers to increase aviation
biofuel production.
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Table 10. Description of Frame 1 European Union Emissions Trading System
scenario Soz

Scenario
so2: EU ETS
Description
EU ETS is expanded to include U.S.-originating flights to Europe.
Emergent Conditions
EC1s: Implementation of carbon taxes and/or emissions cap and trade system
Influences
Flights to Europe using conventional jet fuel increase in price. The demand for aviation
biofuel thus increases in order to keep these international flights affordable, even if the
aviation biofuel is more expensive (per gallon) than conventional jet fuel.

Table 11. Description of Frame 1 airport competition scenario so3

Scenario
So3: Airport competition
Description
Select airports have a competitive advantage in terms of access to aviation biofuel.
Emergent Conditions
ECo1: Competition between airports
ECos: Relocation of airline hub
EC1s: Implementation of carbon taxes and/or emissions cap and trade system
Influences
Because only certain airports can provide aviation biofuel, thus offering cheaper flights
to Europe (due to the EU ETS), airlines relocate their international hubs from less
competitive airports.
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Table 12. Description of Frame 1 consumer green preference scenario so4

Scenario
So4: Green preferences

Description
Environmental awareness causes a change in consumer preferences, favoring domestic
flights flown on aviation biofuel.

Emergent Conditions
ECo2: Shift in customer preferences to favor biofuel-powered flights
EC13: Change in air traffic mix (e.g., decrease in international trips)

Influences
Consumers choose to fly less frequently, especially staying away from long international
flights. Preference is given to flights powered by aviation biofuel, asymmetrically
increasing demand for these flights while overall demand decreases.

Table 13. Description of Frame 1 insufficient aviation biofuel supply scenario sos

Scenario
sos: Insufficient supply

Description
Supply of aviation biofuel cannot meet demand due to lack of commercial scale bio-
refineries and/or availability of feedstock

Emergent Conditions
EC17: Political factors impede commercial-scale aviation biofuel refining
EC21: Change in supply or availability of feedstock

Influences
Supply of aviation fuel cannot meet demand, driving prices up. Increased demand for
viable feedstocks and increasing benefit for retrofitting or converting existing refineries
to bio-refineries.
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5.6 Calculations

The qualitative ratings of how well each initiative addresses each criterion are given
in Table 13. The ratings given are the result of stakeholder analysis, and remain
customizable for other decision makers and into the future. Rating choices for the
initiatives consist of a strongly addresses, addresses, somewhat addresses, and does not
address each criterion. For example, initiative xpi: Invest in R&D of more productive
feedstocks, is rated as strongly addressing criteria co1: Production quantity and cos: Life-cycle
costs, addressing criteria co3: Environmental quality and ces: Regulatory compliance and
global collaboration, somewhat addressing criterion cos: Economic development, and not
addressing criteria coz: Production quality and co7: Safety and security.

These qualitative ratings are translated to a quantitative assessment matrix. Table
14 describes how the qualitative rating corresponds to quantitative value score x;; that are
used to evaluate how each initiative x; addresses each criterion c;. These scores are used to

populate the 7x37 matrix A (Figure 9) as it is described in Section 4.2.
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Table 14. Fulfillment of Frame 1 criteria for each initiative, with ® indicating the initiative strongly addresses the
criterion, ® indicating the initiative addresses the Q.:oaoz.o indicating the initiative somewhat addresses the
criterion, and omission indicating that the initiative does not address the criteria.

) 0 — (T =
5] = o Q= =)
S S = f ES 3
= o = 3 S= ¢
S s £ 9E o £8 2
g S 5 EE % &% T
2 = = s 0 =8 2
o B > c S Q@ g 2
= = = (ST} = [9) <
a9 =% m m w — a4 ,m wn
S ) g 3o g S S
Xo1 Investin R&D of more productive feedstocks o ® O o ®
Xo2  Cultivate lignocellulosic feedstocks ® o O
xo3 Cultivate oilseed crops as feedstock ® o O
Xos Cultivate halophyte feedstocks ® O ® o O
Xos Cultivate algae as feedstock o O ® @)
x06 Develop collection infrastructure for woody residue biomass as feedstock O ® O O
xo7 Develop collection infrastructure for agricultural residue biomass as feedstock O ® O
xog Develop collection infrastructure for municipal solid waste (MSW) as feedstock o ® ®
Xoo  Provide long-term contracts for feedstock supply o @)
x10 Develop workforce O o ®
x11  Locate bio-refinery in close proximity of feedstock cultivation O ®
x12  Locate bio-refinery in close proximity of city or metropolitan area O ®
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x13  Distribute preprocessing depots with transportation infrastructure to bio-refineries ® ®

x14 Investin hydroprocessing (HEFA) bio-refining technologies O o O ® O

x15 Investin Fischer-Tropsch (FT) bio-refining technologies O o O ® O

x16 Investin alcohol-to-jet (AT]) bio-refining technologies O ® O O

x17 Investin fermentation renewable jet (FR]) bio-refining technologies O O O O

x1g Invest in pyrolysis bio-refining technologies O O O @)

x19 Investin hydrothermal liquefaction (HTL) bio-refining technologies O O O O

x20 Develop market for co-products ® o

x21 Diversify demand for biofuels O ®

x22 Provide low-cost financing for bio-refineries ®

x23  Provide tax credits for biofuels ® o

X24 Commit to biojet fuel purchase agreements O

x25  Establish airports as biofuel fueling stations for non-aircraft vehicles ®
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x26 Encourage user-friendly biofuel accounting methods O

x27 Co-locate bio-refinery with petroleum refinery ®

x28 Locate bio-refinery in proximity of pipeline access [ ) ®

X209 Locate bio-refinery in close proximity of sea port for biofuel distribution via barge O ®

x30 Locate bio-refinery in close proximity of rail line for biofuel distribution via train O ®

x31 Site blending facility on airport grounds

x32 Site blending facility at bio-refinery

x33  Site blending facility at existing fuel terminal ® ®

x34 Convert petroleum pipeline to biofuel pipeline for biofuel distribution ®

x35  Establish trucking infrastructure for fuel distribution ®

X3¢ Increase number of storage tanks on airport grounds ® ® O

x37  Establish coalitions encompassing all parts of the supply chain o ®
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Table 15. Translation of qualitative rating of the degree of agreement between
aviation biofuel supply chain initiatives and criteria to quantitative scores.

Qualitative rating Symbol Quantitative
(from Table 14) rating
does not address 0
somewhat addresses O 0.33
addresses ® 0.67
strongly addresses [ 1
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1.0 07 07 07 1.0 03 03 1.0 1.0 03 0.7 03 03 03 03 03
1.0 1.0 0.7 03 0.3
0.7 03 03 0.7 0.7 07 0.3 0.3
A[1-18]= | 03 1.0 1.0 07 07 1.0 03 03 03 03 0.3
1.0 0.7 0.7
0.7 1.0 0.3 0.3 0.7 0.7
| 03 03 03 03 03 03 07 00 0.7 0.7 03 03 03 0.3 0.3]
0.3 0.3 0.3 0.7
0.3 0.7 0.7 0.7
0.7 1.0 03 0.3
A[19-37]= | 03 0.7 0.7 07 0.7 0.7 0.3
1.0 1.0 0.7 0.7 0.7 0.7 0.7 0.7 0.7
0.7 1.0
0.3 0.3 0.7

Figure 11. Frame 1 assessment matrix A where entry j,i represents the degree to which initiative x; addresses
criterion ¢j using the translated ratings described in Table 13. Numbers are rounded for visibility in the figure, but
not for the calculations, and only non-zero entries are shown.
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Each criterion is weighted to determine the relative influence of the criteria. The
relative influence of each criterion may change during each of the five scenarios introduced
in Tables 7-12. For the baseline scenario sp9, each criterion is considered to have equal
influence. Thus, for the baseline, each criterion is assigned a weight of approximately
wi?=0.143 Vi. Identifying whether the influence of the criteria increases, increases
somewhat, stays the same, decreases somewhat, or decreases, under other scenarios, the
weight of the criteria is adjusted according to Equation 5.

(9w;%, for increase in influence
3w;%, for somewhat increase in influence
wk = 4 w;%, for no change in influence (5)

1 .
3 w;%, for somewhat decrease in influence

1 o
G w;%, for decrease in influence

After applying Equation 5, the weights w under each scenario k are normalized to
w/ such that ¥, w/’ = 1. Reassessing the weights under each scenario results in the 7x6
matrix W. The first column of W represents the weights in the baseline scenario. The other

columns represent the reconsidered weights under scenarios 1, 2, 3, 4, and 5 respectively.

10.143 0.415 0.432 0.249 0.199 0.4757
0.143 0.012 0.009 0.031 0.265 0.010

0.143 0.415 0.009 0.187 0.265 0.010
W =(0.143 0.069 0.054 0.249 0.031 0.010 (6)

0.143 0.009 0.009 0.004 0.006 0.010
0.143 0.012 0.432 0.249 0.033 0.010

L0.143 0.069 0.054 0.031 0.199 0.475-

The value score matrix is computed by multiplying the transpose of the weight

matrix W7 by the assessment matrix 4, as demonstrated in Table 16.
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Table 16. Performance scores of the Frame 1 aviation biofuel supply chain initiatives under each scenario. Scores are
out of 100, with 100 representing the best performing initiative.

X1 X2 X3 X4 X5 X6 X7 X8 X9 X100 X11 X122 X13 Xi14 Xi15 Xie6 X17 Xi18

S00 5229 29 43 33 24 19 33 19 29 14 14 19 38 38 24 19 19
So1 73 37 37 50 62 44 44 74 42 25 14 14 32 20 20 19 19 19
S02 75 36 36 78 49 31 17 47 58 23 1 1 32 48 48 19 18 18
So3 63 43 43 65 49 30 22 39 33 35 6 6 19 37 37 20 19 19
S04 41 23 23 34 38 32 31 51 21 23 9 9 27 43 43 32 23 23
S05 50 49 49 50 64 33 32 80 48 49 1 1 63 34 34 33 32 32
Median 60 37 37 50 49 32 29 50 40 26 7 7 31 38 38 21 19 19
Mean 50 36 36 53 49 32 27 54 37 31 8 8 32 37 37 24 22 122

X19 X20 X21 X22 X23 X24 X25 X26 X27 X28 X29 X300 X31 X322 X33 X34 X35 X36 X37

S00 19 24 14 10 33 5 10 5 10 24 14 14 10 10 10 19 10 24 24
So1 19 5 18 5 33 14 5 2 1 42 14 14 1 1 1 1 1 31 6
S02 18 5 18 4 5 14 4 2 1 2 1 1 1 1 1 29 1 31 47
So3 19 17 25 17 29 8 17 8 0 19 6 6 2 2 2 17 0 18 27
S04 23 3 9 2 20 7 2 1 0 27 9 9 18 18 18 3 0 20 17
S05 32 2 17 1 2 16 1 0 1 2 1 1 1 1 1 1 1 48 33
Median 19 5 18 4 23 12 4 2 1 20 7 7 1 1 1 6 1 29 26
Mean 22 9 17 6 21 11 6 3 2 19 8 8 5 5 5 12 2 29 25
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5.7 Results

Table 17 illustrates the rank order of initiatives based on the value scores of each
initiative for the five scenarios and the baseline scenario. Figure 10 demonstrates the range
of rankings that each initiative is assigned under the scenarios. The following three
initiatives were ranked highest under at least one scenario: (i) Invest in R&D of more
productive feedstocks, (ii) Cultivate halophyte feedstock, and (iii) Develop collection
infrastructure for municipal solid waste (MSW) as feedstock. Figure 11 illustrates the
robustness of initiatives for the initiatives with a median rank higher than 10. While
initiative xps: Develop collection infrastructure for municipal solid waste (MSW) as feedstock
ranks the highest under the most scenarios (Sos1, So4, and sps), initiative xo:: Invest in R&D of
more productive feedstocks has the highest median rank. Further, initiative xo; is robust in
that the largest change in rank from the baseline scenario is 3, which is also true only of
initiative xos: Cultivate algae as feedstock. In terms of average change in rank from the
baseline scenario, initiatives xgs: Cultivate algae as feedstock, xi7: Invest in fermentation
renewable jet (FR]) bio-refining technologies, x1s: Invest in pyrolysis bio-refining technologies,
and xp9: Invest in hydrothermal liquefaction (HTL) bio-refining technologies are the most
robust.

Table 17 illustrates the absolute value of the change in prioritization of initiatives
caused by the scenarios relative to the baseline scenario. In terms of average change in
rank of initiative, scenario sps: Green preferences is the most disruptive combination of
emergent conditions. And, it also accounted for the largest change in rank, causing initiative
xz0: Develop market for co-products to decrease in priority from 11t in the baseline scenario

to 31st in the case of the “greening” of consumer preferences. Scenario sps: Insufficient
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supply, on the other hand, is the least disruptive scenario in terms of the prioritization of
aviation biofuel supply chain initiatives.

Table 18 provides a summary of the scenario-based preference analysis results. As
scenario Sp4: Green preferences is the most disruptive scenario across all initiatives relative
to the baseline scenario, the results suggest initiatives for expanding the supply of certain
feedstocks (e.g., MSW, halophytes, and algae) and investing in proven and certified
conversion technologies, as these initiatives remain relatively highly ranked under all
scenarios analyzed. These initiatives are top priorities under scenario sp4: Green preferences
because they are expected to be the least harmful to the environment in addition to the
least technically risky. For the most part, the top initiatives under the most disruptive
scenario also tend to be those that are ranked highly overall. This would suggest that there
should be an emphasis on producing and harvesting feedstock, as well as investing in R&D
to increase the productivity of these feedstocks. Although other innovative conversion
technologies might prove to be more efficient and cost effective in the future, based on the
five future scenarios selected for this analysis, investing in the certified technologies,
initiatives x74 and x;5, are high ranking and robust decisions. Although s;: Insufficient supply
is the least disruptive scenario across all initiatives relative to the baseline scenario,
agencies should further study the long-term implications of the scenario with regard to

possibly diminishing amount of available land for feedstock production.
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Table 17. Performance rank of Frame 1 aviation biofuel supply chain initiatives. The highest scoring initiative for
each scenario is highlighted in gray.

X1 X2 X3 X4 X5 X6 X7 X3 X9 X10 Xi11 X122 Xi13 Xi14 Xi15 Xie X17 Xis

So 1 8 8 2 5 11 17 5 17 8 24 24 17 3 3 11 17 17
S1 2 9 9 4 3 5 6 1 8 14 22 22 12 15 15 17 18 18
S2 2 9 9 1 4 12 21 7 3 15 29 29 11 5 5 16 17 17
S3 2 4 4 1 3 11 15 6 10 9 29 29 18 7 7 16 18 18
S4 4 12 12 6 5 7 9 1 18 12 25 25 11 2 2 7 12 12
Ss 4 6 6 5 2 13 16 1 10 6 26 26 3 11 11 13 16 16
Median 2 9 9 3 4 11 16 3 10 11 26 26 12 6 6 15 17 17
X19 X20 X21 X22 X23 X24 X25 X26 X27 X28 X29 X30 X31 X32 X33 X34 X35 X36 X37

So 17 11 24 29 5 36 29 36 29 11 24 24 29 29 29 17 29 11 11
S1 18 28 21 29 11 26 29 31 36 7 22 22 33 33 33 32 36 13 27
S2 17 24 20 25 23 22 25 27 33 28 29 29 33 33 33 14 33 12 8
S3 18 23 14 25 12 27 25 27 36 17 29 29 33 33 33 24 36 22 13
S4 12 31 29 33 19 30 33 35 36 10 25 25 21 21 21 32 36 20 24
Ss 16 23 20 30 22 21 30 37 30 23 26 26 30 30 30 25 30 9 13

Median 17 24 21 29 16 27 29 33 35 14 26 26 32 32 32 25 35 13 13
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Figure 12. Comparison of rank order of Frame 1 aviation biofuel supply chain initiatives and robustness to changes in
rank. The triangle marks the baseline scenario rank, with the high-low lines indicating the rank of rank orders under
the set of scenarios.
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Figure 13. Comparison of Frame 1 aviation biofuel supply chain initiatives with median rank (represented by the
diamond) of 10 or better.
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Table 18. Changes in rank (in absolute terms) of the Frame 1 aviation biofuel supply chain initiatives in response to
the set of scenarios so1-Sos as compared to the baseline scenario. The values in the last column are the Spearman rank
correlation coefficient, where lower values of ¢p(s;) correspond to more disruptive scenarios.

X1 X2 X3 X4 X5 X6 X7 Xsg X9 X10 X11 X12 X13 Xi14 Xi15 Xi6 X17 Xi18 X19

S1 1 1 1 2 2 6 11 4 9 6 2 2 5 12 12 6 1 1 1
S2 1 1 1 1 1 1 4 2 14 7 5 5 6 2 2 5 0 0 0
S3 1 4 4 1 2 0 2 1 7 1 5 5 1 4 4 5 1 1 1
S4 3 4 4 4 0 4 8 4 1 4 1 1 6 1 1 4 5 5 5
Ss 3 2 2 3 3 2 1 4 7 2 2 2 14 8 8 2 1 1 1
X20 X21 X22 X23 X24 X25 X26 X27 X2s X200 X30 X31 X32 X33 X34 X35 Xze Xs7 | P(Sk)
S1 17 3 0 6 10 O 5 7 4 2 2 4 4 4 15 7 2 16 | 0.79
S2 13 4 4 18 14 4 9 4 17 5 5 4 4 4 3 4 1 3 | 0.80
S3 12 10 4 7 9 4 9 7 6 5 5 4 4 4 7 7 11 2 | 0.88
S4 20 5 4 14 6 4 1 7 1 1 1 8 8 8 15 7 9 13 | 0.79
Ss 12 4 1 17 15 1 1 1 12 2 2 1 1 1 8 1 2 2 |0.83
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Table 19. Summary of results from Frame 1 analysis of aviation biofuel supply chain

initiatives.

Highest ranked initiatives

xo1: Invest in R&D of more productive feedstocks
xo04: Cultivate halophyte feedstocks
xo08: Develop collection infrastructure for municipal

solid waste (MSW) as feedstock

Lowest ranked initiatives

x24: Commit to aviation biofuel purchase agreements
x26: Encourage user-friendly biofuel accounting
methods

x27: Co-locate bio-refinery with petroleum refinery
x35: Establish trucking infrastructure for fuel

distribution

Greatest increase in rank

relative to baseline scenario

x24: Commit to aviation biofuel purchase agreements

Greatest decrease in rank

relative to baseline scenario

x20: Develop market for co-products

Most disruptive scenario
across all initiatives relative to

baseline scenario

So4: Green preferences

Least disruptive scenario
across all initiatives relative to

baseline scenario

sos: Insufficient supply
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5.8 Chapter Summary

This chapter has described the application of the methods from Section 4.2 to
establishing an aviation biofuel industry, with particular considerations given to the
concerns of stakeholders in the Commonwealth of Virginia. One of the identified criteria for
evaluating initiatives is environmental quality. The following chapter describes how life
cycle assessment can be used to address aspects of environmental quality. The results of
this frame will be used to inform a subsequent frame of analysis (Chapter 8). In addition
the results will be used in strategic decision-making through the identification of disruptive

scenarios (Chapter 9).
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CHAPTER 6: DEMONSTRATION: ALGAE BIOFUEL LIFE CYCLE
ASSESSMENT

6.1 Overview

This chapter will demonstrate the methods of life cycle assessment to analyze the
global warming potential (GWP) of aviation and other biofuels produced from the
hydrothermal liquefaction of whole algae (AHTL). Section 6.2 discusses the background for
assessing LC-GHG emissions of biofuel pathways, particularly the AHTL pathway. This
chapter explores how policies such as the Renewable Fuel Standard (RFS2) can impact
biofuel business decisions, and how compliance with RFS2 is evaluated by the EPA. Section
6.3 describes the purpose and scope of the LCA in terms of policy compliance when
considering certain upstream and downstream factors. Section 6.4 describes the lifecycle
processes being modeled. Section 6.5 describes the energy demand and GWP results
overall and for each lifecycle stage. Section 6.6 interprets the results with respect to the

RFS2 framework. The results of sensitivity analysis are also described in Section 6.6.

6.2 Background

The United States represents a significant share of the global biofuel economy,

constituting 48 percent of global biofuels consumption and 46 percent of global biofuels
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production (U.S. Energy Information Administration 2014). As a result, the policies and
regulations adopted by the United States have influence over the global biofuel industry,
especially where innovative pathways are involved. An emergent pathway of great interest
is the conversion of algae biomass to biocrude using hydrothermal liquefaction (HTL) to
produce a suite of drop-in fuels. This and other algae-to-biofuel pathways seem to offer a
variety of benefits relative to conventional terrestrial crop biofuels. HTL is being studied
extensively because of its importance to the nascent algae biofuels industry (Zhou et al.
2010; Alba et al. 2012; Frank et al. 2013; Roberts et al. 2013) and relative benefits
compared to other algae biofuel technologies. Currently, however, the performance of this
pathway is poorly characterized in the context of existing U.S. regulations.

The Renewable Fuels Standard (RFS) program is the primary means by which the
EPA assesses the environmental performance of fuel production pathways. It was created
under the Energy Policy Act of 2005 and expanded (to become RFS2) under the Energy
Independence Security Act (EISA) of 2007. The stated objectives of the EISA include
increasing the production of “clean” renewable fuels, and the central tenant of this rule is
the application of lifecycle greenhouse gas (LC-GHG) performance threshold standards to
ensure improvements in GHG emissions for new fuel pathways relative to the petroleum
fuels they replace.

Algae are an attractive feedstock for biofuels because of their (i) high productivity
per acre, (ii) cultivation possible on non-arable land, thus minimizing competition with
conventional agriculture and food production, (iii) utilization of waste water or other non-
freshwater supply, (iv) potential carbon recycling from industrial emissions, and (v)

compatibility for the production of a variety of fuels and valuable co-products (Clarens et al.
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2010). Most conversion efforts to date have focused on producing biodiesel from algae by
extracting and upgrading algal lipids (Liu et al. 2013; Stephenson et al. 2010). But, this has
proven to be problematic because of the extensive dewatering and drying of the algae
biomass prior to oil extraction, which has made the algae bioenergy industry largely
abandon pathways focused on lipid extraction. In contrast, pathways utilizing
hydrothermal liquefaction (HTL), which consists of liquefying whole algae in a high-
pressure (up to 2000 psig), high-heat environment (175-450°C), are attractive because
they do not require drying of the biomass prior to conversion and the process utilizes the
entire cell biomass as opposed to the lipid fraction alone (Zhou et al. 2010; Alba et al. 2012;
Frank et al. 2013; Roberts et al. 2013).

Despite the growing interest in HTL pathways by the industry, the EPA has yet to
certify any algae HTL (AHTL) pathways under RFS2. Several important LCA analyses of this
pathway have been published in recent years. Argonne National Laboratory’s Greenhouse
gases, Regulated Emissions, and Energy use in Transportation (GREET) spreadsheet analysis
tool is used by the EPA to aid in the evaluation of LC-GHG emissions for biofuels that are
under consideration for certification. Preliminary modeling of an AHTL pathway using
GREET suggests that the resulting fuels could offer more than 50% reduction in LC-GHG
emissions relative to petroleum fuels (Frank et al. 2013). Lifecycle studies (Fortier et al.
2014; Liu et al. 2013; Delrue et al. 2013; Davis et al. 2014) report varying LC-GHG results
for similar pathways, in part due to differing modeling assumptions (e.g., feedstock
productivity, processing conditions, and finished product(s), etc.). These disparities make it
difficult to compare the results at face value and to determine whether the AHTL pathway

could be used to produce qualifying fuels under RSF2.
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Based on LC-GHG emissions, RFS2 defines four categories of renewable fuels: (i)
renewable fuel, (ii) advanced biofuel, (iii) biomass-based diesel, and (iv) cellulosic biofuel.
Each year, the EPA sets specified volume targets for each of these categories. “Obligated
parties,” including all producers or importers of petroleum fuels, must then produce or
obtain the required amount of certified biofuels to meet their “renewable volume
obligations” (RVOs). Fuels that have been certified by the EPA generate so-called
Renewable Identification Numbers (RINs) corresponding to an appropriate category and
are then available for sale to entities possessing RVOs so that they can meet their
obligations. Due to the nested nature of the renewable fuel classifications, and the unique
supply and demand for each, some RINs are more valuable than others. Generally, biofuel
producers are incentivized to produce biomass-based diesel as opposed to just advanced
biofuel or renewable fuel, because RINs generated under the former definition can be used
to meet RVOs under the latter. For RFS2 to effectively reduce the GHG emissions from
transportation fuels, it is important for certification of fuel pathways to be based on an
accurate accounting of LC-GHG emissions that include both upstream and downstream
factors, to guide business decisions accordingly.

When calculating the LC-GHG emissions of a biofuel pathway, the EPA applies
carbon credits to biomass feedstocks that sequester existing stocks of ambient CO from
the atmosphere. That is, they make the assumption that the amount of CO; taken up
(sequestered from) the atmosphere during photosynthesis and growth of the feedstock is
the same amount of CO: released to the atmosphere when the fuel is subsequently
combusted to release energy. Algae, however, differ from terrestrial feedstocks used for

biofuel production because large-scale cultivation requires that concentrated CO: be fed in
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to the cultivation ponds (Pena, Frieden, and Bird 2013). Unlike terrestrial crops, which
obtain their carbon exclusively from the atmosphere, algae ponds must have it delivered.
Therefore, accounting for LC-GHG emissions of algae-based fuels should include any
upstream burdens associated with the supply of carbon dioxide. Potential sources of CO>
include industrial activities such as power generation (e.g., coal-fired power plants),
natural gas processing, ammonia production, ethanol production, hydrogen production, or
extracted CO2 from dedicated wells. The largest source of commercial quantities of CO; is
that extracted from natural underground wells. Of all these sources, only the CO: from
ethanol production is biogenic in nature, though algae cultivation using the other industrial
sources does not represent a net addition to atmosphere CO; stocks, as it would be
otherwise vented. Extracting CO; from underground deposits, however, does increase the
level of CO; in the atmosphere. The choice of which CO> to use directly impacts the LC-GHG
performance of algae biofuels in a manner that is unique compared to conventional
terrestrial biofuel feedstocks (e.g.,, corn), which use ambient CO; exclusively. This work
builds on current AHTL studies by explicitly considering upstream burdens from CO:
supply, as shown in Figure 9.

In addition to upstream burdens, downstream decisions affect the life cycle impacts
of transportation biofuels derived from algae. There is new evidence that aviation
emissions, occurring in the upper troposphere and lower stratosphere, have greater
climate change consequences than the same emissions occurring at the ground level
(Jardine 2005). While the emissions profiles of terrestrial algae biofuels and aviation algae

biofuels are similar, it is the climate change impacts that occur from combustion in the
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atmosphere as compared to ground-level that cause aviation biofuels to be less
advantageous than ground-transportation biofuels relative to their petroleum counterparts.

Although jet fuel is not an “obligated” fuel under RFS2, qualified pathways can be
used to produce aviation biofuel that generate RINs to meet diesel RVOs. For the case of
aviation biofuels, it is important, however, to consider the climate change consequences of
atmospheric emissions. Decisions about the production of renewable gasoline and diesel
versus jet fuel should be based on the relative global warming potential of each distillate,
where global warming potential is more relevant to climate change mitigation than simply
GHG emissions. Stratton, Wolfe, and Hileman (2011) developed ratios to scale the climate
forcing impacts of non-CO2 combustion emissions for both petroleum and bio-based jet
fuels during atmospheric combustion. These ratios can be multiplied by the CO:
combustion emissions in order to calculate the well-to-wake global warming implications
of aviation fuel and guide decision-making on the use of biofuels in aviation.

With the above background, the purpose of this Chapter is to use a life-cycle
assessment approach to characterize the role AHTL biofuels can play in the United States
biofuel economy, with a focus on several upstream and downstream factors and the
existing fuels certification framework. First, the LC-GHG emissions of three co-produced
AHTL distillates (i.e., diesel, jet fuel, and gasoline) are calculated. Specific to aviation
biofuels, the global warming potential of non-CO2 combustion emissions in the atmosphere
is also accounted for. Based on these results, the degree to which AHTL biofuels are
consistent with the RFS2 regulatory framework and climate mitigation efforts is examined.
Finally, the influence these findings could have on decision-making related to biofuel

production and the sustainability of transportation fuels is discussed.
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6.3 Goal Definition and Scoping

The first component of life cycle assessment is goal definition and scoping. The
purpose of this life cycle assessment is to determine the global warming potential (GWP) of
aviation biofuel produced from the hydrothermal liquefaction (HTL) of whole algae. One of
the goals is to compare the GWP of algal HTL (AHTL) aviation biofuel to conventional and
other renewable jet fuels to determine the relative attractiveness of AHTL aviation biofuel
with respect to alternatives. A secondary goal is to determine the eligibility of AHTL
aviation and other biofuels for Renewable Identification Numbers (RINs), which are based
on LC-GHG emissions and offer biofuel producers financial incentives under the Renewable
Fuel Standard (RFS2). Such information will provide insight to the business decisions of
potential and/or current biofuel producers.

The system boundaries for this LCA are drawn to include upstream and
downstream factors in addition to the conventional feedstock production and biofuel
conversion stages of the life cycle. Figure 12 shows the system boundaries of this LCA. Past
studies on AHTL fuel (Delrue et al. 2013; Frank et al. 2013; Liu et al. 2013; Fortier et al.
2014) have traditionally considered the following stages: (i) algae cultivation, (ii) algae
harvest and dewatering, (iii) hydrothermal liquefaction, (iv) upgrading via hydrotreatment.
Because biomass typically absorbs atmospheric carbon dioxide during the growth or
cultivation phase, biofuels are often credited with an equivalent amount of carbon released
during the combustion phase of the biofuel, assuming that amount was originally fixed by
the biomass (Carter et al. 2011). That is to say that the LC-GHG emissions calculations for
biofuel often assume net zero carbon emission for combustion, ultimately consisting only

on the emissions produced in cultivating and converting biomass to biofuels. For algae

96



fuels however, carbon dioxide (CO2) is supplied for biomass cultivation and the source of
the carbon dioxide should be explicitly considered in LCA. Further, there is evidence that
aviation emissions, occurring in the upper troposphere and lower stratosphere, have
greater climate change consequences than the same emissions occurring at the ground
level (Jardine 2005). Thus, in determining the climate change implications, or global
warming potential, of biofuels, it could be important to account for the location (terrestrial
versus atmospheric) of combustion.

The following LCA will explicitly consider the upstream and downstream factors of
CO2 source and combustion impacts for aviation fuels to determine the GWP of AHTL
biofuels (i.e., renewable gasoline, renewable diesel, and aviation biofuel). The results will
be examined with respect to the RFS2 in order to envisage biofuel production business

decisions (e.g., distillate maximization).
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Figure 14. System boundaries of the present life cycle assessment of algae hydrothermal liquefaction biofuels
explicitly considering the upstream burdens from CO: sources for algae growth and the downstream burdens
associated with fuel combustion, which depend on whether the fuel is combusted atmospherically or terrestrially.
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6.4 Process Modeling

All stages of fuel production and distribution, in addition to the upstream burdens
from CO2 supply for algae cultivation and downstream burdens association with the
combustion impacts of each type of fuel are modeled in this life cycle assessment, as shown
in Figure 12. The first three stages of algae HTL (i.e., algae cultivation, harvest and
dewatering, and hydrothermal liquefaction) are based on the model by Liu et al. (2013) the
hydrotreatment and distillation stages are based on petroleum refining processes
(Pellegrino et al. 2007), and the fuel transportation and distribution and combustion stages
are consistent with Argonne GREET (Wang 2013) modeling.

The overall model architecture is based on Liu et al. (2013). As such, the model is
built in a spreadsheet using Microsoft Excel with the Crystal Ball plug-in. Crystal Ball
enables users to perform Monte Carlo simulation for complex models by defining statistical
distributions for input parameters. The software automates sampling from the defined
input distributions and generates distributions of targeted output parameters. The Monte
Carlo simulation was conducted using 100,000 trials. Some of parameters for the present

analysis differ from those used by Liu et al. (2013), as detailed in Section 5.4.2.

6.4.1 Functional unit and allocation

The functional unit for this analysis corresponds to 1 M] of final fuel product,
consistent with previous work by Liu et al. (2013), Shonnard et al. (2010), and Han et al.
(2013). This energy-based functional unit avoids the bias that aircraft operation and
efficiency can have on the results. Algae cultivation occurs in open ponds, and all stages of

fuel production are accounted for, including refining efficiency and heating values of
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different fuel productions. Two metrics are reported: energy (M]Je/M]) and emissions of
greenhouse gases (kg COze/M]) per hectare per year.

Because traditional refining produces multiple fuel products simultaneously, and
three (gasoline, diesel, and jet fuel) are considered in this study, it is necessary to allocate
energy inputs and emissions outputs among the various distillates. Wang et al. (2004)
applied three different allocation methods, including by mass, energy content, and market
value. We choose to present the results of energy-based allocation because the approach
has previously been used for RFS2 pathway evaluations. Allocation by energy content is
based on the percent of M] from the upgraded biocrude that is distilled into the final fuel
products. We assume that the distillation of the upgraded biocrude does not result in the
loss or gain of energy, so we can use the energy content of the biocrude final products to
determine allocation based on energy. Table 20 lists the specific energies used for the
calculations according to Equation 7. Table 20 also describes the allocation factors based
on energy content.

% M] = (Specific energy of product X Yield)/Specific energy of biocrude (7)

6.4.2 Process modeling scenarios

In order to examine the LC-GHG emissions of the AHTL biofuel pathway with
respect to current US regulations (e.g., the RFS2) it is important to understand how the EPA
approaches calculating LC-GHG emissions. First of all, the EPA applies carbon credits to
biomass feedstocks that sequester existing stocks of ambient CO; from the atmosphere.
That is, they make the assumption that the amount of CO2 taken up (sequestered from) the
atmosphere during photosynthesis and growth of the feedstock is the same amount of CO>

released to the atmosphere when the fuel is subsequently combusted to release energy.
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Algae, however, differ from terrestrial feedstocks used for biofuel production because
large-scale cultivation requires that concentrated CO; be fed in to the cultivation ponds
(Pena, Frieden, and Bird 2013). Unlike terrestrial crops, which obtain their carbon
exclusively from the atmosphere, algae ponds must have it delivered. Therefore, accounting
for LC-GHG emissions of algae-based fuels should include any upstream burdens associated
with the supply of carbon dioxide. Potential sources of COzinclude industrial activities such
as power generation (e.g., coal-fired power plants), natural gas processing, ammonia
production, ethanol production, hydrogen production, or extracted CO; from dedicated
wells. The largest source of commercial quantities of CO; is that extracted from natural
underground wells. Of all these sources, only the COz from ethanol production is biogenic in
nature, though algae cultivation using the other industrial sources does not represent a net
addition to atmosphere CO2 stocks, as it would be otherwise vented. Extracting CO2 from
underground deposits, however, does increase the level of CO; in the atmosphere. The
choice of which CO: to use directly impacts the LC-GHG performance of algae biofuels in a
manner that is unique compared to conventional terrestrial biofuel feedstocks (e.g., corn),
which use ambient CO; exclusively. This work builds on current AHTL studies by explicitly
considering upstream burdens from COz supply, as shown in Figure 12.

Two scenarios related to carbon dioxide (COz) supply for algae cultivation are
considered, one for industrial-sourced CO2 and one for CO; extracted from natural deposits.
These scenarios differ from one another based on the amount of energy and GHG emissions
associated with supplying CO». Both are considered to be technically feasible. Middleton et
al. (2014) calculate the burdens associated with CO2 from ethanol production as 0.86 M]

and 0.07 kg COze per kg of CO2. These burdens are assigned to CO: in the first scenario,
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“Industrial CO2”, and represent the minimum impacts associated with CO; supply. In
keeping with the treatment used by GREET and Frank et al. (2011) the carbon from these
industrial sources is treated as atmospheric, based on the assumption that in the absence of
algae cultivation, the industrial sources would emit the CO; into the atmosphere. For the
second scenario, “Extracted CO2”, we consider CO; from natural deposits, which represents
the most burdensome option of the possible sources at 1.74 M] and 0.21 kg COze per kg CO>
(Middleton et al. 2014). Because this CO; is extracted from underground wells, and it is the
sole product from these wells, it should not be considered biogenic. Thus, in the extracted
CO2 scenario, we do not give a biogenic carbon credit to the LC-GHG emissions of the AHTL

biofuels. Table 21 describes the differences of the two CO2-source scenarios.
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Table 20. Energy content of HTL biocrude and refined products for determining
energy-based allocation factors.

Product Specific energy Yield (% wt) % M] of biocrude
(MJ/kg)

Upgraded biocrude 43.8 100 100

Aviation biofuel 44.2 24 24.2

Renewable diesel 44.0 51 51.2

Renewable gasoline 34.6 10 7.9

Table 21. Energy and emissions assumptions for industrial and extracted CO:
scenarios

Industrial CO: Extracted CO:
Life cycle energy (M]/kg) 0.86 1.74
Life cycle GHG (kg/kg) 0.07 0.21
Biogenic carbon credit Yes No
Percent of market share 7.5 70
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6.4.3 Input parameters

A range of parameter values from earlier work is incorporated into the model in an
attempt to assemble the best possible representation of what the AHTL fuel pathway will
look like. The input parameters are assigned to triangular distributions (Table 22) or
uniform distributions (Table 23) based on reported values from the literature. Generally,
uniform distributions are assumed when little data was available in which case the
minimum and maximum values represent +10% of the baseline value assigned from the
literature. Resulting distributions are then incorporated into a spreadsheet-based Monte

Carlo model.
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Table 22. Variable input parameters for LCA model of algae hydrothermal
liquefaction fuels, assumed to follow triangular distribution in sensitivity analysis.

Variable Base Min Max Sources
. Frank et al. (2013); Delrue et
2_ )
Productivity (g/m*-day) 25 2 50 1 (2013); sills et al. (2013)
Nitrogen in biomass (%wt) 7.8 4.8 9.8 Frank et al. (2013); Davis et al

(2014); Jones et al. (2014)

Phosphorus in biomass Liu et al. (2013); Davis et al.

1.09 0.58 1.6

(%wt) (2014); Jones et al. (2014)
Liu et al. (2013); Frank et al.
Carbon in biomass (%wt) 52 41 55 (2013); Davis et al. (2014);

Jones et al. (2014)

Frank et al. (2013); Fortier et
al. (2014); Davis et al. (2014)
Liu et al. (2013); Delrue et al.

Ash content (%wt) 29 5 50

Nutrient recycle efficiency

(%) 60 30 20 (2013); Davis etal. (2014)
P20s5 energy demand Liu et al. (2013); GREET
(M]/kg) 12.72  12.72 1538 (Wang 2013b)

P,0s GHG emissions (kg/kg) 0.933 0.9 0933 Liu et al (2013); GREET

(Wang 2013b)
Liu et al. (2013); GREET
NHs3 energy demand (M]/kg) 42.97 4297 43.20 (Wang 2013b)
. Liu et al. (2013); GREET
NH3z GHG emissions (kg/kg) 2.68 2.09 2.68 (Wang 2013b)
Fortier et al. (2014); Davis et
Biocrude yield (%owt) 41 21 61 al. 2014); GREET (Wang
2013b)

Liu et al. (2013); Frank et al.
(2013); Elliott et al. (2013)
Upgraded biocrude yield Fortier et al. (2014); Davis et
(%wt) al. (2014); Jones et al. (2014)
Carbon in upgraded .

N ((%1?\/% 9 8475 842 854 Elliottetal (2013)

Non-CO2 atmospheric
combustion multiplier

Carbon in biocrude (%) 72.1 65 79.2

2.22 0.6 3.80  Strattonetal. (2011)
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Table 23. Variable input parameters for LCA model of algae hydrothermal
liquefaction fuels, assumed to follow uniform distribution in sensitivity analysis.

Parameter Baseline Minimum Maximum
Value Value Value

Biocrude density (kg/L) 0.9565 0.9430 0.9700

(Elliott et al. 2013; Jena and Das 2011)

Upgraded biocrude density (kg/L) 0.861 0.796 0.926

(Huber et al. 2006)

Upgraded biocrude energy content (M]/kg) 43.8 42.3 45.3

(Huber et al. 2006)

Biodiesel density (kg/L) 0.895 0.870 0.920

(Delrue et al. 2013)

Biodiesel energy content (M]/kg) 44 38 45

(Delrue et al. 2013)

Aviation biofuel density (kg/L) 0.7570 0.7164 0.8756

(Huber et al. 2006; Hileman et al. 2010; Kinder

and Rahmes 2009)

Aviation biofuel energy content (M]/kg) 44.1 42.3 45.3

(Huber et al. 2006; Hileman et al. 2010; Kinder

and Rahmes 2009)

Renewable gasoline density (kg/L) 0.7480 0.6732 0.8228

(Wang 2013a)

Renewable gasoline energy content (M]/kg) 34.620 31.158 38.082

(Wang 2013a)

Renewable gasoline yield (%owt) 10 5 15

(Zhu etal. 2013)
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6.5 Impact Assessment

Energy demand and global warming potential (GWP) were calculated for AHTL jet,
diesel and gasoline products, under the industrial and extracted CO; scenarios. Tables 24
and 25 describe the results by life cycle stage for AHTL jet fuel under the industrially-
sourced CO2 and extracted CO2 scenarios, respectively. The relative burdens among life
cycle stages for AHTL diesel and gasoline are similar to that of the AHTL jet fuel. The only
difference in results of the two scenarios is in the cultivation stage, which includes the CO;
input for algae growth. Results are presented for aviation biofuel because there are two
results for GWP of the combustion stage, which is not the case for either of the terrestrial
biofuels.

Previously published work by Stratton et al. (2011), indicates that non-CO;
emissions arising during atmospheric combustion, including NOy, soot, sulfate, and water
vapor emissions and contrail formations, contribute to overall GWP impacts. These
contributions can be accounted for using so-called combustion multipliers for each type of
emission. Because aviation biofuel and petroleum jet fuel differ in terms of the amount of
the aforementioned emissions, Stratton et al. (2011), calculate a combustion multiplier of
2.22 for aviation biofuel and a lower combustion multiplier of 2.07 for petroleum jet fuel.
Figure 13 depicts the life cycle GWP results for petroleum and AHTL diesel, gasoline, and
jet fuel (both with and without the combustion multiplier), considering both scenarios of
CO2 sourcing. Error bars represent the variability in results based on the sensitivity
analysis with parameter distributions described in Tables 22 and 23.

The energy demand results of the AHTL LCA are presented in Figure 14 in terms of

energy return on (energy) investment (EROI). EROI represents the ratio of energy output
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to energy input. An EROI greater than one indicates that the energy output of a system is
greater than its corresponding energy input; more energy is produced than consumed. The
results of this LCA show that AHTL fuels can be produced efficiently (i.e., EROI>1), however
petroleum fuel production in higher return or EROI (Liu et al. 2013; Guilford et al. 2011;
Trivedi et al. 2015). Similar to GWP, AHTL biofuel produced from industrially sourced CO>

perform better than those that require extracted CO; for algae cultivation.
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Table 24. Energy demand and GWP by stage for AHTL jet fuel under the industrial
CO: scenario, where the parenthetical combustion GWP is calculated using the
combustion multiplier for atmospheric combustion effects

) Energy Use GWP
Life Cycle Stage (M]/ M]gc)),utput) (gC0O2e/M] output)
Cultivation 0.35 23.47
Harvest & Dewatering 0.16 9.45
HTL 0.13 4.63
Upgrading 0.11 5.61
Transportation & Distribution 0.01 0.51
Combustion 1 70.46 (156.43)

Table 25. Energy demand and GWP by stage for AHTL het fuel under the extracted
CO: scenario where the parenthetical combustion GWP is calculated using the
combustion multiplier for atmospheric combustion effects

) Energy Use GWP
Life Cycle Stage (M]/M] output) (gC0O2e/M] output)
Cultivation 0.43 37.02
Harvest & Dewatering 0.16 9.45
HTL 0.13 4.63
Upgrading 0.11 5.61
Transportation & Distribution 0.01 0.51
Combustion 1 70.46 (156.43)
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Figure 15. The global warming potentials (GWP) of AHTL biofuels and petroleum-based fuels are presented to
compare climate change impacts due to lifecycle of each. Jet fuels are presented “with multiplier” and without the
non-CO; atmospheric combustion emissions included in the GWP. The industrial CO: scenario is based on CO: from
ethanol production. Extracted CO: is from natural, underground deposits. The error bars describe the results of
sensitivity analysis.
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Table 26. Percent reductions in LC-GHG required for certification under RFS2, with
appropriate qualification by D code categorization, for AHTL biofuels under
industrial and extracted CO2 supply scenarios.

Scenario 1 Scenario 2

(Industrial CO2) (Extracted CO2)

GWP % RFS2D GWP % RFS2D

(gC02e/MJ]) Reduction Code (gC02e/MJ]) Reduction Code
Diesel 43.67 55% 4 127.85 -33% None
Jet 43.67 53% 4 127.69 -36% None
Jet(with 96 64 25% 6 213.66 -24% None
multiplier)
Gasoline 44.01 52% 5 147.32 -60% None
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Figure 16. The energy return on investment (EROI) of AHTL biofuels and petroleum-
based fuels, where EROI>1 indicates that more energy is produced than consumed
over the lifecycle of fuel production. Petroleum EROIs are based on Liu et al. (2013)
and GREET data.
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6.6 Interpretation of Results

6.6.1 Evaluation LC-GHG emissions against the RFS2 framework

The Renewable Fuels Standard (RFS) program, created under the Energy Policy Act
of 2005, was the first renewable fuel volume mandate in the United States. The program
was expanded, to what is now known as RFS2, under the Energy Independence Security Act
(EISA) of 2007. According to EISA, the EPA, who is responsible for developing and
implementing the regulations, must apply lifecycle greenhouse gas (GHG) performance
threshold standards to ensure that each category of renewable fuels indeed offers an
improvement in GHG emissions compared to the petroleum fuel it replaces (representative
of the transportation fuel in 2005).

Currently there are six certified pathways for producing diesel, jet fuel, or heating
oil from algal oil under RSF2. The existing certified pathways focus on trans-esterification,
hydrotreating, and downstream processing of extracted lipids, resulting in production of
biomass-based biodiesel (RIN D4) or advanced biofuel (RIN D5), depending on processing
conditions. Although EPA has yet to certify any algae HTL (AHTL) pathways under RFS2,
this process is of growing interest over the past few years. Argonne National Laboratory’s
Greenhouse gases, Regulated Emissions, and Energy use in Transportation (GREET)
spreadsheet analysis tool is used by the EPA to aid in the evaluation of LC-GHG emissions
for biofuels that are under consideration for certification.

RFS2 defines four categories of renewable fuels: (i) renewable fuel, (ii) advanced
biofuel, (iii) biomass-based diesel, and (iv) cellulosic biofuel. Each year, the RFS2 sets
specified targets (by volume). In essence, the standards dictate renewable volume

obligation (RVO) percentages that are calculated by dividing the targets by the total
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estimated supply of nonrenewable gasoline and diesel. These percentages are applied to a
refiner’s or importer’s gasoline and diesel supply from the calendar year to determine their
RVOs. The obligated parties must obtain and surrender sufficient Renewable Identification
Numbers (RINs) within two months (60 days) of the end of the calendar year to meet their
RVOs.

The RIN system uses 38-character alphanumeric codes that are assigned to each
gallon of renewable fuel that is produced in (or imported into) the United States A “D” code
within each RIN represents which of the four certifiable fuel designations is achieved under
RFS2. Figure 15 describes how the different fuel designations overlap based on
performance threshold. Individual refiners or importers are assigned a different RVO for
each D category. Based on the available supply of each fuel type per year and the
percentage standard of each category of renewable fuels, some RINs become more valuable
than others in given years. Based on percentage standards and fuel category, biomass-
based biodiesel fuels generate RINs (D=4) that can be used to meet over 99% of the RVOs.
For instance in 2013, only 6 million of the 16.6 billion gallons of mandated renewable fuel
volumes (0.04%) were required to be cellulosic biofuels, and thus could not be met by D4
RINSs.

The value of RINs provides economic incentive for biofuels. As the price of RINs
increase, blenders are incentivized to blend greater volumes of biofuel, benefitting from
both the sale of fuel and the separated RINs. (That is assuming that the value of the RINs is
not actually passed to the biofuel producers). In the case when biofuels are cost-
competitive with petroleum fuels, the value of a RIN is essentially zero. It is when the price

of biofuel is higher than nonrenewable fuels that RINs are expected to have value, and this
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is because mandates from the RFS2 force some quantity of biofuels into the market and the
RIN value reflects the point at which a blender (or other firm) will purchase biofuel.

Fuels certification under RFS2, whereby RIN values are generated and assigned to
the qualifying fuels produced, is based on the percent reduction in LC-GHG emissions
achieved by biofuels compared to their petroleum-based alternatives. Figure 15 and Table
26 describe the LC-GHG emissions arising from AHTL biofuels relative to that of their
petroleum counterparts. When the CO; used for algae cultivation comes from natural
deposits, as in the “extracted CO;” scenario, the resulting AHTL biofuels have higher LC-
GHG emissions than petroleum fuels because they are not eligible for a biogenic carbon

credit. Thus, none of the fuels produced under this scenario could qualify under RFS2.
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Renewable Fuel
> 20% Reduction

D=6

Ethanol from corn starch (no matter if greater threshold)

Advanced Biofuel
2 50% Reduction
D=5 Biomass-based Diesel
2 50% Reduction
D=4

Cellulosic Biofuel D=7
2 60% Reduction
D=3

(derived from cellulose, hemicellulose,
or lignin from renewable biomass)

Figure 17 RFS2 categorization of fuels based on LC-GHG emissions reductions
compared to 2005 petroleum-equivalents. The "D" designation refers to the fuel
code in the RIN, where D=7 means that the RIN can be used to meet either Cellulosic
Biofuel or Biomass-based Diesel volume obligations.

116



The LC-GHG emissions calculated under the “industrial CO2” scenario represent a
slightly more than 50% reduction in emissions relative to their petroleum counterparts.
While CO; from ethanol production was used to represent industrial CO2, Middleton et al.
(2014) calculate comparable upstream burdens for industrial CO; from ammonia and
hydrogen production and natural gas processing. CO2 as a by-product of power generation
could serve as another industrial source, but would increase the LC-GHG emissions by
about 60% based on the burdens described reported in Middleton et al. (2014)

RFS2 requires petroleum fuel producers and importers to meet renewable volume
obligations as a defined percentage of gasoline and diesel sales. Although jet fuel is not an
obligated fuel under RFS2, aviation biofuel is eligible for RIN generation similar to diesel
fuels; therefore, it is of interest to anticipate what RIN categorization AHTL aviation biofuel
might achieve. Our results indicate that this depends strongly on assumptions related to
combustion of the fuel during the use phase, since there is emerging evidence that
atmospheric combustion of a bio-based fuel (e.g., as during flight) results in a different
emissions profile than terrestrial combustion. This consideration is unique to aviation
biofuels. When the non-CO2 atmospheric impacts are neglected, AHTL jet fuel qualifies as
biomass-based diesel. In contrast, when the atmospheric combustion multipliers developed
by Stratton et al. (2011) are applied to both aviation biofuel and petroleum jet fuel, the
AHTL aviation fuel offers a 25% reduction relative to conventional jet fuel. Therefore, if the
EPA chose to consider global warming potential (GWP) in place of LC-GHG emissions for jet
fuels, AHTL jet fuel would qualify as a renewable fuel. From a biofuel producer’s viewpoint,
this is a less desirable designation than those for AHTL biodiesel (biomass-based diesel) or

AHTL-derived gasoline (advanced biofuel); however, given the rapidly growing demand for

117



domestic, bio-based fuels, it is encouraging that aviation biofuels produced from algae

would qualify under the current national regulatory framework.

6.6.2 Sensitivity analysis

In evaluating petitions for certification of renewable fuels under RSF2, the EPA
considers the probabilistic uncertainty of LCA results, as characterized using an empirical
distribution; rather than just the average or expected value. Respecting this, the
distributions of LC-GHG emissions estimates from the AHTL modeling results for each type
of fuel were evaluated. Figure 16 is modeled after the EPA “Fuel Pathway Determination
under the RFS2” (U.S. Environmental Protection Agency Office of Transportation and Air
Quality 2015), showing the results of the sensitivity analysis with respect to AHTL aviation
biofuel. Interestingly, all types of fuel share the same general distribution shape when jet
fuel calculations exclude atmospheric combustion multipliers. Figure 16a presents the
distribution of results for AHTL jet fuel, which is representative of the distributions for
other AHTL fuels (see Appendix A for frequency distributions from sensitivity analysis).

Considering the promising baseline results (those calculated with the “baseline”
parameter values), with respect to RFS2 qualification, next it is necessary to examine the
probability distributions for AHTL fuel produced from industrial CO». Eighty-eight percent
of the recorded LC-GHG results (i.e., 88% of the simulation output) for AHTL diesel and
gasoline fall below the 50% reduction thresholds for their respective petroleum
counterparts; therefore, both fuels would likely qualify under RFS2 as biomass-based diesel
and advanced biofuel, respectively. Thus, it was observed that the assumed uncertainty in
the parameters does not impact the ability to draw conclusions with respect to the

likelihood of certification under RFS2. With more than 80% of the Monte Carlo results
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indicating that AHTL fuels will be certifiable at the most stringent level under RSF2, the

results are encouraging.
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If atmospheric combustion is considered in determining the GWP of aviation
biofuels, the qualification petition for AHTL jet fuel would likely be as a renewable fuel,
since the median LC-GHG emissions are lower than that needed to meet other thresholds
(i.e., 25% reduction could only qualify as renewable fuel). Based on the sensitivity analysis,
about 10% of the forecasted GWP is equal to or greater than petroleum jet fuel, and only
61% of the simulations result in GWP that meet the 20% reduction threshold for renewable
fuels. Thus, it is unlikely that the EPA would grant approval under RFS2. In this scenario,
the use of biofuels in aviation would be discouraged, and the market might be better served
by reserving AHTL fuels for ground transportation, using other fuels for aviation. By
considering the relative merit of biofuel replacements to petroleum fuels (percentage LC-
GHG emissions reductions), RFS2 would encourage the use of petroleum reserves for
atmospheric combustion because terrestrial biofuels offer greater global warming
abatement. This is an interesting, unexpected conclusion of this analysis, given the growing
demand for aviation biofuels to meet commercial and defense demand.

Beyond this, sensitivity analysis reveals what are the most influential parameters on
LC-GHG emissions for production of AHTL biofuels. Identifying the most influential
variables reveals where reducing uncertainty in parameters can enable LCA to best
represent reality. That is to say, if the assumed ranges of values for those parameters
shown in Figure 17 do not capture the uncertainty in the field, actual LC-GHG emissions
could be significantly impacted. Three of the six most influential parameters are related to
the HTL process itself, while the remaining three pertain to nutrient cycling. Regarding the
HTL conversion, the most optimistic and pessimistic values for “percent yield of biocrude”

(as described in Tables 22 and 23) mediates corresponding changes in LC-GHG emissions
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of -19% and +46%. Figure 17a shows the level of LC-GHG emissions corresponding to a
50% reduction compared to petroleum jet fuel and reveals that a sufficiently low biocrude
yield results in LC-GHG that do not meet this threshold. Similarly, Figure 17b reveals that,
when considering the influence of a single parameter, only when the non-CO; multiplier is
sufficiently low could AHTL jet fuel offer 50% reduction compared to petroleum jet fuel
with atmospheric combustion effects included.

Additionally maximum and minimum assumed changes in “nutrient recycle
efficiency”, “nitrogen [content] in the biomass”, or “upgraded biocrude yield”, mediate
moderate to significant changes (at least 5% change) in overall lifecycle LC-GHG emissions.
Additional results from sensitivity analysis can be found in Appendix A. These results are
consistent with previously published LCA literature pertaining to algae cultivation, in
which it has been repeatedly shown that nutrient recycling and/or nitrogen supply with
low upstream burdens is important for reducing the LC-GHG emissions. Still, it is
interesting and novel that the cultivation-phase nutrient burdens still tend to dominate the
overall lifecycle impacts even when an energy-intensive conversion process, such as HTL, is
used to produce fuel from the biomass. Thus, facility designs that use municipal waste
water as the nutrient source for algae cultivation could improve the LC-GHG emissions of

AHTL biofuels by offering a supply of nitrogen that is less environmentally burdensome

than chemical fertilizers.
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a) GWP (gC02e/MJ)
20 30 40 50 60 70 &0

Biocrude yield  58% 24%
Nutrient recycle efficiency 86% 34%
Upgraded biocrude yield 89% 76%
Nitrogen in biomass 5% 9%

Figure 19. Most influential parameters (those resulting in

b) GWP (gC0O2e/M))
(20) 80 180 280
Non-CO2 multiplier 0.83 3.58
Biocrude yield 58% 24%
Nutrient recycle efficiency 86% 34%
Upgraded biocrude yield 89% 76%

changes greater than +/- 5% of baseline) to the GWP

results of AHTL jet fuel produced using industrially-sourced CO: from ethanol production (a) without including non-
CO2 combustion emissions, and (b) with non-CO2 combustion emissions included
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6.7 Chapter Summary

This chapter provided a demonstration of life cycle assessment to determine the
energy demand and GWP of an algae hydrothermal liquefaction biofuel pathway. The
following chapter will describe how life cycle assessment results such as these can be
integrated with decision analysis for designing resilient strategic plans. Chapter 9 will also
discuss how information from life cycle assessment, for example the importance of
atmospheric combustion, and from sensitivity analysis can inform strategic plans and

future research and development.
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CHAPTER 7: DEMONSTRATION: INTEGRATING LIFE CYCLE ASSESSMENT
7.1 Overview

This chapter will describe how life cycle assessment and other data are integrated
into scenario-based preferences analysis for resilience analytics of aviation biofuel
strategic planning. Section 7.2 discusses how criteria for scenario-based preferences
modeling can be associated with life cycle impact categories. Gaps in available data can
mean that related data must used as proxies for assessing initiative performance with
respect to a certain criterion. Section 7.3 describes the feedstock-to-biofuel pathways
selected for scenario-based preferences analysis in Chapter 8. Section 7.4 describes how
LCA results for GHG emissions, fossil energy demand, water use, and cost are translated

into qualitative assessments for the scenario-based preferences modeling.

7.2 Relating Criteria to Life Cycle Impacts

Criteria defined for scenario-based preference analysis address stakeholder
objectives with regard to the system being studied. For aviation biofuels, there are a

number of objectives related to the life cycle of the alternative systems or pathways. As
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described in the criteria section of Chapter 5, Section 5.4. and Table 6, life cycle costs and
environmental impacts associated with aviation biofuels are of particular concern.

Life cycle analysis, for which we will include life cycle cost analysis, can be used to
quantify the various environmental impacts and costs of initiatives or alternatives defined
for scenario-based preference analysis. Because performing original life cycle assessments
for each initiative is prohibitively time consuming and likely outside the scope of the
practitioner’s expertise, existing studies are recommended to inform scenario-based
preference analysis. As such, there must be a matching that takes place between the
initiatives to be analyzed against LCA-based criteria and currently available life cycle
assessment results.

One approach is as follows:

(1) Identify initiatives (or systems) to be evaluated
(2) Identify criteria to be measured by life cycle assessment impacts
(3) Search for and compile the available life cycle assessment results for each of
the systems in (1) with respect to the criteria in (2); and lastly,
(4) Discard criteria and systems for which there is sufficient data to proceed
with scenario-based preference analysis.
With the above approach, step (3) is a directed search where certain impact categories for
certain systems are sought. Alternatively, step (2) can be skipped and an attempt can be
made to survey all published life cycle assessment data related to the chosen systems. The
criteria are then selected from those with sufficient data for the initiatives. This latter
method opens up the possibility for otherwise overlooked criteria to be identified, though

the method likely requires more effort.

126



There are numerous viable pathways for producing aviation biofuels, which consist
of pairing feedstocks with conversion technologies. There are three broad categories of
conversion techniques: thermochemical, hydroprocessing, and biochemical. The Fischer-
Tropsch process, ASTM-approved as an alternative aviation fuel pathway, in addition to
pyrolysis and hydrothermal liquefaction falls under the category of thermochemical
conversion processes. The hydroprocessing of esters and fatty acids (HEFA) process is
another ASTM-approved route for converting fats and oils into aviation biofuel.
Biochemical processing involves enzymes and other micro-organisms that convert
cellulose and hemicellulose to sugars, alcohol, and eventually jet fuel. The recently
approved synthesized iso-paraffinic (SIP) fuels are produced by biochemical processing.
Alcohol-to-jet (AT]) is another pathway, making progress for approval by ASTM, which
uses fermentation to produce jet fuel from biomass sugars.

Table 27 lists a number of commonly studied feedstocks for aviation, and other,
biofuel production (Macfarlane et al. 2011; International Air Transport Association 2013;
Kandaramath Hari et al. 2015; Chiaramonti et al. 2014). In the table, these feedstocks are
matched with feasible conversion routes. A literature review has been performed to
determine the life cycle impacts that have been assessed for each feedstock-to-aviation

biofuel pathway.
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Table 27. Previously studied life cycle impact categories for various aviation biofuel

pathways
Feedstock Conversion Life Cycle Impact Categories Life Cycle Assessment
Processes Studies
Agricultural  Thermochemical;
residue Biochemical
Algae Thermochemical; GHG (gCO2e/M]); Cost (¢/gal); Agusdinata et al. (2011);
Hydroprocessing Land Productivity (L/ha/yr) Fortier et al. (2014);
Stratton et al. (2010)
Camelina Hydroprocessing GHG (gCO2e/M]); Cost (¢/gal); Han et al. (2013);
CED (M] input/M] output); Land Agusdinata etal. (2011);
Productivity (kg/ha/yr) Shonnard et al. (2010);
Lokesh et al. (2015)
Corn stover Thermochemical; GHG (gCO2e/M]); Cost (¢/gal); Han et al. (2013);
Biochemical Land Productivity (L/ha/yr) Agusdinata et al. (2011);
Stratton et al. (2010)
Forest Thermochemical
residue
Jatropha Hydroprocessing GHG (gCO2e/M]); FED (M] fossil Han etal. (2013); Trivedi
input/M] output); Land etal. (2015); Stratton et al.
Productivity (L/ha/yr); Water (2010); Staples et al.
Use (L water/L fuel) (2013)
Miscanthus Thermochemical;
Biochemical
Municipal Thermochemical;
solid waste Biochemical
Palm oil Hydroprocessing GHG (gCO2e/M]); FED (M] fossil Han etal. (2013); Trivedi
input/M] output); Land et al. (2015); Stratton et al.
Productivity (L/ha/yr) (2010)
Rapeseed Hydroprocessing GHG (gCO2e/M]); FED (M] fossil Han etal. (2013); Trivedi
input/M] output); Land etal. (2015); Stratton et al.
Productivity (L/ha/yr); Water (2010); Staples et al.
Use (L water/L fuel) (2013)
Sorghum Thermochemical;
Biochemical
Soybean Hydroprocessing GHG (gCO2e/M]); FED (M] fossil Han etal. (2013); Trivedi
input/M] output); Land etal. (2015); Stratton et al.
Productivity (L/ha/yr); Cost (2010); Seber et al. (2014);
($/m3); Water Use (L water/L Staples et al. (2013)
fuel)
Switchgrass Thermochemical; GHG (gCO2e/M]); Cost (¢/gal); Agusdinata et al. (2011);
Biochemical FED (M] fossil input/M] output); Trivedi et al. (2015);
Land Productivity (L/ha/yr); Stratton et al. (2010);
Water Use (L water/L fuel) Staples et al. (2013)
Tallow Hydroprocessing GHG (gC0O2e/M]J); Cost ($/m3) Seber et al. (2014)
Wood Thermochemical GHG (gCO2e/M]); Cost (¢/gal) Agusdinata et al. (2011)
Yellow Hydroprocessing GHG (gC0O2e/M]J); Cost ($/m3) Seber et al. (2014)
grease
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Table 27 reveals that there is a lack of life cycle assessment data on a number of
aviation biofuel pathways. LG-GHG emissions are by far the most prevalent life cycle impact
category assessed for aviation biofuel pathways. Life cycle cost and energy demand have
also been considered by several studies. In addition, Stratton et al. (2010) and Staples et al.
(2013) studied the land use and water use requirements, respectively, over the life cycle of
several aviation biofuel pathways. Only switchgrass and soybean-based aviation biofuel
have been evaluated on all five metrics (i.e., GHG emissions, cost, energy demand, land use,
and water use). Rapeseed and jatropha pathways have been assessed for all the metrics
except cost.

Currently, neither agricultural residues, forest residues, miscanthus, municipal solid
waste, nor sorghum have been studied for life cycle impacts with respect to aviation biofuel
production. Renewable diesel has been studied more extensively than aviation biofuel in
the life cycle assessment literature. As such, most of the feedstocks have been evaluated
with respect to renewable diesel pathways. While the difference in life cycle impacts of
producing renewable diesel as opposed to jet fuel can be significant, the use of non-aviation
biofuel life cycle assessments can be helpful in determining the relative attractiveness of
biofuels with respect to various life cycle impact categories. For example, Dufour and
Iribarren (2012) assessed the GHG emissions and energy demand for biodiesel production
from a variety of oil-containing feedstocks: waste vegetable oil, beef tallow, poultry fat,
sewage sludge, soybean, and rapeseed. Because the processing of bio-oils to diesel and to
jet fuel is similar, the relative attractiveness of the biodiesel pathways is likely the same for

aviation biofuel.
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Regardless of potential difference in renewable diesel and jet fuel produced from
the same feedstock, comparative life cycle assessments of renewable diesel and other
biofuel pathways can reveal the relative environmental impacts that likely hold for all
biofuel products. Table 28 describes the life cycle impact categories that have been studied
for feedstocks for biofuel production. The table also indicates for which fuel products (i.e.,
renewable gasoline [G], renewable diesel [D], or renewable jet fuel [J]) the life cycle
assessment was performed. In addition, life cycle assessment has been used to study the
impacts of feedstock production, harvest, and transportation, without making assumptions
about biofuel conversion pathway. For example, Daystar et al. (2012) analyzed the delivery
cost and GHG emissions of six potential biofuel feedstocks: pine, eucalyptus, unmanaged
hardwoods, forest residues, switchgrass, and sweet sorghum. Data on the feedstock can
also indicate the relative preferability of biofuel pathways based on each feedstock,
assuming similar processing would be required to convert each to aviation biofuel.
Allowing non-aviation biofuel pathway and feedstock life cycle assessment studies to serve
as a proxy for specific aviation biofuel pathways increases the amount of data and the
number of metrics with which to compare life cycle impact tradeoffs.

Based on a review of the current life cycle literature for biofuels and biofuel
feedstocks, the most common life cycle impacts include GHG emissions, energy demand,
water use, land use, and cost. Once specific pathways have been selected for scenario-based
preference analysis, the analyst must determine which impacts will be included based on
stakeholder preferences and data availability. Selection of biofuel pathways should be
based on regional availability of feedstock and suitability of the regional climate and

conditions to introduce a new feedstock.
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Table 28. Review of LCA impact categories studied for feedstock (F) or biofuel,
indicated as renewable gasoline (G), diesel (D), or jet fuel (J)

LCA Impact Category
GHG Energy Land

Feedstock emissions demand Water use productivity Cost
Agricultural residue D1, Gt G2 G3
Algae ],D,G ],D,G D# ], D* ]
Camelina ] J J J
Corn stover J, G G5 G3 J, Gé J
Forest residue G2, Fo G2 Fo
Jatropha ] J J J
Miscanthus ] Gé Gé
Municipal solid waste D7, G D
Palm oil ] J J
Rapeseed J, D8 J, D8 J J
Sorghum F9, G10 G1o G10 G1o Fo
Soybean J, D8 J, D8 J, D3 J J
Switchgrass J, Fo J J, G6 J, Gé J, F?
Tallow J, D8 D8 J
Wood J, DS, G5, F9 Ds, GS Gt J, F9
Yellow grease J, D8 D8 J

1 Emissions for renewable energy production (including renewable gasoline and diesel) for straw-
based feedstocks reported by Weiser et al. (2014)

2 Emissions and energy for producing ethanol via pyrolysis of straw and forest residue reported by
Karlsson et al. (2014)

3 “Blue” and “green” water use for corn stover ethanol, soybean biodiesel, and wheat straw ethanol
reported by Chiu and Wu (2012)

4 Fresh water use and land requirements for algae biodiesel va lipid extraction and hydrothermal
liquefaction reported by Venteris et al. (2014)

5> Emissions and fossil energy demand for biochemical conversion of corn stover to ethanol, indirect
gasification of southern pine to ethanol, and pyrolysis of hybrid poplar to renewable diesel and
gasoline reported by Dunn et al. (2013)

6 Land and water intensity of corn stover, switchgrass, and miscanthus-derived ethanol reported by
Zhuang et al. (2013)

7 Global warming potential and EROI reported for MSW to bioenergy via gasification and FT
reported by Pressley et al. (2014)

8 Emissions and energy demand for biodiesel production from waste vegetable oil, beef and poultry
tallow, sewage sludge, soybean, and rapeseed reported by Dufour and Iribarren (2012)

9 Emissions and cost for the production, harvest, and delivery of pine, eucalyptus, unmanaged
hardwoods, forest residue, switchgrass, and sweet sorghum reported by Daystar et al. (2012)

10 Emissions, energy, water, and land impacts of sorghum-derived ethanol reported by Olukoya et
al. (2015)

11 Blue water use for forest wood biofuel reported by Chiu and Wu (2013)
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7.3 Selection of Alternative Pathways for Analysis

Not all possible aviation biofuel pathways need to be evaluated for every location-
specific analysis. Of the many feedstocks that can potentially be converted to biofuels, only
a subset will be readily available or able to be cultivated in certain geographic regions. Data
on feedstock availability by county, state, and/or region has been published for a number
of feedstocks, and can be used to narrow the scope of potential biofuel pathways for
analysis.

Most data is focused on current availability, such as that reported in the 2011 U.S.
Billion Ton Update (BT2) (U.S. Department of Energy 2011). Once a region has been
selected for study, the BT2 Data Explorer (U.S. Department of Energy 2013) can be used to
quantify the annual projected availability of primary agricultural feedstocks, forest
resources, and secondary resources. Using the methodology described by Pate et al. (2011),
the potential availability of algae biomass can be calculated using an assumed regional
growth rate and pasture land availability from the USDA Census of Agriculture. Columbia
University recently estimated the amount of landfilled municipal solid waste (MSW) by
state (Themelis and Mussche 2014). The National Renewable Energy Laboratory has
estimated the amount of yellow cooking grease produced each year per person, which can
be used to estimate the availability in a given region (Wiltsee 1998).

Rapeseed, including the canola varietals, is currently produced in nine states, mainly
in the mid- to northwest US (National Agricultural Statistics Service (NASS) 2015). There
have, however, been trials to determine the possible yields for cultivating rapeseed as a
winter crop in more southern states (Atkinson et al. 2011). Palm oil is not currently

produced in the United States, and the ideal growing conditions are found within 10
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degrees north and south of the Equator where temperatures are much warmer than those
in the U.S,, so future production is unlikely (Verheye 2007). Similarly, jatropha cultivation
is limited to tropical and subtropical regions (Brittaine and Lutaladio 2010). Although it is
unlikely that palm oil or jatropha-based pathways would be pursued for biofuel production
in the Commonwealth of Virginia, both are included as initiatives as one means to check the
validity of the scenario-based preferences model. That is to say, if current and future
resource availability are important factors in the decision on feedstock selection, this
should be reflected in the relatively low prioritization of the two feedstocks.

Regional resource assessments are also available for certain areas. The estimated
quantity of biomass available in a region can vary depending on feedstock types and
definitions in addition to environmental, economic, and technological assumptions.
Regardless of differences in estimates, biomass resource assessments can be used to help
determine promising feedstocks for scenario-based preferences analysis of biofuel

pathways.

7.4 Translating Life Cycle Assessment Results for Initiative-Criterion Assessment

Life cycle assessment results can be used in scenario-based preferences analysis to
determine how well initiatives, for example biofuel pathways, address LCA-related criteria
(e.g., GHG emissions, energy demand, etc.). If there was no variability in life cycle impacts of
each biofuel pathway, then the numerical results could be normalized across all initiatives
to provide the quantitative value score xjj, as described in Section 5.6. Because there is
variability in life cycle assessment results due to differences in system boundaries,

allocation method, process assumptions, and various other factors, it would be
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inappropriate to simply choose one value (even an average of all reported values) and
normalize over all feedstock impacts to get the value scores.

Alternatively, it is suggested that life cycle assessment results are analyzed with a
consideration of the full range of values supported in the literature. Further, the ordering of
pathways with respect to LCA-based criteria resulting from a single study can be used to
help inform about the relative attractiveness of pathways given similar assumptions and
systems boundaries. Because there can be conflicting results, the practitioner will
ultimately have to decide which pathways receive which categorical initiative-criteria
assessment. Sensitivity analysis can be performed to determine the influence of these
choices on the resulting prioritization (see Appendix B).

Table 29 describes the baseline or average LC-GHG emissions results for various
feedstock-to-biofuel pathways. The minimum and maximum reported values are also
included in Appendix B. With four categories (e.g., strongly addresses, addresses, somewhat
addresses, does not address) describing the relationship between initiatives and criteria in
scenario-based preferences modeling, numerical results can be used to systematically
define how each is categorized. One approach is to divide the range of results in to four
subsets and assign each to a qualitative initiative-criterion assessment category. For
example this could be done for LC-GHG emissions in the following manner:

— Category 1 LC-GHG emissions are less than or equal to 17.9 gCO./M] and
strongly address a global warming criterion;
— Category 2 LC-GHG emissions are above 17.9 and less than or equal to 27

gC0¢/M] and address a global warming criterion;
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— Category 3 LC-GHG emissions are greater than 27 and less than or equal to
45 gC0e/M] and somewhat address a global warming criterion;

— Category 4 LC-GHG emissions are above 45 gCO./M] and do not address a
global warming criterion.

While this previously described method of translating life cycle assessment results
to the categorical initiative-criterion assessment can be applied consistently, this method
still might not be suitable. For one, this method does not consider extremes in the positive
or negative direction differently from those close to the cut-offs. When the ranges of values
for different initiatives vary considerably, the practitioner can instead make the
assessment based on minimum, maximum, baseline and/or literature-based preference
ordering. When practitioner judgment is used, however, the repeatability of the method is
lost. If the practitioner or analyst is going to make the LCA-based assessments using their
own judgment as opposed to automating the assessment based on numerical results, it is
important that the practitioner is transparent with choices. For the demonstration
presented in Chapter 8, average values and analyst judgment are used to make initiative-
criterion assessments as indicated in Tables 29-32. Appendix D describes a decision-
support tool developed to automate assessments based on input life cycle assessment data,

while also allowing the user to modify these assessments.
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Table 29. Average LC-GHG emissions of biofuels by feedstock with corresponding
categorical assessment for scenario-based preferences analysis in Chapter 8.

Feedstock Average LC-GHG Categorical Assessment for
Emissions (gC0:e/MJ) GHG Emissions Criterion

Agricultural residue 18 Strongly addresses
Algae 68 Does not address
Camelina 33 Somewhat addresses
Corn stover 27 Addresses
Forest residue 21 Addresses
Jatropha 28 Somewhat addresses
Miscanthus 10 Strongly addresses
Municipal solid waste -99 Strongly addresses
Palm oil 31 Somewhat addresses
Rapeseed 54 Does not address
Sorghum 62 Does not address
Soybean 35 Somewhat addresses
Switchgrass 25 Addresses
Tallow 45 Does not address
Wood 23 Addresses
Yellow grease 19 Strongly addresses
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Table 30. Average life cycle fossil energy demand of biofuels by feedstock with
corresponding categorical assessment for scenario-based preferences analysis in

Chapter 8.

Feedstock

Average LC Fossil Energy
Demand (M] in/M] out)

Categorical Assessment for
Energy Demand Criterion

Agricultural residue
Algae

Camelina

Corn stover

Forest residue
Jatropha
Miscanthus
Municipal solid waste
Palm oil

Rapeseed

Sorghum

Soybean
Switchgrass

Tallow

Wood

Yellow grease

0.110
0.802
0.587
0.146
-0.127
0.679
0.137
0.417
0.391
0.545
0.893
0.385
0.119
0.432
0.300
0.314

Strongly addresses
Does not address
Does not address
Addresses

Strongly addresses
Does not address
Strongly addresses
Somewhat addresses
Somewhat addresses
Somewhat addresses
Does not address
Addresses

Strongly addresses
Somewhat addresses
Addresses
Addresses
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Table 31. Average life cycle (blue) water demand of biofuels by feedstock with
corresponding categorical assessment for scenario-based preferences analysis in
Chapter 8. A dash indicates a lack of data.

Feedstock Average water consumption Categorical Assessment
(L blue water/ L fuel) for Water Use Criterion

Agricultural residue 6 Strongly Addresses
Algae 456 Addresses
Camelina - Does Not Address
Corn stover 860 Somewhat Addresses
Forest residue - Addresses
Jatropha 8,267 Does Not Address
Miscanthus 745 Addresses
Municipal solid waste - Strongly Addresses
Palm oil - Does Not Address
Rapeseed 2,505 Does Not Address
Sorghum 1,250 Somewhat Addresses
Soybean 1,724 Somewhat Addresses
Switchgrass 1,065 Somewhat Addresses
Tallow - Strongly Addresses
Wood 31 Addresses
Yellow grease - Strongly Addresses
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Table 32. Average life cycle cost of biofuels by feedstock with corresponding
categorical assessment for scenario-based preferences analysis in Chapter 8. A dash
indicates a lack of data.

Feedstock Average Estimated Cost Categorical Assessment
($/L) for Water Use Criterion

Agricultural residue 0.30 Strongly addresses
Algae 3.19 Somewhat addresses
Camelina 0.90 Strongly addresses
Corn stover 1.06 Addresses
Forest residue 1.42 Somewhat addresses
Jatropha - Does not address
Miscanthus - Somewhat addresses
Municipal solid waste 0.11 Strongly addresses
Palm oil - Does not address
Rapeseed - Does not address
Sorghum - Does not address
Soybean 0.76 Strongly addresses
Switchgrass 1.05 Addresses
Tallow 1.08- Addresses
Wood 1.32 Somewhat addresses
Yellow grease 0.93 Addresses

139



7.5 Chapter Summary

This chapter has described how life cycle data will be incorporated into the
following frame of scenario-based preferences analysis of aviation biofuel feedstocks.
Based on the availability of life cycle assessment data, sixteen aviation biofuel feedstocks
are identified as appropriate for analysis in the following chapter. Further four lifecycle
impacts are well-studied in the literature and relate to the environmental and cost criteria
to be discussed in Section 8.4. The following chapter will demonstrate scenario-based
preferences modeling for analyzing aviation biofuel feedstocks informed by the described

LCA data.
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CHAPTER 8: DEMONSTRATION: RESILIENCE OF FEEDSTOCK PRIORITY
8.1 Overview

This chapter will present a subsequent frame of scenario-based preferences analysis
based on the results from the previous frame described in Chapter 5. Section 8.2 describes
the background for this frame of analysis, which includes F2F2 efforts to identify state-
specific feedstock opportunities and engagement with biofuel stakeholders throughout the
Delaware-Maryland-Virginia (Delmarva) region. Section 8.3 lists the feedstock
(representing feedstock-to-biofuel pathways) initiatives for the analysis. Section 8.4
describes the LCA-based and non-LCA based criteria that will be used to evaluate the
initiatives. Section 8.5 describes a number of scenarios under which stakeholder
preferences shift from the baseline. Section 8.6 describes the calculations and Section 8.7

presents the results of the scenario-based preferences analysis.

8.2 Background

8.2.1 Farm-to-fly 2.0 initiative
In 2010, the United States Department of Agriculture (USDA) joined with Airlines

for America (A4A) and the Boeing Company on the “Farm to Fly” initiative with the goal to
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“accelerate the availability of a commercially viable and sustainable aviation biofuel
industry in the United States, increase domestic energy security, establish regional supply
chains, and support rural development“(U.S. Department of Agriculture 2012). The public-
private partnership was later extended to include the Federal Aviation Administration, the
Department of Energy, and CAAFI, among others. The newly termed “Farm to Fly 2.0”
(F2F2) initiative explicitly seeks to increase the nation’s supply of alternative jet fuel to 1
billion gallons per year by 2018 (Male 2015).

State initiatives are being pursued to help achieve production goals. There are
ongoing efforts supported by F2F2 in Florida, Connecticut, Vermont, New Jersey and South
Carolina, among others. While not officially part of the F2F2 initiative, interest in aviation
biofuels was first expressed by the Department of Aviation (DOAV) in 2012 with the
commissioning a cost-benefit analysis of a future aviation biofuel supply chain, as
referenced in Section 4.2 (Clarens et al. 2013). Stimulated in part by a 2014-2015 Airport
Cooperative Research Program grant, F2F2 efforts formally began in Virginia when Rich
Altman, executive director emeritus of CAAFI, began working with the University of
Virginia and the Commonwealth Center for Advanced Logistics Services. As a result of the
coordination of these three parties to promote the commercialization of aviation biofuel in
Virginia, the team was awarded a 2015-2016 Commonwealth Research Commercialization
Fund (CRCF) grant by the Center for Innovative Technology (CIT). Appendix B contains
details of the effort and scope of work for the DOAV study, the ACRP award, and the CRCF
grant. Evident from the varying topics of these funded efforts, the interest of aviation
biofuels in Virginia has evolved from general interest in economic feasibility, to prioritizing

future initiatives, to engaging stakeholders to spur commercialization.
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The most effective initiatives for developing aviation biofuel supply chains will
differ among states due to diversity of factors such as: feedstock supply, local and regional
existing markets, available expertise, regional environmental considerations, and others.
This purpose of this frame of analysis is to support the commercialization of aviation
biofuels specifically in the Commonwealth of Virginia. As a basis, stakeholder elicitation is
used to inform multi-criteria decision analysis (MCDA) for prioritizing initiatives across
multiple stakeholder objectives (Montibeller and Franco 2010). Incorporating scenario
analysis addresses uncertainties and varying stakeholder preferences to study the

resilience of priorities (Connelly, Colosi, et al. 2015a)

8.2.2 Stakeholder analysis and engagement

Stakeholders across the aviation biofuel supply chain must be identified and
engaged in order to promote the commercialization of aviation biofuels. Traditionally, F2F2
state initiatives have begun with the identification of state leads for the effort, typically a
non-profit or other organization as a neutral lead (Rich Altman, personal communication,
November 18, 2014). CCALS was selected to be the F2F2 state lead in the Commonwealth
of Virginia and began working to engage stakeholders as part of the F2F2 initiative and the
CRCF project.

At the beginning of 2015, the CRCF project team began reaching out to government
agencies, educational and research institutions, non-profit organizations, and companies
with potential interest in or resources for supporting the commercialization of aviation
biofuel in the region. Table 33 describes timeline of stakeholder engagement as well as the
types of communication. Email communications and communications solely with CAAFI are

not included in the table.
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Table 33. Sample of stakeholder engagement for the Virginia F2F2 initiative, with
type of communication indicated. This list does not include engagement with CAAFI.

Type of
Date Stakeholder group Hours communication
11/18/14 FAA 2 Conference call
01/27/15 FAA; Virginia USDA Rural 4 On-site meeting
Development and Natural Resource
Conservation Service
03/02/15 Virginia Cooperative Extension 1 Conference call
03/03/15 Agricultural Research Station, Virginia 1 Conference call
Commonwealth University
03/04/15 Chesapeake Bay Foundation 1 Conference call
03/27/15 Virginia Foundation for Agriculture, 1 Conference call
Innovation and Rural Sustainability
03/31/15 Delaware/Maryland USDA Rural 4 On-site meeting
Development and Natural Resource
Conservation Service
03/31/15 Airlines for America 2 On-site meeting
04/07/15 Synagro 1 Conference call
04/16/15 Greener Solutions 1 Conference call
04/20/15 Fiberight/Quviant 1 Conference call
05/20/15 Advanced Biofuels USA 1 Conference call
06/01/15 Aviation Sustainability Center, FAA 2 Telephone call
06/02/15 Virginia Foundation for Agriculture, 1 Conference call
Innovation and Rural Sustainability
06/10/15 Virginia Poultry Federation On-site meeting
06/24/15 USDA; DOE; FAA; Agri-Tech 4 On-site meeting
Producers; Advanced Biofuels USA
and Maryland Clean Energy Center
Advisory Council
06/26/15 Genera Energy 1 Telephone call
07/01/15 USDA Rural Development 1 Conference call
07/08/15 USDA Rural Development 1 Conference call
08/31/15 Aviation Sustainability Center, FAA 1 Conference call
09/21/15 Virginia House Appropriations 3 On-site meeting
Committee
10/02/15 PSU Aviation Sustainability Center 4 On-site meeting
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8.3 Initiatives

The set Sx={x1,...,xn} represents the set of n feedstock initiatives being considered for
enhancing the aviation biofuel industry. Table 34 summarizes the initiatives that are being
considered in the analysis. The initiatives relate to various feedstocks that have previously
been studied in the context of aviation and other biofuels. These feedstocks include
established dedicated energy crops, waste products from current agricultural, forestry, and
other human activities, and innovative, less established feedstocks. This list is by no means
exhaustive and can be extended into the future as more feedstocks are identified to support
the development of an aviation biofuel industry. The list is based on current research
papers and reports from academic researchers, interest groups, and government agencies,
among others, as indicated in the last column of the table. The current list of feedstocks
differentiates corn stover from other agricultural residues, which could be further

disaggregated in future iterations of analysis.
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Table 34. Frame 2 initiatives of feedstocks to support aviation biofuel production.
The second column lists a sample of references that have previously considered each
feedstock for aviation biofuel.

Feedstock Initiative

Sample of References

X01:

Agricultural residue

Macfarlane et al. (2011); MASBI (2013); Andrew et al. (2011)

X02:

Algae

Bauen et al. (2009); Nair and Paulose (2014); Hari et al
(2015); Hendricks et al. (2011)

x03: Camelina Bauen et al. (2009); Hendricks et al. (2011); Hari et al. (2015);
Macfarlane et al. (2011); Novelli (2011); MASBI (2013)

xo04: Corn stover Hari et al. (2015); Macfarlane et al. (2011); MASBI (2013);
International Air Transport Association (2013)

xo5: Forest residue Macfarlane et al. (2011); MASBI (2013); Guell et al. (2012);
Bauen et al. (2009)

Xo6: Jatropha Kinder and Rahmes (2009); Bauen et al. (2009); Hendricks, et
al. (2011); Hari et al. (2015); Liu et al. (2013); Novelli (2011)

X07: Miscanthus Bauen et al. (2009); Macfarlane et al. (2011); Novelli (2011);
MASBI (2013)

xo8: Municipal solid waste  Bauen et al. (2009); Hari et al. (2015); MASBI (2013);
Macfarlane et al. (2011); Guell et al. (2012)

x09: Palm oil Bauen et al. (2009); Hari et al. (2015); Hendricks et al. (2011);
Macfarlane et al. (2011); Novelli (2011); MASBI (2013)

x10: Rapeseed Bauen et al. (2009); Hari et al. (2015); Macfarlane et al.
(2011); Novelli (2011); MASBI (2013)

x11: Sorghum Macfarlane et al. (2011); MASBI (2013); International Air
Transport Association (2013)

x12: Soybean Bauen et al. (2009); Macfarlane et al. (2011); MASBI (2013);
Rosillo-Calle et al. (2012)

x13: Switchgrass Bauen et al. (2009); Kohler et al. (2014); Macfarlane et al.
(2011); Novelli (2011)

x14: Tallow Bauen et al. (2009); Hari et al. (2015); Chiaramonti et al.
(2014); Macfarlane et al. (2011); MASBI 2013; Rosillo-Calle et
al. (2012); Hileman et al. (2009)

x15: Wood Bauen et al. (2009); Hari et al. (2015); Andrew et al. (2011);
Macfarlane et al. (2011); Novelli (2011); MASBI (2013)

X16: Yellow grease Macfarlane et al. (2011); International Air Transport

Association (2013)
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8.4 (Criteria

The set Sc={c1,...,cm} is defined as the set of m criteria chosen to evaluate aviation
biofuel feedstocks. These criteria span economic, environmental, and social considerations.
The cost of the feedstock is the focus of the economic considerations. While job creation
and economic growth could also constitute worthwhile economic criteria for feedstock
selection, cost estimates are more readily available to as data to inform the evaluation.

Environmental considerations were aggregated in the Frame 1 analysis presented in
Chapter 4. For this frame of analysis, environmental considerations are broken down into
impact categories that have been studied through environmental life cycle assessment. The
environmental criteria for this frame of analysis include: (i) life cycle greenhouse gas
emissions; (ii) life cycle fossil energy demand for feedstock-to-biofuel pathway; (iii)
feedstock freshwater demand.

Current and potential biomass availability address the near- and far-term ability to
domestically produce aviation biofuel. Current availability of biomass feedstock is
particularly important for meeting near term production goals, such as the Farm to Fly 2.0
goal of one billion gallons per year by 2018. Potential biomass availability captures the
feasible future availability, as it relates to feedstock productivity and land resources, as

well as projected population growth.

8.5 Scenarios

The set Ss={s1,..,5q} is defined to represent scenarios of emergent conditions that
could impact preferences for biofuel feedstocks. Tables 35-39 describe five scenarios
considered in this frame of analysis. These scenarios were constructed specifically to

address stakeholder concerns.

147



For example, scenario sgps Low fossil fuel costs directly addresses concerns brought
up at the Virginia House Appropriations Committee Meeting in September of 2015 (see
Table 33 for a complete list of stakeholder engagement). Government officials and other
stakeholders worry about the appeal of biofuels when petroleum fuel costs are low, but this
concern ignores or devalues the competing objectives that biofuels address. In response to
stakeholder concerns about low fossil fuel costs, the Executive Director Emeritus of CAAFI
has stressed the importance of environmental benefits aviation biofuels offer (Altman,
2015).

To address stakeholder concerns about climate change and environmental
sustainability, the following scenarios were constructed: so; Emissions reductions; so3 Water
scarcity; sos Fossil fuel independence. Under each of these scenarios, at least one of the
environmental criteria increases in importance. Scenario So2 Domestic production addresses
F2F2 goals for aviation biofuel production as well as national security concerns for aviation
fuel. The matrix in Equation 9 in the following section describes the final weights for each

criterion under the five constructed scenarios.
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Table 35. Description of Frame 2 emissions reductions scenario so1.

Scenario
so1: Emissions Reductions

Description
In order to address climate change concerns, there are a number of rules and regulations
that attempt to limit emissions by means of some market-based mechanism, whereby
emissions, typically over some limit, incurs a cost. The European Union Emissions
Trading System (EU ETS) is a cap-and-trade system meant to limit the emissions, and
over time reduce, for certain industries. As a result, emissions allowances over the limit
are bought at auction. Legislation adopted in 2008 dictated that beginning in 2012
aviation emissions from flights to, from, or within the EU member states, and others, are
to be included under the EU ETS. The requirement was suspended for 2012-2016 for
flights in and out of non-EU countries to allow negotiations for global market-based
measures for aviation emissions. International Civil Aviation Organization (ICAO) has
agreed to develop such a mechanism by 2016 and apply it by 2020 (European Union
2013). Thus, in the foreseeable future (at least) flights from the US to Europe are
expected to be subject to emissions reductions or face heavy fines. In addition, the US
Renewable Fuel Standard (RFS2), while not directly applying to aviation fuel, allows
renewable jet fuel to qualify for Renewable Identification Numbers (RINs). For such
market-based measures, aviation biofuels benefit from minimizing life-cycle GHG
emissions by producing credits that can be sold, effectively reducing the cost of fuel
production.

Preference changes

* GHG emissions criterion increases in importance
* Cost criterion decreases somewhat in importance
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Table 36. Description of Frame 2 domestic production of aviation biofuel scenario so2.

Scenario
so2: Domestic Production

Description
One of the major reasons cited for the importance of biofuel production in the United
States is to reduce dependence on foreign oil. Domestic production of fuels is considered
to enhance national security. Seventy-three percent of the armed services fuel purchases
are for jet fuel, with the U.S. Air Force consuming about 2.5 billion gallons per year
(Macfarlane, Mazza, and Allan 2011). In the event of a national security crisis,
domestically available aviation fuel could be critical. Thus the current and potential
supply of feedstock would increase in importance. In particular, with the Navy and
Defense Logistics Agency ties to Virginia, this scenario could put pressure on the
Commonwealth to provide aviation biofuel.

Preference changes
* Current availability criterion increases in importance

* Potential availability criterion increases somewhat in importance
* Cost criterion decreases somewhat in importance

Table 37. Description of Frame 2 water scarcity scenario so3.

Scenario
so3: Water Scarcity

Description
Demand for freshwater resources is a common concern about increased biofuel
production (Hendricks, Bushnell, and Shouse 2011). Freshwater shortages are expected
to continue into the future, with local shortages expected within Virginia during the
next 10 years (United States Government Accountability Office 2014). A study by the U.S.
Army Corps finds Virginia military installations vulnerable to water sustainability issues
(Jenicek et al. 2009). With expected population growth and the possibility of climate
change, water sustainability and conservation become important issues.

Preference changes

* Water use criterion increases in importance
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Table 38. Description of Frame 2 low fossil fuel costs scenario so4.

Scenario
so4: Low Fossil Fuel Costs
Description
According to the U.S. Energy Information Administration, there was a drastic decrease
(45%) in the price of jet fuel between August 2014 and January 2015. When fossil fuel
prices are low, renewable fuels with the lowest cost stand the best chance to penetrate
the market. Thus, the relative cost of aviation biofuels will increase in importance. With
low fossil fuel costs, the fossil energy demand will decrease somewhat in importance, in
a scenario where costs and not the environment are the focus.
Preference changes
* (ost criterion increases in importance
* Energy demand criterion decreases somewhat in importance

Table 39. Description of Frame 2 fossil fuel independence scenario sos.

Scenario
sos: Fossil Fuel Independence

Description
Various environmentalist and other groups have begun to campaign for divestment in
fossil fuels. Specifically, the Carbon Tracker Initiative has estimated that the current
amount of proven coal and oil and gas reserves, if burned, would release five times the
amount of carbon (2,795 gigatons versus 565 gigatons) that would be associated with a
2 degree Celsius change in global temperature (Carrington 2013). This scenario
considers a case where support for fossil fuel independence continues to grow. As the
contribution of renewables to the electricity grid continues to grow, the energy demand
of producing aviation biofuel would decrease in importance, because it would rely on
renewable fuel as opposed to fossil. Lifecycle GHG emissions will increase in importance
when preferences change such that climate change mitigation is at the forefront of
energy decision-making. This environmentalist mindset is considered to place
somewhat less importance on costs.

Preference changes
* Energy demand criterion decreases in importance

* GHG emissions criterion increases somewhat in importance
* Cost criterion decreases somewhat in importance
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8.6 Calculations

The qualitative ratings of how well each feedstock initiative addresses each criterion
are given in Table 34. The ratings, unlike those in Frame 1, are the result of data analysis,
including life cycle assessment results, biomass availability surveys, among other data.
Rating choices for the initiatives consist of a strongly addresses, addresses, somewhat
addresses, and does not address each criterion. For example, initiative xo2: Algae, is rated as
strongly addressing criteria cos: Potential availability, addressing criteria co3: Water use,
somewhat addressing criterion co4: Cost, and not addressing criteria co1: GHG emissions, coz:
Energy demand and cops: Current availability.

These qualitative ratings are translated to a quantitative assessment matrix. Table
24, Section 4.6, describes how the qualitative rating corresponds to quantitative value
score xj that are used to evaluate how each initiative x; addresses each criterion c;. The
current frame of analysis, Frame 2, maintains the same value scores used in Frame 1
analysis, though the quantitative scores are changeable as long as the value associated with
strongly addresses is greater than addresses, which is greater than somewhat addresses, and
does not address is assigned a value of 0. These scores are used to populate the 6x16 matrix

A (Figure 17) as is described in Section 4.2.
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Table 40. Fulfillment of Frame 2 criteria for each initiative, with ® indicating the
initiative strongly addresses the criterion, ® indicating the initiative addresses the

criterion, O indicating the initiative somewhat addresses the criterion, and omission
indicating that the initiative does not address the criteria.

v
>, 5 e ENS
0f & g % EE 52
5z &8 2= S 3% &F
xo1: Agricultural residue [ ) [ [ | ® ®
Xo2: Algae ® @) o
x03: Camelina O L
Xo4: Corn stover ® ® @) ® ® O
Xos: Forest residue ® [ ® O | | J
Xoe6: Jatropha O
Xo7: Miscanthus L o @) ®
xo08: Municipal solid waste o O o L L
Xo9: Palm oil O O
x10: Rapeseed O O
x11: Sorghum O O O
X12: Soybean ®) ® O ® ® O]
x13: Switchgrass ® ® O ® ® O]
x14: Tallow O o ® O @)
x15: Wood ® ® ® O L [
X16: Yellow grease o ® L ® O O
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1.0 03 07 07 03 1.0 1.0 0.3 03 0.7 0.7 0.7 1.0
1.0 0.7 1.0 1.0 0.3 03 0.3 0.7 1.0 0.3 0.7 0.7
- 1.0 07 0.3 0.7 0.7 1.0 0.3 0.3 03 1.0 0.7 1.0
1.0 03 1.0 0.7 03 0.3 1.0 1.0 0.7 0.7 03 0.7
0.7 0.7 1.0 1.0 03 0.7 0.7 03 1.0 0.3
| 0.7 1.0 03 1.0 0.7 1.0 03 0.3 0.7 0.7 03 1.0 03

Figure 20. Frame 2 assessment matrix A where entry j,i represents the degree to which initiative x; addresses
criterion cj using the translated ratings described in Table 13. Numbers are rounded for visibility in the figure, but
not for the calculations, and only non-zero entries are shown.
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Each criterion is weighted to determine the relative influence of the criteria. The
relative influence of each criterion may change during each of the five scenarios introduced
in Tables 35-39. For the baseline scenario spg, each criterion is considered to have equal
influence. Thus, for the baseline, each criterion is assigned a weight of approximately
wi?=0.167 Vi. Identifying whether the influence of the criteria increases, increases
somewhat, stays the same, decreases somewhat, or decreases, under other scenarios, the
weight of the criteria is adjusted according to Equation 8.

(8w;%, for increase in influence
6w;%, for somewhat increase in influence
k) w;%, for no change in influence (8)

1 .
- w;%, for somewhat decrease in influence

1 o
G w;%, for decrease in influence

After applying Equation 8, the weights w under each scenario k are normalized to
w/ such that Y™, w/’ = 1. Reassessing the weights under each scenario results in the 6x6
matrix W. The first column of W represents the weights in the baseline scenario. The other

columns represent the reconsidered weights under scenarios 1, 2, 3, 4, and 5 respectively.

0.167 0.658 0.058 0.077 0.082 0.6457
0.167 0.082 0.058 0.077 0.014 0.014

w = (0.167 0.082 0.058 0.615 0.082 0.108 (9)
0.167 0.014 0.010 0.077 0.658 0.018

0.167 0.082 0466 0.077 0.082 0.108
L0.167 0.082 0.340 0.077 0.082 0.108

The value score matrix is computed by multiplying the transpose of the weight

matrix W7 by the assessment matrix 4, as demonstrated in Table 41.
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Table 41. Performance scores of the Frame 2 aviation biofuel feedstock initiatives
under each scenario. Scores are out of 100, with 100 representing the best

performing initiative.

X1 X2 X3 X4 X5 X6 X7 Xg X9 X10 X11 Xi12 Xi13 Xi14 Xi15 Xie
S00 89 33 22 56 78 6 61 89 11 11 17 61 67 44 72 67
So1 95 14 23 61 74 22 85 95 25 5 8 42 67 17 72 86
S02 73 39 3 53 95 2 39 96 4 14 29 63 67 36 94 43
S03 95 51 10 44 72 3 64 95 5 5 26 46 49 74 69 85
S04 95 36 68 61 51 3 42 99 3 3 8 83 64 58 50 67
Sos 93 19 23 59 74 22 81 99 22 4 11 42 64 20 73 85
Median 94 35 23 59 74 3 63 96 7 5 12 50 65 38 72 80
Mean 90 32 25 56 74 9 62 95 12 7 16 56 63 42 72 72
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8.7 Results

Table 42 illustrates the rank order of initiatives based on the value scores of each
initiative for the five scenarios and the baseline scenario. Figure 19 demonstrates the range
of rankings that each initiative is assigned under the scenarios. The following two
initiatives were ranked highest under at least one scenario: (i) xo1: Agricultural residue and
(ii) xos:: Municipal solid waste. Although xo:: Agricultural residue was the highest ranked in
the baseline scenario, the value score (see Table 41) was nearly equivalent to that of xys.
Municipal solid waste. Initiative xps.: Municipal solid waste also ranked first in four of the five
alternative scenarios considered in this frame of analysis.

Further xps.: Municipal solid waste was also the most robust initiative, only changing
in rank by one place, as second under the baseline scenario and scenario s3: Water scarcity.
Figure 20 illustrates the robustness of initiatives for the initiatives with a median rank
higher than 8, representing the top 50t percentile. Initiatives xo1: Agricultural residue, xio:
Rapeseed, and x11: Sorghum are also fairly robust feedstock initiatives, each changing rank
order by most four positions across all scenarios considered in this analysis, as shown in
Figure 19.

Table 43 illustrates the absolute value of the change in prioritization of initiatives
caused by the scenarios relative to the baseline scenario. In terms of average change in
rank of initiative, scenario sop4: Low fossil fuel costs is the most disruptive to priorities. And,
it also accounted for the largest change in rank, causing initiative xg3: Camelina to be the
least robust initiative increasing from rank 12 under the baseline scenario to rank 4 under
scenario Sps: Low fossil fuel costs. The largest decreases in rankings under the baseline

scenario are also due to scenario s« Low fossil fuel costs, experienced by initiatives xos:
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Forest residue and x;5: Wood. Scenario sgz2: Domestic production, on the other hand, is the
least disruptive scenario in terms of the prioritization of aviation biofuel feedstock

initiatives.
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Table 42. Performance rank of Frame 2 aviation biofuel feedstock initiatives. The highest scoring initiative for each
scenario is highlighted in gray.

X1 X2 X3 X4 X5 Xe6 X7 X8 X9 X10 X11 X12 X13 X14 X15 X16
So 1 11 12 9 3 16 7 2 14 14 13 8 5 10 4 5
S1 1 14 11 8 5 12 4 1 10 16 15 9 7 13 6 3
S2 4 9 15 7 2 16 9 1 14 13 12 6 5 11 3 8
S3 1 8 13 11 5 16 7 2 14 14 12 10 9 4 6 3
S4 2 12 4 7 9 16 11 1 14 14 13 3 6 8 10 5
S5 2 14 10 8 5 12 4 1 11 16 15 9 7 13 6 3
Median 1.5 115 115 8 5 16 7 1 14 14 13 8.5 6.5 10.5 6 4
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Figure 21. Comparison of rank order of Frame 2 aviation biofuel feedstock initiatives and robustness to changes in
rank. The triangle marks the baseline scenario rank, with the high-low lines indicating the rank of rank orders under
the set of scenarios.
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Figure 22. Comparison of Frame 2 aviation biofuel feedstock initiatives with median rank (represented by the
diamond) of 8 or better.
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Table 43. Changes in rank (in absolute terms) of the Frame 2 aviation biofuel feedstock initiatives in response to the
set of scenarios so1-so5 as compared to the baseline scenario. The values in the last column are the Spearman rank
correlation coefficient, where lower values of ¢p(s;) correspond to more disruptive scenarios.

X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 Xi15 Xi6 ¢(si)

s1: Emissions o 9 1 1 4 16 9 1 16 4 4 1 4 9 4 4 /0872
reductions
Sz: Domestic 9 4 9 4 1 0 4 1 0 1 1 4 0 1 1 9 0927
production

s3: Water scarcity 0 9 1 4 4 0 0 0 0 0 1 4 16 36 4 4 |0.877

Mwm_mms?ma::m_ 1 1 64 4 3 0 16 1 0 0 0 25 1 4 36 0 |0722

ss: Fossil fuel 1 9 4 1 4 16 9 1 9 4 4 1 4 9 4 4 0876
independence
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Table 44 provides a summary of the LCA-informed scenario-based preference
analysis results. As scenario Sp4: Low fossil fuel costs is the most disruptive scenario across
all initiatives relative to the baseline scenario, the results suggest future research should be
performed to understand the future prices and regulations related to petroleum and other
fossil fuel prices. As technology improves, the cost of feedstocks and processing into
biofuels will decrease and could prove competitive even when fossil fuel prices remain low.

The two highest ranking feedstock initiatives (xo:: Agricultural residue and Xps.:
Municipal solid waste) performed well relative to other feedstocks by their ability to
address all criteria to some degree. Specifically, both were considered to strongly address
the following three criteria: (i) coi: GHG emissions; (ii) co3: Water use; and (iii) cos: Cost.
Because these are waste products from other activities, it is assumed that their margin
burdens in terms of GHG emissions and water use are minimal. As waste products, their
assumed costs are also relatively low. For these feedstocks to remain attractive into the
future, it is important to keep in mind potential market competition and other factors that
could affect availability and cost. For example, recycling and re-use programs could result
in the amount of MSW decreasing in the future. In addition, the production of electricity
from these feedstocks could prove more profitable than aviation biofuel conversion, in
which case low price feedstock availability might also become a concern. These results,
along with insights from LCA, stakeholder analysis, and previous frames of scenario-based
preference analysis will be used to inform R&D efforts for a Virginia aviation biofuel

industry.
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Table 44. Summary of results from Frame 2 analysis of Virginia aviation biofuel

feedstock initiatives.

Highest ranked initiatives

Xos:: Municipal solid waste

Xo1: Agricultural residue

Lowest ranked initiatives

Xoe6: Jatropha

x10: Rapeseed

Greatest increase in rank relative to baseline scenario

Xo3: Camelina

Greatest decrease in rank relative to baseline scenario

Xos: Forest residue

x15: Wood

Most disruptive scenario across all initiatives relative to

baseline scenario

so4: Low fossil fuel costs

Least disruptive scenario across all initiatives relative to

baseline scenario

So2: Domestic production

164



8.8 Chapter Summary

This chapter demonstrated a subsequent problem framing of scenario-based
preferences analysis of aviation biofuel production. Using the data described in Chapter 7,
LCA and other analytical results were used to inform the analysis. In particular, these
results have been useful in planning F2F2 strategies for the Commonwealth of Virginia. The
next chapter will describe how these results, combined with those from the first frame of
analysis in Chapter 5 and other analytics, support the general design of resilient strategic

plans to promote aviation biofuel production.
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CHAPTER 9: DEMONSTRATION: R&D RECOMMENDATIONS
9.1 Overview

This chapter will describe how the first (Chapter 5) and second (Chapter 8) frame of
scenario-based preferences analysis for aviation biofuels, as well as LCA (Chapter 6) and
other data can be used for resilience analytics of research and development strategies.
Section 9.2 describes the results of each problem frame, and relates them to each other.
Particular attention is paid to disruptions to priorities from changes in preferences as well
as which initiatives are robust across scenarios. Section 9.3 describes how supplementary
analyses such as life cycle assessment, sensitivity analysis, and stakeholder analysis can
inform strategic decision making for aviation biofuel R&D. Section 9.4 summarizes
recommendation for future R&D for aviation biofuel industry development in general and

lists initiatives helpful for regional industry development.

9.2 Comparison of Problem Frame Results

9.2.1 Scenario disruptiveness
The first problem frame explored in this dissertation (see Chapter 5) investigated

strategic supply chain initiatives and investments for aviation biofuels, prioritizing and
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analyzing the numerous investment decisions needed to develop the fuels. The initiatives
spanned the supply chain including feedstock research and development, feedstock
collection infrastructure and transportation logistics, biorefining technologies, siting of
biorefinery and blending units, and storage at airports. The results of this frame indicate
that of the constructed scenarios, sg4: Green preferences is the most disruptive to priorities.
Under this scenario, the importance of coz2 production quality and co3 environmental quality
increased, co1 production quantity and co7 safety and security increased somewhat, and cos
life cycle costs decreased somewhat. The described changes in preferences result in the
following initiatives decreasing significantly in priority: xz0 Develop market for co-products;
Xz23 Provide tax credits for biofuels; x34 Convert petroleum pipeline to biofuel pipeline for
biofuel distribution; x3; Establish coalitions encompassing all parts of the supply chain. The
decrease in priority of these initiatives under scenario sgps Green preferences can be
explained in part by the fact that these initiatives were not considered strongly address
production or environmental quality of aviation biofuels.

The subsequent frame of analysis (see Chapter 7) also addressed environmental
quality of aviation biofuels, considering the life cycle impacts related to greenhouse gas
emissions, fossil fuel use, and fresh water demand. With evidence from Chapter 4 revealing
that increasing preferences towards environmental quality can be disruptive to priorities,
it will be important for future research to examine how not only feedstocks but other
supply chain decisions address a variety of environmental impacts through the use of life
cycle assessment. Almost as disruptive as sgs Green preferences in the preliminary frame of
analysis was scenario sgi: Expected regulations, which was similar in the increasing of

importance of environmental quality. In the subsequent frame of analysis, a similar
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scenario was considered, so;: Emissions Reductions, which focused exclusively on the
importance of GHG emissions as opposed to environmental quality in general. Scenario so::
Emissions Reductions also proved to be disruptive to feedstock prioritization. These results
reaffirm that life cycle assessment research on the GHG emissions and other environmental
impacts of initiatives should be on the aviation biofuel R&D agenda.

The feedstock problem frame revealed scenario sp4 Low fossil fuel costs to be the
most disruptive to priorities. This scenario corresponded to a somewhat decrease in the
importance of energy use and an increase in the importance of feedstock cost. Although
cost is not the only, or necessarily the most important, criterion for choosing aviation

biofuel pathways, reducing costs is generally preferred when all else remains the same.

9.2.2 Initiative robustness

Initiatives that are found to be robust to scenario-based preference changes could
represent appealing investments even if they are not highly ranked. The least robust
initiatives, however, offer suggestions for where future research could reduce variability
and uncertainty in priorities. Table 45 describes the least and most robust initiatives found
under both problem frames described in this dissertation.

In the first frame of analysis I! initiatives intended to reduce the costs or financial
liabilities for biofuel producers were found to be some of the least robust. Policies related
to future tax credits for biofuel production are uncertain and vary by state. The market for
various biofuel co-products is also difficult to predict but could encourage the development
of certain feedstocks and conversion technologies over others.

Under frame I?, initiative xp3 Camelina was found to be the least robust, and the

variability in rank increased when maximum values for water use were considered (see
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sensitivity results in Appendix B). The priority of xo3 Camelina becomes significantly more
robust to scenario-based preference changes when minimum life cycle cost estimates are
used for assessing initiatives. Further investigation into life cycle costs for camelina-based
biofuel production, as well as for other feedstocks, could better inform strategic
investments for aviation biofuels. The initiative x;4 Tallow becomes more robust and more
highly ranked when minimum LC-GHG emissions are used to assess feedstocks. For both
tallow and municipal solid waste, collection logistics would need optimization to decrease
environmental impacts and costs. Future competition for these two “waste” feedstocks also

warrants further investigation.
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Table 45. Most and least robust initiatives from I' and I? problem frames

Frame I!
(supply chain initiatives)

Frame I?
(feedstock initiatives)

xo1 Invest in R&D of more productive

xo01 Agricultural residue

Most robust feedstocks x08 Municipal solid waste
initiatives xo04 Cultivate halophyte feedstocks x10 Rapeseed
xo5 Cultivate algae as feedstock x11 Sorghum
x20 Develop market for co-products
x23 Provide tax credits for biofuels
x28 Locate bio-refinery in proximity of
Least robust | pipeline access x03 Camelina
initiatives x34 Convert petroleum pipeline to x14 Tallow

biofuel pipeline for biofuel distribution
x37 Establish coalitions encompassing all
parts of the supply chain
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9.3 Insights from Supplementary Analyses

9.3.1 Life cycle assessment

The life cycle assessment described in Chapter 5 highlights the importance of
accounting for upstream and downstream burdens in biofuel production. With current, and
likely future, regulations relying on LCA, it is important to be able to project the life cycle
impacts of alternative biofuel pathways. Particularly for aviation biofuels, future research
should be performed to better understand the climate change impacts of atmospheric
combustion of biofuels.

Table 46 summarizes the conclusions of life cycle assessment results, and in some
cases sensitivity analysis results, from the current literature on aviation biofuel pathways.
There are several conclusions made from multiple studies such as: (i) feedstock cultivation
is a major source of LC-GHG emissions, especially due to the impact of fertilizer use; (ii)
direct and indirect land-use change present significant uncertainty in the LC-GHG
emissions of aviation biofuel; (iii) biofuel production can be a significant source of LC-GHG
emissions, particularly due to Hz, heat and power, and solvent requirements; (iv) allocation
method and system boundaries significantly influence LCA results. Results of sensitivity
analysis to changes in parameter values can also reveal areas in which further research
should be focused in order to reduce likely life cycle impacts. As such, LCA results and
conclusions can also be incorporated into developing a research and development roadmap

for innovations in sustainability.
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Table 46. Summary of conclusions and sensitivity analysis results of aviation biofuel
LCA and LCC studies

Study Conclusions

Feedstock cultivation is largely responsible for LC-GHG emissions
Soil organic carbon sequestration is a considerable source of LC-GHG
emissions and uncertainty

Biofuel yield tends to be the most important factor influencing LC-
GHG emissions and costs

Efficiency of fertilizer use is also an important factor for LC-GHG
emissions

Refinery co-products have a significant influence on lowering
productions costs

0il price and land availability are two critical factors for feedstock
viability

» Recommended that development of feedstocks for growth on
marginal lands

vV VWV VY

Agusdinata et
al. (2011)

A\

A\

» LC-GHG emissions of AHTL are primarily sensitive to heat recycle
efficiency

» There are a number of sensitive parameters related to process
efficiency causing LC-GHG emissions of AHTL to be uncertain in terms
of sustainability

» Further study of the relationship between microalgal macromolecular
and elemental composition and the HTL biocrude yield is
recommended

» Operating conditions for AHTL should be optimized beyond baseline
conditions to ensure a decrease in LC-GHG emissions compared to
conventional jet fuel

Fortier et al.
(2014)

» For pyrolysis jet fuels, the use of biochar as soil amendment reduces
LC-GHG emissions to a greater extent than when used for power
generation from combustion
» H: and natural gas, required in the production stage, constitute a
Han etal. significant portion of the LC-GHG emissions
(2013) » Fertilizer and fertilizer N0 are also significant sources of LC-GHG
emissions
» Co-product handling methods and allocation boundary selection
approach impact LCA results
» Land-use change emissions for oil-seed crops remain highly uncertain

» Development of hardware specifications that are biofuel compatible
Lokesh et al. would allow a higher percentage (>50%) of low-aromatic biofuels be
used in commercial flights

(2015) » Fertilizer requirements cause feedstock production to be one of the
most LC-GHG intensive stages

Seber et al. » The primary contributor to LC-GHG emissions is from fuel production

(2014) » Maximizing jet fuel production increases the cost of produced biofuel

due to additional hydrogen required

172



A\

A\

Price support is needed to make waste oil or tallow-based fuels
competitive with petroleum fuels

Climate change mitigation for waste oils and tallow-based fuels is
limited by current availability and future scalability

Shonnard et
al. (2010)

Feedstock production followed by biofuel production are the two
most significant stages with respect to LC-GHG emissions

H generation, heat and power, and solvents for biofuel production
dominate the biofuel production emissions

Soil emission of N20 is important and highly uncertain

Allocation method can have significant effect on LCA results

Staples et al.
(2013)

VIiVV VvV V¥

A\

Blue water consumption of irrigated crops is several magnitudes of
order higher than for conventional crude

Water consumption is dependent on geographic location, which
determines climate, soil conditions and productivity of biomass
cultivation, and indirect water use for electricity production

Stratton et al.

(2010)

Land use change contributes significantly to the variability in LC-GHG
emissions

Current/short-term feedstock production can provide essential
learning for the long-term commercial viability of aviation biofuels
The major challenge for aviation biofuels is developing and
commercializing large scale production of sustainable biomass
feedstocks

Trivedi et al.
(2015)

Generally, aviation biofuel produced from the HEFA process and
advanced fermentation are more energy intensive than FT biofuels or
conventional jet fuel
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9.3.2 Sensitivity analysis

Section 5.6.2 describes sensitivity analysis performed for life cycle assessment. The
results of which indicate key parameters that have the greatest influence on results.
Conclusions from published LCA sensitivity analyses are summarized in Table 46 in the
previous section.

Sensitivity analysis can also be performed on scenario-based preferences modeling.
Appendix B describes sensitivity analysis performed on Frame I2? results. The sensitivity
analysis explores the impact of using minimum and maximum reported values for the life
cycle impacts and costs used to assess feedstock initiative agreement with criteria.

The results from this sensitivity analysis indicate the changes in life cycle initiative-
criterion assessments do not have a significant impact on the frame I2? results described in
Chapter 7. In most cases, scenario sps: Low fossil fuel costs remained the most disruptive
scenario. In one case (e.g., using minimum values for life cycle costs) scenario sop; Emissions
reductions became the most disruptive. Generally, however, changing the values used for
the assessment did not significantly increase the disruptiveness of scenarios. That is to say,
none of the scenarios considered became significantly more disruptive to priorities do to
using minimum or maximum LCA values to inform initiative-criterion assessments.
Changing assessments related to fossil energy demand appear to have the greatest impact
on the degree of scenario disruptiveness of scenarios. On the other hand, changing
assessments related to GHG emissions resulted in the most changes in initiative rankings.
Although changing the LCA values used for assessment in the frame I2? analysis was not

significantly disruptive to priorities, combinations of such changes could be. Further
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sensitivity analysis could be used to reveal which areas should be the targets for future LCA

investigations to reduce the variability in LCA impact results.

9.3.3 Stakeholder analysis

Continuous stakeholder engagement can be advantageous in performing resilience
and scenario-based preferences analysis. Such engagement provides a means to being
attuned to industry developments such as new knowledge and information, changes in
preferences, and other emergent conditions. With respect to aviation biofuels, stakeholders
can provide insights on what has and has not worked to promote industry development in
other regions. Further, ongoing communications with stakeholder groups like CAAFI or
subscribing to biofuel newsletters (e.g.,, Advanced Biofuels USA) enables updates on U.S.
policies, regulations, funding opportunities, etc. for aviation biofuels.

Stakeholder groups in the Midwest and Pacific Northwest have published guides on
aviation biofuel development for their respective regions. Reviewing such reports can
provide guidance on how Virginia and the Southeast could approach commercializing
aviation biofuels. Efforts in the Northwest highlight the importance of working with
government agencies to provide funding for pilot plants and feasibility studies to explore
non-traditional feedstocks such as algae (Macfarlane, Mazza, and Allan 2011). Policies and
regulations can have a significant impact on the economic attractiveness of biofuel
production and, as such, research on the impact of different incentive mechanisms should
be undertaken to strengthen lobbying efforts for aviation biofuels. Stakeholders from the
Northwest have indicated the need for long-term contracts (at least 15 years) to attract

investment in the production of aviation biofuels (Macfarlane, Mazza, and Allan 2011).
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In the Midwest efforts have begun to identify idle cropland suitable for use for
feedstock production, but stakeholders cite the need for agricultural innovation to improve
feedstock production capacity (e.g., cross-breeding, crop rotations, etc.) (MASBI 2013).
Stakeholders in the Midwest also recognize the need for financing mechanisms that reduce
risks to early adopters. Another major hurtle recognized by the Midwest aviation biofuel
stakeholders is the need for policies and other means to level the playing field between the
biofuels and fossil fuels industries. The 2013 report on the Midwest Aviation Sustainable
Biofuels Initiative (MASBI 2013) concludes with the recommendation to ensure the
sustainability of biofuel supply chains and incorporating sustainability criteria and
standards into aviation biofuel initiatives.

Stakeholders engaged in the Commonwealth of Virginia and surrounding states (i.e.,
Maryland, Delaware, Pennsylvania) have also highlighted the importance of coupling
aviation biofuel production with other sustainability practices, specifically water pollution
mitigation for the Chesapeake Bay (Richard et al. 2015; James et al. 2015). For example,
using cover crops as aviation biofuel feedstocks would exploit funding opportunities for
nutrient trading and similar initiatives as a way to support the production of aviation
biofuels. In June 2015, the USDA Rural Development announced support for regional
projects through Section 6025 of the 2014 Farm Bill (United States Department of

Agriculture 2015).

9.4 Recommendations for Strategic Priorities

The results of resilience analytics should be considered for developing
recommendations for resilient research and development strategies. Specifically decision

makers should focus on disruptive emergent conditions. The results of scenario-based
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preferences analysis reveal which scenarios are most disruptive to priorities.
Supplementary analytics that provide inputs to scenario-based preferences modeling must
also be considered. Sensitivity analysis is particularly well suited to identifying which
uncertain parameters have the greatest impact on results under certain conditions.
Decision makers should keep in mind the sensitivity of parameters when planning for
future research and development. The remainder of this section demonstrates how
resilience analysis can inform the development of an R&D roadmap specifically for aviation
biofuel development.

Strategic planning based on resilience analytics should begin by considering
disruptive scenarios. From the first frame of analysis, we find that the greatest disruption
to priorities occurs when environmental quality increases in importance. This result
highlights the importance of environmental life cycle assessment in informing the strategic
selection of aviation biofuel initiatives. Thus, it is suggested that future R&D put LCA at the
forefront.

The LCA of algal aviation biofuel demonstrated in Chapter 6 and Connelly et al.
(2015b) provides insights on environmental impacts for aviation biofuels, beyond just
those that are related to algal biofuels. Specifically, there is evidence, though sparse, that
indicates atmospheric combustion of biofuels could have greater climate change
implications than conventional jet fuel. Further R&D should be performed to better
understand the effects of atmospheric combustion on radiative forcing. With better
information some aviation biofuels, with slightly different chemical profiles, could perform

much better in terms of environmental impacts, specifically GWP.
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Based on sensitivity analysis of life cycle assessment results for aviation and other
biofuels, land use change is consistently cited as a source of uncertainty and variability. In
particular, the extent and impacts of indirect land use change is not fully understood.
Fertilizer use is another uncertain and variable contributor to the environmental impact of
biofuel and warrants further investigation into low-impact alternatives and improved
efficiencies in application. LCA sensitivity data also show that maximizing yield through
technological and efficiency improvements can significantly reduce environmental impacts,
both in terms of GHG emissions, energy demand, and water use.

In the second frame of analysis, focusing on aviation biofuel feedstocks, presented in
Chapter 8, the scenario formed around low fossil fuel costs is the most disruptive. In this
scenario the importance of feedstock cost increases in importance. Thus, future research
should investigate which feedstocks have the most potential for cost reductions. While
innovative feedstocks such as algae may exhibit higher upfront costs, there could also be
the greatest opportunity for cost saving measures later on. Understanding where the most
significant opportunities exist should be an R&D priority for strategic planning.

Stakeholder analysis and engagement is also important for strategic decision-
making. For example, stakeholders indicated the importance of feedstock selection on the
additional supply chain investments that must be made to produce aviation biofuel and
lead to the problem framing demonstrated in Chapter 8. The CAAFI R&D Team published a
letter about the critical challenges for aviation biofuel production, noting the need for
research and development related to feedstocks and the economics of biomass resources
with competing markets (Commercial Aviation Alternative Fuels Initative Research and

Development Team 2013). A major approach of the CAAFI-led F2F2 state initiatives has
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focused on the initial step of identifying promising feedstock(s) and as one of the most
active stakeholders in the aviation biofuel industry, strategic plans should take into
consideration lessons from their efforts.

In addition to feedstock development, there are also R&D efforts required to
address the entire supply chain in order to promote the production of aviation biofuels.
There are a number of roadmaps for aviation biofuel, with scopes ranging from
international to regional (Novelli 2011; Andrew et al. 2011; Macfarlane, Mazza, and Allan
2011; MASBI 2013). These roadmaps tend to make long-term recommendations, and
typically targeted at government investment. Some additional high-level recommendations
based on the results of the resilience analytics presented in the dissertation are further
investigation into the following areas: (i) innovative feedstocks, such as algae; (ii) long-
term contracts and other risk-mitigating financial mechanisms; (iii) technological and
biological innovation for improving feedstock yields.

For state-based roadmaps for aviation biofuel, however, the magnitude of the efforts
must be scaled down and focused on identifying the opportunities and relative strengths
and weaknesses of the state in terms of producing aviation biofuels. While some states
might have a clear choice of feedstock, others can benefit from the use of resilience analysis
and other techniques to identify the best opportunities.

Engaging experts and stakeholders with a variety of experience and interests is a
key early step to begin establishing an aviation biofuel supply chains. In the United States,
introductions to key stakeholders can come from a variety of sources, but in particular the
CAAFI is dedicated to supporting state F2F2 initiatives. In addition, conferences on biofuel

and bioenergy provide a venue that promotes networking within the industry. Through
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stakeholder engagement, feedstock opportunities can be identified, funding mechanisms,
suggested, technological challenges revealed, and relationships established.

Table 47 describes initiatives recommended in (Connelly and Lambert 2016b) that
can help to promote aviation biofuel supply chain establishment at the state-level. The
recommendations are based on prior work on F2F2 initiatives in the U.S. as well as higher-
level aviation biofuel roadmaps. The initiatives are organized in two groups, with “Phase 1”
representing initiatives that should likely occur in the nearest term with “Phase 2”
initiatives following, though all are near-to-mid-term recommendations for action. On one
hand, resilience analytics can be used to carryout certain initiatives, while on the other

hand resilience analysis can identify further research and development needs.

180



Table 47. Roadmap for state and regional promotion of aviation biofuel production
(Connelly and Lambert 2016b). "Phase 1" refers near-term initiatives whereas
"Phase 2" refers to actions necessary in a longer time horizon.

“Phase 1” Initiatives

“Phase 2” Initiatives

Initiate Farm-to-Fly effort and identify lead

Engage stakeholders from government,
academia, industry, and non-profit
organizations

Assess feedstock availability

Evaluate and identify most promising,
resilient, and sustainable feedstock options
Identify applicable funding opportunities
Identify R&D needs

Investigate ongoing biofuel activities

Form partnerships or collaborations
between stakeholders throughout the
identified feedstock-to-fuel supply chain

Determine most appropriate or suitable
conversion technology

Perform economic and/or technical
feasibility studies to analyze the selected
feedstock-to-fuel supply chain

Perform analysis to identify optimal site(s)
for biorefining facilities

Develop supply chain contracts and/or
other means for risk sharing

Investigate optimal product portfolio for
biorefinery

Study and develop logistics and
management of aviation biofuel at airports

Investigate and promote supportive policies
and financial incentives

Publicize progress and experiences
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9.5 Chapter Summary

This chapter provides a summary of the resilience analytics demonstrated for the
promotion of an aviation biofuel industry and provides recommendations for research and
development strategies. Specifically, the disruptive scenarios and robust initiatives from
Frame 1 and Frame 2 scenario-based preferences analyses should be considered in the
design of strategic R&D plans. Supplementary analytics also support the design of resilient
strategic plans. Specifically, the results of life cycle assessment, sensitivity analysis, and
stakeholder analysis are important for decision makers to consider when developing R&D
strategies. High-level recommendations to support the resilience of an aviation biofuel
industry include:

* Refinement of LCA of aviation biofuel pathways through: (i) exploring the
impact of atmospheric combustion emissions on global warming potential;
(ii) investigating the extent and implications of direct and indirect land use
change; (iii) increasing fertilizer efficiencies and yield related to feedstock
production;

* Exploring innovative feedstock options (such as algae) and identifying those
with the greatest opportunities for cost reductions/cost parity with
conventional fuels;

* Identifying and creating risk-mitigating financial mechanisms, contracts, and
partnerships to engage stakeholders across the supply chain.

The following chapter will discuss the usefulness of these methods for application to

aviation biofuels as well as generally for strategic planning.
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CHAPTER 10: DISCUSSION
10.1 Overview

This chapter provides a discussion on the methods of resilience analysis
demonstrated in Chapters 5-9. Section 10.2 discusses validation of the methodology based
on the approach described by Pedersen et al. (2000). Section 10.3 acknowledges
limitations to the described methodology for resilience analytics, including variability in
life cycle assessment inputs, cognitive biases of stakeholders, and extensive stakeholder

engagement.

10.2 Validation of Methods

Validation is an important step for establishing credibility of models and designs.
Validation of systems models can be difficult, especial for those used in multi-criteria
analysis because there are many parameters and inputs which are based on preferences of
stakeholders (Qureshi, Harrison, and Wegener 1999), meaning repeatability is diminished.
Conventional model validation examines how well model outputs match reality (Gass

1983).
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Schilling, Oeser, and Schaub (2007) acknowledge the difficulty of proven the long-
term value created by decision analyses. The quality of the decision process can be
evaluated by three metrics: process effectiveness, output effectiveness, and outcome
effectiveness (Schilling, Oeser, and Schaub 2007). The degree of mission achievement or
desired outcome achievement are commonly suggested as metrics for validating decision
analytics (Goodman and Pennings 1977; Rainey and Steinbauer 1999; Ellis and Mitchell
2002). For the applications of resilience analysis presented in this dissertation, it is
impossible to yet judge the long-term outcome. It has been suggested that applying the
methods to a similar, historical case study could provide confidence that application of the
model would improve outcome. It is however difficult to objectively judge how well the
model would perform with respect to an historical case study. Because scenario-based
preferences hinges on constructing future scenarios, validating the model would entail
considering scenarios that are known to have either occurred or not occurred. This
confounds the validation because it is not clear whether disruptive emergent conditions
would have been predicted without this “clairvoyance.”

For example, consider the ethanol industry in the United States. One controversy
surrounding the commercial-scale production of corn ethanol is the indication that more
energy is consumed in producing ethanol that is contained in the ethanol (i.e.,, EROI<1).
Integrating life cycle assessment into multi-criteria analysis of fuels clearly reveals this
tradeoff, and thus it could be argued that the methods presented in this dissertation would
have revealed this information prior strategic decisions being made. Further, life cycle
assessment and systems analysis can address another controversial issue of land use

change for corn production. Today, the food versus fuel debate is a common consideration
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for biofuel development, but when ethanol production was first being incentivized by U.S.
policies in 1978, this concern was not as widespread. Further, although life cycle
assessment of transportation fuels began in the 1980s, the environmental impacts of
associated with land use change remain one of the largest uncertainties in LCA (Unnasch et
al. 2011). Applying resilience analysis at the early stages of the ethanol industry
development likely would have revealed issues, particularly related to life cycle impacts,
but it is unclear how decision-makers would have used this information and thus how the
outcome would have been improved. Stakeholder comments described in Appendix C
specifically mention that past and ongoing problems with an establishing an ethanol facility
in Hopewell, VA would have benefited from resilience analysis of strategic plans.

Because it is often difficult to establish outcome effectiveness, it is commonly
suggested that validation focus on evaluating the decision process (Von Winterfeldt and
Edwards 1986; Dean and Sharfman 1993; McCartt and Rohrbaugh 1989). (Matheson and
Matheson (2001) measure decision quality of an organization on the following elements:
identification of value-centered objectives creating alternatives, continual learning,
addressing uncertainty, considering multiple perspectives, and incorporating systems
thinking. The resilience analytics presented in this dissertation was designed to
incorporate all of these aspects.

Output effectiveness is often gauged through the collection of stakeholder
satisfaction surveys (Schilling, Oeser, and Schaub 2007; Finlay and Forghani 1998;
Timmermans and Vlek 1996). Appendix C contains stakeholder response to questions
about the value of resilience analytics for application to aviation biofuel industry

promotion. The output of resilience analysis is dependent on the stakeholder input. As such,
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the effectiveness of the output also depends on stakeholder engagement and is one of the
arguments for iterative problem framing that includes refinement of scenarios to identify
disruptive emergent conditions.

Pedersen et al. (2000) describe an approach to validating design methods and
research. They term the approach the “Validation Square” which consists of three steps for
structural validation and three for performance validation. Structural validation consists of:

i) Accepting the construct’s validity based on literature supporting the model
constructs;

ii) Accepting method (internal) consistency based on information flow;

iii) Accepting the example problems through comparison with accepted
applications, example problem representativeness of real need, and
appropriateness of data to support a conclusion.

Performance validation consists of:
i) Accepting usefulness of method for example problems;
ii) Accepting that usefulness is linked to the application of the method;

iii) Accepting usefulness of method extends beyond example problems.

10.2.1 Structural validity of resilience analysis for strategic priorities

Pedersen et al. (2000) recommend using the literature as a means to build
confidence in the individual constructs of a methodological approach to be validated. The
principle individual constructs constituting the presented method of resilience analysis for
strategic planning are: (i) multi-criteria decision analysis; (ii) scenario-based preference
analysis; and (iii) life cycle assessment. The use of multi-criteria decision analysis for

assessing the tradeoffs for strategic planning has been well documented in the literature
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(Montibeller and Franco 2010) and has previously been applied to sustainability and
alternative energy decision making (Troldborg, Heslop, and Hough 2014; Perimenis et al.
2011; Scott, Ho, and Dey 2012; De Meyer et al. 2014; Pohekar and Ramachandran 2004;
Espen 2007; Tsoutsos et al. 2009). Scenario analysis is recommended in the literature as a
means of exploring the potential impact of uncertain emergent conditions (Heijden 1996;
Schoemaker 1991; Goodwin and Wright 2001; Swart, Raskin, and Robinson 2004). The
integration of scenario analysis and multi-criteria decision analysis has also been
previously explored to account for the impact of preference changes on priorities
(Montibeller, Gummer, and Tumidei 2006; Karvetski, Lambert, and Linkov 2011; Karvetski,
Lambert, and Linkov 2009b; Martinez, Lambert, and Karvetski 2011; Karvetski and
Lambert 2012; Comes, Hiete, and Schultmann 2013). The concept of life cycle assessment
was introduced in the 1970s as a way to compare products’ environmental impacts, based
on systems analysis of the product from “cradle to grave” (Guinee et al. 2011). Since then,
LCA has been used to study a number of alternative energy pathways (Iribarren, Peters,
and Dufour 2012; Dufour and Iribarren 2012; Cherubini and Stremman 2011; Tonini and
Astrup 2012; Fortier et al. 2014; Agusdinata et al. 2011; Stratton, Wong, and Hileman 2010;
Elgowainy et al. 2012; Ou et al. 2013). LCA results have also recently been used in the
literature to inform MCDA (Myllyviita et al. 2012; Troldborg, Heslop, and Hough 2014;
Oltean-Dumbrava, Watts, and Miah 2015; Linkov and Seager 2011). The above references
are provided to support the construct’s validity.

A flow-chart representation is the recommended method for validating the way the
model constructs are put together (Pedersen et al. 2000). The diagram of the proposed

approach for resilience analysis in Figure 5 generally describes the information flow.
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Figure 21 describes the information flow for the application to aviation biofuels presented
in this dissertation. Stakeholder engagement and analysis is used to identify criteria,
initiatives, scenarios, and criteria weights for the scenario-based preferences modeling as
well as for criterion-initiative assessments in the first frame of analysis. In the second
frame of analysis, life cycle assessment, life cycle cost analysis, and resource assessment
were used to make the criterion-initiative assessments. The results (e.g., most disruptive
scenarios, most robust initiatives, initiative rankings, etc.) of each frame of analysis are
reported back to stakeholders, who over time will revise their inputs and can relate this
knowledge to the creation of a resilient research and development strategies. Sensitivity
analysis of scenario-based preferences analysis, as well as of the supplementary analytics,
is able to information for resilience of strategic plans.

To build confidence in the appropriateness of the application, first the example
problem must be shown to be similar to problems in which the constructs are generally
accepted (Pedersen et al. 2000). References have been given earlier in this section that use
MCDA for analyzing the tradeoffs of alternative energy pathways, using scenarios to
explore changes in preferences, and using life cycle assessment to study the environmental
impacts of energy systems and using that information to inform MCDA. Further, these
methods have all been used for strategic planning. The method is intended to inform
decision makers and other stakeholders about the opportunities and risks surrounding the
establishment of an aviation biofuel industry, to allow them to make resilient strategic
plans. The example problem in Frame 1 explores real supply chain initiatives that support
aviation biofuel commercialization. The initiatives in Frame 2 represent feedstocks that

have been proven as technically feasible for aviation biofuel conversion. The tradeoffs
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between the initiatives should be explored to support strategic planning. Scenarios
constructed from stakeholder analysis are used for risk and resilience analysis at the time
of problem frame analysis. The problem frames are intended to analyze investment
decisions necessary across and at the beginning of the aviation biofuel supply chain. Based
on the problem statements discussed by other stakeholder groups in the US and around the
world (Novelli 2011; MASBI 2013; Macfarlane, Mazza, and Allan 2011; Boeing/Embraer/
FAPESP and UNICAMP 2013; Andrew et al. 2011), taking both a supply chain as well as

feedstock view of the problem seems appropriate.
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Figure 23. Information flows diagram for resilience analytics for R&D strategies to promote aviation biofuel industry

development.
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10.2.2 Performance validity of resilience analysis for strategic priorities

The first of three elements for performance validation suggested by Pedersen et al.
(2000) is accepting the usefulness of the method with respect to an example problem.
Chapters 5-9 of this dissertation describe the application of the method to a case study of
aviation biofuels. For this case study, the purpose of applying resilience analytics was to
support the development of R&D strategies with consideration for disruptive events or
conditions. Chapter 9 summarizes the recommendations resulting from the resilience
analytics. A key stakeholder group involved in the case study is the Commonwealth Center
for Advanced Logistics Services (CCALS). When questioned about the usefulness of these
methods they responded with the following comments: “We are already seeing the direct
interest in and the value of these methods with respect to a research grant from the Center for
Innovative Technology (CIT) to evaluate the tradeoffs for aviation drop-in biofuels feedstock
pathways in Virginia. Sufficient production and transportation capabilities are critical but
there is also significant political emphasis on Chesapeake Bay environmental quality and a
Delmarva Peninsula region life cycle assessment (LCA). These methods support, sustain and
guide our R&D tradeoff strategy for this award.”

The above comments also support the second element of performance validation:
accepting that the usefulness is linked to applying the method. Stakeholders appreciate that
multi-criteria analysis with life cycle assessment is able to analyze environmental and non-
environmental tradeoffs between aviation biofuel pathways. In addition, Tom Polmateer, a
Logistics Research Systems Analyst for CCALS, acknowledged that previous efforts to
establish a biofuels industry in Virginia have failed because of a lack of consideration and

planning for “disruptive emergent market conditions and the significance of the feedstock
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supply-chain.” Scenario analysis, including scenario-based preferences modeling, is able to
explore the disruptiveness of uncertain emergent conditions to priorities for establishing
supply chain and feedstock logistics. Appendix C describes stakeholder input that confirms
the usefulness of MCDA, scenario analysis, life cycle assessment and other supplementary
analytics, and the iterative problem framing for this application. The methods of resilience
analytics demonstrated in this dissertation directly address potential disruptions to
strategic plans.

As suggested by Pedersen et al. (2000), attempt to prove the acceptance of the
usefulness of the method beyond the example problem will proceed with the following
points:

* In Section 10.2.1 it is demonstrated through literature review that the
individual model constructs (e.g., MCDA, scenario analysis, scenario-based
preferences modeling, LCA, etc.) are generally accepted for application to
strategic planning.

* Figure 21 depicts how the constructs are put together in the method in an
internally consistent way. Specifically, stakeholder analysis is used frame the
problem and provide the inputs to scenario-based preferences modeling. Life
cycle assessment and other analytics are used to identify other inputs,
particularly the criterion-initiative assessments. Results from the scenario-
based preferences analysis and the other analytics are used to inform
strategic planning with particular attention paid to disruptions to and

sensitivities of the model.
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* Section 10.2.1 and Chapter 2 also describe how the constructs application for
the case study of aviation biofuels is consistent with the accepted application
of these methods. Specifically, MDCA and LCA have been applied extensively
in the literature for studying alternative energy systems. Scenario-based
preferences have been studied with respect to energy research and
development (Hamilton et al. 2013). Stakeholder analysis and engagement,
especially with scenario planning, are commonly used in multi-stakeholder
strategic planning settings.

* Previously in this section the usefulness of these methods has been
demonstrated with respect to the aviation biofuel case study, which is within
the appropriate application areas of the method constructs.

* This section and the responses in Appendix C demonstrate that the
usefulness achieved is due to the application of the method of resilience
analytics.

Based on the above points, Pedersen et al. (2000) suggest that generality of the method can
be claimed. It is important, however, to note that validation relies on “faith” in the method.
Future application of the methods will provide further evidence to support the validation of

the method.

10.3 Issues and Limitations

10.3.1 Variability in life cycle assessment and other data inputs
Integrating life cycle assessment results and other data into scenario-based
preferences analysis is done principally as a way to assess how well initiatives address

environmental and other related criteria. This works well when there is one data source
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evaluating each of the initiatives or alternatives using the same assumptions and system
boundaries. This often, however, will not be the case. When different sources are used to
evaluate the various initiatives with respect to the same criterion, differences in allocation
technique, system boundaries, and other assumptions (see Table 2 in Section 4.3). These
issues have commonly been cited for life cycle assessment (Reap et al. 2008b; Reap et al.
2008a), but can apply to many other supplementary analytics whose results are used to
inform MCDA and scenario-based preferences analysis.

Without standardization of life cycle assessment and other analytics, practitioners
must devote time to sifting through the literature and deciding which studies are similar
enough to use in the analysis. In particular, land use change presents a significant source of
uncertainty in life cycle assessment and can cause variability in results as different studies
use different land use change assumptions. In this dissertation, data was compiled on GHG
emissions, fossil energy demand, water use, cost, and resource availability when system
boundaries and definitions were similar among data sources. The average of reported
values for each was used to inform the baseline model presented in Chapter 8. Sensitivity
analysis was performed to assess how priorities changed if minimum and maximum values
were used instead (see Appendix B), as discussed in Section 9.3.2. Regardless, the relative
life cycle impacts of the initiatives could be different from those considered in this
dissertation and would impact the results of this analysis and ultimately could impact
research and development strategies. Plevin et al. (2014) argue, however, that with
acknowledgement of the limitations of life cycle assessment, results can still be useful in

guiding decision- and policy-makers.
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10.3.2 Biases in scenario-based preferences analysis

A common bias in decision analysis is anchoring. This can occur such that
stakeholders under adjust preferences from the baseline preference scheme (Von
Winterfeldt and Edwards 1986). When preferences are not sufficiently shifted from the
baseline, the disruptiveness of scenarios will likely be under estimated. The Pearson
correlation coefficient used in this dissertation to measure disruptiveness is calculated
based on changes in rank resulting from a change to baseline preferences. Because relative
disruptiveness of scenarios is considered over the value of the Pearson correlation
coefficient, the R&D strategies devised to address the most disruptive scenarios should
remain the same. Further, multi-criteria decisions have been found to be robust in several
practical situations even when small errors from anchoring have been introduced (Stewart
1996).

Anchoring can also be introduced such that the initiatives, criteria, and scenarios
identified in Frame It influence the introduction of new and innovative inputs for Frame It1.
Keeney (1992) suggests focusing on one criterion at a time in order to identify initiatives
that are attractive with respect to that single attribute. Along these lines, anchoring could
be avoided by explicitly suggesting that stakeholders consider a single scenario at a time
and identify current or new initiatives that would be desirable under those specific
conditions. Hamilton (2014) also suggests reconsidering previously discarded initiatives in

subsequent frames to help prevent anchoring from amplifying through iterations.

10.3.3 Reliance on stakeholder engagement
The method of resilience analytics presented in this dissertation relies on elicitation

from and engagement of stakeholders to inform the identification of criteria, preference
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weights, initiatives, and scenarios. If some subset of stakeholders has political motives,
their gaming behavior can jeopardize the integrity of the analysis and resulting R&D
strategies. Beierle (2002) investigates the value of stakeholder-intensive decision-making
and finds that in 70% of cases there are joint-stakeholder benefits, whereby all
stakeholders involved are better off. Only in 6% of cases are there stakeholders who
become worse off from the solutions resulting from collaborative decision-making.

Further, the implementation of these methods requires multiple periods of
stakeholder engagement. Ideally, a wide variety of stakeholder groups should be involved
in the process, for which coordination is difficult. If stakeholders do not see value in the
process, they are likely to have less desire to be engaged and provide quality information.
Involvement with the F2F2 initiative and the CAAFI enables greater access to willing
stakeholders. Activities in the Commonwealth of Virginia have revealed feedstock

producers to be one of the most hesitant stakeholder groups.

10.4 Chapter Summary

This chapter discussed the validity and limitations of the described approach for
resilience analytics. One issue is in the quality of life cycle assessment and other
supplementary data used to inform criterion-initiative assessments. Limitations of the
model usefulness also come from the biases of the stakeholders who provide valuable
inputs into the model and the extent to which these stakeholders are willing to dedicate
sufficient time for iterating over multiple problem framings. The following chapter will
discuss how the methodological approach to resilience analysis and application to aviation

biofuels have contributed to systems engineering and strategic planning practices.
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CHAPTER 11: SUMMARY AND CONCLUSIONS
11.1 Overview

This chapter will summarize and conclude the work presented in this dissertation.
Section 11.2 reviews the purpose and scope. Section 11.3 describes the theoretical,
methodological, and application contributions of this work. Section 11.4 describes potential

areas for future work. Section 11.5 concludes the dissertation.

11.2 Review of Purpose and Scope

The purpose of this dissertation is to describe methods for resilience analytics to
support research and development roadmapping, especially for sustainability innovations.
The concept of resilience is generalized so that it can be applied to strategic decision-
making across a variety of fields and applications. Resilience analytics in this dissertation is
meant to support decision-making through the identification of disruptive emergent
conditions. The methods are demonstrated for aviation biofuels, specifically intended to
support commercialization in the Commonwealth of Virginia. Two problem frames are
considered - one investigating supply chain initiatives and one identifying feedstock

opportunities in Virginia. The results from two frames of scenario-based preferences
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analysis, in addition to life cycle assessment, sensitivity analysis, and stakeholder analysis,
are used to guide strategic planning for aviation biofuel development generally and state-
level initiatives.

Chapter 1 provided the background and problem motivation for developing resilient
strategies to support aviation biofuel commercialization. Chapter 2 describes the evolution
of multi-criteria decision analysis and scenario analysis into iterative scenario-based
preference analysis. Chapter 3 describes historical definitions of resilience and identifies
gaps in the literature. Chapter 4 details the proposed approach for resilience analytics
which incorporates MCDA, scenario analysis, and LCA through multiple problem framings.
Chapter 5 demonstrates scenario-based preferences analysis for aviation biofuel supply
chain initiatives. Chapter 6 demonstrates life cycle assessment for algal aviation biofuel.
Chapter 7 describes how LCA results from the literature can be incorporated into scenario-
based preferences analysis. Chapter 8 demonstrates a subsequent frame of scenario-based
preferences analysis, which incorporates data from LCA, LCC, and other analyses to study
aviation biofuel feedstocks in the Commonwealth of Virginia. Chapter 9 describes how the
demonstrated resilience analytics can be used to identify strategies for future R&D.

Figure 22 depicts how the chapters of this dissertation relate to the research
contributions in the form of journal articles and conference proceedings, which are

described in the following section.
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11.3 Research Contributions

There are a number of theoretical, methodological, and application contributions of
this research as follows:

The first contribution of this dissertation is the conceptualization of resilience
analytics as the identifications of emergent conditions disruptive to priorities (Connelly
and Lambert 2016a; Connelly and Lambert 2016b). Recent literature has cited the need for
a concept of resilience that can be used across a wide range of application areas. The
approach to resilience analytics presented in this dissertation generally serves to enhance
strategic decision making, regardless of the domain.

The second contribution is the integration of life cycle assessment and scenario-
based preferences analysis. While LCA is a widely accepted technique for assessing
environmental impacts, the MCDA community had yet to offer a formal method of
integrating LCA data with MCDA. The results of LCA and other supplementary analytics can
provide insights for designing resilient R&D strategies to support environmental
sustainability.

The third contribution is the demonstration of the use of resilience analysis for
aviation biofuel supply chains (Connelly, Colosi, et al. 2015a). The results reveal risks in the
form of disruptive emergent conditions and support the resilience of strategic plans

The fourth contribution is the life cycle assessment of an innovative algal biofuel
pathway. The work reveals the importance of considering upstream and downstream
factors in a system life cycle (Connelly, Colosi, et al. 2015b). The work also demonstrated

how sensitivity analysis of LCA results can provide information pertinent to R&D strategies.
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The fifth contribution is the demonstration of resilience analysis integrated with
LCA to prioritize potential feedstocks for aviation biofuel production in the Commonwealth
of Virginia. The results also reveal which feedstocks are robust and which scenarios are
most disruptive to priorities.

The sixth contribution is the development of strategic state-level initiatives to
support the development of an aviation biofuel supply chain (Connelly and Lambert
2016b). These recommendations support the F2F2 initiative and were developed in
coordination with the CAAFI.

Figure 3 in Chapter 1 describes the timeline of contributions and effort associated
with this dissertation. This work has culminated with the publication of five journal articles
(Connelly, Colosi, et al. 2015a; Connelly, Colosi, et al. 2015b; You et al. 2014; Connelly,
Lambert, and Thekdi 2015; Connelly, Thorisson, et al. 2016), an additional manuscript
submitted with revisions (Hamilton et al. 2016), the submission of three conference papers
(Connelly and Lambert 2016b; Connelly and Lambert 2016a; Collier, Connelly, and Lambert
2016), and submission of a book chapter from a NATO workshop (Connelly, Akanji, et al.
2016). Figure 23 describes the evolution of life cycle assessment and MCDA for strategic
decision making, and shows how the work described above has expanded the literature
integrating lifecycle analysis with scenario-based preferences. Figure 25 similarly

describes how the above work has contributed to the literature on resilience analysis.
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Aspects of this work have been presented in poster format at a clean energy
conference, an engineering conference, and a VA General Assembly meeting. A total of ten
oral presentations have been given on these methods and applications at domestic and
international risk analysis conferences, operations research conferences, systems
engineering conferences, and a workshop on natural disasters. There are future plans to
present the method of resilience analytics for strategic planning at the Transportation
Research Board annual meeting and the 2016 IEEE Systems Engineering Conference. The
direction of this work has and will continue to be shaped by input from stakeholders and
experts from diverse fields that have been engaged through the dissemination of this

research.

11.4 Future Work

This section describes opportunities for future work. Prominently, future research
can explore the application of these methods to sustainability research and development.
To support strategic decision making for sustainability technologies, further work is
required to integrate LCA data with the scenario-based preferences model. In addition, the
life cycle data being used for resilience analytics and strategic planning should reflect the
specific geographic area under consideration.

A prototype of a scenario-based preferences model with a life cycle assessment
module is shown Appendix D. In this dissertation, life cycle assessment data was collected
and averages were considered for the qualitative initiative-criterion assessments. As
described in Chapter 8, a practitioner makes the final assessment. Future work, such as that
exemplified in the prototype, could automate the assessment, in theory making it more

objective. There are difficulties associated with such an automation, however. If impacts
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are normalized and used to assign a quantitative assessment score, this could in essence
put overconfidence in the point-value accuracy, ignoring variability in results. Also, a
practitioner’s judgment is likely better at selecting which number of initiatives should
receive a certain qualitative assessment rather than partitioning the initiatives without
regard for how close life cycle impacts are to each other. For example, as in the
demonstration in Chapter 8, there are sixteen feedstock initiatives and four qualitative
assessment categories, so a model might choose to automatically select four initiatives for
each category. If the difference in life cycle impact between those with the fourth and fifth
greatest impact is small, then it is more representative to assign both the same assessment.
It will be difficult for an integrated model to employ the same logic as a practitioner. The
prototype allows the practitioner, or stakeholder, to choose to override the LCA-based
assessment. Future work on the interactive, Excel-based tool could also include integration
with @Risk or Crystal Ball for sensitivity analysis.

In order to reduce time resources spent on compiling life cycle assessemnt data as
inputs to the resilience analysis methods, future work could also focus on pulling
information from online databases. This will require significant progress in open source
LCA data however. One option specifically for biofuels, or transportation options, would be
the integration of the Argonne GREET model with scenario-based preferences modeling.
Again, automated uploading of data would be difficult as each GREET update is
accompanied with differences in the data structure. As the prototype currently exists, the
analyst must manually enter the life cycle assessment data for each initiative. Using a single
source, like GREET, for all the data would at least address problems with differences in

systems boundaries, functional units, etc.
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Over time, life cycle data will improve in accuracy. A common assumption of many
current life cycle models is national (or regional) average impacts, such as for electricity
production. Location-specific life cycle assessment data will be helpful into the future to
guide regional decision-making, where certain opportunities might become more attractive
because local impacts are significantly lower than average. Integrating life cycle assessment
with geographic information systems (GIS) is an area that will likely be able to provide

higher quality data for local or state strategic, sustainability decision making.

11.5 Conclusions

This dissertation contributes a conceptualization of resilience as the identification of
disruptive emergent conditions in order to guide strategic decision-making. This concept of
risk is widely applicable to diverse fields and domains. This dissertation proposes a
methodology for resilience analytics that incorporates: (i) multiple, sometimes competing,
stakeholder values via multi-criteria decision analysis; (ii) deep uncertainties via scenario
analysis; (iii) potential shifts in stakeholder values via scenario-based preferences analysis;
(iv) objective life cycle data inputs on alternative systems via supplementary analytics
including environmental life cycle assessment and life cycle cost analysis; (v) an
acknowledgment of the transient nature of knowledge and problem statement via iterative
problem framing to support the adaptability of strategic plans. These methods serve to
inform strategic planning and research and development roadmapping, specifically by
recognizing sources of disruption to priorities. A case study of aviation biofuels is
presented as a demonstration of the methods, which are particularly useful for R&D

roadmapping for innovative technologies in sustainability.
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In summary, this dissertation represents the theory, methodology, and application
of research that has been disseminated in the literature (Connelly, Lambert, and Thekdi
2015; Connelly, Colosi, et al. 2015a; You et al. 2014; Connelly, Colosi, et al. 2015b; Connelly,
Thorisson, et al. 2016; Hamilton et al. 2016) and in conference presentations (Connelly et al.
2013; Connelly et al. 2014a; Connelly et al. 2014b; Connelly 2014; Connelly et al. 2014c;
Connelly et al. 2014d; Connelly and Lambert 2015; Connelly, Colosi, et al. 2015c; Connelly,

Lambert, et al. 2015a; Connelly, Lambert, et al. 2015b).
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APPENDIX A: LIFE CYCLE ASSESSMENT SENSITIVITY ANALYSIS

This appendix contains simulated distributions of EROI and GWP life cycle assessment
results for AHTL gasoline, diesel and aviation biofuel under both industrial and extracted
CO2-source scenarios. In addition, this appendix contains tornado charts revealing the most

influential parameters to the AHTL life cycle assessment model results.
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Figure 27. EROI sensitivity results for AHTL diesel produced with CO: from ethanol
production (industrially-sourced CO2 scenario)
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Figure 28. EROI sensitivity results for AHTL jet fuel produced with CO: from ethanol
production (industrially-sourced CO2 scenario)
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Figure 29. EROI sensitivity results for AHTL gasoline produced with CO: from ethanol
production (industrially-sourced CO2 scenario)
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Figure 30. GWP sensitivity results for AHTL diesel produced with CO: from ethanol
production (industrially-sourced CO2 scenario)
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Figure 31. GWP sensitivity results for AHTL gasoline produced with CO: from ethanol
production (industrially-sourced CO2 scenario)
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Figure 32. GWP sensitivity results for AHTL jet fuel (without combustion multiplier)
produced with CO: from ethanol production (industrially-sourced CO2 scenario)
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Figure 33. GWP sensitivity results for AHTL jet fuel (with combustion multiplier)
produced with CO: from ethanol production (industrially-sourced CO: scenario)
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Figure 34. EROI sensitivity results for AHTL diesel produced with CO: from natural
wells (extracted CO2 scenario)
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Figure 35. EROI sensitivity results for AHTL jet fuel produced with CO: from natural
wells (extracted CO2 scenario)
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Figure 36. EROI sensitivity results for AHTL gasoline produced with CO: from natural
wells (extracted CO2 scenario)
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Figure 37. GWP sensitivity results for AHTL diesel produced with CO: from natural
wells (extracted CO2 scenario)
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Figure 38. GWP sensitivity results for AHTL gasoline produced with CO: from natural
wells (extracted CO2 scenario)
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Figure 39. GWP sensitivity results for AHTL jet fuel (without combustion multiplier)
produced with CO: from natural wells (extracted CO: scenario)
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Figure 40. GWP sensitivity results for AHTL het fuel (with combustion multiplier)
produced with CO: from natural wells (extracted CO: scenario)
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Figure 41. Tornado chart for sensitivity of AHTL diesel (produced with industrial CO;
from ethanol production) to changes in single parameters, with parameters in
descending order of influence to GWP.
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Figure 42. Tornado chart for sensitivity of AHTL gasoline (produced with industrial
CO: from ethanol production) to changes in single parameters, with parameters in
descending order of influence to GWP.
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Figure 43. Tornado chart for sensitivity of AHTL jet fuel (without combustion
multiplier, produced with industrial CO2 from ethanol production) to changes in
single parameters with parameters in descending order of influence to GWP.
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Figure 44. Tornado chart for sensitivity of AHTL jet fuel (with combustion multiplier,
produced with industrial CO: from ethanol production) to changes in single
parameters with parameters in descending order of influence to GWP.
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Figure 45. Tornado chart for sensitivity of AHTL diesel (produced with extracted CO:
from natural wells) to changes in single parameters, with parameters in descending

order of influence to GWP.
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Figure 46. Tornado chart for sensitivity of AHTL gasoline (produced with extracted
CO: from natural wells) to changes in single parameters, with parameters in
descending order of influence to GWP.
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Figure 47. Tornado chart for sensitivity of AHTL jet fuel (without combustion
multiplier, produced with extracted CO: from natural wells) to changes in single
parameters with parameters in descending order of influence to GWP.
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Figure 48. Tornado chart for sensitivity of AHTL jet fuel (with combustion multiplier,
produced with extracted CO: from natural wells) to changes in single parameters
with parameters in descending order of influence to GWP.
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APPENDIX B: SENSITIVITY ANALYSIS OF FEEDSTOCK RESILIENCE
ANALYSIS

This appendix contains the Frame Ik*! results obtained when using minimum and
maximum life cycle assessments estimates, as opposed to average values, cited in the
literature. Based on the range of values cited in the literature, sensitivity analysis is
performed by using minimum and maximum values for life cycle GHG emissions, energy
demand, water use, and cost, each individually. This appendix describes how initiative-
criteria assessments are changed and the impact on results. For each iteration of sensitivity

analysis all other values and assessments are kept the same as described in Chapter 7.
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B.1 Sensitivity to GHG emissions estimates

Table 48 describes the minimum, average, and maximum LC-GHG emissions
estimates for the sixteen biofuel feedstocks analyzed in Chapter 7. Table 49 describes how
using minimum and maximum estimates, as opposed to average, changes the assessment of
how each initiative addresses the GHG emissions criterion. Figure 49 compares the
baseline ranking of initiatives (represented by the triangle) under when using minimum,
average, and maximum LC-GHG emissions values. The bars indicate how the initiative
ranking changes under the scenarios, revealing initiative robustness. Table 50 describes

the disruptiveness of scenarios based on the calculated Spearman coefficient.
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Table 48. Life-cycle GHG emissions of biofuel pathways presented as the minimum,
maximum, and average of the results from referenced studies.

LC-GHG Emissions

COze/M
Feedstock Process (8 Ze_/ ) References
_ baseline
min max
(average)
Agricultural | _. ) Karlsson, et al. (2014); Baral
Bioch 1 13 18 41
residue rochemica & Malins (2014)
Hvdroprocessin Agusdinata et al. (2011);
Uiy o fxtraction‘;g 14 73 193 | Lokesh et al. (2015); Stratton
Algae P etal. (2010)
Fortier et al. (2014); Connelly
HTL 21 68 132 etal. (2015)
Agusdinata et al. (2011); Han
et al. (2013); Lokesh et al.
Camelina Hydroprocessing | 20 33 60 | (2015);Novelli (2011);
Shonnard, et al. (2010); Carter
etal. (2011)
e Agusdinata et al. (2011); Han
Gasificat d
Corn st F,‘;Sl icatonand - g 10 14 | etal. (2013); Baral & Malins
orn stover
(2014)
Pyrolysis 24 27 30 | Hanetal. (2013)
Forest ) Karlsson, et al. (2014); Baral
Pyrol 13 21 34
residue yroysts & Malins (2014)
Han et al. (2013); Lokesh et al.
Jatropha Hydroprocessing | 28 42 53 | (2015);Novelli (2011);
Stratton et al. (2010)
Miscanthus l(:};mflcatlon and 10 10 10 Novelli (2011)
Mu-nicipal Gasification and 164 99 34 Baral & Malins (2014);
solid waste | FT Pressley et al. (2014)
_ ) Han et al. (2013); Novelli
Pal 1 Hyd 29 31 33
aim ol yaroprocessing (2011); Stratton et al. (2010)
Han et al. (2013); Dufour &
Rapeseed Hydroprocessing | 41 54 63 | Iribarren (2012); Novelli
(2011); Stratton et al. (2010)
Daystar et al. (2012); Oluk:
Sorghum Biochemical 37 62 97 eta:ls. éroi Sa) ( ); Olukoya
Soybean Hydroprocessing | 26 35 40 | Hanetal. (2013); Dufour &
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Iribarren (2012); Stratton et
al. (2010)

Gasification and

Agusdinata et al. (2011);

Switchgrass FT 0 25 62 | Novelli (2011); Stratton et al.
(2010); Carter etal. (2011)
) Seber et al. (2014) Dufour &
Tall Hyd 16 45 84
allow ydroprocessing Iribarren (2012)
Gasification and 5 11 26 Agusdinata et al. (2011);
Wood FT Novelli (2011)
Pyrolysis 23 23 23 | Hanetal. (2013)
Yellow ) Seber et al. (2014) Dufour &
Hyd 17 19 21
grease yaroprocessing Iribarren (2012)
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Table 49. Change in assessment of Frame IZ feedstock initiative to GHG emissions
criterion based on minimum and maximum LCA literature estimates. Gray shading
indicates where the assessment changes from that made

using average LCA

estimates.
Feedstock Average-based Minimum-based Maximum-based
Assessment Assessment Assessment

Agricultural
residue Strongly addresses Strongly addresses Addresses
Algae Does not address Somewhat addresses | Does not address
Camelina Somewhat addresses | Somewhat addresses | Somewhat addresses
Corn stover Addresses Somewhat addresses | Addresses
Forest residue Addresses Strongly addresses Addresses
Jatropha Somewhat addresses | Does not address Somewhat addresses
Miscanthus Strongly addresses Strongly addresses Strongly addresses
Municipal solid

Strongly addresses Strongly addresses Strongly addresses
waste
Palm oil Somewhat addresses | Does not address Addresses
Rapeseed Does not address Does not address Somewhat addresses
Sorghum Does not address Does not address Does not address
Soybean Somewhat addresses | Somewhat addresses | Addresses
Switchgrass Addresses Strongly addresses Somewhat addresses
Tallow Does not address Addresses Does not address
Wood Addresses Somewhat addresses | Strongly addresses
Yellow grease Strongly addresses Addresses Strongly addresses
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Figure 49. Frame I? initiative rankings using a) minimum, b) average, and c)
maximum GHG emissions estimates from the literature. The triangle represents the
rank in the baseline scenario and the high and low bars indicate the change in rank
under the scenarios of preference changes.
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Table 50. Description of differences in scenario disruptiveness when using minimum,
average, and maximum LCA GHG emissions estimates.

Spearman Coefficient Disruptiveness Rank

Min Avg Max Min Avg Max
So1 0.9647 0.8721 0.8265 5 2 3
So02 0.9044 0.9279 0.9412 3 5 5
So3 0.8632 0.8779 0.8676 2 4 4
S04 0.7368 0.7221 0.7338 1 1 1
Sos 0.9603 0.8765 0.8265 4 3 3
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B.2 Sensitivity to energy demand estimates

Table 51 describes the minimum, average, and maximum life cycle fossil energy
demand estimates for the sixteen biofuel feedstocks analyzed in Chapter 7. Table 52
describes how using minimum and maximum estimates, as opposed to average, changes
the assessment of how each initiative addresses the energy demand criterion. Figure 50
compares the baseline ranking of initiatives (represented by the triangle) under when
using minimum, average, and maximum fossil energy demand values. The bars indicate
how the initiative ranking changes under the scenarios, revealing initiative robustness.
Table 53 describes the disruptiveness of scenarios based on the calculated Spearman

coefficient.
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Table 51. Life-cycle fossil energy use of biofuel pathways presented as the minimum,
maximum, and average of the results from referenced studies.

LC Fossil Energy Demand
M] in/M] out
Feedstock Process - (M) in/ _] out) References
min baseline max
(average)
Agricultural Karl ,etal. (2014
BHCUUTA | Biochemical 0024 | 0110 | 0196 | Karlssom etal (2014)
residue
Hyd ' w 2014); Lokesh et al.
y .roprocestsmg 0.534 0.802 0.942 ang ( ); Lokesh et a
Algae (lipid extraction) (2015)
HTL 0.450 0.508 0.571 | Delrue etal. (2013)
) i Wang (2014); Lokesh et al.
C 1 Hyd 0.400 0.587 0.864
amefina ydroprocessing (2015); Shonnardet al. (2010)
w 2014); D t al.
Corn stover | Biochemical 0.120 0.146 0.172 ang ( ); Dunneta
(2013)
Forest . Wang (2014); Karlsson, et al.
Pyrol -0.71 -0.127 0.202
residue A b (2014)
i Wang (2014); Lokesh et al.
troph Hyd 0.570 0.679 0.859
Jatropha ydroprocessing (2015);Trivedi et al. (2015)
Miscanthus gf;smcauon and o137 | 0137 | 0137 | VAne(2014)
Mu.n1c1pal Gasification and 0.417 0.417 0.417 Pressley et al. (2014)
solid waste FT
w 2014); Trivedi et al.
Palm oil Hydroprocessing 0.300 0.391 0.483 ang ( ); Trivedieta
(2015)
Wang (2014); Dufour &
Rapeseed Hydroprocessing 0.500 0.545 0.576 | Iribarren (2012); Trivedi et al.
(2015)
Sorghum Biochemical 0.630 0.893 1.300 | Olukoya etal. (2015)
Wang (2014); Dufour &
Soybean Hydroprocessing 0.279 0.385 0.510 | Iribarren (2012); Trivedi et al.
(2015)
) Gasification and Wang (2014); Daystar et al.
Switch 0.070 0.119 0.161
WILERBTass | pp (2014); Trivedi et al. (2015)
Tallow Hydroprocessing 0.432 0.432 0.432 | Dufour & Iribarren (2012)
Wood Pyrolysis 0.300 0.300 0.300 | Hanetal. (2013)
Yellow i Serber et al. (2014); (Dufour
Hyd 0.314 0.314 0.314
grease ydroprocessing and Iribarren 2012)
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Table 52. Change in assessment of Frame I2? feedstock initiative to fossil energy
demand criterion based on minimum and maximum LCA literature estimates. Gray
shading indicates where the assessment changes from that made using average LCA

estimates.
Feedstock Average-based Minimum-based Maximum-based
Assessment Assessment Assessment

Agricultural
residue Strongly addresses Addresses Strongly addresses
Algae Does not address Does not address Does not address
Camelina Does not address Somewhat addresses | Does not address
Corn stover Addresses Addresses Strongly addresses
Forest residue Strongly addresses Strongly addresses Strongly addresses
Jatropha Does not address Does not address Does not address
Miscanthus Strongly addresses Addresses Strongly addresses
Municipal solid

Somewhat addresses | Somewhat addresses | Somewhat addresses
waste
Palm oil Somewhat addresses | Somewhat addresses | Somewhat addresses
Rapeseed Somewhat addresses | Does not address Somewhat addresses
Sorghum Does not address Does not address Does not address
Soybean Addresses Somewhat addresses | Somewhat addresses
Switchgrass Strongly addresses Addresses Strongly addresses
Tallow Somewhat addresses | Somewhat addresses | Somewhat addresses
Wood Addresses Somewhat addresses | Addresses
Yellow grease Addresses Somewhat addresses | Addresses
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Figure 50. Frame I? initiative rankings using a) minimum, b) average, and c)
maximum fossil energy demand estimates from the literature. The triangle
represents the rank in the baseline scenario and the high and low bars indicate the
change in rank under the scenarios of preference changes.
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Table 53. Description of differences in scenario disruptiveness when using minimum,
average, and maximum LCA fossil energy demand estimates.

Spearman Coefficient Disruptiveness Rank
Min Avg Max Min Avg Max
So1 0.8824 0.8721 0.8735 4 2 3
So2 0.9471 0.9279 0.9265 5 5 5
So3 0.8456 0.8779 0.8706 2 4 2
So4 0.7426 0.7221 0.7118 1 1 1
Sos 0.8824 0.8765 0.8779 4 3 4
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B.3 Sensitivity to water use estimates

Table 54 describes the minimum, average, and maximum life cycle fresh water
demand estimates for the sixteen biofuel feedstocks analyzed in Chapter 7. Table 55
describes how using minimum and maximum estimates, as opposed to average, changes
the assessment of how each initiative addresses the energy demand criterion. Figure 51
compares the baseline ranking of initiatives (represented by the triangle) under when
using minimum, average, and maximum water use values. The bars indicate how the
initiative ranking changes under the scenarios, revealing initiative robustness. Table 56

describes the disruptiveness of scenarios based on the calculated Spearman coefficient.
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Table 54. Life-cycle fresh water use of biofuel pathways presented as the minimum,
maximum, and average of the results from referenced studies.

Water consumption
(L blue water/ L fuel)

Feedstock - Reference
min baseline max
(average)

Agricultural 6 6 6 Chiu & Wu (2012)

residue

Algae 36 456 1818 | Gerbens-Leens, etal. (2014); Wu et al.
(2014)

Camelina - - -

Corn stover 22 860 1697 | Chiu & Wu (2012); Wu et al. (2014)

Forest residue

Jatropha 21 8,267 16,515 | Staples etal. (2013); Wu et al. (2014)

Miscanthus 667 745 822 | Wuetal. (2014; Zhuang et al. (2013)

Municipal solid - - -

waste

Palm oil - - -

Rapeseed 0 2,505 22,545 | Gerbens-Leens et al. (2014); Staples et al.
(2013); Wu etal. (2014)

Sorghum 1,250 1,250 1,250 | Wuetal. (2014)

Soybean 0 1,724 7,455 | Chiu & Wu (2012); Gerbens-Leens et al.
(2014); Staples et al. (2013); Wu et al.
(2014)

Switchgrass 129 1,065 2,000 | Staplesetal. (2013); Zhuang et al. (2013)

Tallow - - -

Wood 2 31 61 Chiu & Wu, (2013); Wu etal. (2014)

Yellow grease - - -
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Table 55. Change in assessment of Frame I2 feedstock initiative to fresh water use
criterion based on minimum and maximum LCA literature estimates. Gray shading
indicates where the assessment changes from that made using average LCA

estimates.
Average-based Minimum-based Maximum-based
Feedstock
Assessment Assessment Assessment

Agricultural

Strongly Addresses Addresses Strongly Addresses
residue
Algae Addresses Addresses Somewhat addresses
Camelina Does Not Address Does Not Address Does Not Address
Corn stover Somewhat Addresses | Addresses Somewhat Addresses
Forestresidue | Addresses Addresses Addresses
Jatropha Does Not Address Addresses Does Not Address
Miscanthus Addresses Somewhat addresses Addresses
Municipal

Strongly Addresses Strongly Addresses Strongly Addresses
solid waste
Palm oil Does Not Address Does Not Address Does Not Address
Rapeseed Does Not Address Strongly addresses Does Not Address
Sorghum Somewhat Addresses | Does not address Somewhat Addresses
Soybean Somewhat Addresses | Strongly addresses Does not address
Switchgrass Somewhat Addresses | Somewhat Addresses Somewhat Addresses
Tallow Strongly Addresses Strongly Addresses Strongly Addresses
Wood Addresses Strongly addresses Addresses
Yellow grease | Strongly Addresses Strongly Addresses Strongly Addresses
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Figure 51. Frame I? initiative rankings using a) minimum, b) average, and c)
maximum fresh water use estimates from the literature. The triangle represents the
rank in the baseline scenario and the high and low bars indicate the change in rank
under the scenarios of preference changes.
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Table 56. Description of differences in scenario disruptiveness when using minimum,
average, and maximum LCA fresh water demand estimates.

Spearman Coefficient Disruptiveness Rank
Min Avg Max Min Avg Max
So1 0.8235 0.8721 0.8735 4 2 2
So2 0.9471 0.9279 0.9368 5 5 5
So3 0.8191 0.8779 0.8926 2 4 4
So4 0.7309 0.7221 0.7265 1 1 1
Sos 0.8221 0.8765 0.8779 3 3 3
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B.4 Sensitivity to cost estimates

Table 57 describes the minimum, average, and maximum life cycle cost estimates
for the sixteen biofuel feedstocks analyzed in Chapter 7. Table 58 describes how using
minimum and maximum estimates, as opposed to average, changes the assessment of how
each initiative addresses the energy demand criterion. Figure 52 compares the baseline
ranking of initiatives (represented by the triangle) under when using minimum, average,
and maximum cost values. The bars indicate how the initiative ranking changes under the
scenarios, revealing initiative robustness. Table 59 describes the disruptiveness of

scenarios based on the calculated Spearman coefficient.
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Table 57. Life-cycle fresh water use of biofuel pathways presented as the minimum,
maximum, and average of the results from referenced studies.

Estimated Cost
Feedstock Process - ($/_L) Reference
min | baseline max
(average)
Agricultural | Biochemical and | 0.28 0.30 0.33 | Laseretal. (2009)
residue gasification
Algae Hydroprocessing | 0.40 3.19 10.02 | Agusdinata etal. (2011);
(lipid extraction) Carter (2012); Quinn &
Davis (2015)
HTL 1.25 2.52 3.28 | Davisetal. (2014); Jones et
al. (2014); Quinn & Davis,
(2015)
Camelina Hydroprocessing | 0.79 0.90 1.02 | Agusdinataetal. (2011)
Corn stover | Gasificationand | 0.79 1.06 1.27 | Agusdinata etal. (2011);
FT Swanson et al. (2010)
Forest Gasification and | 1.42 1.42 1.42 | Brown etal. (2014)
residue FT
Pyrolysis 0.97 1.04 1.11 | Lietal. (2015)Li
Jatropha - - -
Miscanthus - - -
Municipal Biochemical 0.04 0.11 0.18 | Holtzapple et al. (1999)
solid waste
Palm oil - - -
Rapeseed - - - -
Sorghum - - - -
Soybean Hydroprocessing | 0.12 0.76 1.23 | Pearlson et al. (2013); Seber
etal. (2014)
Switchgrass | Gasification and | 0.52 1.05 1.45 | Agusdinata etal. (2011);
FT Laser et al. (2009)
Tallow Hydroprocessing | 1.04 1.08- 1.14 | Seber etal. (2014)
Wood Gasification and | 1.12 1.32 1.52 | Agusdinata etal. (2011)
FT
Yellow Hydroprocessing | 0.85 0.93 1.04 | Seber et al. (2014); Glisic &
grease Orlovi¢ (2014); Laser et al.
(2009)
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Table 58. Change in assessment of Frame I2? feedstock initiative to cost criterion
based on minimum and maximum LCA literature estimates. Gray shading indicates
where the assessment changes from that made using average LCA estimates.

Average-based

Minimum-based

Maximum-based

Feedstock
Assessment Assessment Assessment

Agricultural

Strongly addresses Strongly addresses Strongly addresses
residue
Algae Somewhat addresses | Somewhat addresses Does not address
Camelina Strongly addresses Addresses Strongly addresses
Corn stover Addresses Addresses Addresses
Forest residue | Somewhat addresses | Somewhat addresses Somewhat addresses
Jatropha Does not address Does not address Does not address
Miscanthus Somewhat addresses | Does not address Does not address
Municipal

Strongly addresses Strongly addresses Strongly addresses

solid waste

Palm oil Does not address Does not address Does not address
Rapeseed Does not address Does not address Does not address
Sorghum Does not address Does not address Does not address
Soybean Strongly addresses Strongly addresses Addresses
Switchgrass Addresses Addresses Somewhat addresses
Tallow Addresses Somewhat addresses Addresses

Wood Somewhat addresses | Somewhat addresses Somewhat addresses
Yellow grease | Addresses Addresses Addresses
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Figure 52. Frame I? initiative rankings using a) minimum, b) average, and c)
maximum cost estimates from the literature. The triangle represents the rank in the
baseline scenario and the high and low bars indicate the change in rank under the
scenarios of preference changes.
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Table 59. Description of differences in scenario disruptiveness when using minimum,
average, and maximum life cycle cost estimates.

Spearman Coefficient Disruptiveness Rank
Min Avg Max Min Avg Max
So1 0.8515 0.8721 0.8721 1 2 3
So2 0.9382 0.9279 0.9368 5 5 5
So3 0.8632 0.8779 0.8632 3 4 2
So04 0.8809 0.7221 0.7294 4 1 1
Sos 0.8559 0.8765 0.8765 2 3 4
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APPENDIX C: SUPPORT OF MODEL VALIDATION

This appendix contains response to questions developed to infer the usefulness of the
proposed method of resilience analytics for the case study of aviation biofuels. These
questions were submitted to stakeholders from the Commonwealth Center for Advanced
Logistics Services (Tom Polmateer) and the Commercial Aviation Alternative Fuels
Initiative (Rich Altman). Due to time conflicts, only responses from Tom Polmateer of
CCALS were received. This appendix contains the questions and responses referred to in

Chapter 10, Section 10.2.
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Survey administered to CCALS representative Tom Polmateer to support validation of the methods. Feedback
was received November 12, 2015.

Questions to Support Validation of Methodology:

Q1. Do you think these methods offer an improvement on current approaches to selecting
aviation biofuel pathways?

Al. Current biofuel research approaches are feedstock technology centric and do not meet
stakeholders and investors need in a constantly changing environment. Virginia supported an
ethanol plant that closed in 2010 before it started production citing “unfavorable market
conditions.” Subsequent after action reviews state the planners failed to consider a resilient
and robust supply chain. From a strategic planning perspective, the proposed methodology is
a definite improvement and value added for evaluating alternatives and reducing risk.

Q2. Do you think these methods proved useful in analyzing the tradeoffs between various
aviation biofuel pathways?

A2. We are already seeing the direct interest in and the value of these methods with respect to
a research grant from the Center for Innovative Technology (CIT) to evaluate the tradeoffs for
aviation drop-in biofuels feedstock pathways in Virginia. Sufficient production and
transportation capabilities are critical but there is also significant political emphasis on
Chesapeake Bay environmental quality and a Delmarva Peninsula region life cycle assessment
(LCA). These methods support, sustain and guide our R&D tradeoff strategy for this award.

Q3. Do you think these methods proved useful in identifying disruptive emergent
conditions to inform strategic planning for aviation biofuel industry development?

A3. Recently a Delegate from the General Assembly asked what made this biofuel research
effort different. The previous efforts failed to consider and plan for disruptive emergent
market conditions and the significance of the feedstock supply-chain. Their planning
assumption was build a biofuel plant and they will come. The Commercial Aviation
Alternative Fuels Initiative (CAAFI) is supporting this R&D effort because the methods are
proving useful to inform strategic planning.

Q4. Do you think the use of multi-criteria analysis is useful in this context?

A4. The scenario based preference analysis methods of iterative problem framing are proving
to be very useful in this biofuel context. When stakeholders are engaged in multi-criteria
analysis defining criteria, scenarios, preferences, and risks there is imnmediate value for
resilience analytics. For stakeholders, this effort may also be the first time they consider the
broader comprehensive strategic context that sets the foundation for the scenario analysis.

Q5. Do you think the use of scenario analysis is useful in this context?
Ab. The scenario analysis brings the broad multi-criteria analysis into focus defining the effort
in terms stakeholders recognize and appreciate. In discussions with the USDA, their state

planning experts were most engaged during the scenario based preferences modeling effort
because this step directly related to their day-to-day efforts.
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Survey administered to CCALS representative Tom Polmateer to support validation of the methods. Feedback
was received November 12, 2015.

Q6. Do you think the use of life cycle assessment and other supplementary analytical tools
are useful in this context?

A6.The LCA is key to resilience analytics for a complex system that values the changing
landscape of uncertain budget priorities, technology disruptions, environmental concerns and
sustainability. Insights from LCAs provide additional data to reduce the level of subjectivity
and inform the overall analysis. Supplemental analytical tools resonate with decision makers,
provide opportunity for additional context and further address their concerns.

Q7. Do you think taking an iterative approach, whereby the scenario-based preferences
model is updated with current information and knowledge increases the usefulness of the
methods?

A7. Updating the sub-systems model is fundamental to the credibility and usefulness of this
methodology. Strategic planning requires an updated iterative approach to meet stakeholders
changing needs and preferences as new information becomes available over time.
Stakeholders value the system-of systems approach that is transparent, flexible, and
documents the thought process. This model requires understanding and communicating the
system interdependencies and interactions.

Q8.Do you think this method is generalizable to other applications, specifically for strategic
planning for R&D in other fields?

A8. There is a direct correlation to DoD’s Cost-Benefit Analysis (C-BA) preference method for
evaluating alternatives. To make the case for a R&D proposal or project the U.S. Army
requires the proponent to weigh the total expected costs against the total expected benefits
over the near, far, and life cycle timeframes from an enterprise perspective. Costs and benefits
include quantifiable and non-quantifiable emergent domains such as opportunity, perception,
risk/uncertainty, political capacity, availability, quality and morale. This strategic planning
C-BA “case” is updated regularly with current information to increase its usefulness for senior
leaders. The resilience analytics lessons are directly transferable to the cost-benefit analysis
method.
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APPENDIX D: SUPPORTING SOFTWARE

This appendix contains screenshots of the Excel-based tool built for analysts and
stakeholders to model scenario-based preferences. Visual Basic (VBA) was used to insert
buttons that function to create tabs for each initiative where LCA data can be entered. The
VBA script is also included in this appendix, with comments to explain the purpose of each

command and to facilitate future adaptations.
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Figure 53. Screenshot of “Criteria” tab in Excel-based decision support tool with LCA integration.
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B5 0 ® Sfx| 28.41 1 |+
Agricultural residue — A — =
Summary C.01 GHG emissions Source C.02 Energy demand Source C.03 Water use Source C.04 Cost Source
Average Minimum  Maximum 41.36 Karlsson et al. (2014) 0.024 Karlsson et al. (2014) 6 Chiu and Wu (2012) 0.33 Laser et al. (2009)
C.01 GHG emissions 28.41 15.46 41.36 15.46 Karlsson et al. (2014) 0.196 Karlsson et al. (2014) 0.29 Laser et al. (2009)
C.02 Energy demand 0.11 0.024 0.196 0.28 Laser et al. (2009)
C.03 Water use 6 6 6]
C.04 Cost 0.3 0.28 0.33

The tool automatically summarizes this
data by average, minimum, and
maximum LCA values

88 < < » »l [7] Sheetl J Criteria | Initiatives | LCA Data | Assessment | Matrix |/ Conditions & Scenarios | Reweighting | Calculations | Results | Agricultural residue | Algae | Camelina / Corn stover | Forest resi(|

Normal View Ready

Sum=104.47 -

Figure 55. Screenshot of example initiative tab in Excel-based decision support tool. The tab is created to allow user
to enter LCA data, which is automatically summarized by average, minimum, and maximum LCA value
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CalbriBody) [*[[12 ¥ B I U E E Z= A $ % » W% EE B-&-A- ~
A Home ‘ Layout | Ta las . Review Developer | | v kv |
D11 - User selects average, minimum, : B
LCA Data Summary or maximum of LCA data to use
Tnstuctions in the assessment
1) Click the button "Generate initiative LCA gabs” to create tabs for each initiative inciuded in the anaiysis
2) Enter data for each LCA impact rion dn each initiative tab
3) Select method for initiative-criterion assefsment Uwﬁm mm mCEBNNANGQ _..OH. mmﬂo:
4) Click the button "Summarize LCA data" tdicomplete the matrix of initiative-(LCA)criterion assessments L. i i .
Note: The data must be re-summarized ifithe method for assessment is changed 1nitiative .WSQ —Ln>|0~.~ﬁ®~.~05 at
Method fof Assessment
<€ the press of a button
Generate LCA tabs H><m$mm Summarize LCA data U —
Agricultural residue Algae Camelina Corn stover Forest residue Jatropha Miscanthus Municipal solid waste Palm oil Rapeseed Sorghum Sc
GHG emissions 28.41 65.18333333 42.18333333 19 14.05 55.5 10 -100 31.333 54.25 0
Energy demand 0.11 0.655230142 0.492902465 0.12575 -0.0651 0.57987 0.09045 0.416666667 0.2875 0.46539475 0
Water use 6 456.1125 0 859.5 0 8267.95 744.5 0 0 2505.222222 01
Cost 0.3 3.04321406 0.904887715 1.06340819 1.166666667 0 0 0.11 0 0 00

Order of iniatives from least to greatest LCA impact

GHG emissions Energy demand Water use Cost.
Municipal solid waste Forest residue Camelina Jatropha
Sorghum Sorghum Forest residue Miscanthus
Miscanthus Miscanthus Municipal solid waste Palm oil
“o«mma residue :\;ﬁmmﬁr\mm are ms\_”nn:m_.mmm i Palm oil Rapeseed

ellow grease Agricultural residue Sorghum Sorghum
Corn stover Oﬂamﬁmg H.,H.OE ﬁmmmﬁ Corn stover Tallow Municipal solid waste
Wood | Palm oil Yellow grease Agricultural residue
Agricultural residue ~§UNOH to mﬁmmﬁmmﬁ Wood Agricultural residue Soybean
Palm oil Soybean Wood Camelina
Switchgrass Yellow grease Algae Yellow grease
Soybean Municipal solid waste Miscanthus Switchgrass
Camelina Tallow Corn stover Corn stover
Tallow Rapeseed Switchgrass Tallow
Rapeseed Camelina Soybean Forest residue

e 88 <« »»l ] Sheetl J Q:m:mL Initiatives ] LCA Data | Assessment | Matrix / Conditions & Scenarios | Reweighting J Calculations wmw:_nwL Agricultural residue | Algae J nwim,_._:m.L Corn stover | Fg * _
e S coom A

Figure 56. Screenshot of “LCA Data” tab of Excel-based decision support noom. At the press of a button, LCA data is
summarized for all initiatives based on the “Method for Assessment” (i.e., average, minimum, maximum) selected by
the user.
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2l B I UE==4A $% * %N EE B-S-A- Basedonselected “Assessment method”
_ A Home _ Layout _ Tables _ Charts _ SmartArt _ Formulas _ Data _ Review _ Developer _ ﬂrm :\;Hmmﬁma\mm are Um—‘.ﬁmﬁmosmg :.-HO _ v v
D30 :*0 @ (= \x_ ﬁ~ Q : Q »umn b
Initiative-Criterion Assessment QCN% 1es an Nmm~m5® one ot four =
e qualitative assessment, which can be
1) Select the qualitative assessment of how well each initiative address the non-LCA criteria (yellow) Ormzmmg <mm— QﬂOﬁQCS\S menu
2) If desired change the assessment from that based on LCA data (green)

x01 Agricultural residue x02 Algae x03 Camelina x04 Corn stover x05 Forest residue x07 Miscanthus

%06 Jatropha x08 Municipal solid waste x09 Palm oil

C.01 GHG emissions

C.02 Energy demand
C.03 Water use

C.04 Cost

C.05 Current availability
C.06 Potential availability

Zo: LCA criteria assessments are in

[« »» - Sheetl | Criteria J Initiatives | LCA Dat= mam_: a {0ns g Scanarios o Reweighting - Calculations  Results | Agricultural residue | Algae | Camelina / Corn stover | Forest re | [n]
[P rTr—r yellow and left blank for the user to, T T -

select from the dropdown menu

Figure 57. Screenshot of “Assessment” tab of Excel-based decision support tool, where qualitative assessments are
automatically made for LCA-criteria for all initiatives.
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