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ABSTRACT 

 

Single molecule localization microscopy (SMLM) is a powerful tool to measure the 

spatial localization of molecules with tens of nanometer precision and tens of millisecond 

time—resolution. When applied to living cells, it can provide the spatial and temporal 

information of molecular localization and diffusive behaviors of individual proteins in vivo. 

To fully characterize the distribution of molecular behavior, analysis of a large number of 

individual measurements is required. The work presented here focuses on the accurate 

extraction of protein diffusive states from experimental measurements using aberration 

corrected SMLM. The computational analysis framework fits well-sampled experimental 

distributions. The robustness of this approach is demonstrated using single-molecule 

trajectories acquired at different exposure times. The diffusive states are resolved. The 

results indicate that the fluorescent protein mEos3.2 undergoes confined Brownian 

diffusing in live Y. enterocolitica cells. To further the quality and quantity of single-

molecule localizations, a phase-retrieved vectorial PSF model is introduced to account for 

aberrations in ultra-wide fields-of-view imaging. The spatially-variant aberrations in two 

color channels of a 3D single-molecule microscope are quantified. By computationally 

correcting spatially-variant aberrations during data post-processing, emitters can be 

localized with improved precision throughout the ultra-wide field-of-view.  
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1.1 Overview  

Since the advent of microscopy, it has been widely used in various scientific fields. Its 

use in biology has made it possible to observe single eukaryotic cells and even smaller 

bacterial cells which are not observable with the naked eye. However, the resolution of 

conventional light microscopy, defined as the minimum distance between two 

distinguishable objects, is limited by diffraction. The diffraction limit, determined by the 

wave nature of light, is roughly half of the wavelength at the lateral direction, around 200-

300 nm if visible light is used, which is two orders of magnitude larger than the size of 

individual molecules. The diffraction limit had long been a major barrier to observe 

molecular behavior and inter-molecular interactions with light microscopy.  

Fluorescence microscopy is a powerful tool to observe targets of interest in different 

environments by tagging them with a fluorescent probe. The fluorescent probes provide 

high specificity, high contrast against unlabeled background and minimal invasiveness. 

Still, conventional fluorescence microscopy suffers from the diffraction limit. Since 1994, 

scientists have found ways to surpass the diffraction limit of fluorescence microscopy, i.e., 

super-resolution microscopy, which was awarded the 2014 Nobel Prize in Chemistry [1-

5]. Super-resolution microscopy can be roughly divided into two families.  

The first family improves the resolution by engineering the illumination pattern. Such 

methods include STimulated Emission Depletion microscopy (STED)[1], the REversible 

Saturable OpticaL Fluorescence Transition microscopy (RESOLFT) family [6-8] and 

Structured Illumination Microscopy[9]. By forcing molecules encompassing a spot smaller 

than diffraction limit into a dark state which does not emit fluorescence, STED and 

RESOLFT microscopy are able to detect the fluorescence signal from the encompassed 
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spot, thus achieving a resolution below diffraction limit. SIM employs a different 

methodology by illuminating the sample with a series of phase-shifted patterns to obtain 

information of higher spatial frequency otherwise unobservable, thus bypassing the 

diffraction limit.   

The second family breaks down the barrier of diffraction limit by localizing individual 

molecules with a precision and accuracy that is tens of nanometers or even smaller, 

depending on the magnitude of collected photons and background signals. Such 

microscopy is termed Single Molecule Localization Microscopy [Fig. 1.1], which includes 

STochastic Optical Reconstruction Microscopy (STORM) [2], (fluorescence-)Photo-

Activation Localization Microscopy (PALM/f-PALM)[3, 4] and different derivatives 

thereof, for instance, direct-STORM [10]. Structures of interest are densely labelled with 

fluorescent probes, which can be organic dyes or fluorescent proteins. When a probe is in 

a fluorescent ON state, its emitted photons are captured on camera, resulting in a 

distribution of photons called Point Spread Function (PSF). By actively controlling the 

concentration of these emitting fluorescent probes through different mechanisms, SMLM 

allows to separate nearby molecules spatially and temporally, avoiding the overlap of PSFs 

on camera. The spatial information of molecules can be extracted from individual PSFs by 

fitting them with appropriate algorithms.  
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Figure 1.1. the principle of Single-Molecule Localization Microscopy. a) photons 

from an emitter are distributed on camera detector, resulting in an extended 2D 

intensity profile, i.e., Point Spread Function. The size of the PSF is dependent on 

the wavelength and the numerical aperture of the objective lens. By fitting the PSF 

with an appropriate model, for example the Gaussian model shown here, the center 

can be measured with a precision at the scale of a few tens of nanometers, an order 

magnitude smaller than the PSF size. b) by actively controlling the concentration 

of emitters in fluorescing state, one can separate emitters spatially and temporally. 

Here a hypothetical structure, densely labeled with fluorophores, within a cell is 

shown. At different time points, t1, t2 and so on, different subsets of fluorophores 

are detected and localized. By combining all localizations, one can super-resolve 

the underlying structure. Figure reproduced from ref. [11]. 
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The work in this dissertation is performed on a home-built single molecule localization 

microscope (SMLM), which belongs to the second family. With the ability to detect and 

localize individual molecules over time in living cells, we aim to extract single-molecule 

dynamic information from the localizations. Meanwhile, it is important to study the 

dynamic behavior of fluorescent proteins for future assessment of their potential use for 

labeling in live cell imaging. To localize molecules with a good accuracy and precision, an 

appropriate PSF model is required.  

 

1.2 Single Molecule Localization Microscopy 

SMLM has been widely used in different scientific fields and has facilitated many great 

discoveries. For instance, it enables the mapping of a non-fluorescence process by imaging 

its competing auxiliary fluorescence reaction and provides quantitative information of 

reactant adsorption affinities on the surface [12]. Because of the excellent resolution, it has 

revolutionized the biology field and deepened the understanding of biostructure and 

biomolecules. By tagging molecules of interest with a fluorescent probe and collecting 

thousands of frames at high time resolution, SMLM facilitates a deeper understanding of 

molecular behaviors. Each frame contains PSFs of a subset of densely labeled molecules, 

which can be fitted to retrieve the spatial information of these molecules. With these 

localizations, one can construct a super-resolved structure, which contributes to a precise 

mapping of spatial organizations within a complex structure, such as the nuclear pore 

complex in U2OS cells [13]. SMLM with the capacity of multicolor imaging facilitates the 

measurements  of protein-protein interactions or the spatial distribution of many proteins 

[14]. Furthermore, by connecting the localizations of a single molecule from frame to frame, 
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one can analyze the movement of fluorescently labeled molecules or nanoparticles, leading 

to observing the conformational change of a molecule during a certain biological process 

[15] or the movement of molecules in real time [16]. 

 Notably, it requires three-dimensional information to reconstruct a structure and it 

requires a fourth dimensional information, i.e., time to monitor the movement of molecules. 

From frame to frame, one can gain the time information of the emitter and the specimen. 

The key point lies in deciphering the 3D spatial information of a molecule from the PSFs. 

A regular PSF from an in-focus emitter can be approximated to a Gaussian spot or more 

accurately, an Airy disc. The lateral information of a molecule can be decoded from the 

center of PSF. However, due to the high symmetry of PSFs around the focal plane and the 

quick dispersion of photons when out of focus, it is hard to pinpoint the axial information 

with good accuracy and precision and the range is limited to less than one micrometer. To 

overcome this disadvantage of regular PSFs, several forms of microscopy have been 

developed to enable the extraction of 3D information of emitters. One form is multifocal 

plane microscopy or biplane microscopy [17]. In this methodology, the emitted photons 

are collected on two cameras which are focused on different object planes a known distance 

apart. By combining PSFs on different cameras, the axial information of the emitter can be 

derived. A second way to encode the axial information is by a 4π interferometric 

configuration[18]. The wave-particle duality of photon allows a single photon to travel 

through two distinct paths at the same time and later interference with itself. The detected 

intensities after self-interference, determined by the optical length difference between two 

optical paths, can be utilized to decode the axial position of emitters. Many groups employ 

a different method to encode the axial information, that is to engineer the PSF by 
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introducing artificial aberration into the optical system. By introducing artificial aberration, 

the shape of PSF is able to change appreciably relative to axial position of emitter. Double-

Helix PSF [19], is one of such engineered PSFs which we employ to encode the axial 

information of emitters in our microscope system. Briefly, we introduce a 4f system into 

the optical path and then insert a phase mask in the Fourier plane which is conjugated to 

the focal plane of objective lens. Through the phase mask, emitted fluorescence photons 

are split into two lobes instead of the regular PSF. As the axial distance of an emitter to the 

focal plane changes, the relative angle between these two lobes changes while the 

intensities of the two lobes stay unchanged or the change is negligible. Thus, from the 

center of the two lobes the lateral position of emitter is known and from the angle the axial 

position of emitter is determined. DH-PSF has an improved working axial range of about 

2 µm, which is suitable to study molecules inside a bacterial cell.  

 

1.3 Single-Molecule Tracking 

Due to its ability to resolve 3D information of molecules or nanoparticles, SMLM has 

been widely used by many groups to study biological molecules or complex structures. 

Moreover, unlike other high-resolution methods such as electron microscopy [20] or cryo-

electron tomography [21], fluorescence microscopy does not mandate sample fixation, thus 

enabling collection of real-time images of living cells. Thus, SMLM is an ideal candidate 

to study the 3D dynamics of molecules in biological sample. One important application is 

to track the movement of fluorescently tagged molecules, which reveals the spatial and 

temporal information of molecular behavior. Notably, SMLM is equipped with the power 

to observe individual molecules, of which the dynamics can be very different from 
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ensemble-averaged dynamics that are provided by other methods such as fluorescence 

recovery after photobleaching (FRAP) [22]. Each individual molecule’s trajectory can be 

sampled by connecting its localizations at different time points. From the trajectory, an 

apparent diffusion coefficient or molecular displacement between different time points can 

be calculated. When combined with the cell space information, it provides insights into 

how a molecule moves within a cell. If sufficiently sampled, the distribution of apparent 

diffusion coefficients or molecular displacements provides a quantifiable measure to study 

the motion behavior of molecules in the cell. Single molecule tracking with SMLM has 

been used to study various biological molecules. For instance, Bayles et al. employed 

PALM to investigate the dynamics of membrane proteins in live cells of plant Arabidopsis 

thaliana [23]. Persson et al. used sptPALM to study the diffusion of RNA helper protein 

Hfq in E. coli cytoplasm [24].  

If a molecule is moving in a Brownian way, it has long been shown that the mean 

squared displacement is proportional to the diffusion coefficient at a given time point. 

However, due to the confinement imposed by the cell membrane, the apparent diffusion 

coefficient may deviate from the true diffusion coefficient. Further, multiple diffusive 

states can exist at the same time due to self-interaction or interaction with other cellular 

components, resulting in a drastic change in the diffusive behavior of the molecule. To 

resolve the diffusive behavior of molecules, such as the type of diffusion, diffusive state 

number and respective populations of these states, it requires careful data collection, 

processing and analysis to extract the underlying information.  

In the work presented in this dissertation, the robustness of a framework to extract the 

diffusive states of fluorescent proteins and the relative abundancy of these states is 



17 
 

validated. First, a library consisting of distributions of different unconfined diffusion 

coefficients are obtained by simulating molecular diffusion in a confined volume. Then, 

the library is used to fit the experimentally acquired distribution of apparent diffusion 

coefficients through linear combination of multiple diffusive states. This approach is used 

to fit two datasets acquired with different exposure times of the same fluorescent protein 

and the same result are reached for the two datasets. The results will be described in detail 

in Chapter 3. 

 

1.4 Optical Aberrations 

Powerful as SMLM can be, it does suffer from artefact. The property of fluorescent 

probes, such as its brightness and on- and off-duration times, fundamentally determines the 

precision of SMLM. Many important factors should be taken into account, such as noise 

model, PSF approximation model and possible optical aberrations present in the optical 

system. Optical aberrations, which distort the shape of PSF and lead to inaccuracy in 

localizing molecules, results from the instrument itself and the sample. For instance, 

wavelength-dependent chromatic aberration in the system makes it hard, if not impossible, 

to focus lights of different wavelengths at the same position, which leads to chromatic shift 

in both lateral and axial directions [25, 26]. As implied before, photon budget is of key 

importance to localization precision [27], so current SMLM uses an oil-immersion 

objective lens with a high numerical aperture to collect as many photons as possible. 

Experimentally, biological samples are mounted on top of a glass coverslip and immersed 

in water or water-based medium. This introduces as least one interface between different 

media with a refractive index mismatch. To be specific, the mismatch is between oil/glass 
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and the water-based biological sample, which results in spherical aberration. As the depth 

of imaged emitter increases, sample-induced aberration becomes significant and 

deteriorates imaging quality.  

To correct for the abovementioned factors, a proper localization algorithm must be used 

and optical aberrations should be experimentally or computationally corrected. To 

experimentally correct optical aberrations, adaptive optics are usually employed by adding 

a phase correction component, such as Spatial Light Modulator, in the optical path [28]. 

To computationally correct the aberrations in the system, piecewise polynomial functions 

are used to interpolate experimentally acquired PSFs [29] or theoretical models based on 

scalar or vectorial diffraction theory are used to account for the actual light propagation in 

the system [30-32].  

As mentioned before, to distinguish individual molecules, only sparse molecules are 

allowed to stay in fluorescent ON state in each frame. To increase the throughput and 

reduce possible phototoxicity induced by long time exposure to laser, sCMOS cameras 

with an ultrawide field-of-view are used [33], which enables the simultaneous imaging of 

many cells. Notably, the aberrations are spatially variant across the field-of-view [34], 

which increases the difficulty of localizing single molecules with simultaneous high 

throughput and high precision and accuracy. Local calibration curves can be generated to 

correct the spatially variant aberration [34]. This method is not satisfactory because it 

requires many experiments to obtain curves that cover a large portion of the field-of-view 

or it requires an extra step of interpolation to correct aberration in the space between curves.  

In the work we employ a vectorial PSF model to characterize the misalignment of phase 

mask and the spatially variant aberrations in two color channels of a single molecule 
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localization microscope. This model provides maps of the magnitude of different 

aberrations, specifically, Zernike mode 4-15, throughout an ultrawide field-of-view. The 

maps enable query of aberration magnitude(s) at any location in the field-of-view for 

localization. This vectorial PSF model outperforms commonly used double-Gaussian 

model for DH-PSF. The details of the model and the performance of it will be described in 

Chapter 4.  

 

1.5 Dissertation Overview 

SMLM provides a method to pinpoint the positions of individual molecules of interest 

with a precision and accuracy that is two orders smaller than the diffraction limit. The 

dissertation will detail the properties and instrumentation of SMLM in Chapter 2. Then I 

will focus primarily on two aspects of SMLM: its application to track protein diffusion and 

the characterization of aberrations in the optical system in Chapter 3 and Chapter 4, 

respectively. Specifically, in Chapter 3, I will detail the calibration of the camera and how 

localization and single particle tracking are realized, followed by diffusion analysis of the 

fluorescent protein mEos3.2. Chapter 4 will first describe how we characterize the spatially 

variant optical aberrations of Zernike modes 4-15 in our system. Then the performance of 

our model will be compared with double-Gaussian model that is commonly used for DH-

PSF, followed by how the model helps optimize the experimental data collection and 

simulation. Finally, Chapter 5 will discuss the significances and future directions of the 

described work. 



 
 

Chapter 2: Single Molecule Localization 

Microscopy



 
 

2.1 Single Molecule Localization Microscopy 

Fluorescence microscopy is a powerful tool to study specifically labeled molecules and 

has been used in many fields. In the field of biology, it provides information about events 

occurring inside cells, tissues and whole organism in a non-invasive way. However, it is 

fundamentally limited in its resolution by diffraction. The diffraction limit was first 

described by Ernst Abbe and is known as [35]: 

𝑑𝑥,𝑦 =  
𝜆

2 ∙ 𝑛 ∙ 𝑠𝑖𝑛𝜃
(2.1) 

where d is the diffraction-limited resolution when a light of wavelength λ travels through 

a medium with refractive index n and converging to a spot with half-angle θ. The portion 

of 𝑛 ∙ 𝑠𝑖𝑛𝜃 is called the numerical aperture (NA). The resolution, defined as the minimum 

resolvable distance between two objects, is roughly 200-300 nm when a visible light and 

high-NA (about 1.4-1.6) are used. The abovementioned number only describes lateral 

resolution. The resolution along the z-axis is worse than that along x, y-axis and is written 

as follows [36]: 

𝑑𝑧 =  
𝜆

𝑛 ∙ (𝑠𝑖𝑛𝜃)2
(2.2) 

 Many subcellular structures have features that are an order of magnitude smaller than 

this limit. For instance, the diameter of microtubules are about 25 nm revealed by electron 

microscopy [37]. Super-resolution microscopy has been developed to overcome this 

diffraction barrier, allowing a deeper understanding of molecular behavior and interaction 

in cells.   
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The first family of super-resolution microscopy is illumination-based, which was 

briefly described in Chapter 1, so discussion thereof will be omitted here. The work in this 

dissertation is accomplished with a photoactivation localization microscope (PALM), 

which belongs to the second family of super-resolution microscopy termed single molecule 

localization microscopy (SMLM). Different approaches of super-resolution microscopy 

are thoroughly reviewed [38-41]. The rest of this chapter will discuss several important 

aspects of SMLM, including its concept, the property of fluorophores, extension to 3D 

SMLM, localization algorithms, phototoxicity, and photobleaching.  

 

2.1.1 Single Molecule Localization Microscopy 

The second family of super-resolution microscopy, termed single-molecule 

localization microscopy, relies on actively switching fluorophores ON and OFF and then 

localizing individual fluorophores with high precision, at a so-called “super-resolution” 

level. This family was first independently developed by three groups and given different 

names [2-4]. PALM/fluorescence-PALM use photoactivatable or photoconvertible 

fluorescent proteins, whereas stochastic optical reconstruction microscopy (STORM) was 

first realized using organic fluorophore pairs Cy3 and Cy5. 

Single molecule imaging was firstly realized by Moerner et al. at cryogenic temperature 

[42]. It has been extended to standard microscopy at room temperature [43, 44]. When 

photons emitted from an infinitely small emitter reach the camera detector, they cannot be 

focused to an infinitely small point. Instead, they converge, interfere at the focal plane, 

producing a diffraction pattern, which is the point spread function (PSF). The size of the 
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PSF is dependent on the NA of the objective lens and the light wavelength. The two-

dimensional PSF originating from a single emitter allows one to pinpoint the center of that 

emitter with a much higher precision well beyond diffraction limit. 

When the signal collected is predominately from a static single emitter, i.e., the 

background noise is sufficiently low,  the best localization precision of SMLM for an 

isotropic emitter at or near the focal plane can be described as [27]: 

𝜎 =
𝑠

√𝑁
(2.3) 

Where σ is the lateral localization precision, s is the standard deviation of 2D PSF 

intensity profile fit with a Gaussian function, and N is the number of photons collected 

from the emitter. However, this is an over-optimistic assumption. In practice, the 

background noise and pixilation of camera detectors cannot be neglected, ultimately 

contributing to the localization precision. Taking all these factors into account, the 

precision can be described as [27]: 

𝜎2 =
𝑠2 +

𝑎2

12
𝑁

+
4√𝜋𝑠3𝑏2

𝑎𝑁2
(2.4) 

Where a is the size of the pixel and b is the background noise. The localization precision 

can also be experimentally estimated as the standard deviation of repeated localization 

measurements of the same stationary fluorescent emitter, such as fluorescent beads. Further, 

the resolution of a microscope is heavily dependent on the localization precision as well as 

the labeling density, quantified by the Nyquist criterion [4]. It requires the mean distance 

between neighboring localized molecules to be at least twice as fine as the resolution. To 

optimize these imaging parameters, one can modulate the laser intensity which directly 
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affects localization precision and effective labeling density [45]. It is recommended to 

experimentally optimize imaging parameters for each system being probed. 

Localizing with a good precision only is not enough for resolving many biological 

structure or dynamics since a vast majority of proteins of interest in biological samples has 

a significantly higher density than one molecule per diffraction-limited volume. In such 

cases, the fluorescence image of molecules appears as a fuzzy diffraction-limited spot, 

which is the summation of many overlapping PSFs. The way to surpass this problem is to 

limit the concentration of emitting molecules so that their PSFs are spatially separated. The 

discovery of photoactivable fluorescent labels made this possible [46]. It starts with a vast 

majority of fluorophores in a dark state and then thousands of sparse subsets of 

fluorophores are excited to fluoresce sequentially in time [2-4]. The sparsity of emitting 

fluorophores ensures that PSFs from individual emitters don’t overlap spatially, while the 

separation of different subsets in time makes it possible to sample as many labelled 

molecules as possible in a volume. The accumulated localizations are used to reconstruct 

a super-resolved structure or reveal the motion of molecules.  

 

2.1.2 Fluorescent Probes 

SMLM relies on the sequential activation of a sparse subset of fluorophores which are 

first in a dark state to ensure that individual emitters are probed. The temporal and spatial 

separation is fundamentally limited by the employed labelling strategies as well as the 

physical and chemical properties of the fluorophores, e.g., the brightness, specificity, and 

photostability etc. Commonly used probes are fluorescent proteins, organic fluorescent 
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dyes, quantum dots, and hybrid systems which combines a genetically encoded target 

peptide with a separate fluorophore. Despite their distinct features, all classes of the 

fluorophores used in SMLM share the same quality that they can be photoactivated, 

photoswitched, or photoconverted by light of a specific wavelength for detection [47]. 

Photoactivation is the process during which a fluorophore is activated from a dark state to 

a bright fluorescent state upon illumination with UV or violet light. Alernatively, 

photoconvertible fluorophores is capable of being optically transformed from one 

fluorescence emission bandwidth to another by UV or violet light. In contrast to 

photoactivatable and photoconvertible fluorophores, photoswitchable fluorophores can be 

alternatively turned on or off with specific wavelength of light. All of them can be 

collectively termed optical highlighting[48].  

In 1962, green fluorescent protein (GFP) was first discovered by Shimomura et al. from 

Aequorea victoria jellyfish [49]. Later, its spectrum and the chromophore were described 

[50-52]. Since this initial discovery, fluorescent proteins from other organisms have been 

reported [53-55]. These fluorescent proteins and their variants provide the capability to 

observe fluorescently labeled target of molecules against the otherwise dark background. 

More importantly, they can be genetically encoded together with the protein of interest, 

which is compatible with live-cell imaging. The genetic fusion of the protein of interest 

with fluorescent proteins provides high specificity but also may suffer from artifacts such 

as molecular behavior changes in the molecular behavior of the labelled molecule, resulting 

in its dysfunction and possibly cell death if the non-functional molecule is required for vital 

cell process. Aside from the requirement that they should be able to exhibit features of 

optical highlighting, the brightness, chromophore maturation rate and oligomerization 



26 
 

tendency of fluorescent proteins should be considered. For instance, the fluorescent protein 

mEos2 provides high photon budget but it can form dimers and high-order oligomers, 

which are more likely to perturb the function of the protein of interest. This has led 

scientists to design a truly monomeric variant mEos3.2 [56]. The other disadvantage of 

fluorescent proteins is that they are ~10 times dimmer than organic dyes, which means a 

lower resolution. Ultimately, one must consider the trade-off of high-specificity in labelling 

when using fluorescent proteins with the disadvantages of possible perturbation of function, 

as well as their relative dimness compared to organic dyes. It is highly recommended to 

carefully compare genetically modified cells with wild-type cells. In addition, the study of 

the dynamic behavior of fluorescent proteins is necessary if it is used in living cells, and 

the possible effect of a fluorescent protein on the behavior of protein of interest must be 

taken into consideration.  

The first use of fluorescent organic dyes in SMLM dates back to the first report of 

STORM where the photoswitchable fluorophore combination of Cy3 and Cy5 is used [2]. 

Organic dyes, as well as inorganic quantum dots, exhibit desirable features, such as small 

size, high brightness, and excellent photostability [57]. However, targeting them to 

molecule of interest inside the cell is difficult, especially in live cell imaging where the 

membrane of cells functions as a barrier. Of the commonly used organic dyes, rhodamines 

have a high potential for intracellular live cell imaging due to their  membrane permeability 

[58]. Moreover, an extra linker is required to connect the label with the target molecule, 

which adds uncertainty to the spatial relationship between the label and the target molecule. 

Low labeling efficiency is another disadvantage, which actually affects the resolution 

according to Nyquist criterion [59, 60]. The bulky size of the linker, in many case 
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antibodies, prohibits dense labeling. Many of these organic or inorganic fluorophores are 

not membrane permeable, therefore incompatible with live cell imaging. This restricts their 

use to cell-surface proteins or fixed cells.  

It is ideal if one can combine fluorescent proteins’ high specificity with small-sized 

organic dyes’ excellent brightness. The hybrid systems haven’t fully achieved the aim yet, 

but they offer a promising future. These systems combine a genetically encoded self-

labeling protein tag or site-specific incorporation of non-natural amino acids in live cells 

and a small synthetic fluorophore[61-63]. SNAP-, CLIP-, and Halo-tags are used to achieve 

live-cell staining with fluorescent dyes [64-66]. For example, the Halo-tag, which is a 

modified bacterial enzyme, can form a covalent bond with synthetic molecules [66]. As is 

the case of fluorescent proteins, the relatively large size of these tags (~25-30 kDa) can be 

prohibitive and perturbative. Chemical dye labeling can suffer from high background levels 

if excess dyes are not sufficiently removed. If multiple wash steps are involved to remove 

excess dyes, artifacts may be introduced. On the other hand, labeling proteins in the 

cytoplasm through noncanonical amino acids (ncAAs) requires fixation of sample, as well 

as additional chemical manipulation and expression of specific orthogonal tRNAs and 

aminoacyl-tRNA synthetases [67]. Other methods are employed to amplify the 

fluorescence signal by binding many fluorescent proteins, such the use of the Sun-tag [68]. 

However, the drawback of bulky size discourages universal implementation.   

To choose a labelling method, one needs to consider many factors. For instance, is it in 

vitro or in vivo imaging, fixed sample or live cell imaging? Organic fluorophores are easy 

to use for in vitro or fixed sample imaging, and they provide good localization precision 

for its brightness. However, as stated before, it requires multiple wash steps to eliminate 
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possible background fluorescence from non-specifically or unbound probes. If it is live cell 

imaging, the location of protein of interest is important in determining the labelling 

methods. Nikic et al. demonstrated the use of organic fluorophores to label proteins on the 

cell surface via ncAAs and click chemistry [69]. However, this method can be difficult for 

proteins inside the cells because the membrane poses a barrier for organic fluorophores. 

Moreover, the labelling efficiency and specificity of organic fluorophores need to be 

considered. In the case of intracellular proteins or proteins of unknown location, 

fluorescent proteins are better candidates for their high specificity through genetic fusion. 

To sum up, the cons and pros of each kind of labeling must be carefully thought through, 

and it needs to be experimentally tested. 

 

2.1.3 Axial Position 

To fully understand the molecular arrangement or dynamic inside a cell, a vertical z-

axis information is needed. This axial information can be revealed by a variety of means. 

Many microscopes use an oil-immersion objective lens with high-NA to image water-based 

samples. When the emitter is close to the refractive index mismatch boundary, the 

evanescent fluorescence signal, also called the supercritical angle fluorescence, can be used 

to infer the axial position of emitters with a precision down to 15 nm [70, 71]. The fraction 

of supercritical angle fluorescence to total fluorescence monotonically decreases as the 

emitter goes deeper into the sample. However, this method can only localize emitters with 

a distance to the refractive index mismatch boundary less than a wavelength. Recently, the 

technique has been combined with astigmatic imaging to extend the imaging depth to about 

2 µm with a weak anisotropic resolution [72]. 



29 
 

The PSF itself contains axial information which can be derived through imaging 

processing. A defocused PSF is broadened in size compared to an in-focus PSF. However, 

the size of a regular PSF does not change appreciably when the z-position of the emitter is 

near focus or when the photons are too dispersed because the emitter is far from focal. 

Biplane microscopy was used for 3D tracking before its application to SMLM [73]. It  

derives depth of the emitter by capturing two images set to two different object planes with 

known distance between them [17]. The ratio of PSF sizes in the two images changes 

monotonically with the emitter’s axial position. It achieves live-cell imaging with a sub-

100 nm resolution with a depth of field less than 1 µm without scanning.  

Another way to derive the z-position of an emitter is to harness the interferometry along 

the axial direction with a 4π interferometric configuration[18]. The wave-particle duality 

of photon allows a single photon to travel through two different z-dependent paths at the 

same time. These paths are ultimately combined, which results in self-interference of the 

photon. The detected intensities on different cameras after self-interference, determined by 

the optical length difference between different optical paths, are utilized to decode the axial 

position of emitters. The implementation of dual objectives in 4π detection geometry 

increases the number of collected photons, thus improving localization precision in all 

dimension. PALM using multiphase interferometry, known as iPALM, achieves sub-20 

nm 3D localization resolution with fluorescent proteins. It has demonstrated its superior 

performance by resolving membrane, microtubules, endoplasmic reticulum and focal 

adhesion architecture [18]. However, the requirement for self-interference highlights the 

relatively complex instrumentation of iPALM. It is also sensitive to perturbations of the 

microscope stage. At its early development stage, the imaging depth was limited to less 
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than 1 µm. Huang et al. has successfully extended the vertical range to image cells as thick 

as ~10 µm, increasing its applicability to different systems [74]. 

A third way to encode axial information is to engineer PSFs so that its shape changes 

appreciably with an emitter’s z-position. One of such methods introduces astigmatism into 

the optical system by inserting a cylindrical lens in the emission path [75]. The cylindrical 

lens creates slightly different focal planes for the x and y directions. In this way, the PSF is 

changed to from a circular to an elliptical PSF of which the ellipticity and orientation 

change as the z-position of the emitter varies. By fitting the PSF with a 2D Gaussian 

function, the x- and y-localizations are determined from the center of the Gaussian function 

while the z-localization is determined from the widths at x- and y-directions using a 

calibration curve. Double-helix PSF is another commonly used engineered PSF [19, 76]. 

In particular, the regular PSF is replaced by two lobes, which can be approximated as 

Gaussian spots. The relative angle between its two lobes indicates the axial position while 

the midpoint of the two lobes determines the x, y-position. Compared to regular PSF, DH-

PSF at least has two advantages: 1) extended working distance (~ 2-3 µm) and 2) relatively 

bright lobes. DH-PSF also provides higher Fisher information for 3D localization [19]. 

This is done by inserting a wavelength-specific phase mask in the emission pathway. 

Similarly, by employing different phase masks, PSFs can be engineered to other shapes, 

such as tetrapod [77], corkscrew [78], bisected-pupil[79] and self-bending PSF[80]. 

Notably, deep learning approach has been used to design the optimal PSF for high-density 

emitter case, which can help improve imaging throughout [81]. In this dissertation, DH-

PSF is used. In addition to abovementioned advantages, it can be approximated as two 
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Gaussian spots, which is easy to process. The working distance of it is particularly suitable 

for imaging bacterial cells. 

 

2.1.4 Emitter Localization Algorithms 

PSFs generated from emitting probes are used to infer the emitters’ positions by using 

certain localization algorithms. When a sufficient fraction of all emitters is detected, a 

super-resolved image can be constructed. The effective attainable resolution is closely 

related to the precision of the localization algorithm used. Precision measures the random 

statistical variability of many repeated measurements and it is commonly expressed in 

terms of the standard deviation of repeated measurements. Here, it is important to note the 

difference between resolution and precision. Resolution is directly affected by precision, 

but also is deeply intertwined with the labeling approach. Precision is dependent on many 

parameters, such as the fluorescence signal, the background photons, noise, the camera 

pixel size, motion blur from moving molecules and the localization algorithm [11, 27, 82]. 

Theoretically, the best achievable precision for an unbiased localization algorithm is the 

square root of the Cramer-Rao lower bound (CRLB), which is given by the inverse of the 

diagonal terms of the Fisher information matrix [83, 84]. The achievable accuracy of a 

localization algorithm, which describes how close the measurement is to the truth, has no 

such a fundamental limit.  

Several algorithms are used in the field to localize individual emitters that are well 

spatially separated in a frame. The simplest estimator is the centroid [27, 85]. QuickPALM 

is such an estimator which computes the spot position by finding the center of mass of the 
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PSF [85]. Another way is to localize emitters by computing the radial symmetry center of 

the PSF, which can lead to systematic error when aberrations exist [86]. The most 

commonly used method fits the detected PSFs to a model, which is slower than the 

previously mentioned methods but provides more accurate result. This involves an 

optimization routine to minimize the mismatch between data and the model. Commonly 

used estimators are Least Square (LS) and Maximum Likelihood Estimation (MLE) 

algorithms. LS fits are to minimize the weighted or unweighted squares of the difference 

between the two-dimensional Gaussian model and actual pixelated data [3, 87]. MLE is a 

more accurate estimator because it takes into account the signal and the noise model. Using 

the latter algorithm, emitters are localized by maximizing the likelihood of obtaining the 

observed data, assuming estimated parameter values, such as photon counts, position and 

background etc. More importantly, it can achieve the CRLB, the  theoretical limit which 

unbiased algorithms can approach [88]. Others have done exhaustive work comparing LS 

and MLE [88-90].  

To reconstruct a super-resolved image, one has to sample as many fluorescently labeled 

molecules as possible. This is done by repeatedly exciting a set of sparse molecules over 

many frames. Individual, non-overlapping PSFs are localized with high precision in each 

frame and their localizations are pooled, which requires long data acquisition times. Issues 

of localizing emitters occur when a large PSF is used, or when the labeling density is high, 

as this leads to overlapping PSFs. To account for these situations, overlapping PSFs are 

rejected [87, 91] or localized with algorithms specially developed to localize high-density 

emitters [92-95].  
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2.1.5 Phototoxicity and Photobleaching 

One advantage of fluorescence microscopy is that it is compatible with live cell 

imaging. Live cell imaging enables the observation of the dynamic processes within cells 

in real time. For example, Yu et al. directly observed real-time expression of yellow 

fluorescent protein-tagged membrane targeting peptide with single-molecule sensitivity 

[96]. During data acquisition for SMLM, high-intensity excitation laser or near-violet laser 

is used for optical highlighting. This may alter the cell physiology or even cause cell death 

(phototoxicity) [97-99]. It can photoconvert organic fluorophores to a blue-shifted 

fluorescent molecule [100], or even lead to the loss of fluorescence signal of fluorophores 

(photobleaching) [98]. This unwanted result is mainly induced by reactive oxygen species 

(ROS), the generation of which depends on the properties of the fluorophores and the laser 

dose [101-104]. ROS are varied, and are involved in a range of biological processes such 

as aging and signaling [105]. Generally, they cause oxidative damage to DNA, proteins, 

lipids and fluorophores. Antioxidant-rich media are used to reduce the cellular damage 

caused by ROS, allowing cells to endure a higher laser dose [106]. To decrease sample 

damage, one can reduce the illumination laser dose by adjusting the laser intensity or the 

exposure time.  Controlled light-exposure microscopy reduces photobleaching and 

phototoxicity two- to ten-fold by spatially controlling the light exposure time in a confocal 

microscope [98]. Total internal reflection fluorescence (TIRF) microscopy [107] and light-

sheet microscopy [108, 109]  are used to limit the illuminated sample volume. Point 

accumulation for imaging at nanoscale topology (PAINT) ideally can surpass the 

photobleaching problem because it relies on transient binding of imager to docking site in 

a medium where the imager is abundant [110]. For the work in this dissertation, we used 
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epi-illumination with high-intensity laser but limited the exposure of the sample to only a 

few minutes when imaging live cells. It is confirmed that living cells under such conditions 

can still divide on the coverslip [111, 112].  

 

2.2 Instrumentation 

Since the advent of super-resolution microscopy, it has gained attention from different 

scientific fields. Due to its wide applicability, the commercialized super-resolution 

microscopes are now available. For instance, Nikon offers SIM, STORM and STED 

microscopes. These commercialized products save the customers the time devoted to 

constructing a complex optical system. However, they lack some flexibility which a home-

built 3D single molecule localization microscope can offer. Home-built microscope 

reduces the cost in maintenance because it can be performed by the research group 

members when needed. More importantly, its flexibility allows the optical system and the 

customized software to be tailored to the requirements of specific experiment or projects. 

The work in this dissertation is done with a home-built 3D single-molecule localization 

microscope. It consists of an excitation pathway and an emission pathway. The former is 

equipped with three different lasers to activate and excite fluorescent proteins according to 

their absorption spectrum, while the latter is split into two color channels, both containing 

a 4f system. An additional phase contrast pathway in the microscope converts the phase 

shift of light through the cells into brightness change, thus allowing us to know the shape 

of individual cells. The pathways will be detailed in following sections. Optical set-up is 

shown in Fig. 2.1.  
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Figure 2.1. Optical set-up of 3D single-molecule localization microscope 

containing a phase contrast channel. Adapted from [113]. Reprinted with 

permission. All lasers (here only excitation laser shown) are first expanded and then 

combined in the same pathway to enter the inverted objective lens. The objective 

lens also serves as the detection lens. A tube lens is used to form an intermediate 

image. A dichroic mirror is inserted to split the fluorescence pathway into a ‘red’ 

and ‘green’ fluorescence channels which shares the first 4f lens. In each color 

channel, a 4f sysem consisting of two lenses enables manipulation of light phases 

with a wave-specific phase mask. The red LED is used as the illumination light 

source for the phase contrast optical path. A motorized ‘flip-mirror’ is used to 

switch between the fluorescence (colored) and phase contrast (grey) pathways. The 

lasers, LED, ‘flip-mirror’ and camera detectors are controlled with a program 

written in Matlab. 
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2.2.1 Fluorescence Imaging 

During imaging, the sample is activated and/or excited with an emitter-specific 

wavelength of light which depends on the absorption spectrum of the emitter. After the 

emitter is excited to a higher energy level, it releases energy in the form of light, also known 

as fluorescence, when returning to the ground state. The emission wavelength is longer 

than the excitation wavelength due to non-radiative decay of the photon prior to relaxation 

to the ground state, resulting in a characteristic Stokes shift. For instance, the commonly 

used enhanced YFP (eYFP) has a peak absorption at 513 nm and a peak emission at 527 

nm [114].  

The excitation pathway of the microscope contains three lasers with different 

wavelengths. They are a 405 nm laser (Coherent OBIS 405), a 514 nm laser (Coherent 

Genesis MX514 MTM) and a 561 nm laser (Coherent Genesis MX 561 MTM). The 405 

nm laser can be used for photoconversion or photoactivation of fluorescent proteins prior 

to their excitation. The 514 nm laser and 561 nm laser are used to excite fluorescent 

proteins. Each laser is launched into a separate, but functionally congruous, pathway. The 

laser is first expanded to create a collimated beam with a larger size than the input beam 

by two lenses. Then the excitation beam passes through a zero order quarter wave plate to 

circularly polarize the laser. In 514 nm laser excitation pathway, there is a band-pass filter 

(Chroma ET510/10bp) to limit the wavelength range in the pathway.  All three laser lines 

are combined by using a set of dichroic mirrors (Chroma T470lpxr and Chroma T525lpxr) 

and reflecting mirrors. The shared pathway is directed to another dichroic mirror (Chroma 

ZT405-440/514/561rpc-UF1) before they go into the inverted microscopy objective lens 

(UPLSAPO 60X 1.4NA). The objective lens projects collimated laser beam onto the 
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sample, which enables wide-field illumination. It also serves as the detection lens, which 

collects the fluorescence from emitters within a sample. The sample is mounted on an xyz 

nano-positioning stage (Mad City Labs), which provides positioning and stability with 

nanometer precision. Between the sample holder and the objective lens, a drop of 

immersion oil is needed for best photon collection. The numerical aperture (NA) of the 

objective lens is given by 

𝑁𝐴 = 𝑛 ∙ 𝑠𝑖𝑛𝜃 (2.5)

where n is the refractive index of immersion medium and the angle θ is the maximum half-

angle of the light cone within which the light can be collected. As shown previously, the 

diffraction-limit of the microscope is reversely proportional to NA and the resolution of 

SMLM is inversely proportional to the square root of collected photon number. To improve 

the resolving power, it is necessary to use a high-NA objective lens. Specifically, we use 

an oil-immersed objective lens for which the immersion oil has a higher refractive index 

(n = 1.518) than water (n = 1.33) and air (n = 1). If necessary, the excitation and emission 

pathways can be adjusted to accommodate more lasers or color channels. Optical neutral 

density filters (Thorlabs FW2AND) can be inserted into individual laser lines to adjust the 

power of input laser.  

The emitters within samples are excited and then emit fluorescence photons which are 

collected by the objective lens. The wave amplitude and phase at the back focal plane 

contain rich information which can be used to extract the aberrations present in the system 

as described in Chapter 4. The emission fluorescence then goes through the dichroic mirror 

(Chroma ZT405-440/514/561rpc-UF1) before it goes into the emission pathway. To limit 

the amount of scattered excitation photons that enter the emission pathway, a set of filters 
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are needed. Specifically, they are a 514 nm long-pass filter (Semrock LP02-514RU-25) 

and a 561 nm notch filter (Semrock NF03-561E-25), for 514 nm and 561 nm excitation 

lasers, respectively. There is an additional 700 nm short-pass filter (Chroma ET700SP-2P8) 

in the pathway which is to limit light outside the range of the fluorescence signal. The 

objective lens is an infinity-corrected objective, which means its image plane is at infinity.  

This necessitates a tube lens to focus the light beams and form an intermediate image. After 

the tube lens, there is a “flip mirror”, which allows a switch between the emission and 

phase contrast pathways. When this electronically controlled flip mirror is flipped up, the 

light goes through the phase contrast pathway, which will be detailed in the next section. 

When the mirror is flipped down for fluorescence imaging, the fluorescence photons go 

through the emission pathways. The signal is passed through a 4f system, which consists 

of two lenses. The two lenses share the same focal plane, i.e., the Fourier plane between 

them, and it is conjugate with the back focal plane of the objective lens. The first lens 

performs a Fourier transform to the intermediate image, making the Fourier plane 

accessible. It allows the utilization of Fourier space information by introducing additional 

known aberrations into the system. For example, some research groups insert a deformable 

mirror in the Fourier space to compensate for existing aberrations [115]. In the case of our 

system, it enables the insertion of a phase mask (Double Helix, LLC) at the Fourier plane 

of the 4f system [19], which changes the phase of incident photons, thus changing the final 

PSFs. After the second lens of the 4f system, the photons from an individual emitter are 

recorded as DH-PSF rather than the regular Gaussian-like PSF on the detector.  

As stated before, the microscope has two color channels. This is achieved by inserting 

a dichroic beam-splitter (Chroma T560lpxr-uf3) in the emission pathway after the first 4f 
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lens. Based on their wavelengths, photons are split into a “red” and “green” pathway, each 

with a dedicated detector. An additional 561 nm notch filter (Chroma ZET561NF) is 

inserted the “red” channel to block scattered excitation laser if any. This dual-color 

configuration allows quick switch between color channels or simultaneous dual-color 

imaging.  

At last, in each color channel, the photons are projected onto a scientific 

Complimentary Metal-Oxide Semiconductor (sCMOS) detector (Hamamatsu ORCA-

Flash 4.0 V2). The sCMOS camera offers an ultrawide field-of-view (diameters of up to 

250 µm in our case) and fast frame rates, which has gained its popularity in imaging field 

in recent years [33, 116-118]. The ultra-wide field-of-view increases the imaging 

throughout, at the cost of considerable aberration, especially at the periphery of the field-

of-view, which will be addressed in Chapter 4. 

 

2.2.2 Phase Contrast Imaging 

In addition to the fluorescence pathways, our home-built microscope has a phase 

contrast imaging pathway. Phase contrast microscopy, first invented by Fritz Zernike and 

awarded the Nobel Prize in Physics in 1953, allows cells or structures to be imaged without 

the need to fluorescently label them [119, 120]. It converts the phase change of light, due 

to passage through cells into brightness change in the image. The phase change can be 

caused by the refractive index mismatch between the cellular milieu and the surrounding 

medium, or even the heterogeneity within cells. For live cell imaging described in this 

dissertation, the phase contrast pathway provides the outline of bacterial cells and their 
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positions in the field-of-view. By aligning the cells with emitter localizations extracted 

from SMLM, we are able to assign localizations to specific cells and connect localizations 

within the same cell for single-molecule tracking. 

A red light-emitting diode (LED) serves as the illumination source and it sits on top of 

an illumination tower above the inverted microscope stage. After going through a set of 

lenses, the collimated light goes through an annulus ring. The ring-shaped light then is 

focused onto the specimen by a condenser. Some of the light travels through the specimen 

and is scattered in all directions. The scattered light is typically phase-shifted by -90º 

compared to the unaffected background light.  Then the light travels through the objective 

lens and the tube lens. To use the phase contrast pathway, the flip mirror mentioned in 

previous section is flipped up. The light is directed to go through a 4f system, at the Fourier 

plane of which a phase-shift ring is placed. The background light goes through the phase-

shift ring and is phase-shifted by +90º, while the scattered light remains unchanged. This 

results in the background light 180º out of phase relative to the scattered light. After the 4f 

system, the scattered light and background light will interfere destructively, creating an 

image with dark cells and light background on the camera detector (Aptina MT9P031).  



 
 

Chapter 3: Single-Molecule Tracking 



 
 

3.1 Introduction 

Diffusion of molecules is required for cells to perform various functions, such as 

metabolism, signaling and protein-protein interactions. The molecule of interest may 

behave differently in its native environment which is different from artificial in vitro 

solutions in a tube. It is challenging to re-create the appropriate proportions of proteins in 

a tube. Thus, it is of great importance to study the diffusion of molecules in living cells, 

which can provide important information about the cellular environment and interactions 

inside a cell. The diffusion of proteins is affected by the crowding of local surrounding 

environment [121, 122]. It was demonstrated with simulations done by Matsuda et al. that 

crowding led to reduced diffusion coefficient [121]. Additionally, a protein’s diffusion can 

be changed upon interaction with other proteins. For instance, RelA, an important protein 

in stress adaptation mechanism, was found to diffuse much slower when binding to the 

ribosome [123]. Fluorescence recovery after photobleaching (FRAP) is commonly used to 

determine the diffusion of proteins at the ensemble level [124]. For that particular reason, 

FRAP fails to provide direct information on a single molecule’s diffusive behavior. The 

result from FRAP obscures the heterogeneity of individual protein diffusion and may lead 

to rare and important events being undetected.   

SMLM is able to probe single molecule in space and time in living cells, which makes 

it a powerful tool to extract invaluable information lost possibly in studies at ensemble 

level. Combining the spatial and temporal information of a single molecule from SMLM 

allows one to reconstruct the trajectory for each molecule. The trajectory allows for the 

calculation the apparent diffusion coefficient or the displacement between time points. 

When sufficient single molecule trajectories are sampled, it provides the full distribution 
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of molecular motion in cells. Further, it is possible to decipher the diffusive states and their 

population fractions when an appropriate statistical analysis method is used. A major 

objective of single-molecule tracking is to resolve the diffusive states and their fractions. 

However, this remains a difficult task and requires careful and thorough data analysis.   

Single molecule tracking with fluorescent proteins is challenging due to the rather short 

trajectories compared with bright organic fluorophores. Moreover, an individual molecule 

could potentially transit from one diffusive state to another in one trajectory. Different from 

most in vitro experiments,  confinement imposed by cellular geometry must be considered, 

especially for bacterial cells which contains a much smaller cytosolic volume than 

eukaryotic cells [125]. If a single molecule is diffusing in isotropic unconfined space and 

the diffusion is Brownian (random walk), the mean-squared displacement can be calculated 

for a trajectory with N time points by using: 

𝑀𝑆𝐷 =
1

𝑁 − 1
∑(𝑥𝑛 − 𝑥𝑛−1)2

𝑁

𝑛=2

, 𝑁 ≥ 2 (3.1) 

where 𝑥𝑛 denotes localization at the n-th time point in the trajectory. Then the diffusion 

coefficient can be calculated from with: 

𝑀𝑆𝐷 = 2 ∙ 𝐷𝑖𝑚 ∙ 𝐷 ∙ 𝑡 (3.2) 

where Dim = 2 or 3 is the dimensionality of trajectories, D is diffusion coefficient and t is 

the lag time. The diffusion coefficient D can be extracted as the slope by plotting MSD 

against lag time t. However, when the space is confined, molecules can collide with the 

boundary and change its direction, thus shortening the distance between two time points. 

The apparent diffusion coefficient, calculated directly from Eqn. 3.2, therefore is smaller 
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than the unconfined diffusion coefficient. When the diffusion coefficient is small, the effect 

of confinement is negligible, making it possible to still use Eqn. 3.2 to resolve the diffusion 

coefficient [123]. Importantly, confinement cannot be ignored when molecules are 

diffusing fast relative to the confinement length scale [111]. In a case of molecules 

diffusing fast in a confined space, the plot of MSD against lag time t is no longer linear 

[126], and it is reported the apparent diffusion coefficient is appreciably shifted toward 

smaller values than the unconfined diffusion coefficient [111]. The frame rate of single 

molecule imaging is at the millisecond level, during which fast diffusing molecules can 

transverse a distance larger than localization precision. As stated in Chapter 2, the 

localization precision, or the static localization uncertainty is closely related to the 

brightness of fluorophores, the pixel size and noise. In addition to the static localization 

uncertainty, movement of molecules adds to the uncertainty because it can blur the PSFs 

[11]. This dynamic localization uncertainty is given by [127]: 

𝜎 = 𝜎0√1 +
𝐷0𝑡𝐸

𝑠0
2

(3.3) 

where 𝜎0  is the static localization uncertainty, 𝐷0  is the true unconfined diffusion 

coefficient, 𝑡𝐸 is the camera exposure time and 𝑠0 is standard deviation of a static PSF size. 

It is obvious from Eqn. 3.3 that the dynamic localization uncertainty is larger than the static 

localization uncertainty and closely related to the diffusion coefficient 𝐷0. 

There are several methods that have been developed for single molecule tracking [24, 

111, 126, 128-135]. The distribution of displacements or apparent diffusion coefficient, 

mean-squared displacement (MSD), probability distribution function (PDF) or cumulative 

distribution function (CDF) of apparent diffusion coefficients are commonly used to 



45 
 

resolve the diffusive states and their fractions. For example, to determine the diffusive 

states of tRNA, Plochowietz et al. fit the distribution of apparent diffusion coefficient to 

two Gamma-distributions [131].  Chen et al. employed an inverse transformation method 

to map 2D and 3D trajectories in confined space to trajectories in unconfined space [132]. 

Yet, there is no consensus in the field as to the best method or an objective way to determine 

the number of diffusive states.  

Previous work from our lab developed a framework to resolve the diffusive states of 

proteins, their population fractions and in some cases even the timescale of the transition 

between states [111, 113]. By simulating realistic images of protein diffusing in a confined 

cylindrical space and subjecting these simulated images to the same localization and 

tracking algorithms as experimental data, the authors acquired the distributions of apparent 

diffusion coefficient for different unconfined diffusion coefficients. These distributions 

were combined and interpolated so that it enabled the generation the distribution of 

apparent diffusion coefficients for any unconfined diffusion coefficient within a reasonable 

range.  The distribution of apparent diffusion coefficients from experimentally acquired 

images was then fit to a linear combination of a few distributions. This resolved the number 

of diffusive states and the coefficients of linear combination represented the population 

fractions of these states. The authors also compared the performance of this method in 

resolving multiple states using simulated 2D or 3D single molecule trajectories. 

Interestingly, they found that tracking with 2D data yielded slightly (3% - 7%) more 

accurate estimation. In living cells, molecules may bind to or dissociate from other cellular 

components, switching between diffusive states. A new method, termed time-averaged 

diffusion (TAD), was proposed to determine the time scale of molecules transitioning 
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between states from simulated camera-based tracking or MINFLUX tracking data. By 

changing the number of averaged displacements and determining the rate of change of 

fitting parameters, it is possible to estimate the timescale of diffusive state transitioning.  

Experimentally acquired distributions of diffusing fluorescent proteins eYFP and 

mEos3.2 were both fit to a single diffusive state, validating this framework [111]. This is 

important for the field in that it demonstrates the nonperturbative behavior of eYFP or 

mEos3.2 as a label in addition to their high specificity. In fact, the capability of this 

workflow was first demonstrated before the workflow was published when it was used to 

resolve diffusive states of fluorescent protein-tagged proteins in pathogenic Yersinia 

enterocolitica [136]. However, there are several aspects that need to be more fully explored. 

How accurately can an unconfined diffusion coefficient be estimated with this framework? 

What is the closest two diffusion coefficients that the method can resolve? What is the 

optimal range of unconfined diffusion coefficient that can be resolved with confidence with 

this framework? The authors simulated and experimentally acquired images with an 

exposure time of 25 ms but will the same conclusion be reached with a different exposure 

time? Here in the work presented in this dissertation, an attempt to address the last question 

was performed. 

 

3.2 Single Molecule Localization 

When a fluorescently labelled sample is mounted on the single-molecule localization 

microscope which is detailed in Chapter 2, after repeated photoactivation or 

photoconversion and excitation, we obtain raw images from the sCMOS camera(s). The 

raw images first are in digital counts and must be converted to electrons. Moreover, they 
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contain not just signals but also background and noise. It requires thorough analysis to 

extract possible information. Mostly, a package of Matlab code is utilized to perform the 

analysis. The code is modified from Easy-DHPSF code from the Moerner lab at Stanford 

University [137]. This section will describe the initial imaging processing steps which 

produce localizations correlated with cells.  

 

3.2.1 Camera Calibration 

As described in Chapter 2, maximum likelihood estimation (MLE) achieves better 

accuracy and precision than least square algorithm. The use of MLE requires the 

knowledge of the signal and noise model. In an imaging system, the noise is contributed 

by various sources and will be described later.  

Electron-multiplying charge-coupled devices (EMCCD) are commonly used for 

SMLM for their low read-out noise. However, the field-of-view size and frame rate are 

limited. Scientific Complementary Metal-Oxide-Semiconductor (sCMOS) cameras offer a 

larger field-of-view and faster reading speed. Its use in localization microscopy was first 

demonstrated in 2011 [138]. Its superior performance of sCMOS over EMCCD was also 

demonstrated in SOFI imaging modality [139].  

When photons arrive at a camera pixel, they are converted to electrons at some 

probability, termed the quantum efficiency. The camera-recorded electrons are converted 

to digital counts in output image. The conversion factor from electrons to digital counts is 

gain. For example, a gain of 1.8 AU per photon means that each photon results in 1.8 

arbitrary units or digital counts in a pixel. For EMCCD, the gain is uniform for every pixel. 
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Unfortunately, it is not the case with sCOMS. Each pixel of sCMOS has a unique gain and 

a different noise variance. Thus, it is necessary to calibrate the camera carefully. In the 

following part, I will describe the theory briefly and describe how the camera is calibrated. 

For each pixel in sCMOS camera, the signals and noises are related through: 

𝑆𝐶 = 𝑔𝑆𝐸 (3.4) 

and 

𝑁𝐶 = 𝑔𝑁𝐸 (3.5) 

where 𝑆𝐶 is the signal measured in count units, 𝑆𝐸 is the signal recorded in electron units, 

g is the pixel-dependent gain to be characterized, 𝑁𝐶 and 𝑁𝐸 are the noise in count units 

and electrons, respectively. The noise comes from several sources, such as shot noise (𝜎𝐸), 

read-out noise (𝑅𝐸) and some additional noise (𝜎𝑜). Shot noise arises from the quantum 

nature of photons arriving at the camera pixels, whereas read-out noise originates from the 

uncertainty during conversion between camera recorded electrons and digital counts. The 

different noise sources are independent of each other. They add up to the total noise in units 

of electrons: 

𝑁𝐸
2 =  𝑅𝐸

2 + 𝜎𝐸
2 + 𝜎𝑜,𝐸

2 (3.6) 

The quantum nature of photons controls the shot noise which obeys the laws of the 

Possionian statistics, which means that square of the standard deviation is equal to the mean 

value. Thus, we have 

𝜎𝐸
2 = 𝑆𝐸 (3.7) 

and Eqn. 3.6 can be re-written as 
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𝑁𝐸
2 =  𝑅𝐸

2 + 𝑆𝐸 + 𝜎𝑜,𝐸
2 (3.8) 

We can further make substitutions using Eqns. 3.4 and 3.5 and get: 

𝑁𝑐
2

𝑔2
=  

𝑅𝑐
2

𝑔2
+ 

𝑆𝑐

𝑔
+

𝜎𝑜,𝑐
2

𝑔2
(3.9) 

which then gives: 

𝑁𝑐
2 =  𝑅𝑐

2 +  𝑔𝑆𝑐 + 𝜎𝑜,𝑐
2 (3.10) 

If we have a line in which 𝑁𝑐
2 is the y-axis, 𝑆𝑐 is the x-axis, we can get the gain by 

calculating the slope of the line. In practice, the intensity of LED illumination was changed 

to obtain images at different signal levels by using optical density filters. For each pixel, 

the mean and standard deviation give 𝑆𝑐 and 𝑁𝑐. By plotting 𝑁𝑐
2 against 𝑆𝑐, we obtained 

the gain by finding the slope. The extra noise 𝜎𝑜,𝑐 is not random and can be removed. When 

𝑆𝑐 = 0, the point where the line hits the y-axis is readout variance 𝑅𝑐
2. After all, the noise 

can be modeled as a combination of Poisson-distributed shot noise and Gaussian-

distributed pixel-dependent readout noise. The calibrated gain and noise are later used in 

all localization analysis and simulation in this dissertation.  

 

3.2.2 Point Spread Function Fitting 

With the carefully calibrated pixel-dependent gain and read-out noise, raw images in 

counts are converted to images in photons. Offset, which can be experimentally acquire is 

first subtracted from images. As detailed in Chapter 2, we use a phase mask to engineer a 

regular PSF to a double-helix PSF (DH-PSF). A DH-PSF contains two lobes rotating 
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around their center and the relative angle between them depends on the z-position of emitter. 

A calibration curve is obtained for each experiment to find the angle-z relation. The 

calibration is done by scanning a fluorescent bead over an axial range (~ 3 µm). This also 

produces a series of template images of DH-PSFs with different angles. A template 

matching step is performed to find where the DH-PSF candidates are by matching the 

background-subtracted images and templates in their frequency space. Finally, the 

potential DH-PSFs are fit using a double Gaussian model.  

Here, a median background estimator is used to find the background photons in each 

pixel [113]. It is tempting to subtract a uniform background across the field-of-view, which, 

however, is not the case in real imaging. Sources of background includes light from the 

illumination laser and inherent cell auto-fluorescence. The latter one can be bleached 

quickly, while the former one presents a Gaussian intensity profile. The median 

background estimator finds the median value of each pixel using a rolling window of 100 

frames surrounding the frame of interest. The used fluorescent proteins in this work are 

sparse and moving inside live cells. On average, they last for about average 6 frames. 

Therefore, at a certain pixel, most of the 100 frames contain only background. The median 

value is representative of such a background. When the found background is subtracted, 

single-molecule signals remain.  

The modified Easy-DHPSF package is able to perform both least-square (LSQ) 

estimation and maximum likelihood estimation (MLE). Of these two estimation methods, 

MLE is able to produce more accurate result, given that the noise model is carefully 

calibrated. MLE finds the localization by maximizing the likelihood of the data under the 

double Gaussian model. Fit localizations are first filtered by examining lobe distance, lobe 
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intensity ratio, lobe size and photon counts. During any imaging experiment, a fluorescent 

bead is placed within the field-of-view together with cells. It serves as a fiducial label to 

calibrate the stage drift. Then all drift-corrected localizations are subject to further analysis, 

such as correlation with cells. 

 

3.2.3 Cell Registration 

To assign the localizations resolved above to individual cells correctly, it is required to 

find the cell position and correlate cells with localizations. The SMLM microscope has a 

phase contrast channel that captures the cell positions in the field-of-view. Open-source 

OUFTI is used to find the cell outlines from the phase contrast image [140]. OUFTI can 

automatically find most cell outlines correctly. If necessary, researchers can manually 

modify, delete or add cell outlines. Single-molecule localization are registered to the cell 

outlines by a two-step 2D affine transformation using Matlab built-in function “cp2tform”. 

In the first step, five pairs of control points are manually selected to perform the initial 

transformation. A pair of control points consists of estimated cell poles from single 

molecule localizations and cell outlines. After the first transformation, cells containing less 

than 10 localizations and localizations that are not within any cells are discarded. The 

center of mass of remaining single molecule localizations and that of remaining cell 

outlines are then used for a second transformation, which used a larger set of control points. 

This gives more accurate transformation and guarantee that only single molecule 

localizations within cells remain.  
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3.3 Diffusion Analysis 

3.3.1 Single-Molecule Tracking 

To calculate the apparent diffusion coefficients of single molecules, the localizations 

within a cell in subsequent frames were linked into trajectories. A threshold of 2.2 µm was 

used to prevent unrealistic long trajectories, as used in [113]. This threshold was 

determined by calculating the longest distance a molecule diffusing at D = 20 µm2/s can 

traverse in 25 ms duration with an addition of a 25% buffer accounting for cell registration 

error. Short trajectories with less than 4 localizations were discarded for further analysis. 

Additionally, if two or more single molecules were present in the cell at the same time, the 

trajectories they were in were discarded to avoid linking problem and misassignment of 

localizations.  

The MSD for each trajectory was calculated according to Eqn. 3.1. The apparent 

diffusion coefficient, D* was then calculated using: 

𝐷∗ =
𝑀𝑆𝐷

2 ∙ 𝐷𝑖𝑚 ∙ 𝑡
(3.11) 

where Dim the dimensionality and t is the exposure time. Specifically, Dim = 3 and t is 25 

ms or 10 ms, depending on the data acquisition parameters. It is important to note that the 

apparent diffusion coefficient D* can be different from the true diffusion coefficient due 

to localization uncertainty and confinement. To account for these factors, we simulated 

noised and motion-blurred images of diffusing molecules in confined rod-shape cell 

volume, which is detailed in the following section.   
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3.3.2 Monte-Carlo Simulations 

The work in this dissertation follows the same workflow as in ref. [111] and ref. [113] 

but with slight modifications. In the work presented here, a library of CDFs of apparent 

diffusion coefficients was constructed by simulating images with 10 ms exposure time and 

localizing them with Easy-DHPSF. For each unconfined diffusion coefficient, 5000 tracks 

are simulated and each track consists of 6 localizations. The starting location of each track 

is randomly chosen in a confined cylindrical space (radius = 400 nm, length = 5 µm) to 

mimic confinement in a bacterial cell. In the duration of 10 ms of each frame, random walk 

of molecules is in a short time interval of 100 ns. This means that in a 10 ms duration, a 

single molecule changes its location for 100,000 times. To account for the effect of motion 

blur, 50 locations are used to simulate DH-PSFs, which are summed to get the frame for a 

10 ms duration. The total signal of each frame is drawn from a normal distribution which 

centers at 2000 photons and has a standard deviation of 100 photons. A background of 13.5 

photons per pixels is added to the simulated images. Poisson noise and Gaussian read-out 

noise are added. Then the frames are converted to be in unit of counts using the camera 

gain. The Gaussian read-out noise and the gain are experimentally calibrated as described 

in Section 3.2.1. With the discrete distributions, a two-step interpolation is performed to 

enable query of CDF for any unconfined diffusion coefficient within a range of 0.01-20 

µm2/s. 

In addition to adding more simulated distributions to the library, several modifications 

were made. The first modification is how to redirect molecules back into cells. The 

confined cylindrical space imposes finite boundary to molecular diffusion. The random 

starting point and short interval makes it possible to sample all the space in the volume. 
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The predetermined location, calculated from unconfined random walk, can be placed 

outside the volume. In that case, the intersection point x where the diffusing molecule 

collides with the boundary is found and the length outside the volume l is calculated. The 

molecule is redirected into the volume from x and the distance it covers before next location 

is equal to l. Different from light being reflected at an interface, the redirection of molecule 

happens at a random angle as long as the molecule is directed back into the volume. 

The second modification is how to find the 50 locations. To avoid sampling in a biased 

way, the 50 chosen locations are evenly spaced. Specifically, the exposure time duration is 

evenly divided in to 50 short time intervals. The locations at the center of the time intervals 

are used to simulate DH-PSFs. 

The third modification is interpolation methods. As stated before, a two-step 

interpolation is incorporated in the workflow of simulation. The first step interpolates and 

smooths the empirical CDFs of apparent diffusion coefficient. The second step interpolates 

these curves along the unconfined diffusion coefficient direction. To avoid over-

interpolation, the interpolation method is changed at certain unconfined diffusion 

coefficient D. At the first step, when the unconfined diffusion coefficient is smaller than 

the chosen D, a one-dimensional interpolation “interp1” function in Matlab is used with the 

“spline” method. When the unconfined diffusion coefficient is larger than the chosen D, a 

Matlab built-in function “csaps” is used and the value of p is 0.95 (arbitrarily chosen).  

Specifically, in both 10 ms and 25 ms cases, D is 2 µm2/s. The change of method at D = 2 

µm2/s is based on empirical observation. In Fig. 3.1, all the CDFs of all Ds used for 

simulation are shown. As D increases, the curve shifts to the right. The second step uses 

the “natural” interpolation method in “scatteredInterpolant” Matlab function. After the 
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two-step interpolation, we are able to get a smooth CDF map [Fig. 3.2], which enables 

query of cumulative probability at a given apparent diffusion coefficient for a certain 

unconfined diffusion coefficient. The quality of interpolation is quantified by calculating 

the RMSE for unconfined diffusion coefficients used for simulation [Fig. 3.3].  

 

Figure 3.1. Curves after first step interpolation. D denotes the unconfined diffusion 

coefficient, while D* is the apparent diffusion coefficient. The simulation uses 68 

different unconfined diffusion coefficients ranging from 0.01 – 20 µm2/s. As the 

unconfined diffusion coefficient increases, the curves right shift. These curves are 

used for subsequent interpolation.  
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Figure 3.2. The CDF surface from simulated data with an exposure time of 10 ms. 

The color indicates the cumulative probability at a point (D*, D). From this surface, 

the CDF of apparent diffusion coefficient D* for a certain unconfined diffusion 

coefficient D can be queried for further data fitting. 
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Figure 3.3. Root mean squared errors (RMSE) at every unconfined diffusion 

coefficient D used for simulation. For each D, an empirical CDF can be obtained 

from simulated images while an interpolated CDF can be queried from the surface 

in Fig. 3.2. They are compared and RMSE is calculated. When D ≤ 2 µm2/s, one-

dimensional spline function is used. When D ≥ 2 µm2/s, a different function, cubic 

smooth spline function is used. The change of interpolation method is based on 

empirical observation to avoid over-interpolation.  RMSE used to quantify the 

quality of the used spline method, increases substantially where the spline method 

changes.  

 

3.3.3 Diffusion Coefficient Data fitting 

The procedure to resolve the diffusive states and their population fractions is detailed 

in previous work [111]. Briefly, the CDF of apparent diffusion coefficients is fit as a linear 

combination of CDFs of simulated data. A periodically sampled array of simulated CDFs 

queried from the interpolation function described in Section 3.3.2 is used at first in a 

constrained linear least-square fit. This step provides an initial parameter vector which 

contains diffusion coefficient(s) and population fraction(s). Then diffusive states are 
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combined or split. A k-fold cross validation and nonlinear least-square fitting are 

performed to find the best parameter vector and fitting error for each data sub-set. 

Specifically, the full dataset is divided into k = 5 equal-sized subsamples. The parameter 

vector with least error is used for a last time nonlinear least-square fitting to achieve the 

final fitting result. All nonlinear least-square fitting uses “fmincon” function in Matlab. To 

quantify the uncertainties in the fitting parameters, bootstrapping is performed. Notably, 

states with unconfined diffusion coefficient D < 0.5 µm2/s are not refined but combined 

and assigned to slowly diffusing or stationary molecules. 

 

3.4 Experimental Procedures 

3.4.1 Bacterial Strains and Plasmids 

Plasmids for the expression of exogenous fluorescent proteins are derived from 

arabinose-inducible pBAD vectors.  

A mEos3.2-N1 plasmid, gifted by Michael Davidson (plasmid number 54525; Addgene, 

Watertown, MA), is used to amplify the coding sequence of mEos3.2 gene. the PCR 

product is purified using a gel purification kit (Invitrogen, Carlsbad, CA). Then both PCR 

product and the pBAD backbone are digested with EcoRI and XhoI restriction enzymes 

(New England Biolabs). The digested gene sequence and backbone are ligated using T4 

DNA ligase (New England Biolabs).  

The pBAD-mEos3.2 is transformed into competent E. coli TOP10 cells. Only positive 

colonies on Luria broth (LB) agar (10 g/L peptone, 5 g/L yeast extract, 10 g/L NaCl and 

1.5% agar) (Thermo Fisher Scientific) containing ampicillin (200 µg/mL) (Chem-Impex 
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International, Wood Dale, IL) are selected for PCR screening to confirm the presence of 

the correct insert using GoTaq DNA polymerase (Thermo Fisher Scientific). Plasmid 

pBAD-mEos3.2 is extracted from E. coli cells using a plasmid miniprep kit (Thermo Fisher 

Scientific) and then sequenced by GENEWIZ (South Plainfield, NJ) before electroporation 

into Yersinia enterocolitica cells. Transformed Yersinia enterocolitica cells are plated on 

LB agar containing ampicillin and 2,6-diaminopimelic acid (dap) (80 µg/mL) (Chem-

Impex International, Wood Dale, IL). Positive colonies are picked, cultured and made into 

freezer stock containing 15% glycerol.  

 

3.4.2 Cell Culture 

One day before imaging, cells are inoculated from a freezer stock into media. Y. 

enterocolitica cells are cultured in brain heart infusion (BHI) media (Sigma-Aldrich, St. 

Louis, MO) containing ampicillin (200 µg/mL), nalidixic acid (35 µg/mL) (Sigma-Aldrich, 

St. Louis, MO) and 2,6-dap (80 µg/mL). They are grown at 30℃ overnight with shaking. 

After overnight culture (about 17 hours), 300 µL culture is diluted into 5 mL fresh media 

and grown at 30℃ for another hour. They are induced with D-arabinose (Chem-Impex 

International, Wood Dale, IL) at a final concentration of 0.2% (w/v) for another 3 hours at 

37℃ in water bath before mounting on microscope for imaging.  
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3.4.3 Single Molecule Imaging 

Cells are pelleted by centrifugation at 7200 × g for 3 min and washed three times with 

M2G media (4.9 mM Na2HPO4, 3.1 mM KH2PO4, 7.5 mM NH4Cl, 0.5 mM MgSO4, 10 

µM FeSO4, 0.5 mM CaCl2 and 0.2% glucose (w/v)). The pellet is then suspended in about 

200 µL M2G containing 2,6-dap (80 µg/mL) and tetraspeck fluorescent beads (Invitrogen) 

as fiducial markers that are diluted at a ratio of 1:10000 (v/v). Cells are placed between 

1.5-2% agarose pad (w/v) (Thermo Fisher Scientific) and coverslip.  

The SMLM set-up is detailed in Chapter 2. Photoconvertible fluorescent protein 

mEos3.2 [56] is an appealing probe for localization microscopy for its high photon budgets 

and weak dimer tendency in addition to the high specificity of genetical labelling. The 

protein is photoconverted from green form to red form with illumination of blue light, i.e., 

405 nm laser in the case (~20 W/cm2) and excited with 561 nm laser (~300-500 W/cm2). 

The fluorescence emission is mostly collected in “red” channel. Up to 20,000 frames are 

collected per field-of-view. For each field-of-view, after single molecule imaging, a phase 

contrast image is collected.  

 

3.5 Results 

To compare the diffusive behavior of the fluorescent protein mEos3.2 at different 

exposure times, images of 25 ms exposure time and 10 ms exposure time were collected. 

The distributions of apparent diffusion coefficient D* are compared [Fig. 3.4].  
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Figure 3.4. Overlay of apparent diffusion coefficient (D*) distributions. The 

distribution of apparent diffusion coefficient of 25 ms exposure time (N = 39301) 

presents more stationary population and less fast diffusing population than that of 

10 ms exposure time (N = 105531).  

 

We notice that the two distributions reach their peaks at roughly the same D*, about 2 

µm2/s. Notably, the distribution of 25 ms exposure time has more slow diffusing population 

and less fast diffusing population than that of 10 ms exposure time. 

The difference between distributions can be attributed to the different amount of motion 

blur effect. First, we compare the distributions of apparent diffusion coefficient of 

simulated data with different exposure time. It shows that the distributions of 10 ms 
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exposure time is right shifted compared to the distribution of 25 ms exposure time [Fig. 

3.5]. This comparison demonstrates that shorter exposure time has better detection 

efficiency for fast diffusing molecules. It is also obvious that the distribution of apparent 

diffusion coefficients is left shifted with the peak probability at D* smaller than the 

unconfined diffusion coefficient, consistent with previous work [111].  

 

Figure 3.5. Overlay of apparent diffusion coefficient distributions of simulated data. 

The unconfined diffusion coefficient used to simulate images is 10 µm2/s. The 

distribution of 10 ms data is right-shifted compared to the distribution of 25 ms data. 

This finding shows that imaging with shorter exposure time is better at probing the 

fast motion of molecules.  
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To determine if consistent results can be obtained, the approach described above was 

applied to experimental apparent diffusion coefficient data acquired at 10 ms and 25 ms 

separately [Fig. 3.6]. When the exposure time is 25 ms, the distribution is fit well using a 

single diffusive state with D = 15.0 µm2/s, which is consistent with previous work [111]. 

When the exposure time is 10 ms, the distribution is fit well with a single state of D = 14.5 

µm2/s. There is a small (6% or less) stationary (D < 0.5 µm2/s) population for both datasets, 

which may be due to the non-specific interaction with other cellular components. We notice 

that the stationary population for the 10 ms dataset is smaller than that for 25 ms dataset. 

We reason that the difference is due to the fact that imaging with shorter exposure time is 

less affected by motion blur, thus able to detect molecules with better accuracy. In spite of 

the small difference, the resolved unconfined diffusion coefficients are the same within 

error. The fact that both 25 ms and 10 ms datasets can be fit with the same single state 

proves that the robustness of the above protein diffusion analysis framework is independent 

of exposure time. The assumption of our simulation is that proteins are undergoing 

Brownian motion in a confined volume. Thus, we conclude that the fluorescent protein 

mEos3.2 is diffusing in a Brownian way in the cytoplasm of Y. enterocolitica cells. This 

property is important for the use of mEos3.2 as a nonperturbative label in Y. enterocolitica 

cells. Labeling a protein with mEos3.2 in Y. enterocolitica cells does not alter its diffusive 

behavior except that the diffusion rate is slowed due to increased molecular weight.  
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Figure 3.6. The 3D diffusion of cytosolic fluorescent protein mEos3.2 in Y. enterocolitica 

can be explained using a single diffusive state. The diffusive behavior of mEos3.2 is 

independent of experimental exposure time. a) the distribution acquired experimentally 

with an exposure time of 10 ms is fit well with a single diffusive state (D = 14.5 µm2/s). b) 

the distribution acquired with an exposure time of 25 ms is fit well with a single diffusive 

state (D = 15.0 µm2/s). A small fraction of population is stationary (D < 0.5 µm2/s) in both 

datasets. The fraction of stationary population is smaller in the dataset of 10 ms exposure 

time.   

 

3.6 Conclusions 

Single molecule tracking is able to provide information about protein diffusion, thus 

facilitating the understanding of the cellular environment and dynamic behavior of proteins.  

However, a robust analysis method is needed to extract the rich information from the 

experimentally acquired distribution of apparent diffusion coefficients. Here, we further 

demonstrate the robustness of a protein diffusion analysis framework based on Monte-



65 
 

Carlo simulation of confined Brownian diffusion.  The framework estimates the diffusive 

states and their relative population fractions in confined bacterial cell volumes from 

camera-based trajectories. We apply the analysis to datasets collected with different 

exposure times, specifically, 10 ms and 25 ms, and find the fluorescent protein mEos3.2 is 

diffusing as a single diffusive state in Y. enterocolitica cells. The results indicate that 

mEos3.2 undergoes Brownian motion in living cells, which validates the underlying 

assumption of our analysis method. Moreover, we find that imaging with shorter exposure 

time captures the diffusing behavior of proteins with better detection efficiency due to less 

motion blur effect.



 
 

Chapter 4: Computational Aberration 

Correction 
 

 

This chapter is adapted from the published paper [141]. 



 
 

4.1 Introduction 

The accuracy and precision of localizing a single molecule in SMLM is of prime 

importance for they affect the subsequent data interpretation and the faithfulness of the 

extracted information. The accuracy, i.e., the deviation from the true position, depends 

largely on the choice of a model for fitting PSFs. The precision, i.e., the random statistical 

variability upon repeated measurements, depends primarily on the signal-to-background 

ratios (SBRs) of the collected PSFs. Thus, an algorithm and model which accurately 

represent how images are formed from light emitted by target emitter is needed to derive 

the true localizations of emitters. Any mismatch between model and experimental optical 

systems results in inaccuracy in spatial estimation. Among these contributing factors to the 

mismatch, optical aberrations of the system have been intensely investigated, and it is a 

problem we are trying to address in our SMLM.  

Optical aberrations can arise from the fact that the imaging instruments are designed 

for samples with specific optical properties, otherwise the performance of the optical 

instruments is compromised. The commonly used high-NA objective lenses are oil-

immersion lenses. However, biological samples are water-based, which means a refractive 

index mismatch exists in the light propagation. According to Huygens’ principle, every 

point on a wave is a source of spherical wave. Due to the refractive index mismatch, 

however, the directions and phases of light rays from an emitter are changed so that the 

wavefronts are distorted instead of being spherical. Thus, the rays are not focused to the 

same point, which indicated the presence of spherical aberration. The effect of refractive 

index mismatch on light focusing has been studied by Torok et al. [142, 143]. In their work 

of careful theoretical calculation, they found that the degree of spherical aberration is 
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dependent on emitter depth and numerical aperture of the objective lens. Hell et al. reported 

the effect of refractive index mismatch on confocal fluorescence microscopy theoretically 

and experimentally [144]. In their work using a high-NA oil immersion objective lens, they 

found that the oil-water refractive index mismatch led to a decrease in resolution and peak 

intensity.  

Another factor leading to aberrations is optical components, such as the lens are not 

perfect. To achieve an ideal, stigmatic image, which means all ray emitted from a single 

point will converge to the same single point, the surface of the lens must be aspheric, 

opposed to the spherical surfaces that is easier to manufacture in practice [145]. In reality, 

the center of the spherical lens is close to an ideal aspheric surface which is required to 

produce a stigmatic image. As the distance from the lens center increases, the surface 

deviates more from ideal. Therefore, light rays incident on the periphery of the lens are 

refracted differently from theoretical, ideal calculations. It is well established that optical 

aberrations become more pronounced as emitters are localized far away from the central 

optical axis [34, 116, 146-148]. Fig. 4.1 shows an image acquired with fluorescent beads 

all over the field-of-view on the home-built SMLM which is detailed in Chapter 2. When 

the fluorescent bead at the center is in focus and the angle of its DH-PSF is about 90º, as 

the distance of a bead to the center increase, the angle between two lobes of DH-PSFs 

deviates more from 90º.  
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Figure 4.1. DH-PSFs of fluorescent beads depend on position relative to the central 

imaging axis. On the right are the magnified DH-PSFs in different colored boxes. 

The fluorescent beads are placed between a coverslip and agarose pad (1.5%, w/v) 

in PBS. The angle between the two lobes changes as the location of bead changes. 

For instance, the angle between two lobes of the DH-PSF in yellow box is close to 

90º, while the angle of DH-PSF in red box is close to 0º. Note that the angle of DH-

PSF in navy blue box is close to 90º, which may be because it is stuck in the agarose 

pad. Additionally, the intensity of the two lobes and the side lobe pattern change 

from bead to bead throughout the field-of-view.  

 

As mentioned before, SMLM uses high-NA lenses to increase the quantity of collected 

photons. However, this increased NA comes at a cost of including higher order aberrations, 
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leading to PSFs that are further distorted [28]. Additional aberrations are introduced 

through imperfections in alignment of the optical components, resulting in increased 

degradation of image quality. 

In addition to those introduced through optical components, biological samples being 

imaged can also introduces aberrations into the system. Biological samples are 

heterogeneous mixtures of different molecules, such as proteins, RNAs, DNAs, lipids etc. 

They may also contain different compartments, such as ER, Golgi, and nucleus as is the 

case in eukaryotic cells, each containing a unique environment. Molecules are not 

homogenously distributed in cytoplasm, and the membrane surrounding the cell has 

different subregions [149-151]. Thick tissues are more complex, with refractive index 

varying from tissue to tissue[152, 153]. When light travels through such a heterogeneous 

sample, the wavefront is degraded, and the image recorded on camera is distorted as a result. 

As the imaging depth increases, the aberrations increase as well. Fig. 4.2 shows the effect 

of imaging depth on DH-PSF. When the fluorescent bead is deeply embedded in the 

agarose, even when in focus, the intensity distribution of DH-PSF is more dispersed 

compared to that of a bead on the coverslip. Further, there is irregularity in the shape of the 

DH-PSFs when scanning in the axial dimension.  
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Figure 4.2. PSF change relative to imaging depth and distance to focal plane. a) regular 

PSF of fluorescent bead on coverslip; b) regular PSF of fluorescent bead at ~20 µm 

depth in agarose; c) DH-PSF of fluorescent bead at ~20 µm depth in agarose; d) DH-

PSF of fluorescent bead on coverslip. The distance d is the relative axial position of 

fluorescent bead to the focal plane. The intensity in each image is scaled differently for 

better contrast. The regular PSF is highly symmetric around the focal plane. For both 

regular PSF and DH-PSF, when the imaging depth increases, the intensity and shape 

are affected by the depth. DH-PSF, due to its enlarged size, is more prone to be distorted 

by aberrations. Each row uses the same scale. Scale bar: 1 µm.  

 

SMLM derives the localization of emitters by fitting distinct PSFs. Importantly, the 

accuracy of localization from blurred and distorted PSF is questionable if aberrations 

remain uncorrected. Correction of aberrations is imperative when a modern sCMOS 

camera with a large chip size is used for collecting images. The sCMOS camera provides 

the ability to image an ultrawide field-of-view (diameters of up to 250 µm) with fast frame 
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rates, thus improving the data acquisition throughout [33, 116-118]. However, the 

aberrations become pronounced at the periphery of such a large field-of-view. Thus, 

correction of spatially-variant aberrations is required when colleting SM images on an 

sCMOS detector.  

 

4.2 Spatially-Variant Vectorial PSF Model 

Optical aberrations are known to deteriorate image quality and impair the accuracy and 

precision of emitter localizations. Previous works have employed different methods to 

characterize and/or correct aberrations in a microscope system. Decades ago, aberration 

correction was performed on a confocal microscope [154]. Sheppard and Gu compensated 

for the spherical aberrations introduced by refractive index mismatch in confocal 

microscope system by altering the tube length where the objective lens is used. This 

aberration correction method is compatible with a high-NA objective lens and can increase 

the imaging depth to 150 µm in aqueous samples. However, this method is static and hard, 

if not impossible, to adjust to varying depths. Adaptive optics, which was first used 

astronomical telescopes to correct for atmospheric aberrations, is a dynamic means to 

measure and/or correct aberrations which change as a function of the sample, and the depth 

within the same sample [28]. In adaptive optics, a deformable mirror (DM) or liquid crystal 

spatial light modulator (SLM) are most commonly used. A wavefront sensor is used to 

directly measure the phase profile of the wavefront but it further complicates the 

instrumentation. Sherman et al. used a deformable mirror to adaptively correct depth-

induced aberrations in multiphoton scanning microscopy [155]. In their work, without 

inserting a wavefront sensor to directly measure aberrations, they used a genetic algorithm 
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to help determine the optimal shape of the DM and were able to maximize the signal from 

the sample. Phase retrieval algorithm, which calculates the wavefront phase from images 

with high resolution, facilitated the correction of microscope system aberrations of a wide-

field microscope [156-158]. By imaging fluorescent beads and deriving the phase of the 

wavefront using the phase retrieval technique, Kner et al. were able to set a deformable 

mirror to correct aberrations, thus improving the PSFs from a three-dimensional wide-field 

microscope.  

Since these initial implementations, adaptive optics methods have been applied to 

SMLM [115, 159, 160]. Izeddin et al. used a deformable mirror to correct aberrations, 

which allows the restoring of ideal PSF shape [115]. Burke et al. demonstrated the use of 

adaptive optics in two-dimensional and three-dimensional STORM imaging to correct 

complex specimen-induced aberrations up to a few micrometers in the specimen [159].  

Mlodzianoski et al. extended the imaging depth to up to 170 µm in thick samples by 

combining adaptive optics and active PSF shaping[160].   

Adaptive optics are powerful in that they can correct for aberration by adding another 

optical component to the system. In some cases, simply characterizing the aberrations is 

beneficial because the aberrations can be accounted for in data processing. Through direct 

measurement of 3D PSFs and computationally extracting the wavefront phase at the back 

focal plane of objective lens, i.e., the pupil function, and adding other aberrations, McGorty 

et al. were able to calculate rather realistic PSFs at given depths [161]. Other researchers 

have used piecewise polynomial functions to interpolate experimentally-acquired PSFs [29, 

162-164]. Such interpolated model functions contain larger numbers of adjustable 

parameters, which makes them more flexible to approximate the PSF intensity profiles. 
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There are models based on scalar or vectorial diffraction theory, explicitly accounting for 

the propagation of light through high numerical aperture imaging systems [32, 165, 166]. 

For instance, Petrov et al. employed a scalar diffraction theory and phase retrieval to extract 

the pupil function and existing aberrations in the microscope system [32]. Augmented 

vectorial models also include the glass-water refractive index boundary at the microscope 

coverslip to enable estimation of PSF shapes for emitters located within a refractive index 

mismatched medium [30, 167]. These models help improve the accuracy and resolution of 

localization in a small field-of-view. However, few of these abovementioned interpolated 

or diffraction-theory-based models have addressed the spatial variance of experimental 

PSFs in SMLM. von Diezmann et al. addressed aberrations’ dependence on emitter’s 

position in the field-of-view by experimentally generating finely sampled local calibration 

curves with a nanohole array filled with fluorescent dyes [34]. 

Here, in the work presented in this dissertation, a refined vectorial PSF model is 

described which uses computational phase retrieval to quantify the spatially-variant optical 

aberrations in two different color channels of a single-molecule localization microscope. 

Briefly, the pupil function is extracted from experimental DH-PSFs and the aberrations are 

characterized by decomposing them into eleven Zernike polynomials. i.e., 4-15 in Noll 

indices [168]. Then the amount of aberrations is accounted for when localizing emitters. I 

will detail this in follow sections.  

 

4.2.1 Vectorial PSF Model 

Previously, a vectorial model of light propagation in a refractive index mismatched 

medium were reported [30, 167]. We apply this model to simulate PSFs and compare the 
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simulated PSFs with experimental PSFs from fluorescent beads at different locations in an 

ultra-wide field-of-view.  The simulation will be detailed here in this section and how to 

acquire experimental PSFs will be described in Section 4.2.2. 

In our imaging system, a dipole emitter emits polarized light which propagates through 

the refractive index boundary, specifically, from water to glass and then oil. At the interface 

between these two media, light is refracted [Fig. 4.3]. The refracted light waves are then 

collected by a high-NA objective lens. The light waves are then further propagated through 

the imaging system (one tube lens and two 4f lenses with a phase mask in between, the 

same microscope system described in Chapter 2) using Fourier optics to ultimately yield 

the final intensity profile in the image plane.  

 

Figure 4.3. Enlarged visualization of the refractive index mismatch interface 

between water and glass coverslip. The figure shows the distance d of nominal focal 

plane relative to the refractive index boundary, as well as the emitter depth z in the 

refractive index mismatched medium. The nominal focal plane is equal to the focal 

plane in absence of a refractive index boundary. Positive values of d place the 

nominal focal plane below the refractive index boundary, whereas a negative 

distance d places the nominal focal plane into the refractive index mismatched 

medium. Emitter depths are parameterized by positive values of z, i.e. they are 
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always localized above the refractive index boundary. The back focal plane of the 

objective lens is shown. For simplicity, the rest of the emission pathway is omitted 

here.  

 

At the back focal plane (BFP) of the objective lens, the phases and amplitudes of light 

waves, which are the pupil function, contain aberration-related information of the optical 

system. This vectorial PSF model is able to provide the phases that are dependent on the 

position of the emitter. Amplitudes are not dependent on the arbitrary position of the 

emitter. The mathematical details of the model are described in the following. 

The refraction and transmission of the emitted light at the refractive index boundary is 

described, respectively, by Snell’s law, n1 sinθ1 = n2 sinθ2, and the Fresnel coefficients. 

The Fresnel coefficients for transmission of s- and p-polarized light are given by  
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where n1 = nglass ≈ noil = 1.52, n2 = nwater = 1.33 in our case. The variables θ and ϕ 

correspond to the polar and azimuthal angles of emitted light rays. The polar angle θ maps 

to the BFP polar coordinate ρ through ρ = sinθ1= n2 sinθ2 / n1, whereas the azimuthal angle 

ϕ maps one-to-one to the BFP azimuthal coordinate. The numerical aperture of the 

objective lens defines the range of angle θ1 that can be collected and thus the maximum 

radius ρmax in the BFP according to   
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The emitter’s dipole orientation can be defined in both Cartesian and spherical 

coordinates according to  
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Then the electric field amplitudes of x- and y- polarized light, A

xE and 
A

yE , are 

calculated using Eqns. 4.5 and 4.6, respectively. 
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and 
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The phases of the electric field in the Fourier plane (FP) (the location of the phase mask 

between the two 4f lenses) depend on several factors, namely the z-position of the emitter 

above the refractive index boundary [30] 
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and the distance d between the nominal focal plane and the refractive index boundary 

(modified from [32]) 
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and the lateral x,y-displacement of the emitter from the central optical axis (modified 

from [32])  
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where in these expressions λ is the emission wavelength and M is the magnification of 

the imaging system.  

The overall phase in the FP is thus given by 

 
lateralddepth  ++=  (4.10) 

and the complex amplitudes in the FP are then given by 
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and 
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To compute the PSF in the image plane, we propagate the light wave through the rest 

of the imaging system using Fourier optics  
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where P(u,v) is the phase mask, which, in our case, alters the standard PSF to the 

DHPSF, and is known a priori.  

The model described so far produces DH-PSFs assuming no optical aberrations. To 

account for optical aberrations, Eqn. 4.13 is modified to  
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where ),;,( yxW  is the wavefront aberration phase which depends on both the 

emitter’s position and BFP/FP coordinates, described by a summation of a set of Zernike 

polynomials 
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For each Noll index (j), aj(x,y) is the spatially-variant aberration coefficient, and Zj is 

the Zernike polynomial normalized to π. Each Zernike polynomial represents a kind of 

aberration. For example, when the Noll index j = 11, the corresponding Zernike polynomial 

is the primary spherical aberration. Notably, Zernike polynomials are orthogonal over a 

circular pupil, thus only one set of aj will be determined. 

In the vectorial PSF model, we assume that the fluorescence emission from each emitter 

is isotropic. To model the PSF of an isotropic emitter, the PSFs of three specific dipole 

orientations are summed in the image plane [30, 169]. Specifically, the three anisotropic 

emission dipoles have orientations with angle Φ and Θ of (0, π/2), (π/2, π/2), and (π/2, 0) 

(See Eqn. 4.4). In practice, we use fluorescent beads of 100 nm diameter to acquire 

experimental PSFs. To account for the finite spherical volume of these beads, a Gaussian 
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blur with a radius of 0.58 pixels (62.6 nm) is added to the simulated image. This blur radius 

is determined by minimizing the difference between a simulated 100 nm sphere filled with 

isotropic emitters and a simulated blurred isotropic point emitter in the absence of noise 

and aberration. 

 

4.2.2 Experimental Procedure  

For the initial phase mask alignment and aberration characterization, the sample is the 

same as a standard calibration sample, which places fluorescent beads on the coverslip. 

Briefly, 100 nm tetraspeck fluorospheres (Invitrogen) are diluted in PBS at a ratio of 

1:3000 (v/v) and then spin-coated onto a microscope coverslip (Schott, Nexterion® 

Coverslip Glass D). To maintain a refractive index similar to water, we cover the beads 

with a 1.5% (w/v) low-melting point agarose (Fisher Scientific) pad made with PBS buffer 

to mimic experimental conditions used for live cell imaging [14, 136, 170]. With the 

sample mounted on the stage, we scan the nominal focal plane of the objective lens through 

the fluorescent beads with equally-sized steps (50 nm) along an axial range of 3 µm. At 

each focal plane position, ten frames are collected with an exposure time of 30 ms.   

The alignment of the phase mask must be well aligned in each experiment to avoid 

further complicating the system. In practice, we acquire the images of a centermost 

fluorescent bead in the field-of-view, which is considered to be the least aberrated. Easy-

DHPSF software [171] is used and we ensure that the intensities of DH-PSF’s two lobes 

are even and that the lateral shift of the fitted positions at different nominal focal plane 

positions, i.e. the wobble effect [172], is minimal.   



81 
 

Calibration images to determine the spatially-variant aberration profiles are acquired 

by scanning the nominal focal plane through fields-of-view containing many immobilized 

fluorescent beads along the z-axis. The size of these fields-of-view is more than 150-by-

150 µm2. 

To generate a sample containing fluorescent beads immobilized at different depths in 

the agarose and beads on coverslip simultaneously, we first spin-coat the coverslip with 

fluorescent beads as described earlier in this section, then spot a 10 µL mixture of 

fluorescent beads suspended in molten 1.5% agarose on top of the coverslip.  

The same field-of-view is imaged in two color channels. All images were acquired with 

an exposure time of 30 ms and illumination intensities of 3-50 W/cm2 on the sample. 

 

4.2.3 Data Processing 

As described in Section 4.2.2, we scan over the fluorescent beads back and forth across 

an axial range of 3 µm with a step size of 50 nm, collecting 10 frames at each nominal 

focal plane position. In data processing, 10 frames from each position are averaged. This 

produces a set of 120 averaged images, each with different distance between fluorescent 

beads and the nominal focal plane.  

As shown in Fig. 4.1, the rotation angle of DH-PSFs changes across the field-of-view. 

The optical axis is an important reference for it is the least aberrated pathway a light ray 

can travel. To determine the optical axis, we fit a 2-dimensional Gaussian function to the 

rotation angles of DH-PSFs in each image and define the apex as the optical axis. 

We adjust the lateral position of phase mask prior to each experiment. However, it is 

still reasonable to suspect that phase mask can be misaligned to a degree that cannot be 
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detect by using only Easy-DHPSF software. We use the bead closest to the optical axis 

determined as earlier described to determine the nominal focal plane position d [as shown 

in Fig. 4.3] relative to the refractive index boundary in each image, as well as the phase 

mask’s rotation and lateral displacement from the optical axis. The fluorescent bead closest 

to the optical axis is assumed to be least aberrated. Maximum Likelihood Estimation [89] 

is used to minimize the difference between its experimental PSFs and simulated aberration-

free PSFs using our vectorial PSF model. To estimate the position of the nominal focal 

plane relative to the refractive index boundary, the z-position relative to the refractive index 

boundary of the bead was assumed to be 50 nm (the diameter of the beads in our calibration 

measurements is 100 ± 6 nm, according to the manufacturer). The x- and y-postion of the 

abovementioned bead are fitting parameters in this step. In one experiment, nine fields-of-

view were collected and after this step, the mean and standard deviation of position and 

orientation parameters were: x-shift: 47.0180 +/- 5.6662 µm, y-shift: 45.5806 +/- 8.7760 

µm, rotation angle: 97.5443 +/- 0.8857 degrees. The diameter of phase mask pixel is 3.733 

mm, which is three orders higher than the standard deviation of the lateral estimation. After 

the phase mask’s parameters and nominal focal plane positions are determined, they are 

not changed anymore in following data processing.  

In our model, we consider Zernike polynomials in Noll indices j =  2,…,15. To quantify 

the amount of the aberrations these polynomials represent, the coefficients  aj(x,y) are 

estimated at all bead locations as previously reported [Fig. 4.4 (a)] [32, 166]. Briefly, this 

is done by minimizing the difference between experimental PSFs and simulated PSFs 

based vectorial model using MLE. For each experiment, we pool all bead locations and 

corresponding coefficients together to resolve final coefficient maps. We do not include 
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the coefficients for Zernike polynomials with Noll indices 2 and 3, for that they correspond 

to tip and tilt, which do not change the shape of the PSF.  

To estimate the Zernike coefficients aj(x,y) with j = 4,…,15 at any location in the field-

of-view, for each Zernike mode, we fit a two-dimensional polynomial function of low order 

(usually 2-4, not to be confused with the Zernike polynomials) to the coefficients [Fig. 4.4 

(b)] [173]. The residual at a certain location, defined as the vertical distance between 

experimentally-determined coefficient and value on the polynomial surface, is checked to 

keep a mean that is close to zero [Fig. 4.4 (c)]. Moreover, we make sure that any spatial 

dependence of residuals is eliminated by increasing the order of polynomial surfaces, if 

necessary [Fig. 4.4 (d)]. Specifically, the final orders are: 2 for j = 4-6, 3 for j = 7-10 and 4 

for j = 11-15.  

 
Fig. 4.4. Spatially-variant Zernike coefficients. a) Coefficients for Zernike 

polynomials j = 4,…, 15 at two different bead positions in the field-of-view 

(indicated by red arrows and the red dots in panel b). Insets: experimentally 
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measured DHPSFs (left) and simulated DHPSFs (right) based on the estimated 

Zernike coefficients.  b) Spatial variation of Zernike coefficients a4 (defocus). The 

amount of defocus aberration was estimated at N = 427 bead positions (blue dots 

and red dots) pooled from three separately acquired fields-of-view. The surface is 

a second-order polynomial fit to the experimentally determined defocus 

coefficients. The corresponding contour map is also shown. Scale bar: 20 µm. c) 

The coefficient residuals, defined as the vertical difference between the blue dots 

and the polynomial surface. No spatial dependence is evident.   

d) Mean (red circles) and standard deviation (error bars) of coefficient residuals for 

all Zernike modes considered. 

 

When estimating the coefficients from all fluorescent beads, we notice that the 

coefficients of some beads are lying at a distance more than three standard deviations of 

residuals from the polynomial surfaces. This can result from the wiggling of fluorescent 

beads, fluorescent beads embedded in the agarose pad, overlapping DH-PSFs or intensity 

bleeding from neighboring beads. These beads are iteratively removed from surface fits 

until all remaining beads fall within three standard deviations range. Such beads are 

removed from surface fits of all other Zernike polynomial as well. We also notice that 

outliers are evenly distributed throughout the field-of-view, ruling out possible spatial 

dependence.  

The final polynomial surfaces can then each be queried at any location of the field-of-

view to obtain the local aberration coefficients. The combined aberration coefficients 

provide the overall spatially-dependent wavefront aberration phase ),;,( yxW , which 

allows us to compute spatially-variant aberrated PSFs.  
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As stated before, we combined estimations from multiple fields-of-view. To verify 

the accuracy of the polynomial fits, we performed cross-validation. First, we randomly 

remove one subset of fluorescent beads from one acquired fields-of-view. Then, the same 

polynomial fits are performed to the rest of the acquired fields-of-view. The differences 

between surfaces created from all and subset of fields-of-view are not significant, i.e., 

they are within one standard deviations of the distribution of residuals [Fig. 4.5 (a)].   

In practice, we have an illumination intensity of Gaussian profile which leads to the 

signal-to-background ratio uneven across the field-of-view. Specifically, the SBR is high 

at the center and low at the periphery of the field-of-view. And we notice that the 

coefficient map of defocus, of which Noll index is 4, is close to Gaussian profile [Fig. 4.4 

(b)]. To rule out the possibility that coefficient estimation is dependent on the illumination 

intensity profile, we lower the illumination intensity and image the same fields-of-view. 

The difference between the obtained coefficient maps is within errors [Fig. 4.5 (b)]. 

As stated previously, we assume the position of fluorescent beads to be 50 nm, because 

of the 100 nm diameter. The effect of heterogeneity of bead size on coefficient estimation 

should be considered, for that z-position of emitter directly affects the phase at BFP and 

then collected images. We first simulate aberrated images of beads at z-position of either 

20 nm or 80 nm, using spatially-dependent aberration profiles determined with bead z-

position of 50 nm, as demonstrated before. The aberration coefficients are then estimated 

by assuming the z-position of 50 nm. The difference of estimated coefficients relative to 

the ground truth is within one standard deviation of the coefficient residuals for every 

considered aberration except for defocus (j = 4) [Fig. 4.5 (c)]. And we notice that the 

difference of coefficients for primary spherical aberration (j = 11) is second largest. This 
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is not surprising because the defocus (j = 4) and primary spherical (j = 11) aberrations are 

strongly coupled with the distance d and emitter z-position. However, these simulations 

overestimate the bead size variation, which is 6 nm in diameter for the unstained 

microspheres according to manufacturer. When we repeat the same simulations with 6 nm 

depth variations, all Zernike coefficient differences were withing one standard deviation of 

the coefficient residuals.  

We also investigate to what extent the precision of coefficient estimation of each 

Zernike mode limits the 3D localization accuracy. For a certain Zernike mode, we simulate 

aberrated images with coefficient that is computationally shifted one standard deviation of 

the residuals away from the original value while the coefficients of other Zernike modes 

remain unchanged. The aberrated DH-PSFs are used to localize emitters and the deviation, 

defined as the differences between localized positions and the ground truth, is less than 5 

nm at x,y-dimensions in all cases. The deviation in the z-dimension was less than 10 

nanometers except for defocus (j = 4) or primary spherical aberration (j = 11) [Fig. 4.5 (d)]. 

Again, the larger deviations for defocus and primary spherical aberrations can be attributed 

to their strong coupling with an emitter’s axial position. 
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Fig. 4.5. a) Cross-validation of polynomial surface fitting. The first row shows 

contour surfaces of the defocus aberration coefficient a4 obtained after removing 

the beads acquired in one of three fields-of-view. The second row shows the 

difference contours relative to the full dataset contour map shown in Fig. 4.4 (b). 

Scale bars: 20 µm. b) Defocus aberration coefficient a4 contours in the other (green) 

channel of our microscope acquired using different laser intensities. The peak 

intensities are 23.5 W/cm2 amd 4 W/cm2 for high and low illumination intensity, 

respectively. The size of the excitation spot was 320 μm (1/e2 radius) in both cases. 

For this dataset, the standard deviation of a4 residuals was 57 a.u.. Scale bars: 20 
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µm. c) Effect of bead size on aberration coefficient estimation at a single position 

in the field-of-view. The difference between estimated and true coefficients are 

shown for different bead sizes (blue and red circles). Gray bars represent ± one 

standard deviation of the experimentally-determined coefficient residuals [Fig. 

4.4(d)] centered at zero. Among the Zernike modes considered here, only the 

defocus (j = 4) and primary spherical aberration (j = 11) exhibit strong coupling 

with emitter z-position. d) Effect of coefficient estimation on localization accuracy. 

Zernike coefficients were changed one at a time by the amount of one standard 

deviation of the corresponding residuals and the resulting DHPSFs were analyzed 

using the original coefficients.  

 

Based on these experimental and simulated measurements, we conclude that 

polynomial surface fitting is robust. We can accurately estimate the spatially-variant 

aberration coefficient profiles through a large field-of-view by assuming bead z-position 

of 50 nm, removing outliers and performing surface fitting of a certain order. 

 

4.2.4 Coefficient Maps in Two Color Channels 

As described in Chapter 2, the home-built single-molecule localization microscope has 

two color channels, one green channel and one red channel. They share the same optical 

path until the light wave incidents on the dichroic beam-splitter, which splits the photons 

into different color channels based on their wavelengths. The same estimation and fitting 

procedure are performed to both color channels. In Fig. 4.6, we compare the coefficient 

maps of three different kinds of aberrations. The three aberrations have very different maps, 

which also confirms that our estimation is not affected by the Gaussian profile of 

illumination intensity. Interestingly, the shapes of the corresponding surfaces between the 
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two color channels are qualitatively similar, differing only in overall magnitude. The 

reason for the similarity can be that aberrations of low order Zernike polynomials described 

here originate predominantly from optical components that are shared by both color 

channels.  

 

Fig. 4.6. Aberration coefficient profiles in both color channels of our microscope. 

Top row: Aberration coefficient contour maps for a4 (defocus), a6 (vertical 

astigmatism) and a11 (primary spherical aberration) in the red channel. Bottom row: 

Corresponding contour maps in the green color channel. Scale bars: 20 µm. 

 

4.3 Performance of Spatially-Variant Vectorial PSF Model 

In previously described sections, the vectorial PSF model is described and applied to 

images of fluorescent beads placed across a larger field-of-view. By minimizing the 

difference between simulated images and experimental images with MLE and fitting to a 

polynomial surface, we obtain the coefficient maps of aberrations of Zernike mode j = 

4, …,15 in two color channels in a home-built single-molecule localization microscope. 

They provide a way to quantify local aberration amount at a certain location in the field-
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of-view. We aim to facilitate more accurate and precise localization of emitters, compared 

with other existing models. 

 

4.3.1 Localize Emitters Immobilized on Coverslip 

As demonstrated in our model, the z-position of emitter and the position of the nominal 

focal plane affect the wavefront in a similar way. In other words, they are not orthogonal. 

And due to stage drift, the position of the nominal focal plane can change from frame to 

frame. Thus, the position of the nominal focal plane in every frame has to be determined 

prior to estimating the x,y- and z-positions of emitters that are to be localized. 

The distance d between the refractive index boundary and nominal focal plane, as 

shown in Fig. 4.3, can be estimated using a reference marker with known z-position. In our 

case, a fluorescent bead immobilized on the coverslip is used. Similarly, the z position of 

such a reference bead is 50 nm because of its 100 nm diameter. Using the same reference 

marker in each frame, we then track changes in d over time due to stage drift [Fig. 4.7 (a)]. 

Knowledge of the nominal focal plane position allows us to estimate the x,y- and z-

positions of all other beads in the field-of-view in every frame. We prepare the sample by 

immobilizing fluorescent beads between coverslip and agarose pad, which does not contain 

additional fluorescent beads so we expect a small variation in bead z-positions. However, 

the estimated bead depths cover a wider range (standard deviation = 68 nm, range = [2, 

343] nm). The statistical localization precisions, defined as the standard deviations in the 

estimated x,y- and z-coordinates of each bead, are on the same scale of bead size variation 

[blue localizations in top panel of Fig. 4.7 (b) and (c)]. There exist several beads with larger 
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localization precision [colored in red in bottom panel of Fig. 4.7 (b) and (c)]. This is not 

because our method is not able to correctly localize emitters. Instead, these beads are 

localized at larger depths and/or show noticeable motion from frame to frame. Not 

considering these insufficiently immobilized beads, the averaged localization precisions at 

all dimensions are σx = 2.4 nm, σy = 2.9 nm, and σz = 3.6 nm. 

The major contributor to the observed bead depth variance is the fact that some beads 

can get displaced into the agarose during sample preparation. A second contributing factor 

is the thickness variations of the glass coverslip. Microscope coverslips are not polished to 

optical flatness, which for high quality optics can reach λ/20~25 nm. The random thickness 

variations of the coverslip, which appear to be on the order of tens of nanometers, is 

uncorrected and its correction is beyond the scope of this dissertation.   

A third contribution could come from the possibility that the aberration coefficients are 

not accurately estimated. To rule out this possibility, we displace the field-of-view laterally 

by 10 µm and estimate the depths of the same beads again [yellow localizations in top 

panel of Fig. 4.7 (b)]. Fig. 4.7 (b) compares the depths of the same fluorescent beads. 

Before and after the shift of field-of-view, the z-positions and the z-precisions are not 

changed considerably. The average difference between bead depths before and after lateral 

displacement was 0.6 nm [Fig. 4.7 (b), bottom panel]. Thus, our method is robust in 

estimating emitter depths accurately throughout the field-of-view.  
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Figure 4.7. a) Change in the distance d due to stage drift. The same bead was used 

as a constant z-position reference.  b) top panel: z-position measurements for 

different fluorescent beads on a flat coverslip immobilized by agarose before (blue) 

and after (yellow) a 10 µm lateral shift. The first bead (black) is the reference bead 

fixed at z = 50 nm. The red dots represent mean values from 40 measurement and 

the error bars represent the standard deviations. Inset: the spatial distribution of 

localized beads before and after the lateral shift. Bottom panel: the difference 

between z-position measurements before and after the lateral shift. Beads with 
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noticeable motion from frame to frame in x,y- and/or z-directions are colored red. 

c) distribution of standard deviations of individual bead position measurement in 

the x-, y- and z-dimensions. Red colored bars represent beads with localization 

precisions of more than 10 nm (arbitrarily chosen threshold). The mean precision 

here is calculated excluding these aforementioned beads. If those beads were not 

excluded, the mean precision is: σx = 5.3 nm, σy = 5.7 nm, and σz = 5.1 nm. 

 

4.3.2 Localize Emitters in Two Color Channels 

Intermolecular interaction and their proximity have been long studied, which, if 

successfully resolved, provide key information about molecular behavior or molecular 

arrangement in the same structure. Two-color imaging provides a way to obtain such 

information by imaging two differently labelled molecules. However, as shown in Fig. 4.6, 

the amount of aberrations differs in different color channels so that the images from two 

color channels are distorted differentially, limiting co-localization accuracy if without any 

further data processing. Previous work has established the use of 3D transformation 

functions to correct the distortion and register two 3D super-resolution datasets acquired 

in different color channels [14]. In order to achieve 3D registration errors of less than 10 

nm, transformation functions have to be computed based on large numbers of control points 

distributed throughout the 3D image volume. Such an approach leads to increased 

computational cost when imaging control points of similarly high density in an ultrawide 

field-of-view.  

If the use of the spatially-variant vectorial PSF model is able to correctly calibrate the 

aberrations in two separate color channels, it would yield depth accuracies sufficient to 

justify the use of 2D transformation functions to register 3D localization data. To test this 
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hypothesis, fluorescent beads are embedded in agarose to create samples that contain 

emitters at various depths. They are imaged and localized in both color channels as 

described before. Briefly, the same bead immobilized on the coverslip is used as reference 

maker in both channels to estimate the positions of the nominal focal plane. With the 

nominal focal plane’s z-position known, the positions of other fluorescent beads are 

estimated and the depths are compared [top panel of Fig. 4.8 (a), red and green dots, 

reference marker colored in black].  

Of all 25 beads presented here, they are widely distributed across the field-of-view [Fig. 

4.8 (b)]. The depths of the same beads match up well with a mean difference of 0.8 nm and 

a standard deviation of 23.3 nm [Fig. 4.8 (c)]. We conclude that systematic z-colocalization 

errors can be eliminated and z-colocalization accuracies of about 20 nm can be achieved 

using the spatially-variant vectorial PSF model. We also note that the differences of more 

than 20 nm still occur for four of the beads considered here [bottom panel of Fig. 4.8 (a) 

and 4.8 (c)]. This observation may result from the existence of higher-order aberrations or 

sample-induced aberrations that are not accounted for by our model. With the aberrations 

in two color channels characterized and incorporated in data processing, the same emitters 

can be co-localized in two different color channels with an accuracy better than 25 nm, 

which matches localization precisions typically achieved in live-cell SMLM. To reduce z-

colocalization errors into sub-10 nanometer regime, a locally calibrated 3D transformation 

function could be employed, possibly with lower control point densities [14].  



95 
 

 

Fig. 4.8. a) Top panel: z-positions of the same beads as measured in two separate 

color channels. The bead colored in black was used as a reference marker in both 

channels. Bottom panel: z-position differences for each bead shown in the top panel. 

b) The distribution of localized beads in the green channel across the field-of-view. 

c) z-position differences.  

 

4.3.3 Comparison with Double-Gaussian Model 

In our microscope, by inserting a phase mask, the regular PSF is engineered into a DH-

PSF. DH-PSF can be approximated as two Gaussian lobes rotating around the center. As 

shown in Fig.1, experimental data of fluorescent beads demonstrates the change of DH-

PSFs across the field-of-view. A calibration curve or a look-up table is used to find the z-
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position of an emitter based on the relative angle between its two lobes. In most cases, 

Easy-DHPSF algorithm[171] uses a look-up table generated at a certain location in the 

field-of-view globally. Due to the spatially-variant aberrations, the look-up tables from 

different locations are significantly different. By simulation, we can generate look-up 

tables of ten fluorescent beads randomly placed in the field-of-view [Fig. 4.9]. Apparently, 

if a global look-up table is used to interpret the z-position, the z-error can be as large as 

hundreds of nanometers. 

 

Figure 4.9. Simulated look-up tables of ten fluorescent beads in the field of view. 

Inset: the locations of the ten fluorescent beads. The camera size is 2048-by-2048 

pixels and the pixel size is 108 nm. By simulation, the nominal focal plane is 

scanning through the bead below and above 1.5 µm at a step size of 50 nm. 

Coefficient maps described previously are used to generate realistic and aberrated 

images. The look-up tables are generated with Easy-DHPSF software. At a certain 
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angle, the inferred positions from different look-up tables can differ as large as 500 

nm, for instance, between bead 1 and bead 5. 

 

To assess the improvements in accuracy and precision of position estimates made with 

the spatially-variant vectorial PSF model, we compare its performance to that of the double 

Gaussian model used in the Easy-DHPSF algorithm. For those fluorescent beads 

immobilized on coverslips, Easy-DHPSF yields bead z-positions that map out a bowl shape 

[Fig. 4.10 (a)]. The z-positions of beads at the periphery can be up to 800 nm higher than 

that of beads near the center of the field-of-view. This is not surprising because the 

spatially-variant aberrations are not accounted for in the double-Gaussian model used in 

Easy-DHPSF, especially defocus (j = 4), which we have shown it affects the z-localization 

strongly in our simulation [Fig. 4.5 (d)]. With the aberration coefficient maps determined 

experimentally, we simulate images of bright fluorescent beads at the same z-depth of 50 

nm above the refractive index boundary across the field-of-view. In this simulation, we 

make the nominal focal coincident with the boundary (d = 0). We are able to recapitulate 

the bowl shape if the simulated images are analyzed by Easy-DHPSF [Fig. 4.10 (b)]. It is 

expected because this commonly used Easy-DHPSF algorithm provides a global look-up 

table, leaving spatially-variant aberrations unaccounted for and uncorrected. The z-error, 

defined as the average z-positions of   N = 5 individual estimates relative to the ground 

truth, maps out a bowl shape similar to the experimental measurement. When we refit the 

same data using many local look-up tables[34], the z-errors are reduced by roughly one 

order of magnitude, but they still displayed a spatial dependence [Fig. 4.10 (c)]. Note here 

the nominal focal plane is placed coincident with the refractive index boundary. In this 
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case, most of the z-errors lie within the range of [-60, 80] nm range, which is a good 

improvement of many local look-up tables over only a global look-up table.  

We aim to test to what degree the change of the nominal focal plane, thus the change 

of distance between emitter positions and the nominal focal plane, will affect the z-error 

and its distribution. If the improvement is dependent on the relative distance, it may shed 

lights on how we can optimize experiments. We simulate images of fluorescent beads at z 

= 50 nm and the nominal focal plane at d = -500 nm, which means the they are both above 

the refractive index boundary into water medium. In this case, with many local look-up 

tables, the z-error range increased to [0, 200] nm [Fig. 4.10 (d)]. Importantly, in both the d 

= 0 nm and d = -500 nm cases, the z-error remained spatially-variant [Fig. 4.10 (c) and 4.10 

(d)]. By comparison, the spatially-variant vectorial PSF model estimated the z-positions 

without any spatial dependence (absolute mean z-error = 1.4 nm), because the z-errors were 

determined solely by the signal-to-background-limited localization precision. If molecules 

inside the bacterial cell with a diameter of 1000 nm are to be studied, the distance between 

emitters and the nominal focal plane may vary greatly when the nominal focal plane 

position is fixed. We simulate the images of bright emitters displaced randomly within a 

range of ±500 nm relative to the nominal focal plane while maintaining the nominal focal 

plane at d = -500 nm. The benefit of using many local lookup tables is not as pronounced 

as for a constant separation distance. The z-error range is expanded to a larger range of [0, 

300] nm and the z-errors show spatially dependence [Fig. 4.10 (e)]. Notably, the Easy-

DHPSF algorithm often converges to incorrect estimates, especially when the simulated 

PSFs are severely aberrated. While these incorrect estimates can be filtered out during data 

post-processing based on reasonable criterion, such steps can reduce data acquisition 
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throughput which may lead to other undesired outcome, for instance, longer acquisition 

time and photo-toxicity.  

The experiment and simulation described above are of bright emitters, which have a 

high signal-to-background ratio (SBR). However, a fluorescent protein is much dimmer 

than beads which are coated with many dyes. The signal-to-background ratio has a 

profound effect on the accuracy and precision of localization algorithm [27]. To evaluate 

and compare the accuracy and precision of different methods at different SBRs, we 

simulate noised images of a single emitter. The emitter is placed at z-position of 50 nm at 

an off-center position in the field-of-view (70 µm lateral shift), while the nominal focal 

plane is kept at d = 0. The background photon count is held constant at 10 photons per pixel 

while the signal from the emitter varies from 103 to 105 photons. For each SBR, 50 frames 

are simulated and analyzed to extract the x,y- and z-positions. At different SBRs, the 

accuracy of the double Gaussian model can be improved by using a local look-up table 

instead of a global look-up table, while the precision remains unchanged. For all SBRs 

evaluated here, the vectorial PSF model yields better accuracy and precision than the 

double Guassian model [Fig. 4.10 (f)].  



100 
 

 

Figure 4.10. Comparison of double-Gaussian and the spatially-variant vectorial 

PSF model. a) z-positions estimates of fluorescent beads immobilized on the 

coverslip obtained by using the double-Gaussian PSF model and a global lookup 

table. Inset: Scatterplot of bead x, y-positions with each bead colored according to 

its z-position.  b) Same results as in panel a, except that simulated DHPSFs of 

isotropic emitters were used as inputs. The z-error is defined as the difference 

between estimated z-positions and the ground truth (50 nm). The nominal focal 

plane is coincident with the refractive index boundary (d = 0 nm). Inset in panels 
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b-e: the projection of emitters in x, y-plane with beads colored according to their z-

errors.  c) The same simulation as in panel b, but processed with a double Gaussian 

model using many local look-up tables.  d) The same simulation as in panel c, but 

the nominal focal plane was placed 500 nm above the refractive index boundary (d 

= -500 nm).  e) The same simulation as in panel d (d = -500 nm, local lookup tables), 

but z-positions for DHPSF simulations were randomly chosen in the interval [0, 

1000] nm. f) Accuracy and precision comparison of double Gaussian vs. spatially-

variant vectorial PSF model fitting. Both analytical models perform worse than the 

vectorial PSF model.   

 

4.4 Applications  

As we demonstrated on experimental and simulated data, the spatially-variant vectorial 

PSF model enables more accurate and precise localization than commonly used double 

Gaussian model. However due to its heavy computation, we did not pursue its application 

to biological samples. Instead, we have leveraged it to optimize experimental data 

collection and extend the simulation to other imaging modes, specifically light-sheet 

microscope[174].   

 

4.4.1 Single Molecule Imaging 

Single molecule imaging and single particle tracking have revealed key information 

about protein diffusive behavior in its native environment in live cells, such as the diffusive 

states present in cells [111, 136]. We have demonstrated the better performance of our 

spatially-variant vectorial PSF model over the double-Gaussian model utilized in the Easy-

DHPSF algorithm. However, its heavy computation cost (~2 min/localization when run on 
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a single core of a workstation computer) hinders the integration of the spatially-variant PSF 

model into data analysis if the time cost issue remains unsolved. Data processing time could 

be shortened by using Graphics Processing Units (GPUs), as demonstrated for interpolated 

PSF models [29]. We choose to leverage the power of our model by taking another 

direction. 

In practice, stage drift is corrected by using a fiducial marker which is able to emit over 

the course of the data acquisition time, such as a bright fluorescent bead [175]. When the 

fluorescent beads are directly placed on the coverslip, and imaged cytosolic proteins are 

diffusing in a 1000 nm sized-bacterial cell in a Brownian way, the difference between the 

upmost protein z-position and fluorescent bead z-position is at the scale of ~1 µm, and the 

angle difference between them is close to 90º. Importantly, when the fiducial bead is in 

focus, the relative angle of DH-PSFs from proteins close to the upper boundary of bacterial 

cells is close to 0 or π. Due to aberrations, the lobes can be distorted, which further adds 

difficulty to correctly resolve the localizations of the emitters. YopE, an effector protein of 

pathogenic Yersinia enterocolitica, can be secreted through the type III secretion system 

(T3SS) into human host cells, and result in disruption of target cells [176]. Here we show 

the distribution of localized diffusing protein YopE, which has been truncated to its 

chaperone-binding domain, and fluorescently labeled with eYPF [Fig. 4.11 (a)]. When the 

focal plane is placed near the refractive index boundary,  loss or compression of 

localizations at the upper half of the cell is considerable, which may result in inaccurate 

and incomplete analysis of molecular behavior in the cell. By simulating a circle with 

evenly distributed emitters and placing nominal focal plane at varied depths, we find that 

when the nominal focal plane is at ~400 nm, the unbiased dispersion of localizations is 
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recovered. Thus, it is advised that when experimentally imaging a bacterial cell, the 

nominal focal plane should be placed around the center of the cell instead of keeping 

fiduciary bead on the coverslip in focus. This produces an almost circular distribution of 

molecules diffusing in cytoplasm [Fig. 4.11(b)].  

 

Figure. 4.11. 2D projection of molecular localizations along the cell axis. a) 

truncated YopE, an effector protein in pathogenic Y. enterocolotica, tagged with 

eYFP is diffusing in the cytoplasm. When imaging, fiduciary marker, in this case a 

brightly fluorescent bead (not shown in the figure), is placed on the coverslip. When 

the nominal focal plane is placed at the refractive index mismatch boundary 

between the coverslip and water-based bacterial, the upper half of cell suffers from 

a loss of localizations. Thus, the resolved localizations do not recapitulate the 

roundness of cells. b) After we find that placing nominal focal plane at ~400 nm 

above the refractive index mismatch boundary helps recover the cell shape by 

simulation, we experimentally validate this by imaging diffusing adaptor protein 

SspB [177] in Y. enterocolitica cytoplasm. The SspB protein is genetically tagged 

with the Halo-tag and stained with Janelia Fluor 549 (Promega). When imaging, 

the nominal focal plane is placed at ~400 nm above the mismatch boundary. The 

resolved z-positions of SspB-Halo recovers the roundness of cells. Scale bar: 400 

nm. Colorbar: localization density, counts per 100×100 nm2. 

 



104 
 

4.4.2 Light-Sheet Microscopy Data Simulation 

In recent years, light sheet-based fluorescence imaging approached has been developed 

to illuminate a given selected plane within a volume, thus reducing possible photo-toxicity 

or photo-bleaching[108, 174]. At the same time, it provides the capability of excellent 

optical sectioning, rejecting unwanted background fluorescence. Light sheet microscopy is 

also combined with super-resolution microscopy to visualize emitters deep into 

samples[178, 179]. Because of its compelling performance, Zhang et al. used the non-

invasive light sheet microscopy combined with deep convolutional neural to resolve single 

cells with a 3D biofilm, which is a complex community of bacterial cells[174]. This 

provides important information on single-cell level, such as cell size, orientation, etc. 

CNN-based single-cell segmentation requires training data which is computationally 

simulated from known ground truth. The simulated images must be representative of 

images in experimental conditions. Otherwise, the trained CNN cannot extract information 

with high accuracy if experimental data is analyzed. Therefore, it is of great importance to 

simulate images with a PSF model that is closest to the truth. Vectorial PSF model serves 

as a better approximation to the PSF under experimental conditions. 

The home-built lattice light sheet microscope is equipped with two objective lenses 

opposed to each other [109, 174]. The biofilm sample to be studied is in a flow channel, 

and the scanning direction of the sample is not perpendicular to either of the objective 

lenses. Experimental PSF can be acquired by using a fluorescent bead and then used to 

simulate images. Even though such a PSF contains information of the system, such as 

aberrations we characterized in previous sections, it has the drawback that a fluorescent 
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bead is a sphere with a non-zero size. By using the vectorial PSF model, we can simulate 

images of cells that is close to experimental images. 

 

4.4 Conclusions 

Aberrations present in an optical system have been a haunting problem for they can 

significantly impair the image quality. The characterization and correction of aberrations 

has been intensively researched to facilitate the accuracy of information that can be 

extracted from images. Here we provide a quantitative frame work to characterize and 

correct aberrations in a two-color 3D SMLM. The use of spatially-variant PSF model is an 

optimal solution to localize emitters with high accuracy and precision in an ultrawide field-

of-view, where aberrations can vary substantially between different locations.  

Fluorescent bead images are obtained at different positions in the field-of-view and at 

different nominal focal plane positions. By minimizing the difference between 

experimental bead images and the simulated images with a vectorial diffraction model 

using MLE algorithm, we are able to characterize the aberrations at distinct locations in an 

ultra-wide field-of-view. The aberrations are quantified as linear combinations of Zernike 

polynomials, and the coefficients of these linear combinations represent the magnitudes of 

different aberrations at these locations. To facilitate the knowledge of aberrations in any 

location through the field-of-view, a polynomial surface fitting is performed for each 

aberration, thus creating the aberration maps. The aberration maps enable the query of 

aberration amount at any location through the field-of-view for further accurate localization 

or realistic image simulation.  
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By comparing with simplified analytical model, specifically, double Gaussian model 

for DH-PSFs, we show that the spatially-variant vectorial PSF model outperform the 

double Gaussian model. It can resolve the 3D localizations of emitters with both better 

accuracy and higher precision. Moreover, careful measurements show that it can localize 

the same emitters in two color channels with a z-colocalization accuracies of less than 25 

nm, which lies in the precision range of common live cell imaging.  

In this work, we use a phase mask that engineers a regular PSF into a double-helix PSF. 

Groups have reported other engineered PSFs, such as tetrapod [77], and learned PSF [81]. 

In our model we take other important factors into account, to be specific, the emitter dipole, 

the refractive index boundary. We believe that our model can be extended to characterize 

other models corresponding to differently engineered PSF, anisotropic emitters such as a 

fixed dipole in refractive index mismatched medium. Li et al. interpolated experimental 

PSFs to reconstruct a complete and realist PSF models which contain the aberrations in the 

optical system [29]. Alternatively, spatially-variant interpolated PSFs could be generated 

based on the method presented here. Such an approach would result in improved 

localization accuracy, because locally-aberrated PSF models could be used for 

interpolation by computationally moving the emitter to different z-positions instead of 

experimentally scanning the nominal focal plane through emitters at constant (but 

unknown) z-position. Recently years, deep leaning has been used to characterize or correct 

the aberrations in the optical system [31, 180, 181]. Spatially-variant PSF can be used to 

simulate training data that reflect possible experimental images, thus improving the 

accuracy of result from deep learning.  
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Limitations of the approach include the inability to calibrate the thickness variation of 

microscope coverslips in situ. Unknown undulations in the refractive index boundary limit 

the accuracy in Zernike coefficients estimation and thus the absolute z-localization 

accuracy to tens of nanometers, as quantified in Fig. 4.7. The substantial computational 

cost limits us to Zernike polynomials only up to j = 15, which leaves out aberrations of 

higher order. The heterogeneity of refractive index within sample is not considered in the 

model yet. These limitations leave space for future improvements that will be discussed in 

Chapter 5. 



 
 

Chapter 5: Significances and Future 

Directions 



 
 

5.1 Significances 

As a powerful tool, SMLM is widely used and has enabled many important and 

interesting discoveries in biology. It has been used to determine the structure [182] or 

conformational changes [15] of macrostructures or individual proteins. Borrowing methods 

from cryo-electron microscopy, such as classification and single-particle averaging, 

scientists were able to determine the structure of complex macromolecular organizations 

[182-184]. Leveraging slowed photochemistry at cryogenic temperatures, Weisenburger et 

al. were able to localize fluorophores at different sites of a small protein with Angstrom-

level precision [185]. It has also been used to count protein copy number [186], and in 

multicolor colocalization microscopy [14, 170]. In addition to static localization, the 

capability of SMLM to observe at the single molecule level allows the dynamic movement 

of individual molecules to be tracked.  

The first half of this dissertation describes the application of SMLM in single-molecule 

tracking. On the basis of previous work [111], this work focuses on extending and further 

validating the diffusion analysis framework to resolve the prevalent diffusive states of 

freely diffusing cytoplasmic proteins. The previous framework is slightly modified and 

updated. Previous work involved both simulated data and experimental data with an 

exposure time of 25 ms and it handled fluorescent proteins eYFP and mEos3.2 in Yersinia 

enterocolitica. To further validate the framework, we simulated data with an exposure time 

of 10 ms to mimic experimental single molecule tracking data. By subjecting the simulated 

data to the same localization and tracking workflow, we created distributions of apparent 

diffusion coefficients in a confined cellular volume with known unconfined diffusion 

coefficients. Experimental data is fit with these distributions to resolve the diffusive states 
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and the relative population fractions. The fluorescent protein mEos3.2 diffusing in Y. 

enterocolitica cytosol was analyzed. We found that experimental data at exposure times of 

25 ms and 10 ms were fit well with the same state, which supports the underlying 

hypothesis that cytosolic mEos3.2 undergoes confined Brownian motion in Y. 

enterocolitica.  

While SMLM is widely used for its excellent performance, the aberrations intrinsic in 

the optical system or introduced by samples have hindered localization accuracy and 

precision. The second half of this dissertation is dedicated to the efforts to computationally 

quantify the aberrations present in the optical system. We take into account the spatial 

variance of aberrations, which must be corrected to image a large field-of-view. By 

sampling points at different locations across a large field-of-view and fitting the aberration 

coefficients to polynomial functions, we generated aberration coefficient maps for the two 

color channels in a single molecule localization microscope. The aberrations can be 

computationally corrected, and our PSF model is able to localize emitters with better 

accuracy and precision than commonly used double-Gaussian model for DH-PSFs. With 

slight modifications, this aberration correction model can be extended to other engineered 

PSFs.  

 

5.2 Future directions 

Single-molecule tracking with SMLM is able to provide invaluable information of 

biomolecular behavior in its native environment. Fluorescent proteins provide high 

specificity because they can be genetically inserted and expressed together with the protein 

of interest. However, as discussed in Chapter 2, the main drawback of fluorescent proteins 
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is that they are dimmer than organic dyes. This leads to larger localization uncertainty and 

short trajectories. Previous work has shown that increasing the trajectory length helps 

extract information on dynamics [111]. In the future, efforts can be made to use other 

labelling methods to get longer trajectories, such as dye labeling or unnatural amino acid 

labeling. Fluorescent dyes with high photon yields enable localizing molecules of interest 

with better precision. The use of noncanonical amino acids (ncAAs) provides high 

specificity, and it can be combined with the use of bright fluorophores. Either method has 

to deal with the problem of artifacts introduced by possible non-specific labelling or high 

levels of background due to insufficient wash of free dyes. Live cell imaging compatibility 

and cell permeability of fluorophores are other issues that need considering when choosing 

a labeling system. In the case of ncAAs, researchers may have to consider possible 

complications of introducing orthogonal pairs of tRNAs and aminoacyl-tRNA synthetases 

into cells.  

Future directions of the protein diffusion analysis framework include improvement of 

the fit quality. As shown in Fig. 3.6, especially for experimental data with an exposure time 

of 10 ms, the fit is not perfect yet. On the other hand, the assumption in the simulation of 

single molecule trajectories is that the proteins are diffusing in a Brownian way in a 

confined homogenous volume. The assumption is justifiable in our case because the 

localizations and diffusing trajectories (data not shown) do not show any spatial 

dependence. It has been reported that molecules can undergo subdiffusion in bacterial cells 

due to interaction with surroundings, especially for larger moving molecules [187, 188]. 

Future work can investigate diffusion in a heterogenous volume.  It can also include the 
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comparison between subdiffusion and confined Brownian motion, which may reveal the 

possibility to probe unseen molecular movement.  

The aberrations in optical systems are difficult to remove. In addition to efforts in 

industry to manufacture optical components of high quality, future studies can focus on 

improving the performance of existing models. The model presented in this dissertation 

incorporates Zernike polynomials up to mode j = 15. However, it is beneficial to include 

additional Zernike modes beyond j = 15 to account for aberrations of higher order. This 

will increase the computational cost, but this problem can be mitigated by using Graphics 

Processing Units (GPUs) or cloud computing services. The heterogeneity of the refractive 

index within the imaged specimen contributes to the inaccuracy of localization, which 

should be modeled. This, however, is not easy due to the fact that the heterogeneity is 

unknown and may be specimen-dependent. More extensive calibration measurements and 

incorporation of the fine bandwidth of the fluorescence emission spectrum may also help 

to improve the accuracy of aberration coefficient estimation. It will further improve the 

agreement between simulated and experimental PSFs.  

Applying this new PSF model to biological samples can lead to important findings. In 

recent years, deep learning has been used to characterize and/or correct for the aberrations 

[31, 180, 181]. The computational power of deep learning enables fast localization of 

emitters. It is possible that the combination of deep learning and the spatially-variant 

vectorial PSF model could lead to fast and accurate results simultaneously. This can be 

further incorporated into the existing single-molecule tracking workflow.   

On the microscopy front, future efforts can be made to develop correlative microscopy 

that combines different imaging modalities and leverage the complementary strengths 
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[189]. Expansion microscopy (ExM) was first reported in 2015 by Chen et al. [190], and 

was later updated to be compatible with commonly used fluorophores and fluorescent 

proteins [191, 192]. Briefly, proteins or fluorophores are anchored to a swellable gel, and 

then the distance between them are increased isotopically when the gel expands. Iterative 

expansion microscopy [193] combined with global labelling has enabled the visualization 

of the nanoarchitecture of eukaryotic cells with electron microscopy-like contrast [194]. 

By imaging the isotopically swelled samples from ExM, aberration-corrected SMLM is 

able to provide accurate and precise estimation of localization and copy number of proteins 

that are otherwise crowded in a tight complex. For instance, type III secretion system 

(T3SS) is such a macromolecular complex, which is used by many pathogenic bacteria as 

a virulence mechanism to infect host cells [195]. The relative stoichiometry of some 

proteins within T3SS is still under debate and could benefit from rigorous SMLM paired 

with ExM. However, the rigid cell wall poses technical issues for expansion. It is important 

to note that this correlative technique requires fixation of the sample, and thus is not able 

to provide dynamic information.  

 

5.3 Conclusions 

The work presented here validates the robustness of a protein diffusion analysis 

framework. When applied to experimental data collected at different exposure times, this 

framework is able to resolve the diffusive states of fluorescent proteins diffusing in living 

cells. Specifically, we characterized the diffusion of the fluorescent protein mEos3.2 as 

undergoing confined Brownian motion. To improve the localization accuracy and precision 

of single molecule localization microscopy, a phase-retrieved vectorial PSF model is 
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introduced to correct for spatially-variant aberrations in ultra-wide field-of-view imaging. 

The applications and limitations of the work are thoroughly discussed. Further application 

and improvement of the protein diffusion analysis in an aberration-corrected single-

molecule microscope will facilitate better understanding of molecule behavior.  
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