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Abstract 

 
Recent developments of short (femtosecond or picosecond) pulse laser techniques 

for probing and modifying materials provide an intriguing opportunity to study the 

material behavior and properties under extreme conditions that can hardly be achieved by 

any other means.  The highly non-equilibrium nature of the transient processes occurring 

in the laser-irradiated targets, however, hinders the interpretation of the experimental 

results.   

In this work, the microscopic mechanisms of the ultrafast structural and phase 

transformations induced in the irradiated metal targets are investigated in a computational 

model combining classical molecular dynamic method with a continuum description of 

the electronic excitation and electron-phonon equilibration.  The atomic-level structural 

rearrangements predicted in the simulations are analyzed through the calculation of the 

diffraction profiles and density correlation functions, and related to the diffraction spectra 

observed in time-resolved electron diffraction experiments.  Computational investigation 

of the laser-induced generation of crystal defects in bcc and fcc metal targets suggests 

that a large number of vacancies can be created in the surface regions of the irradiated 

targets.  Moreover, the emission of partial dislocations from the melting front is observed 

for Ni, where the interaction among the dislocations propagating along different glide 

planes leads to the formation of complex dislocation configurations.  For Cr, the stacking 

faults, generated during the initial stage of the relaxation of the laser-induced stresses, 

disappear shortly after the laser-induced tensile stress wave leaves the surface region of 

the target. 



The connections between the electronic structure and the electron temperature 

dependences of the thermophysical properties, namely the electron-phonon coupling and 

the electron heat capacity, under strong laser-induced electron-phonon non-equilibrium 

are established through ab initio electronic structure calculations for several 

representative metals.  As a direct consequence of the thermal excitation of lower d band 

electrons, the thermophysical properties of noble and transition metals investigated in this 

study exhibit significant deviations from the commonly accepted descriptions for the 

range of electron temperatures typically realized in femtosecond laser material processing 

applications.  The comparison of computational predictions with experimental 

observations demonstrates that the transient modifications of the thermophysical 

properties have important practical implications for quantitative computational 

description of laser-materials interactions. 
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1. Introduction 

1.1 Background 

Short pulse laser interaction with metals is a subject of fundamental scientific 

interest as well as significant practical importance.  Recent advances in the development 

of femtosecond laser technology open up an exciting opportunity to study the materials 

under extreme conditions that can hardly be achieved by any other means.  For instance, 

short pulse laser irradiation can create a cascade of coupled transient events consisting of 

strong electron/lattice superheating, fast structural and phase transformations, generation 

of defects, surface modification, and/or material removal from the target.  At the same 

time, short pulse lasers are finding an increasing use in a diverse range of applications 

ranging from advanced materials processing, cutting, drilling, surface micro- and nano-

structuring, to laser surgery and artwork restoration.  Further optimization of 

experimental parameters in current applications, the emergence of new techniques, and 

interpretation of the results of probing the transient atomic dynamics and electronic 

phenomena in materials requires a better fundamental understanding of the ultrafast 

processes induced by the short pulse laser excitation.   

In metals, the laser energy is absorbed by the conduction band electrons, leading 

to the promotion of electrons located below the Fermi level to levels above the Fermi 

energy.  As a result, the electron distribution in irradiated metals could deviate away 

from the Fermi-Dirac distribution right after the laser excitation.  This is shown 

schematically in Figure 1-1.   
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Figure 1-1. A schematic drawing of the modification of the Fermi-Dirac distribution of 

electrons in metals following the laser irradiation. 

 

The nonequilibrium electrons created by the laser excitation thermalize within a 

few hundred femtoseconds through electron-electron collisions, leading to the 

establishment of the Fermi-Dirac distribution [1,2,3,4].  On the other hand, due to the fact 

that the electrons have a much smaller heat capacity as compared to the lattice, excitation 

by a short laser pulse can create a highly nonequilibrium state between the electrons and 

the lattice.  In this nonequilibrium state, the electron temperature, determined by the 

Fermi-Dirac distribution after the electron thermalization, can reach up to tens of 

thousands of Kelvins, comparable to the Fermi energy, while the lattice still remains cold.  
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The electron-lattice equilibration process proceeds through the electron-phonon collisions 

and takes place on a much longer timescale, as compared to the electron thermalization.  

The timescale of the equilibration between the hot electrons and the lattice is on the order 

of picoseconds and is determined by the strength of the electron-phonon coupling which 

could vary by more than an order of magnitude for different metals [5,6,7,8,9].  After the 

equilibration between the electrons and the lattice is achieved, the energy redistribution 

from the irradiated surface region into the bulk of the target can be described in terms of  

the common heat diffusion. 

Based on the concepts described above, a continuum approach, called  two-

temperature model (TTM), was proposed by Anisimov et al. in 1974 [10].  The TTM 

considers the distinction in the timescales of electron-electron and electron-phonon 

thermalization processes and assumes that the electron thermalization takes place 

instantaneously upon the laser pulse irradiation.  This assumption is later justified by 

theoretical calculations presented in [ 11 ] in which a set of Boltzmann equations, 

accounting for nonequilibrium electron distribution, was solved for both electrons and 

phonons.  It was found that for short, sub-picosecond and picosecond, laser pulses, the 

difference between the solutions of the Boltzmann equations and TTM calculations is 

negligible for sufficiently strong laser excitations, e.g. near the threshold for laser melting 

or damage.   

The TTM describes the temporal and spatial evolution of the lattice and electron 

temperatures, Tl and Te, in the irradiated target by two coupled non-linear differential 

equations: 
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where C and K are the heat capacities and thermal conductivities of the electrons and the 

lattice as denoted by subscripts e and l, G(Te) is the electron-phonon coupling factor 

related to the rate of the energy exchange between the electrons and the lattice, and 

( )trS ,r  is a source term describing the local energy deposition by the laser pulse.   

The TTM accounts for the laser excitation of the conduction band electrons and 

subsequent energy relaxation processes, i.e. the energy transfer from the hot electrons to 

the lattice vibrations due to the electron-phonon interaction and the electron heat 

conduction from the irradiated surface to the bulk of the target.  In Eq. (1.2), the term 

describing the lattice heat conduction is often omitted as it is typically negligible as 

compared to the electron heat conduction in metals. 

While the TTM has been widely employed in many theoretical/computational 

studies of laser interactions with metals, the natural limitation of this continuum model is 

its inability to adequately describe the kinetics and mechanisms of structural and phase 

transformations occurring in the target material irradiated by a short laser pulse.   

In order to overcome this limitations, a combined atomistic-continuum model that 

incorporates the classical molecular dynamics (MD) method into the general framework 

of the TTM model, named TTM-MD, has been developed [ 12 ], and applied for 

investigation of the microscopic mechanisms of laser melting and photomechanical 

damage in metal films and bulk targets [13,14,15].  In this combined TTM-MD model, 
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MD substitutes the TTM equation for the lattice temperature in the region of irradiated 

target affected by laser-induced structural transformations, Eq. (1.4).  The diffusion 

equation for the electron temperature is solved simultaneously with MD integration of the 

equations of motion of atoms and an additional coupling term is added to the 

conventional MD equations of motion in order to account for the energy exchange 

between the electrons and the lattice [12].   
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In Eq. (1.4), mi, vi
T, and ri are the mass, thermal velocity, and position of an atom i, and 

Fi is the force acting on atom i due to the interatomic interaction between atoms.  A 

complete description of the TTM-MD model is given in [12].   

1.2 Motivation of the dissertation 

Recent advances in time-resolved x-ray and electron diffraction techniques 

provide an intriguing opportunity to directly explore the ultrafast phase transformations 

under extreme conditions created by the short pulse laser irradiation [16,17].  Although 

these time-resolved pump-probe experiments can offer important atomic-level insights 

into the fast laser-induced processes, the complexity of the non-equilibrium phase 
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transformations makes the reliable interpretation of the diffraction profiles in terms of  

the transient atomic dynamics challenging.  Results from MD simulations contain 

complete atomic-level information on the mechanisms of laser-induced phase 

transformations.  In addition, diffraction profiles and density correlation functions can be 

readily obtained from the transient atomic configurations generated in MD simulations, 

providing a direct link between the results of MD simulations and time-resolved 

diffraction experiments.  Therefore, in this study, MD simulations of metal films 

irradiated with short laser pulses are carried out and the structural analysis techniques are 

applied to study the characteristics of laser-induced melting processes in irradiated targets.  

At the same time, the microscopic processes responsible for the generation and evolution 

of defect configurations in the irradiated targets have been largely unexplored so far in 

MD simulations.  A detailed analysis of the crystal defects introduced by short pulse 

irradiation could provide important information for short pulse laser materials processing 

applications. 

One of the major challenges in quantitative description of laser-materials 

interactions is the lack of understanding of the transient behavior and properties of metals 

under conditions of strong electronic excitation, when the electron temperature rises up to 

tens of thousands of Kelvins.  Furthermore, the accuracy in the application of the models 

based on TTM for quantitative description of the kinetics of the energy redistribution in 

the irradiated target relies on the choice of adequate temperature dependent 

thermophysical properties of the target material.  These thermophysical properties, 

namely the electron-phonon coupling factor, the electron heat capacity, and the heat 

conductivity, are important parameters in the TTM equation for the electron temperature, 



 7

Eq. (1.1).  Due to the small heat capacity of the electrons in metals and the finite time 

needed for the electron-phonon equilibration, irradiation by a short laser pulse can 

transiently bring the target material to a state of strong electron-lattice nonequilibrium, in 

which the electron temperature can rise up to tens of thousand of Kelvins, comparable to 

the Fermi energy, while the lattice still remains cold.  At such high electron temperatures, 

the thermophysical properties of the material can be affected by the thermal excitation of 

the lower band electrons, which, in turn, can be very sensitive to the details of the 

spectrum of electron excitations specific for each metal.  Indeed, it has been shown by a 

simple model of the density-of-states (DOS) for Au, that in the range of electron 

temperatures typically realized in femtosecond laser material processing applications, 

thermal excitation of d band electrons, located ~2 eV below the Fermi level, can lead to a 

significant, up to an order of magnitude, increase in the strength of the electron-phonon 

coupling and positive deviations of the electron heat capacity from the commonly used 

linear dependence on the electron temperature [18,19].  The question that arises from this 

is how the thermophysical properties of different metals would vary under conditions of 

strong laser-induced excitation of electrons?  In particular, while the approximations of a 

linear temperature dependence of the electron heat capacity and a temperature 

independent electron-phonon coupling are used in most of the current TTM calculations, 

it is important to investigate to what degree the changes in the transient material 

properties would affect the quantitative predictions of the transient atomic structural 

dynamics and the kinetics of the energy redistribution in the irradiated target upon short 

pulse laser irradiation.   
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1.3 Outline of the dissertation 

 This dissertation is organized as follows.  In Chapter 2, short pulse laser 

interaction with single crystalline and nanocrystalline metal targets is investigated 

through MD simulations based on the TTM-MD method.  In Chapter 3, the dependence 

of thermophysical material properties, namely the electron-phonon coupling and the 

electron heat capacity, on the electron temperature is investigated for eight representative 

metals, Al, Cu, Ag, Au, Ni, Pt, W, and Ti, for the conditions of strong electron-phonon 

nonequilibrium induced by short pulse laser irradiation through first principles electronic 

structure calculations.  In Chapter 4, practical implications of the thermal excitation of 

lower band electrons in short pulse laser interaction with metals are revealed in TTM-MD 

and TTM simulations performed with thermophysical material properties predicted in 

Chapter 3.  In Chapters 5 and 6, the microscopic mechanisms of the generation of crystal 

defects in BCC Cr and FCC Ni irradiated by a short laser pulse are investigated in TTM-

MD simulations.  A summary of this dissertation is given in Chapter 7. 

Some chapters of this dissertation have been published or in preparation for 

publication.  The following list gives the references to the papers that report the results 

presented in this dissertation. 

 

Chapter 2: 

Section 2.1: Z. Lin and L. V. Zhigilei, Time-resolved diffraction profiles and atomic 

dynamics in short pulse laser induced structural transformations: Molecular dynamic 

study, Phys. Rev. B, 73, 184113, 2006. 
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Section 2.2: Z. Lin and L. V. Zhigilei, Time-resolved diffraction profiles and structural 

dynamics of Ni film under short laser pulse irradiation, J. Phys.: Conference Series 59, 

11-15, 2007. 

Section 2.3: Z. Lin, L. V. Zhigilei, E. Leveugle and E. M. Bringa, Molecular Dynamic 

Simulation of Laser-induced Melting of Nanocrystalline Au, manuscript in preparation. 

 

Chapter 3: Z. Lin, L. V. Zhigilei and V. Celli, Electron-phonon coupling and electron 

heat capacity of metals under conditions of strong electron-phonon nonequilibrium, Phys. 

Rev. B, 77, 075133, 2008. 

Results of the calculations have been made accessible in tabulated form at 

http://www.faculty.virginia.edu/CompMat/electron-phonon-coupling/ 

 

Chapter 4: 

Section 4.1: Z. Lin and L. V. Zhigilei, Thermal excitation of d band electrons in Au: 

Implications for laser-induced phase transformations, High-Power Laser Ablation VI, 

edited by C. R. Phipps, Proc. SPIE 6261, 62610U, 2006. 

Section 4.2: Z. Lin and L. V. Zhigilei, Temperature dependences of the electron-phonon 

coupling, electron heat capacity and thermal conductivity in Ni under femtosecond laser 

irradiation, Appl. Surf. Sci. 253, 6295-6300, 2007. 

 

Chapter 5: 
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Z. Lin, R. A. Johnson, and L. V. Zhigilei, Computational study of the generation of 

crystal defects in a BCC metal target irradiated by short laser pulses. Phys. Rev. B, in 

press, 2008. 

 

Chapter 6: 

Z. Lin and L. V. Zhigilei, Generation of crystal defects in short pulse laser interaction 

with FCC Ni, manuscript in preparation. 
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2. Investigation of Short Pulse Laser Induced 
Structural Transformations in Metals 

 

2.1 Time-resolved diffraction profiles and atomic dynamics in short pulse 
laser induced structural transformations 

2.1.1 Introduction 
 
 Short (pico- and femtosecond) pulse laser irradiation has the ability to bring 

material into a highly non-equilibrium state and provides a unique opportunity to study 

the material behavior and phase transition dynamics under extreme conditions.  The 

challenge of probing fast structural transformations is being met by active development 

of a variety of time resolved probe techniques [1-16].  Until recently most of the data on 

the kinetics of laser-induced phase transformations has been provided by optical probe 

techniques, e.g. [1-4].  While high temporal resolution is readily achievable in optical 

pump-probe experiments, the reflectivity measured by optical probes can only reveal 

changes in the electronic structure of the irradiated surface and provides limited direct 

information on atomic structural rearrangements. 

 Recent advances in time-resolved x-ray and electron diffraction techniques open 

up an exciting opportunity to go beyond the analysis of the characteristic time-scales of 

laser-induced phase transformations and to directly probe the transient atomic dynamics.  

For example, observations of the inertial motion of atoms on the optically 

modified/softened potential energy landscape, reported by Lindenberg et al. [6], provide 

new insights into the mechanisms of non-thermal melting of covalently bonded materials.  
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Excitation of large coherent atomic displacements at low laser fluences and 

disordering/melting at higher fluences has been deduced by Sokolowski-Tinten et al. 

from analysis of time evolution of the diffraction signals obtained for 50 nm bismuth 

films irradiated with femtosecond laser pulses [7].  Resolidification process of laser-

melted surface region of an InSb target has been studied with nanosecond temporal 

resolution by Harbst et al. and the velocity of the resolidification front has been measured 

for different laser fluences [8].  Due to the limited intensity of the available X-ray pulses, 

the diffraction signals are typically derived from rocking curves, for fixed Bragg angles.  

The advances in short-pulsed electron sources enable a competitive alternative to X-rays 

in the exploration of atomic dynamics [9].  High structural sensitivity and sub-picosecond 

time resolution were recently demonstrated by Siwick et al. in an electron diffraction 

study of ultrafast solid-to-liquid transition dynamics in 20 nm aluminum films irradiated 

with 120 fs laser pulses [11].  The diffraction intensity over a range of scattering vectors 

was measured in this work, allowing for analysis of time evolution of the density 

correlation function during the melting process and providing information on the atomic 

rearrangements during the first picoseconds following the optical excitation. 

 Although time-resolved diffraction experiments provide important atomic-level 

insights into the fast laser-induced processes, the complexity of the non-equilibrium 

phase transformations hinders the direct translation of the diffraction profiles to the 

transient atomic structures.  Atomic-level simulations can help in reliable interpretation 

of experimental observations.  Indeed, classical and ab initio molecular dynamics (MD) 

simulations have been used to study the mechanisms and kinetics of laser-induced non-

thermal [ 17 , 18 ] and thermal [19-21] melting processes, the evolution of voids in 
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photomechanical spallation [ 22 ], as well as the dynamics of explosive material 

disintegration and ablation [23,24].  MD simulations provide complete atomic-level 

information on the mechanisms of laser-induced phase transformations.  At the same time, 

diffraction profiles and density correlation functions can be calculated from atomic 

configurations predicted in MD simulations, providing a direct connection between the 

results of MD simulations and time-resolved diffraction experiments. 

 In this section, we report the results of calculations of diffraction profiles and 

density correlation functions from transient atomic configurations obtained in MD 

simulations of short pulse laser melting of 20 nm Au and Al films.  Computational model 

used in MD simulations of laser melting of metal films is briefly described next, in 

Section 2.1.2.  Numerical methods for calculation of the structure function from atomic 

configurations are discussed in Section 2.1.3.  The microscopic picture of the competition 

between the homogeneous and heterogeneous melting processes obtained in MD 

simulations is discussed and related to the evolution of the diffraction profiles and density 

correlation functions in Section 2.1.4.  Connections between the characteristic features of 

the diffraction profiles and the mechanisms of laser melting revealed in the simulations, 

as well as the implications of the simulation results for interpretation of experimental data 

are reviewed in Section 2.1.5. 

2.1.2 Computational setup for simulations of laser interactions with Au 
thin films 

 

 MD simulations of fast laser-induced structural transformations are performed for 

thin, 20 nm, freestanding metal films irradiated by a short, 200 fs, laser pulse.  This 

choice of the computational system is defined by the availability of high-quality time-
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resolved electron diffraction data obtained in the transmission mode for thin freestanding 

films [10-16].  Most of the simulations reported in this section are for Au films, with an 

additional simulation performed for an Al film with irradiation conditions comparable to 

the ones used in a recent experimental study [11].  The simulations are performed with a 

hybrid atomistic-continuum model that combines the classical MD method for simulation 

of non-equilibrium processes of lattice superheating, deformation, and melting with a 

continuum description of the laser excitation and subsequent relaxation of the conduction 

band electrons.  The model is based on well-known two-temperature model (TTM) [25], 

which describes the time evolution of the lattice and electron temperatures by two 

coupled non-linear differential equations.  In the combined TTM-MD method, MD 

substitutes the TTM equation for the lattice temperature.  The diffusion equation for the 

electron temperature is solved by a finite difference method simultaneously with MD 

integration of the equations of motion of atoms.  The electron temperature enters a 

coupling term that is added to the MD equations of motion to account for the energy 

exchange between the electrons and the lattice.  The cells in the finite difference 

discretization are related to the corresponding volumes of the MD system and the local 

lattice temperature is defined for each cell from the average kinetic energy of thermal 

motion of atoms.  A complete description of the combined TTM-MD model is given in 

Ref. [19]. 

 Irradiation by a laser pulse is represented in the continuum part of the model by a 

source term with a Gaussian temporal profile and exponential attenuation of laser 

intensity with depth under the surface (Beer-Lambert law).  The electron mean free path 

in Au is larger than the optical penetration depth and the ballistic energy transport defines 
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the effective laser energy deposition depth, estimated to be on the order of 100 nm [26].  

Since the ballistic range in Au exceeds the thickness of the films considered in this work, 

20 nm, the reflection of the ballistic electrons from the back surface of the film results in 

a uniform distribution of the electronic temperature established on the timescale of 

electron thermalization.  The theoretical prediction of the uniform rise of the electronic 

temperature for thicknesses smaller than the ballistic range has been confirmed in a series 

of pump-probe measurements of transient reflectivity performed for Au films of different 

thicknesses, from 10 nm to 500 nm [27].  The effect of the ballistic energy transport and 

the finite size of the film are accounted for in the source term describing the laser 

irradiation [19]. 

 The range of laser fluences used in the simulations for Au films, from 45 J/m2 to 

180 J/m2, is chosen so that only an incomplete heterogeneous melting of the film is 

observed at the lowest fluence and an ultrafast homogeneous melting of the whole film is 

observed at the highest fluence.  The absorbed laser fluences rather than the incident 

fluences are given here and are used in the remaining part of the study. 

 The interatomic interaction in the MD part of the model is described by the 

embedded atom method (EAM) with the functional form and parameterization suggested 

in Ref. [28].  The choice of the interatomic potential defines all the thermal and elastic 

properties of the material.  Some of the properties of the EAM Au relevant to the material 

response to the laser heating are listed in Table 2-1-1, along with experimental data for 

Au. While there are some quantitative discrepancies between the properties of the model 

EAM Au and experimental data, the overall agreement is reasonable and we can expect 

that the model will adequately reproduce the material response to fast laser heating.  
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Moreover, the knowledge of the thermodynamic parameters of the model material allows 

us to perform a quantitative analysis and physical interpretation of the simulation results. 

 The parameters used in the TTM equation for the electron temperature are as 

follows.  For Au [19], the electronic heat capacity is Ce = γTe with γ = 71 Jm-3K-2, the 

electron-phonon coupling constant is G = 2.1×1016 Wm-3K-1, and the dependence of the 

electron thermal conductivity on the electron and lattice temperatures is described by an 

expression suggested in Ref. [32].  For Al, Ce = γTe with γ = 125 Jm-3K-2, G = 3.1×1017 

Wm-3K-1 [33], the electron thermal conductivity is Ke = K0Te/Tl with K0 = 238 Wm−1K−1 

[34], and the optical penetration depth at 800 nm is 8 nm [12]. 

Properties 

Tm 

K 

ΔVm 

cm3 mol-

1 

ΔSm 

J K-1 mol-1 

ΔHm 

kJ mol-1 

(dT/dP)m

K GPa-1 

Cp 

J K-1 mol-1 

α 

10-6 K-1 

EAM Au 963 0.28 8.7 8.4 32.2 25.9-30.3 10.3-21.4 

Experiment 
1336 

[29] 

0.55 

[29] 

9.6 

[29] 

12.8 

[29] 

57.5 

[29] 

25.4-31.2 

[30] 

14.2-19.1 

[31] 

Table 2-1-1.  Some of the material parameters determined for the EAM Au material.  

Values of the equilibrium melting temperature, Tm, volume change, ΔVm, enthalpy, ΔHm, 

and entropy, ΔSm, of melting are given for zero pressure.  The dependence of the 

equilibrium melting temperature on pressure, (dT/dP)m, is determined from liquid-crystal 

coexistence simulations and confirmed by the calculations based on the Clapeyron 

equation, (dT/dP)m=ΔVm/ΔSm.  The value given in the table is calculated for zero 

pressure.  Variations of the coefficient of linear expansion, α, and heat capacity at zero 
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pressure, Cp, are given for a temperature range from 293 K to 950 K.  Experimental 

values for Au are from Refs. [29,30,31]. 

 The initial MD system in simulations of laser interaction with Au films is an FCC 

crystal composed of 500,000 atoms with dimensions of 20.46×20.46×20.46 nm and 

periodic boundary conditions imposed in the directions parallel to two (001) free surfaces.  

The periodic boundary conditions simulate the situation in which the laser spot diameter 

is sufficiently large so that the energy redistribution in the lateral directions, parallel to 

the free surfaces of the film, can be neglected on the time-scales considered in the 

simulations.  Several simulations are performed for systems with dimensions of 

8.18×8.18×20.46 nm (80,000 atoms), 16.37×16.37×20.46 nm (320,000 atoms), and 

28.64×28.64×20.46 nm (980,000 atoms) to investigate the effect of the size of the 

computational cell on the calculated diffraction profiles.  In the simulation performed for 

an Al film, a similar system composed of 500,000 atoms with dimensions of 

20.56×20.56×20.56 nm is used.  Before applying laser irradiation, all systems are 

equilibrated at 300 K and zero pressure. 

 The identification of liquid and crystal regions in the atomic configurations 

obtained in the simulations is done with a local order parameter calculated for each atom 

based on the local structure within the first two neighbor shells [19].  The local order 

parameter is used to identify the crystal and liquid regions in the transient atomic 

configurations and to quantitatively describe the kinetics of the melting process. 

2.1.3 Numerical methods for calculation of structure function  
from atomic configurations 
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 In order to calculate diffraction patterns from atomic configurations generated in 

MD simulations, we consider the scattering of a monochromatic/monoenergetic beam of 

X-ray photons or electrons on a sample consisting of N atoms.  Assuming that only single 

elastic scattering takes place, the amplitude of the wave scattered by the sample is given 

by summing the amplitude of scattering from each atom in the configuration [35,36]: 

( ) ( )∑
=

⋅−=Ψ
N

i
iis rQifQ

1
exp rrr

,        (2.1.1) 

where Q
r

 is the scattering vector, ir
r  is the position of atom i with respect to an arbitrary 

chosen origin, fi is the x-ray or electron atomic scattering form factor for the ith atom, and 

the sum goes over all the atoms.  The magnitude of Q
r

 is given by λθπ /sin4=Q , where 

θ is half the angle between the incident and scattered wave vectors, and λ  is the 

wavelength of the incident wave.  The scattering form factors fi are functions of Q with 

different dependences in X-ray and electron scattering [37].  The intensity of the scattered 

wave can be found by multiplying the scattered wave function by its complex conjugate: 
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Spherically-averaged powder-diffraction intensity profile can be obtained by integration 

of Eq. (2.1.2) over all directions of interatomic separation vector jiij rrr rrr
−= , resulting in 

the Debye scattering equation [35]: 

∑∑
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By dividing the above equation by ∑
=

N

i
if

1

2  we obtain a function that, following Ref. [38], 

we call the structure function: 
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This function approaches unity at large Q and is often used to present experimental 

diffraction results.  For monoatomic system the dependence on the atomic form factors 

can be eliminated and we have 

∑∑
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+=
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j

N

ji ij

ij
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Qr

N
QS

1

)sin(21)(         (2.1.5) 

 The structure function defined by Eq. (2.1.5) can be computed directly from the 

atomic configurations generated in MD simulations.  The calculations, however, involve 

the summation over all pairs of atoms in the system, leading to the quadratic dependence 

of the computational cost on the number of atoms and making the calculations 

prohibitively expensive for large systems [39]. 
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Figure 2-1-1 The effect of the finite size of the MD system on the calculated structure 

functions.  Elimination of spurious ripples induced by the truncation of the pair density 

function at Rmax=100 Å by introduction of the damping function W(r) in Eq. (2.1.8) is 

illustrated in (a), where the results are shown for 20.46×20.46×20.46 nm FCC Au system 
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equilibrated at 300 K.  Black and red lines show the results of the calculations performed 

with and without W(r), respectively.  Structure functions calculated using Eq. (2.1.9), 

with the damping function, for systems of four different sizes in the lateral directions are 

shown in (b). 

 

 An alternative approach to calculation of S(Q) is to substitute the double 

summation over atomic positions in Eq. (2.1.5) by integration over the pair density 

function, which is a real space representation of correlations in atomic positions [38], 
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where δ is the Dirac delta function.  Although the calculation of the pair density function 

still involves N2/2 evaluations of interatomic distances rij, it can be done much more 

efficiently than the double sum in Eq. (2.1.5) that requires evaluation of sin function and 

repetitive calculations for each value of Q.  The expression for the structure function, Eq. 

(2.1.5), can be now reduced to a simple integration, which, in fact, is the Fourier 

transform of the pair density function: 

dr
Qr

QrrrQS )sin()(41)(
0

2ρπ∫
∞

+=        (2.1.7) 

 In the calculation of the pair density function, the maximum value of r is limited 

by the size of the MD simulation cell.  If the periodic boundary conditions are used to 

represent a part of a larger/infinite system, the pair density function can only be evaluated 

up to a maximum value Rmax that should not exceed a half of the computational cell.  The 

truncation of the numerical integration in Eq. (2.1.7) at Rmax induces spurious ripples with 
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a period of max/2 Rπ=Δ  [40].  A number of methods have been proposed to suppress 

these ripples so that the Fourier ringing dies out more quickly [35,38,39,41,42].  The 

method that we adopt in this work is to multiply the integrand in Eq. (2.1.7) by a damping 

function W(r), similar to the Lorch modification function in neutron diffraction 

experiments [43], 
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Thus the structure function S(Q) can be calculated as 
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0
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The damping function replaces the sharp step function at the cutoff distance Rmax by a 

smoothly decreasing contribution from the density function at large interatomic distances 

and eventually approaching zero at Rmax. 

 Figure 2-1-1(a) shows structure functions calculated with and without the 

damping function for an FCC Au system composed of 500,000 atoms (Rmax = 100 Å) and 

equilibrated at 300 K.  It is apparent that the introduction of the damping function 

completely eliminates spurious truncation ripples in the structure function.  While for the 

FCC crystallite at 300 K the presence of ripples does not prevent identification of the real 

structural peaks, Fig. 2-1-1(a), the elimination of ripples is crucial for the analysis of the 

structural transformations occurring at elevated temperatures, when the real structural 

peaks can be small and completely obscured by the ripples. 
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 Although application of the damping function eliminates the truncation ripples, 

the finite size of the MD system and the introduction of the cutoff in the pair density 

function also affect the real peaks of the structure function.  To illustrate the effect of the 

size of the system on the characteristics of structure function, the results of calculations 

performed for a 20 nm thick Au film represented by MD computational cells with four 

different sizes in the directions of periodic boundary conditions, parallel to the surfaces of 

the film, 8.18, 16.37, 20.46, and 28.64 nm are shown in Fig. 2-1-1(b).  The cut-off 

distances Rmax, used in the calculations of the pair density functions are 40 Å, 80 Å, 100 

Å, and 140 Å respectively.  It can be seen that the failure of including long-range atomic 

correlations beyond 40 Å results in a significant broadening of all peaks, with some of the 

peaks starting to merge.  As the value of Rmax increases to 80 Å, the peaks become sharp 

and well-defined.  Further increase of Rmax to 100 Å and to 140 Å results in a much more 

moderate sharpening of the peaks, with no changes to the peak positions.  Analytical 

calculation of the broadening of the peaks due to the introduction of the damping function 

with Rmax = 100 Å predicts a broadening of ΔQ = 5.437/ Rmax = 0.05437 Å-1 [44].  Since 

the purpose of the present study is to investigate the evolution of the diffraction pattern 

during the fast laser heating of the film up to the melting temperature and above, the 

relatively small finite-size effect is expected to be negligible compared to the changes in 

the diffraction peaks associated with the temperature rise and structural transformations.  

Thus, all simulations discussed in the next section are performed for 20.46×20.46×20.46 

nm (500,000 atoms) system and all structure functions are calculated with Eq. (2.1.9) and 

Rmax=100 Å. 
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2.1.4 Results and discussion 

2.1.4.1 Kinetics and mechanisms of laser melting 

 The timescales of laser melting predicted in TTM-MD simulations of 20 nm Au 

films irradiated with 200 fs laser pulses at absorbed fluences ranging from 45 J/m2 to 180 

J/m2 are presented in Fig. 2-1-2.  The fraction of the crystal phase is defined by the 

number of atoms with local crystalline environment, as predicted by the local order 

parameter [19].  Two distinct regimes can be identified in Fig. 2-1-2, a high-fluence 

regime when the entire film melts within just several picoseconds, and a low-fluence 

regime when the melting process slows down and the melting starting time increases 

sharply with decreasing fluence.  Below we briefly discuss the melting mechanisms of 

Au films in these two regimes. 
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Figure 2-1-2.  The timescales of the melting process in a 20 nm Au film irradiated with a 

200 fs laser pulse at different absorbed fluences.  Semi-logarithmic plots of the time 

required to melt certain fractions of the film are shown in (a).  Each curve corresponds to 

a particular fraction of the remaining crystal phase as a function of the absorbed fluence.  

For example, the red curve with squares corresponds to the time after laser excitation 

when 90% of the atoms in the film belong to the crystal phase.  The decrease of the 

fraction of the crystal phase with time is shown for each simulation in (b).  The atoms in 

the crystal phase are distinguished from the ones in the liquid phase based on the local 

order parameter [19]. 

 At the highest laser fluence of 180 J/m2, melting starts at about 10 ps after the 

laser pulse and completes by 14 ps.  Similarly fast decrease of the fraction of the crystal 

phase is observed in simulations performed at absorbed fluences of 140 and 100 J/m2.  

The melting mechanism in this high-fluence regime is exemplified here by the results 
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obtained in a simulation performed at 180 J/m2.  The temporal and spatial evolution of 

the lattice temperature and pressure in the irradiated film is shown in the form of contour 

plots in Fig. 2-1-3.  Large mean free path of excited electrons and a weak electron-

phonon coupling in Au results in a uniform distribution of the electronic temperature in 

the film before the electron-lattice thermalization.  As a result the whole film is heated up 

uniformly at a rate on the order of ~1014 K/s, Fig. 2-1-3(a).  The fastest heating is 

observed within the first 15 ps of the simulation, whereas complete equilibration between 

the hot electrons and the lattice takes up to 80 ps.  The fast increase of the lattice 

temperature results in the overheating of the lattice above the limit of its stability, 

~1.25Tm [19], and leads to the fast homogeneous melting of the whole film within ~3-4 

ps.  The solid and dashed lines in Fig. 2-1-3 mark the beginning (90% of the crystal phase) 

and the end (10% of the crystal phase) of the melting process and can be related to the 

corresponding points in Fig. 2-1-2. 

 
(a) 
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(b) 

Figure 2-1-3.  Contour plots of the lattice temperature (a) and pressure (b) for a 

simulation of laser melting of a 20 nm Au film irradiated with a 200 fs laser pulse at an 

absorbed fluence of 180 J/m2.  Solid and dashed lines show the beginning and the end of 

the melting process.  Laser pulse is directed along the Y-axes, from the top of the contour 

plots.  The stepwise shape of the contour plot boundaries is related to the discretization of 

the mesh over which average temperature and pressure values are calculated. 

 

 The pressure contour plot in Fig. 2-1-3(b) shows that the fast lattice heating 

results in the build up of a compressive stresses inside the film within the first ~5 ps.  The 

initial compressive pressure drives the expansion of the film.  In earlier simulations 

performed for Ni and thicker Au films [19,20,45] the relaxation of the laser-induced 

compressive stresses resulted in generation of tensile stresses, followed by pressure 

oscillations or even disintegration/spallation of the film.  For 20 nm freestanding Au film, 
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however, the time of the mechanical relaxation is on the order of 5 ps (time needed for 

the two unloading waves to cross a half of the depth of the film), significantly shorter 

than the time of the lattice heating.  As a result, the film expands during the lattice 

heating and pressure (and film thickness) oscillations can be hardly observed in Fig. 2-1-

3(b). 
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Figure 2-1-4.  Snapshots (a) and structure functions (b) of atomic configurations during 

the melting process in a 20 nm Au film irradiated with a 200 fs laser pulse at an absorbed 

fluence of 180 J/m2.  Atoms are colored according to the local order parameter Φ - blue 

atoms have local crystalline surroundings, red atoms belong to the liquid phase.  In (a), 

the laser pulse is directed from the right to the left sides of the snapshots.  In (b), curves 

are shifted vertically with respect to each other in order to better show the changes in the 

structure function.  Zero time corresponds to a perfect FCC crystal at 300 K just before 

the laser irradiation. 

 

 The atomic-level picture of the homogeneous melting process in the high-energy 

regime is shown in Fig. 2-1-4(a).  The visual analysis of snapshots from the simulation 

suggests that the growth of the liquid regions appearing at the free surfaces of the film 

(see a snapshot taken at 10 ps) does not make any significant contribution to the overall 

melting process.  The energy transfer from the hot electrons to the lattice quickly leads to 

the overheating of the lattice up to the limit of the crystal stability, when a spontaneous 

nucleation of a large number of small liquid regions occurs throughout the film, leading 

to the rapid collapse of the crystalline structure from 10 to 14 ps. 

 Similar melting process, dominated by homogeneous nucleation of liquid regions 

inside the overheated crystal, is observed for all other fluences in the high-fluence regime, 

down to 70 J/m2.  The decrease in fluence shifts the melting process to later time and 

gradually increases the contribution of the heterogeneous melting that takes place by 

propagation of two melting fronts from the surfaces of the film.  The latter process is 

reflected in the development of the initial slow shoulders in the melting curves shown in 
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Fig. 2-1-2(b).  The slow components of the melting process are apparent in the curve 

plotted for 70 J/m2, where almost 10% of the film melts due to the propagation of the 

melting fronts, before the critical superheating is reached and the faster homogeneous 

melting takes over. 

 The melting process observed at 55 J/m2 can be considered to be a transitional one 

between the high-fluence (homogeneous melting) and low-fluence (heterogeneous 

melting) regimes.  At this fluence both mechanisms of melting contribute approximately 

equally to the melting process, Fig. 2-1-5(a).  During the time from 25 to 40 ps, the 

propagation of two melting fronts from the surfaces of the film is largely responsible for 

the increase in the fraction of the liquid phase.  After 40 ps, the growth of liquid regions 

nucleated inside the overheated crystal starts to make a major contribution to the melting 

process, significantly accelerating the total rate of melting, as reflected in the slope of the 

melting line in Fig. 2-1-2(b).  The melting slows down again at later time due to the 

lattice temperature decrease.  From the time of 70 to 90 ps the last crystalline island 

slowly melts, Fig. 2-1-5(a), as the temperature of the film is approaching the equilibrium 

melting temperature. 
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(b) 

Figure 2-1-5.  Snapshots (a) and structure functions (b) of atomic configurations during 

the melting process in a 20 nm Au film irradiated with a 200 fs laser pulse at an absorbed 

fluence of 55 J/m2.  Atoms are colored according to the local order parameter Φ - blue 

atoms have local crystalline surroundings, red atoms belong to the liquid phase.  In (a), 

the laser pulse is directed from the right to the left sides of the snapshots.  In (b), curves 

are shifted vertically with respect to each other in order to better show the changes in the 

structure function.  Zero time corresponds to a perfect FCC crystal at 300 K just before 

the laser irradiation. 
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 At laser fluences below 55 J/m2, the propagation of the melting fronts from the 

surfaces of the film dominates the melting process and a significant increase of the 

melting time is observed in Fig. 2-1-2.  Snapshots from a simulation performed at a 

fluence of 45 J/m2 illustrate the melting process in this regime, Fig. 2-1-6(a).  Two 

melting fronts propagate from the free surfaces with velocities that decrease down to zero 

as the melting progresses and the temperature approaches the equilibrium melting 

temperature.  By the end of the simulation (500 ps) the temperature of the film decreases 

down to the equilibrium melting temperature and the remaining 49% of the film material 

remains in the crystalline state.  Incomplete and purely heterogeneous melting is also 

observed in the simulations performed at 50 and 51 J/m2.  Based on the properties of the 

model EAM Au material we can estimate the critical absorbed fluence, Fm, that would 

supply enough energy to completely melt the film: 
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Figure 2-1-6.  Snapshots (a) and structure functions (b) of atomic configurations during 

the melting process in a 20 nm Au film irradiated with a 200 fs laser pulse at an absorbed 

fluence of 45 J/m2.  Atoms are colored according to the local order parameter Φ - blue 

atoms have local crystalline surroundings, red atoms belong to the liquid phase.  In (a), 

the laser pulse is directed from the right to the left sides of the snapshots.  In (b), curves 

are shifted vertically with respect to each other in order to better show the changes in the 

structure function. 
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where d is the thickness of the film, Cl and Ce are the lattice and electron heat capacities 

and ΔHm is the heat of melting.  Using parameters of EAM Au listed in Table 2-1-1 and 

electron heat capacity defined in Section 2-1-2 we can estimate Fm = 53.78 J/m2, with 

36.52 J/m2 and 0.59 J/m2 going into heating of the lattice and electrons up to the 

equilibrium melting temperature Tm and 16.67 J/m2 required for melting the film at Tm.  

This estimation is consistent with the results of MD simulation described above. 

 The relative contribution of the homogeneous and heterogeneous melting 

mechanisms in the simulations described above is controlled by the temperature 

dependence of the velocity of the melting fronts propagating from the free surfaces of the 

film and the lattice heating regime.  The rate of the lattice heating is defined by the 

irradiation parameters (laser fluence and pulse duration) and the strength of the electron-

phonon coupling, whereas the temperature dependence of the velocity of the melting 

front can be described by non-equilibrium kinetic theory [46].  The maximum velocity of 

the melting front propagation is the velocity at the limit of the crystal stability, above 

which a massive homogeneous nucleation of liquid regions inside the overheated crystal 

takes place.  While one can safely assume that the maximum velocity of the melting front 

is ultimately limited by the speed of sound [47], recent MD simulations [19] demonstrate 

that the real maximum velocity at the limit of crystal stability does not exceed 15% of the 

speed of sound.  Moreover, under conditions of laser melting, the overheating required 

for the onset of the homogeneous nucleation of liquid regions is significantly reduced by 

the uniaxial lattice distortions produced as a result of the relaxation of laser-induced 

thermoelastic stresses [20].  This reduction in the lattice stability explains why the 
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homogeneous nucleation is observed down to a relatively low fluence of 55 J/m2, when 

the melting process is slow and takes up to 90 ps. 

2.1.4.2 Structure function calculations 

 Calculation of the diffraction profiles provides an attractive possibility to directly 

relate the detailed information on the kinetics and mechanisms of laser-induced structural 

transformations obtained in MD simulations to the results of time-resolved diffraction 

experiments [5-8,10-13].  In this Section we present the results on the evolution of the 

structure function S(Q) in two representative simulations discussed above, a simulation at 

180 J/m2 where a fast homogeneous melting is observed and a simulation at 45 J/m2 

where much slower heterogeneous melting takes place. 

 The temporal evolution of the diffraction profile is shown for a fluence of 180 

J/m2 in Fig. 2-1-4(b).  Although by the time of 7 ps the melting process has barely started 

and most atoms (~99%) are still identified by the local order parameter as maintaining 

local crystalline surroundings, the structure function has changed significantly.  First, 

there is a considerable reduction in the heights of all the peaks as compared to the 

structure function calculated at zero time, before the laser pulse.  This reduction can be 

largely attributed to the fast heating of the crystal from 300 K to 1059 K, Fig. 2-1-3a.  

Quantitative analysis of peak height reduction due to the increase in the amplitudes of 

thermal atomic vibrations is given in Section 2.1.4.4.  Second, there is a pronounced shift 

to the left of the (111) diffraction peak and splitting of the (200), (220), and (311) peaks.  

The appearance of new diffraction peaks may be indicative of solid-solid phase 

transformations.  A detailed structural analysis, however, does not reveal any structural 
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changes in the film beyond the appearance of a relatively small number of point defects 

(vacancy-interstitial pairs).  Both the shift and the splitting of the peaks are actually 

related to the uniaxial expansion of the film in response to the laser heating, as explained 

in Section 2.1.4.3. 

Absorbed fluence = 45 J/m2 

Time 10 ps 60 ps 180 ps 500 ps 

Crystal fraction 

(%) 

100.0 93.1 67.5 49.1 

Absorbed fluence = 180 J/m2 

Time 11 ps 12 ps 13 ps 14 ps 

Crystal fraction 

(%) 

93.1 67.5 15.9 0.3 

Table 2-1-2.  Fraction of atoms with local crystalline surroundings (local order parameter 

Φ > 0.04) in a 20 nm Au film irradiated with a 200 fs laser pulse at absorbed fluences of 

45 and 180 J/m2. 

A fast collapse of the crystalline structure from 10 to 14 ps, apparent from the 

snapshots shown in Fig. 2-1-4(a), is also clearly reflected in the evolution of the structure 

function.  In just 3-4 ps the peaks characteristic of the FCC structure disappear and the 

structure function takes the shape characteristic of the liquid structure, with only one 

broad peak that can be identified.  The duration of the melting process observed in this 

simulation is in a good agreement with the one measured in time-resolved electron 

diffraction experiments performed for 20 nm Al films, 3.5 ps [11].  Some of the 

differences between the evolution of the diffraction peaks observed in the simulation and 
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experiment, most notably the absence of peak splitting and shifts in the positions of 

diffraction peaks in experimental observations, are discussed in Section 2.1.5. 

 An evolution of the structure function in the low-fluence regime, when the 

melting process is dominated by the propagation of the melting fronts from the free 

surfaces of the film, is illustrated in Fig. 2-1-6(b), where the results are shown for an 

absorbed fluence of 45 J/m2.  Similarly to the fast homogeneous melting discussed above, 

laser irradiation leads to the reduction of heights of the peaks and induces a shift of the 

(111) peak to the left and splitting of other peaks.  There are, however, important 

differences in the evolution of the structure functions in low and high-energy regimes.  

While the heights of the peaks are decreasing gradually during the melting process, the 

peaks remain well-defined up to the end of the simulation, when more than 50% of the 

film is melted.  For the same fraction of atoms belonging to the crystalline parts of the 

system (having crystalline local environment as defined by the local order parameter) the 

diffraction peaks are more pronounced in the case of heterogeneous melting.  For 

instance, although from Table 2-1-2 we can see that the same number of atoms remain in 

the crystalline parts of the film at 11 ps after 180 J/m2 pulse and at 60 ps after 45 J/m2 

pulse, the diffraction peaks are much more clearly defined in the corresponding curve in 

Fig. 2-1-6(b), as compared to the one in Fig. 2-1-4(b).  The same conclusion one can 

derive from the comparison of structure functions shown for 12 ps in Fig. 2-1-4(b) and 

180 ps in Fig. 2-1-6(b). 

 It is clear from the visual analysis of the snapshots of atomic configurations that 

the homogeneous nucleation of a large number of liquid regions throughout the film, Fig. 

2-1-4(a), is effective in destabilizing the lattice and reducing the long-range order 
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throughout the film.  While most of the atoms still retain their local crystalline 

surroundings at 11 and 12 ps, the long-range correlations in atomic positions are largely 

lost and the diffraction peaks are significantly reduced.  Similarly, the presence of 

relatively small crystalline islands observed at 60 and 70 ps in a simulation performed at 

55 J/m2, Fig. 2-1-5(a), can be hardly identified from the corresponding diffraction 

patterns, Fig. 2-1-5(b).  In the case of heterogeneous melting, the correlations in atomic 

positions are retained on the scale of the crystalline regions and the diffraction pattern is 

generated by superposition of the diffraction from the liquid and crystalline parts of the 

system.  In other words, the long-range order is more subtle in homogeneous melting than 

in heterogeneous melting due to the smaller characteristic length-scales at which the 

homogeneous phase transformation takes place. 

2.1.4.3 Splitting of the peaks - the uniaxial lattice expansion 

 In this section we discuss the splittings of the diffraction peaks that takes place 

shortly after the laser irradiation, Figs. 2-1-4(b), 2-1-5(b), and 2-1-6(b), and demonstrate 

that the splitting is a direct consequence of the uniaxial thermoelastic deformation of the 

film in response to the laser heating. 

 Laser excitation of the conduction band electrons and following electron-phonon 

equilibration lead to the fast heating of the lattice, Fig. 2-1-3(a), and generation of 

thermoelastic stresses, Fig. 2-1-3(b), which drive the expansion of the film.  The periodic 

boundary conditions applied in the directions parallel to the surfaces of the film only 

allow the expansion of the film to proceed in the direction normal to the surface.  These 

conditions of the lateral confinement are also realized in experiments, where the laser 
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spot diameter is much larger then the depth of the heated region or thickness of the 

irradiated film.  The simulations are performed for a single-crystalline FCC film with 

(001) free surfaces.  The uniaxial deformation of the FCC lattice along the (001) direction 

changes the space group symmetry of the lattice as the cubic lattice transforms into 

tetragonal lattice.  Thus, one should expect the occurrence of new diffraction peaks 

corresponding to the Face Centered Tetragonal (FCT) lattice. 
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Figure 2-1-7.  Structure functions of atomic configurations generated by uniaxial 

uniform deformation of a 20 nm Au FCC film in the direction normal to the free (001) 

surfaces.  The values of the deformation are indicated in the figure.  Temperature of the 

film is 300 K.  Curves are shifted vertically with respect to each other in order to better 
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show the changes in the structure function.  Structure peaks are identified by Miller 

indices. 

 In order to investigate the degree to which the lattice expansion alone can explain 

the splittings observed in the diffraction profiles in Figs. 2-1-4(b), 2-1-5(b), and 2-1-6(b), 

we calculate structure functions for a series of Au FCC structures uniaxially deformed 

along (001) direction.  The results of the diffraction profile calculations are shown in Fig. 

2-1-7.  Splittings and shifts of the diffraction peaks, increasing with increasing 

deformation, are apparent in the Figure.  The diffraction peaks from (111) and (311) 

atomic planes, present in the original FCC structure, shift in the direction of smaller Q.  

New diffraction peaks with (002), (202), (113), (004) Miller indices appear as the lattice 

transforms from FCC to FCT.   

 It should be noted that the appearance of new peaks is not observed in MD 

simulations of an FCC crystal slowly heated up to the melting temperature under constant 

hydrostatic pressure conditions (with periodic boundary conditions applied in all 

directions).  In these simulations the effects of an increase in temperature are limited to 

the decrease of the heights of the peaks due to the atomic thermal vibrations (see Section 

2.1.4.4) and shift of the peak positions to smaller values of Q due to the isotropic thermal 

expansion of the crystal. 

 By comparing the diffraction profiles obtained for the uniaxially deformed films, 

Fig. 2-1-7, with the results obtained in the laser melting simulations, Figs. 2-1-4(b), 2-1-

5(b), and 2-1-6(b), we can conclude that both the shift and splitting of the peaks can be 

explained by the uniaxial thermoelastic expansion of the lattice.  Using the (002) peak 

splittings shown in Fig. 2-1-7 as a reference, we can estimate that uniaxial deformations 
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along the (001) direction of 2.8%, 5.3%, and 6.6% would produce the values of peak 

shifts and splittings observed in a simulation performed at 180 J/m2, Fig. 2-1-4(b), at 7 ps, 

10 ps, and 11 ps, respectively.   These values calculated from the diffraction spectra are 

consistent with the ones obtained by directly measuring the thickness of the film in the 

snapshots of the atomic configurations, Fig. 2-1-4(a), as well as with the distances 

between the density peaks in the density distribution along the direction normal to the 

film surfaces.  The distances between the density peaks correspond to the spacing 

between the (001) lattice planes in the expanded film and are directly related to the 

position of the (002) diffraction peak. 

 In the case of the absorbed fluence of 45 J/m2, Fig. 2-1-6, the splittings of the 

diffraction peaks at 10 ps, 60 ps, 180 ps, and 500 ps correspond to 2.3%, 3.9%, 3.1%, and 

3.1% uniaxial deformations of the lattice.  These values are again consistent with inter-

plane distances measured in the density distribution along the direction normal to the film 

surfaces.  The direct measurement of deformation based on the thickness of the film is 

hampered in this case by melting of the surface regions.  The diffraction profiles 

calculated for times of 180 ps and 500 ps show some subtle reverse shifts and decrease in 

the splittings of the peaks with respect to the shift values observed at 60 ps.  These 

changes may be related to the gradual cooling of the film associated with the melting 

process, by ~50 K from 60 ps to 180 ps. 

 Thus, the results discussed above indicate that, in the fluence range considered in 

this study, the melting of Au film is preceded by a significant thermoelastic uniaxial 

lattice expansion, which can be identified from shifts and splittings of the diffraction 

peaks.  It has been shown that the uniaxial expansion and associated anisotropic lattice 
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distortions can significantly reduce the lattice stability against the initiation of melting 

and can lead to the homogeneous nucleation of liquid regions at temperatures close to the 

equilibrium melting temperature [20].  Although the analysis performed in this study is 

done for a single crystal film oriented perpendicular to [001] direction, quantitative 

analysis of laser-induced deformations is also possible for polycrystalline samples, as 

soon as the texture of the sample is known, e.g. [48].  Investigation of the development of 

thermoelastic deformations in time-resolved X-ray or electron diffraction experiments 

has a potential for providing important information on the characteristic time-scale of 

lattice heating and thermoelastic deformation as well as on the role of the uniaxial 

deformation in laser-induced phase transformations.  Indeed, the evolution of the lattice 

deformation in a Au(111) single crystal following a short pulse laser heating has been 

measured with ~10 ps temporal resolution in X-ray diffraction experiments and related to 

the kinetics of the lattice temperature evolution in the surface region of the irradiated 

crystal [49].  Periodic oscillations of the diffraction peak positions have been recently 

probed with ~0.5 ps resolution in electron diffraction experiments and related to the 

elastic vibrations of a free standing Al film irradiated with a femtosecond laser pulse 

[15,16].  Similar oscillations of the diffraction peak positions have been observed in 

simulations of 200 fs pulse laser excitation of a Ni film at low fluences, below the 

threshold for laser melting [50].  A discussion of the implications of the computational 

predictions on the shifts and splittings of the diffraction peaks for interpretation of 

experimental results obtained for polycrystalline targets and a fixed angle of incidence of 

the probe beam to the target surface is given in Section 2.1.5. 
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2.1.4.4 Thermal effects 

 The decrease of the intensity of the diffraction peaks in the irradiated films can 

result from both structural changes and increasing thermal vibrations of the atoms.  The 

latter contribution, related to the thermal smearing-out of the lattice planes, can be 

described by the Debye-Waller factor, e-2M, which relates the decrease of the peak 

intensity to the temperature evolution in the system [35], 
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The temperature dependence of the quantity M in the Debye-Waller factor can be 
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 The MSD can be computed directly from atomic trajectories obtained in constant-

volume MD simulations, performed for a range of temperatures corresponding to those 

measured in the simulations for laser excitation.  The results of such calculations can be 

then used to predict the reduction of the peak heights in the laser excitation simulations 

due to the increase of the lattice temperature alone. 
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Figure 2-1-8.  Normalized height of the (111), (220), (311) peaks as a function of time 

after irradiation of a 20 nm Au film with a 1 ps laser pulse at an absorbed fluence of 180 

J/m2.  All peak heights are normalized to their values at 0 ps (T=300 K).  Dotted lines are 

calculated through the Debye-Waller factor up to the equilibrium melting temperature of 

Au.  The values of the average temperature of the film at different times after the laser 

pulse are shown in the additional top x-axis. 

 

 The results of the application of this approach to the simulation performed at an 

absorbed fluence of 180 J/m2 are shown in Fig. 2-1-8 for (111), (220) and (311) 

diffraction peaks.  To make the connection between the thermal effects described by Eqs. 

(2.1.11 and 12) and the laser excitation simulations, we first calculate the average 
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temperatures of the film at different times.  The temperatures are then used to calculate 

the MSD and corresponding reduction of the peaks from the Debye-Waller factor, Eqs. 

(2.1.11 and 12).  The results of the calculations are shown in Fig. 2-1-8 by dashed lines. 

 The heights of the peaks in the diffraction spectra calculated for the laser 

excitation simulation are shown in Fig. 2-1-8 up to 14 ps, whereas the results of the 

Debye-Waller calculations are shown up to 9 ps, the time when the average temperature 

of the film reaches 1.25Tm=1203 K in the simulation of laser melting (above this 

temperature a fast homogeneous melting takes place within several picoseconds [19-21] 

and MSD for atomic vibration in a crystal cannot be obtained).  There is a good 

agreement between the normalized peak heights and the Debye-Waller calculations up to 

~4 ps, when the average lattice temperature is ~750 K.  This agreement indicates that the 

observed reduction of the diffraction peaks during the first 4 ps is primarily due to the 

increased thermal vibration of the atoms.  Starting from 5 ps, significant deviations from 

the Debye-Waller calculations can be observed for (220) and (311) peaks.  As shown in 

Figs. 2-1-2, 3, and 4(a), the melting process starts only at ~10 ps in this simulation and 

the onset of the deviation of the peak intensities from the Debye-Waller calculations can 

be attributed to the uniaxial film expansion discussed in Section 2.1.4.3.  As we can see 

from Fig. 2-1-3(b), the accumulated compressive pressure increases during the first 

picoseconds after the laser pulse and drives the expansion of the film.  The expansion 

results in the distortion of the FCC lattice and associated tetragonal splitting of 

(202)/(022)-(220) and (311)/(131)-(113) peaks.  The splitting is apparent in the structure 

function shown in Fig. 2-1-4(b) for 7 ps, and it starts to contribute to the decrease of the 

intensity of individual peaks from ~4.5 ps.  The (111) peak does not split and the data 



 51

points are well described by the Debye-Waller calculations up to the onset of melting at 

about 9 ps, Fig. 2-1-8.  During the melting process the (111) peak starts to overlap with a 

broad first peak characteristic of the liquid structure and the points for the (111) peak 

plotted in Fig. 2-1-8 for times starting from 10 ps correspond to the heights measured 

from the background level provided by the broad liquid peak of the structure function, 

Fig. 2-1-4.  A sharp drop of the intensity of the (111) peak is observed during the melting 

process, from 10 to 14 ps. 

 Thus, we can conclude that the reduction of the diffraction peaks heights is 

mainly defined by the increasing lattice temperature (Debye-Waller factor) during the 

first several picoseconds following the laser excitation, when the film does not have time 

to expand and is “inertially confined” [22].  As the film expands in response to the laser-

induced thermoelastic stresses, the peak splitting due to the uniaxial lattice deformations 

starts to contribute to the reduction of the peaks.  Finally, during the melting process the 

reduction of the height of the diffraction peaks is dominated by the destruction of the 

crystal order. 

 A similar analysis of the effect of the increasing lattice temperature on the 

diffraction peak intensities measured in the time-resolved electron diffraction study of 

laser-driven melting of thin Al films is presented in Ref. [12].  The Debye equation and 

TTM are used in this work to predict the atomic mean square displacements and the 

temperature evolution, respectively.  The conclusions from the analysis of the 

experimental data are in a good qualitative agreement with the computational results 

discussed above.  The reduction of the diffraction peak heights initially follows the 

Debye-Waller calculation, with the onset of the deviations attributed to the loss of the 
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crystalline order.  A much shorter, as compared to the simulations, time for the beginning 

of the melting process, 1.5 ps, can be explained by a much stronger electron-phonon 

coupling in Al as compared to Au.  Indeed, in a simulation performed for an Al film at 

irradiation conditions comparable to the experimental ones, we obtain an excellent 

quantitative agreement in both the time of the onset of melting and the duration of the 

melting process, see Section 2.1.5. 

2.1.4.5 Real space correlations 

 Structural changes during the laser-induced phase transformations can be further 

investigated by keeping track of the evolution of real-space correlation functions 

calculated for atomic configurations predicted in MD simulations.  In particular, 

correlations in atomic positions can be expressed in the form of the reduced pair 

distribution function (PDF), G(r), which describes the deviation of the pair density 

function ρ(r), defined by Eq. (2.1.6), from the average density ρ0, 

))((4)( 0ρρπ −= rrrG   (2.1.13) 

Experimentally, G(r) can be calculated by the sine Fourier transform of the structure 

function S(Q) and requires the ability to obtain the diffraction intensity of an adequate 

quality over a broad range of Q.  This requirement presents a challenge for ultrafast time-

resolved diffraction experiments that are often limited to the analysis of the diffraction 

signals obtained for fixed Bragg angles.  The challenge of performing measurements for a 

range of scattering vectors can be met by increasing intensity of the X-ray or electron 

probes and accumulating the diffraction intensity over a large number of pulses 
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[11,12,14,15].  In simulations, both ρ(r) and G(r) can be calculated directly form atomic 

configurations, using Eqs. (2.1.6) and (2.1.13). 

 An important advantage of G(r) is that its correlation peaks provide direct 

information on the structural coherence in the system.  In real crystals, G(r) obtained 

from diffraction experiments oscillate around zero with peak amplitudes gradually 

decreasing with increasing r due to the crystal imperfections and the finite resolution of Q 

value in the measurement [38].  For disordered (liquid or amorphous) structures, the 

amplitude of G(r) oscillations decreases much faster, indicating the absence of the long-

range order [51]. 
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Figure 2-1-9.  Reduced pair distribution function G(r) computed for atomic 

configurations obtained in a simulation of a 20 nm Au film irradiated with a 200 fs laser 

pulse at an absorbed fluence of 180 J/m2 at times of (a) 0 ps, (b) 11-14 ps, and (c) 14 and 

40 ps. 

 In Fig. 2-1-9, the reduced pair distribution function G(r) is presented for a 

simulation of a 20 nm Au film irradiated with a 200 fs laser pulse at an absorbed fluence 

of 180 J/m2.  Before the laser excitation (0 ps), G(r) exhibits the characteristic features of 

the FCC crystalline structure.  Each peak in G(r) corresponds to a specific interatomic 

distance between a pair of atoms in a perfect FCC structure.  For example, the first peak 

in G(r) matches the distance between the nearest neighbors (2.89 Å) in an FCC crystal 

equilibrated at 300 K.  Changes of G(r) during the fast homogeneous melting (see Fig. 2-

1-4) are shown in Fig. 2-1-9(b).  By comparing G(r) at 0 ps and 11 ps we can see that 

before the onset of melting the increasing lattice temperature results in a significant 

broadening of the correlation peaks and reduction of their intensities.  Some of the peaks 

become completely obscured and merge with the neighboring ones, e. g. the peak 

corresponding to the 2nd neighbor shell cannot be identified in Fig. 2-1-9(b).  The 

seeming “disappearance” of the correlation peaks before the onset of melting, however, 

does not correspond to any structural changes in the crystal but is just a consequence of 

the thermal broadening of all peaks, as demonstrated in the analysis presented at the end 

of this Section.  Despite the broadening, the peaks at 11 ps remain well-defined for the 

range of interatomic distances considered in the calculation, confirming the presence of 

the long/medium-range crystalline ordering in the atomic configuration.  Between the 

time of 11 ps and 14 ps the peaks in the high r region disappear, reflecting a complete 
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loss of the long-range order in the solid-to-liquid transition.  The remained correlation 

peaks continue to broaden and diminish between the time of 14 ps and 40 ps, Fig. 2-1-

9(c), indicating that there are still some substantial changes in the short/medium-range 

correlations in atomic positions.  This observation suggests that within this period of time 

the liquid structure created after the collapse of crystalline state is still in a non-

equilibrium state and retain some “memory” of the crystalline state [52].  The continuing 

increase of the lattice temperature (Fig. 2-1-3(a)) facilitates the destruction of the 

remaining medium-range ordering. 

 An alternative way of representing real space correlations in atomic positions is 

provided by the radial distribution function (RDF), R(r)=4πr2ρ(r), from which 

coordination numbers corresponding to different neighbor shells can be determined by 

calculating the surface areas under the corresponding correlation peaks.  The surface area 

can be found by the integration of R(r) with the integration limits corresponding to the 

local minima on the sides of the corresponding peak of RDF.  The RDF obtained in a 

simulation performed for a 20 nm Au film irradiated by a 200 fs laser pulse at 180 J/m2 is 

shown for 0 ps, 10 ps, and 20 ps after the laser pulse in Fig. 2-1-10.  For 0 ps, the first 

and second coordination numbers corresponding to the first and second peaks of RDF are 

calculated to be 11.92 and 5.96.  The values are less than the coordination numbers in a 

perfect FCC lattice, 12 and 6, due to the presence of the two free surfaces in our system, 

where atoms have a smaller number of neighbors.  At 10 ps the first coordination number 

is determined to be 12.1±0.4 with the error value related to the uncertainty in defining the 

local minima in Fig. 2-1-10.  This result indicates that, in agreement with visual picture 

of atomic configuration at 10 ps in Fig. 4a, the local crystalline structure at this time is 
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still preserved and most atoms still maintain 12 nearest neighbors.  By the time of 20 ps 

the first coordination number decreases down to 10.9±0.4, reflecting the destruction of 

the crystalline structure that is completed by this time, Fig. 2-1-4a.  A similar decrease of 

the first coordination number from 12 to 10 during the laser-induced melting process has 

been deduced from time-resolved electron diffraction measurements reported in [11] for a 

20 nm Al film. 
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Figure 2-1-10.  Radial distribution function R(r) computed for atomic configurations 

obtained in a simulation of a 20 nm Au film irradiated with a 200 fs laser pulse at an 

absorbed fluence of 180 J/m2 at times of 0 ps, 10 ps, and 20 ps.  Coordination number Nc 

for the first coordination shell at ~2.89 Å can be obtained by integration of R(r) between 

the two local minima on either side of the first peak. 
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 The output of MD simulations contains complete information on the atomic 

dynamics induced by laser excitation and allows for detailed investigation of the origin of 

the changes in the correlation functions discussed above and illustrated in Figs. 2-1-9 and 

2-1-10.  In particular, one question arises as to why the correlation peak corresponding to 

the second neighbor shell in the FCC structure, Fig. 2-1-9(a), completely disappears even 

before the onset of the melting process, e.g. plots for 11 ps and 10 ps in Fig. 2-1-9 and 

Fig. 2-1-10, respectively?  To answer this question and to better understand other aspects 

of the evolution of the correlation functions, we trace the motions of the first-, second- 

and third-nearest neighbors of each atom in the original FCC lattice.  By doing so, we 

decompose the RDF into separate contributions from the first three original coordination 

shells.  The result of the decomposition, shown in Fig. 2-1-11, indicate that before 10 ps, 

on average, most atoms in the three coordination shells are still localized around their 

equilibrium positions.  Significant broadening of all the peaks, however, completely 

obscures the contribution from the peak corresponding to the 2nd neighbor shell, Fig. 2-1-

11(d), which shows itself only as a shoulder on the new second peak located at the 

position corresponding to the 3rd neighbor shell. 
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Figure 2-1-11.  Decomposed radial distribution function R(r) of (a) first coordination 

shell, (b) second coordination shell, (c) third coordination shell computed for atomic 

configurations obtained in a simulation of a 20 nm Au film irradiated with a 200 fs laser 

pulse at an absorbed fluence of 180 J/m2 at times of 0 ps, 10 ps, 14 ps, and 20 ps.  The 
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peaks are calculated for atoms that belong to the corresponding coordination shells at the 

time of 0 ps.  The data of the three coordination shells and their sum at 10 ps are shown 

in (d). 

 After the collapse of crystalline order, atoms gain the freedom to diffuse around.  

For the first nearest neighbor shell, atoms can only move outwards, which leads to the 

long tail in the original first nearest shell contribution to RDF at 14 ps and 20 ps, Fig. 2-

1-11(a).  The gradual disappearance of the original peak can be explained by the high 

mobility of atoms in the liquid state, leading to the loss of the correlation between the 

positions of the nearest neighbors in the original FCC lattice.  Similar gradual 

disappearance of the peak corresponding to the original third nearest neighbor shell is 

observed in Fig. 2-1-11(c), with some of the neighbors moving closer to the atoms of 

origin, others moving further away from them. 

 The evolution of the peak corresponding to the original second-nearest neighbor 

shell is rather different from the ones of the first and third peaks, Fig. 2-1-11(b).  By the 

time of 14 ps the second FCC peak completely disappears, splitting its intensity between 

the two peaks present in the liquid state.  The fast disappearance of the second peak, also 

observed in a recent time-resolved electron diffraction study [11], suggests that the 

interatomic distance corresponding to the second nearest neighbor shell in the FCC 

structure is not characteristic of the short-range order in the liquid structure.  This 

interatomic distance appears in the octahedral atomic configuration characteristic of the 

close-packed crystals but is not typical for tetrahedral clusters responsible for the short-

range order in one-component non-crystalline structures [53].  Thus, as soon as material 

melts, the atoms tend to escape from this interatomic distance – octahedral configurations 
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disappear and a broad second peak corresponding to the interatomic distances found in 

clusters with local tetrahedral and icosahedral short-range order [54,55] develops. 

2.1.5 Conclusion and connections to experiments 

 Computational analysis of the structure function and pair distribution function, 

performed for transient atomic configurations generated in MD simulations of fast laser-

induced phase transformations, provides a connection between the atomic-level structural 

rearrangements and changes in the diffraction profiles.  The laser-induced evolution of 

the diffraction peaks is found to be defined by the combination of the following three 

factors: (1) increasing amplitude of atomic vibrations associated with the fast temperature 

rise, (2) peak splitting due to the uniaxial lattice deformations, and (3) destruction of the 

crystal order in the melting process.  The contribution of the increasing thermal atomic 

vibrations dominates during the first several picoseconds after the laser pulse and can be 

well described by the Debye-Waller factor.  The film expansion in response to the laser-

induced thermoelastic stresses results in shifts and splittings of the diffraction peaks, 

providing an opportunity for experimental probing of the ultrafast deformations.  Finally, 

the onset of the melting process results in further reduction the diffraction peaks due to 

the destruction of the crystal order. 

 Two of the three contributions to the reduction of the diffraction peak intensity 

discussed above have been observed in recent time-resolved electron diffraction 

experiments [11-13].  For a 20 nm Al film irradiated at an excitation fluence of 700 J/m2, 

the Debye-Waller calculations are found to be in a good agreement with experimental 

data for the first 1.5 ps, whereas further reduction of the height of the diffraction peaks 

has been attributed to the ultrafast melting that completes by the time of 3.5 ps after the 
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laser pulse.  No shifts in the positions of the diffraction peaks and no splitting of the 

peaks have been observed in this study as well as in time-resolved X-ray diffraction 

investigations of even faster non-thermal melting processes [5,6].  The absence of the 

shifts and splittings of the diffraction peaks can be related to the condition of the inertial 

stress confinement [22,56], when the lattice heating and melting are taking place as 

constant volume processes.  In the case of the thermal melting, the time of the lattice 

heating is defined by the laser pulse duration, τp, and the time of the electron-phonon 

equilibration, τe-ph, whichever is larger.  The condition for the inertial stress confinement 

can be then formulated as max{τp, τe-ph} ≤ τs ~ d/Cs, where d it the film thickness and Cs 

is the speed of sound in the film material.  Due to the strong electron-phonon coupling in 

Al, the time of the electron-phonon equilibration (defined by the exponential fit of the 

time dependence of the energy transferred from the electrons to the lattice) is short, τe−ph 

≈ 1.5 ps, and fast homogeneous melting takes place before any significant expansion of 

the film can take place.  Indeed, the results of the simulations of laser melting of a 20 Al 

nm film performed for experimental conditions reported in [11] show an ultrafast melting 

process within the first 3-4 ps with no peak shifts and splittings observed in the 

diffraction spectra, Fig. 2-1-12.  The time of the melting onset, 1.5 ps, the duration of 

melting process, and the evolution of the structure function are all in a very good 

quantitative agreement with experimental observations.  In the case of even more rapid 

non-thermal melting occurring on a sub-picosecond time scale [5,6] there is no doubt that 

the destruction of the crystal order takes place before any expansion of the material can 

take place. 
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(a) (b) 

  

(c) (d) 

Figure 2-1-12.  Structure functions calculated for atomic configurations obtained in a 

simulation of 20 nm Al film irradiated with 120 fs laser pulse at an absorbed fluence of 

84 J/m2 at times of (a) 0 ps, (b) 1 ps, (c) 2 ps, (d) 3 ps.  Insets show the corresponding 

snapshots of the atomic configurations, with the direction of the laser pulse shown in (a).  

Atoms are colored according to the local order parameter (blue atoms have local 

crystalline surroundings; red atoms belong to the liquid phase).  The irradiation 
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conditions are the same as in the experiment reported in Ref. [11] (incident fluence of 

700 J/m2, reflectivity of 88%). 

 In the simulations reported in this section for Au films, a weak electron phonon 

coupling in Au leads to a relatively slow heating of the film, τe−ph ≈ 15 ps, whereas the 

small thickness of the film allows for a fast relaxation of thermoelastic stresses with τs ≈ 

10 ps.  Actually, due to the presence of two free surfaces, the relaxation of the initial 

compressive pressure in a freestanding film takes place at an even shorter time scale of 

~5 ps and is defined by the propagation of the two unloading waves from the free 

surfaces of the film, Fig. 2-1-3(b).  As a result, the uniaxial expansion of the film 

precedes the onset of the structural transformation, and shifts and splittings of the 

diffraction peaks are observed in all simulations performed for Au films. 

 A clear separation of the timescales for lattice heating and melting has been 

observed in the first time-resolved electron diffraction experiments performed for 20 nm 

Au films [13].  At an absorbed laser fluence of 119 J/m2, well above the threshold for the 

complete melting of the film, the melting starts at about 7 ps after the laser pulse and is 

completed in about 3 ps.  While the duration of the melting process is in an excellent 

agreement with the results of our simulations, Fig. 2-1-2, the time of the melting onset is 

significantly shorter in the experiment as compared to the simulations, 7 ps in experiment 

vs. 17 ps in a simulation performed for comparable irradiation conditions.  This 

quantitative discrepancy can be attributed to the assumption of the temperature-

independent electron-phonon coupling constant used in this work.  Indeed, recent 

calculations accounting for the temperature dependence of the electron-phonon coupling 
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[ 57 ] significantly increase the rate of the lattice heating and show a much better 

agreement with experimental results. 

 Note that the structure functions discussed in this section (Figs. 2-1-4-7, 12) are 

for single crystals and include the information on all the lattice plane systems present in 

the crystal.  In polycrystalline samples different orientations of crystallographic planes 

will be affected in a different way by the uniaxial expansion of the film and the structure 

function would exhibit broadening of the peaks instead of the splitting.  In experiments 

performed with a fixed angle of incidence of the probe beam to the target surface, only 

the lattice planes that have the correct Bragg angle with the probe beam contribute to the 

measured diffraction spectrum.  Splitting of the peaks can only be observed 

experimentally if probing is done at different incidence angles, so that different 

orientations of the same system of lattice planes with respect to the direction of the 

uniaxial thermoelastic lattice expansion is probed.  The maximum value of the peak shift 

is defined in this case not only by the extent of the film expansion but also by the 

orientation of the corresponding lattice planes with respect to the direction of the film 

expansion.  The peak shift can be rather small if the planes having a small Bragg angle 

are probed in the transmission mode by an electron beam normal to the surface of the 

film [15,16].  Nevertheless, for a given direction of the probe beam, analysis of the peak 

shifts in time-resolved X-ray or electron diffraction experiments can provide valuable 

information on the characteristic time-scale of the lattice heating and thermoelastic 

deformation [15,16,49] as well as on the role of the uniaxial deformation in laser-induced 

phase transformations [20].  A discussion of the simulation results for Ni films, where 

periodic oscillations of the diffraction peak positions are observed under low-fluence 
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irradiation conditions (below the threshold for melting) and related to the laser-induced 

elastic vibrations of the film, is presented elsewhere [50]. 

 The emerging time-resolved electron and X-ray diffraction probe experiments are 

opening new opportunities for investigation of atomic dynamics in the time and spatial 

domains accessible for direct atomistic simulations.  The results of the simulations 

provide a direct link between the experimental observations and atomic-level structural 

changes in the irradiated material and help in interpretation of experimental data.  In 

particular, the observed differences in the evolution of the diffraction profiles in the 

homogeneous and heterogeneous melting processes can, along with kinetics arguments, 

be instrumental in distinguishing between the two melting mechanisms.  Shift and 

splitting of the diffraction peaks reflect the uniaxial thermoelastic lattice deformation of 

the film prior to melting and can be used for experimental probing of the laser-induced 

ultrafast deformations. 
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2.2 Time-resolved diffraction profiles and structural dynamics of Ni film 
under short laser pulse irradiation 

2.2.1 Introduction 
 

Short (pico- and femtosecond) pulse laser irradiation has the ability to bring 

material into a highly non-equilibrium state and opens up a unique opportunity to study 

the transient atomic dynamics under extreme conditions that can hardly be achieved by 

any other means.  Recent advances in time-resolved x-ray and electron diffraction pump-

probe techniques provide new means to explore the ultrafast phase transformations, e.g. 

[1,2].  Atomistic simulations can serve as a bridge between the experimental observations 

and atomic-level structural changes in the irradiated material [ 3 ] and help in 

interpretation of experimental data.  In this section, we report the results of molecular 

dynamic (MD) simulations of short pulse laser interactions with thin free-standing Ni 

films.  The diffraction profiles are calculated from the transient atomic configurations 

obtained in the simulations.  The evolution of the characteristic features of the diffraction 

profiles is related to the fast thermoelastic deformation and atomic-level dynamics of 

structural transformations revealed in the simulations. 

2.2.2 Computational model: MD simulation setup and calculation of 
diffraction profiles 

 

Simulations presented in this section are performed with a hybrid atomistic-

continuum model combining classical MD method for simulation of nonequilibrium 

processes of lattice superheating and fast phase transformations with a continuum 

description of the laser excitation and subsequent relaxation of the conduction band 
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electrons [3].  Laser-induced atomic dynamics is investigated for a free-standing 21 nm 

Ni film irradiated with a 200 fs laser pulse at a range of absorbed fluences, from 100 J/m2 

to 300 J/m2.  The initial MD system is an FCC crystal composed of 864,000 Ni atoms 

with dimensions of 21.19×21.19×21.19 nm and periodic boundary conditions imposed in 

the directions parallel to two (001) free surfaces.  The initial system is equilibrated at 300 

K and zero pressure.  The embedded-atom method in the functional form and 

parameterization suggested in Ref. [4] is used to describe the interatomic interaction in 

the MD part of the model.  The properties of the EAM Ni material and the parameters 

used in the continuum part of the model are given in Ref. [3]. 

In order to calculate diffraction profiles from atomic configurations generated in 

MD simulations, we consider elastic scattering of a beam of X-ray photons or electrons 

on a sample consisting of N atoms.  Following the well-known Debye scattering equation 

[5], one can substitute the summation over atomic pairs by the pair density function 

)(rρ and define the structure function S(Q) [6] as 

dr
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where Q is the magnitude of the scattering vector.  The pair density function )(rρ  can be 

calculated from the atomic coordinates obtained in the simulations, 
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where rij is the distance between atoms i and j and δ is the Dirac delta function.  In order 

to reduce spurious ripples from the termination of the pair density function at a finite 
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distance Rmax, a damping function )//()/sin()( maxmax RrRrrW ππ=  [7] is used in Equation 

(2.2.1), resulting in: 

drrW
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R
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0

2ρπ∫+= ,      (2.2.3) 

where Rmax is chosen to be half of the size of the simulation box.  More detailed 

discussion of the effect of the finite size of the system and the termination ripples is given 

in Ref. [7]. 

 

Fluence, mJ/cm2

Ti
m

e,
ps

15 20 25 30

20

40

60

80
100
120
140

90%
70%
50%
30%
10%

Fraction of crystal phase

 
Figure 2-2-1.  Semi-log plots showing the timescales of the melting process in a 21 nm 

Ni film irradiated with a 200 fs laser pulse at different absorbed fluences.  Each curve 

corresponds to a certain fraction of the remaining crystal phase as a function of the 

absorbed fluence.  For example, the curve with squares corresponds to the time after laser 

excitation when 90% of the atoms in the film belong to the crystal phase for different 
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laser fluences.  The fraction of the crystal phase is determined by the number of atoms 

with local crystalline environment, as predicted by the local order parameter [3]. 

2.2.3 Results and discussion 
 

Figure 2-2-1 shows the time evolution of the laser melting process predicted in 

the simulations of a 21 nm Ni film irradiated with a 200 fs laser pulse at absorbed 

fluences ranging from 150 J/m2 to 300 J/m2.  Two distinct regimes can be easily 

identified: a high-fluence regime when the entire film melts within a few picoseconds, 

and a low-fluence regime when the melting starting time increases sharply with 

decreasing fluence and the melting process slows down significantly.  It is found that in 

the high-fluence regime, above 200 J/m2, homogeneous nucleation of liquid regions is 

observed throughout the film, whereas in the low-fluence regime, at and below 160 J/m2 

melting takes place only by propagation of melting fronts from free surfaces.  The laser 

energy absorbed by the film in the low-fluence regime, at and below 160 J/m2, is not 

sufficient for the complete melting the system and a partially melted film equilibrated at 

the melting temperature is observed at the end of the simulation. 

In order to investigate the ultrafast structural transformation during the melting 

process in the high-fluence regime, we chose the result from the simulation performed at 

an absorbed fluence of 200 J/m2.  Figure 2-2-2 shows the results from the calculation of 

the structure functions at 0 ps, 12 ps, 15 ps and 20 ps after the laser pulse.  It can be seen 

that before the laser excitation, the peaks of the structure function can be easily identified 

and associated with the Miller indices for FCC structure, Figure 2-2-2(a).  By the time of 

12 ps, however, the structure function has changed significantly, Figure 2-2-2(b).  

Although at this time about 77% of atoms still maintain their local crystalline 



 76

surroundings, the height of all the peaks have been largely reduced.  This reduction can 

be only partially attributed to the increasing thermal vibrations of the atoms (Debye-

Waller effect) [5,7], with an additional contribution coming from the onset of the 

structural changes (melting).  In fact, by the time of 12 ps the energy transfer from the hot 

electrons to the lattice has lead to the lattice overheating by ~14% above the equilibrium 

melting temperature of the model Ni material.  This overheating, combined with the 

uniaxial thermoelastic deformation of the film [ 8 ], is sufficient to induce the 

homogeneous nucleation of a large number of liquid regions inside the film, effectively 

destabilizing the lattice and reducing the long-range order throughout the film, as is 

apparent from the snapshot shown in Figure 2-2-2(b).  The homogeneous nucleation and 

growth of the liquid regions leads to a fast melting of the entire film within several 

picoseconds.  Although at 15 ps several crystalline regions can be still observed in the 

snapshot given in Figure 2-2-2(c), the structure function is close to the one at 20 ps, when 

the loss of crystalline order throughout the film is apparent. 

An interesting observation from the analysis of the evolution of the structure 

function is the appearance of new peaks, such as the one indicated by the arrow in Figure 

2-2-2(b).  This peak first appears at 4 ps by splitting from the (200) peak and continues 

shifting to the left at later times.  We find that the splitting of the peaks is a direct 

consequence of the uniaxial thermoelastic deformation of the film in response to the laser 

heating.  Thermoelastic stresses generated by the fast heating of the lattice can only relax 

by the film expansion in the direction normal to the free surfaces of the film.  The 

uniaxial deformation of the original FCC lattice along the (001) direction changes the 

space group symmetry of the lattice in a way that the cubic lattice transforms into the 
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tetragonal one.  The new peak could be identified by the Miller indices as (002) that is 

distinct from the (200)/(020) peak in the Face Centered Tetragonal (FCT) lattice. 

 

 

(a)      (b) 

  

(c)      (d) 

Figure 2-2-2.  Structure functions calculated for atomic configurations obtained in a 

simulation of 21 nm Ni film irradiated with a 200 fs laser pulse at an absorbed fluence of 

200 J/m2 at (a) t = 0 ps, (b) t = 12 ps, (c) t = 15 ps, (d) t = 20 ps.  Insets show the 

corresponding snapshots of the atomic configurations, with the direction of the laser 



 78

pulse shown in (a).  Atoms are colored according to the local order parameter (blue atoms 

have local crystalline surroundings; red atoms belong to the liquid phase).  The arrow in 

(b) points to the (002) peak that separates from the (200)/(020) peaks in the process of 

uniaxial expansion of the film in the direction normal to the free surfaces. 

To further illustrate the effect of thermoelastic deformation on the structure 

function we used the results from a simulation performed at an absorbed fluence of 100 

J/m2, at which no melting is observed.  It can be seen that right after laser excitation, both 

(111) and (002) peaks shift to the left due to the uniaxial expansion of the film and reach 

the leftmost positions by the time of 8 ps.  From the position of (002) peak, one can 

estimate the lattice deformation along (001) direction at 8 ps to be ~4.5%, which is 

consistent with the direct measurement of the thickness of the film in the atomic-level 

snapshot.  As the relaxation of the initial compressive stresses leads to the uniaxial 

expansion of the film, tensile stresses are generated in the middle part of the film, pulling 

the film back and decreasing the deformation of the lattice.  As a result, both (111) and 

(002) peaks shift back to the right from 8 ps to 13 ps.  The process repeats itself at later 

times as the elastic oscillation of the film continue with amplitude gradually decreasing 

due to the dissipation of the pressure wave trapped inside the film.  Similar 

shifts/oscillations are observed for other peaks of the structure function with the 

maximum value of the peak displacement defined by the orientation of the corresponding 

lattice planes with respect to the direction of the film expansion.  
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Figure 2-2-3.  Structure functions calculated for 21 nm Ni film irradiated with a 200 fs 

laser pulse at an absorbed fluence of 100 J/m2.  Curves are shifted with respect to each 

other in order to better illustrate the shift of the diffraction peaks, indicated by the arrows.  

Diffraction peaks are identified by the Miller indices as shown in the brackets. 

Note that the structure functions plotted in Figures 2-2-2 and 2-2-3 include the 

information on all the lattice plane systems present in the crystal.  In polycrystalline 

samples different orientations of crystallographic planes will be affected in a different 

way by the uniaxial expansion of the film and the structure function would exhibit 

broadening of the peaks instead of the splitting.  In experiments performed with a fixed 

angle of incidence of the probe beam to the target surface, only the lattice planes that 

have the correct Bragg angle with the probe beam contribute to the measured diffraction 
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spectrum.  Splitting of the peaks can only be observed experimentally if probing is done 

at different incidence angles, so that different orientations of the same system of lattice 

planes with respect to the direction of the thermoelastic lattice expansion is probed.  

Nevertheless, for a given direction of the probe beam, analysis of the peak shifts in time-

resolved X-ray or electron diffraction experiments can provide valuable information on 

the characteristic time-scale of lattice heating and thermoelastic deformation as well as on 

the role of the uniaxial deformation in laser-induced phase transformations.  Indeed, the 

evolution of the lattice deformation in a Au(111) single crystal following a short pulse 

laser heating has been measured with ~10 ps temporal resolution in X-ray diffraction 

experiments and related to the kinetics of the lattice temperature evolution in the surface 

region of the irradiated crystal [9].  Periodic oscillations of the diffraction peak positions 

have been recently probed with ~0.5 ps resolution in electron diffraction experiments 

performed for a free standing polycrystalline Al film irradiated with a femtosecond laser 

pulse [10,11].  The oscillations of the diffraction peak positions have the same origin as 

the ones shown in Figure 2-2-3, albeit the values of the maximum shifts are much smaller 

since the planes having a small Bragg angle are probed by an electron beam normal to the 

surface of the film. 

2.2.4 Conclusions 
 

The atomic-level dynamics of structural transformations in a thin Ni film 

irradiated by a short laser pulse are investigated in MD simulations and related to the 

evolution of the diffraction profiles.  Fast disappearance of the diffraction peaks 

characteristic for the initial crystal structure is observed in the simulations performed at 

high laser fluences and is related to the homogeneous melting of the film.  The melting 
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process takes only several picoseconds, in agreement with the results of recent time-

resolved electron diffraction experiments [1].  Shifts and splittings of the diffraction 

peaks are found to reflect the transient uniaxial thermoelastic deformation of the film 

prior to melting, providing an opportunity for probing the ultrafast deformations in 

experiments [10,11]. 
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2.3 Molecular Dynamic Simulation of Laser-induced Melting of 
Nanocrystalline Au 

2.3.1 Introduction 
 

 Ultrafast laser interaction with materials has attracted intensive attention in both 

theoretical and experimental investigations owing to its importance for understanding the 

underlying fundamental science as well as its wide industrial applications.  The complex 

character of the pressure and temperature evolution, as well as transient structural 

dynamics, induced by strong short pulse laser excitation of the target, however, make the 

investigation of these ultrafast phenomena challenging.  While most of the experimental 

work has been done with polycrystalline, little attention has been given to the presence of 

grain boundaries in computational studies of laser-materials interactions.  In particular, 

the effect of the existence of grain boundaries on the mechanisms of laser melting 

remains unclear. 

 The molecular dynamic (MD) method provides a powerful tool for studying the 

microstructural changes at the atomic level and can help in a reliable interpretation of the 

experimental observations.  MD method has been widely applied for investigations of the 

physical properties of nanosized materials at different pressure/temperature conditions.  

For example, grain growth kinetics has been investigated by Farkas et al. [ 1 ] for 

nanocrystalline Ni.  Upon heat treatment, the average grain size of the nanocrystal is 

shown to linearly increase with time due to a size-dependent mobility of the grain 

boundaries.  Recent MD study of the melting behavior of nanocrystalline Ag in Refs. [2,3] 
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also suggests that melting of nanocrystals starts from the grain boundaries at a 

temperature that is below the equilibrium melting temperature of the material. 

 In this chapter, we present the results of MD simulations of ultrashort pulse laser 

melting of a thin Au nanocrystalline film.  Computational model used in MD simulations 

of laser melting of metal films is briefly described next, in Section 2.3.2.  The 

microscopic picture of the melting process in nanocrystalline films irradiated by a short 

laser pulse is discussed and related to the predictions of the classical nucleation theory in 

Section 2.3.3.  A brief summary is given in Section 2.3.4. 

2.3.2 Computational setup for simulations of laser interaction with Au 
nanocrystalline films 

 

 MD simulations of short pulse laser interaction with a 20 nm freestanding Au 

nanocrystalline film are performed with a combined atomistic-continuum model that 

couples the classical MD method for simulation of non-equilibrium processes of lattice 

superheating, deformation, and melting, with a continuum-level description of the laser 

excitation and subsequent relaxation of conduction band electrons.  The hybrid model is 

based on the well-known two-temperature model (TTM) [4] that has been widely used 

for describing the time evolution of the lattice and electron temperatures in the irradiated 

target by two coupled non-linear differential equations.  In the combined TTM-MD 

method, Newton’s equations of motion from MD substitute the TTM equation for the 

lattice temperature while the other TTM equation for the electron temperature is 

numerically solved by a finite difference method simultaneously with MD integration of 

the equations of motion of atoms.  To account for the energy exchange between the 
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electrons and the lattice systems an energy coupling term is added to the MD equations of 

motion.  A complete description of the combined TTM-MD model is given in Ref. [5]. 

 The initial MD system of a 20 nm nanocrystalline Au film in this study is created 

by the Voronoi construction method [6,7,8,9].  Briefly, the system is created as follows: 

first a number of grain centers are generated randomly within the MD cell.  The part of 

space closer to a given grain center than to any other centers is then filled with atoms in a 

randomly oriented face-centered-cubic (FCC) lattice.  In regions close to the grain 

boundaries it is possible that, after the Voronoi construction, some of the atoms that 

belong to different grains are too close to each other, leading to unrealistically high 

configuration energy.  Therefore, we remove one atom from each atom pair that has an 

inter-atomic distance less than 80% of the FCC nearest-neighbor distance.  In addition, 

the system is equilibrated at 300 K for a period of 50 ps in order to relax the structure 

after the Voronoi construction.  The density of the final configuration is ~99.2% of the 

bulk density of gold.  This procedure constructs a system with random grain orientations 

containing no textures.  Effects of texture could be incorporated by introducing preferred 

grain orientations.  The atomic configuration used in this study consists of 31 grains with 

an average grain diameter of ~8 nm that is calculated by assuming a spherical shape for 

the grains.  The code implementing the generation of nanocrystalline system is created by 

Dr. Elodie Leveugle (UVa) and Dr. Eduardo Bringa (LLNL) and modified by the author 

of this dissertation.  The inset of Fig. 2-3-1 shows the grain size distribution of the 

nanocrystalline sample.  It is known that for a large number of grains, the Voronoi 

construction will generate a grain-size distribution close to a log-normal distribution [10].  

The total number of Au atoms in the system is ~500, 000.  The dimensions of the 
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computational cell are 20.4×20.4×20.4 nm3 and the periodic boundary conditions (PBC) 

are imposed in the directions parallel to two free surfaces.  The periodic boundary 

conditions simulate the condition that the size of the laser spot is sufficiently large so that 

the energy redistribution in the lateral directions, parallel to the free surfaces of the film, 

can be neglected on the time-scale considered in the simulations.   

 

 
 

Figure 2-3-1. Comparison of the pair density functions (PDF) of nanocrystalline (solid 

line) and single crystal (dotted line) Au films with a thickness of ~20 nm equilibrated at 

300 K.  The values of the PDF are normalized by the average density of the sample.  The 

inset shows the distribution of the grain sizes for the sample with a mean grain diameter 

of 8 nm. 
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 The pair density function (PDF) of the nanocrystalline Au film at 300 K is shown 

in Fig. 2-3-1, along with the one for a single crystal Au film.  The comparison between 

the two PDFs suggests that, due to the presence of the grain boundaries, the percentage of 

atoms with a perfect FCC atomic configuration in the system is reduced, resulting in the 

decrease in the intensity of all correlation peaks at characteristic interatomic distances 

that correspond to FCC neighbors.  In addition, Fig. 2-3-1 shows an increase of the 

intensity of PDF for the nanocrystalline film at regions between the peaks, indicating that 

atoms in the regions of the grain boundaries are not in FCC local structure.  It should be 

noted that there is no change in the widths of the PDF peaks in both PDFs, which are 

related to the thermal vibration of the atoms, i.e. the Debye-Waller factor at 300 K [11].   

 The interatomic interaction in the MD part of the model is described by the 

embedded atom method (EAM) with the functional form and parameterization suggested 

in Ref. [12].  The EAM potential defines all the thermal and elastic properties of the 

material.  Some of the physical properties of the EAM Au relevant to the material 

response to the laser heating are shown in Ref. [13], along with corresponding values of 

experimental data for Au.  There are some quantitative deviations of the physical 

properties of EAM values from the experimental ones.  For instance, the melting 

temperature of EAM Au is found to be 963 K from the solid-liquid coexistence 

simulation, while the experimental value is 1336 K.  However, these deviations should 

not affect the discussions of the underlying physical mechanisms of the melting process.  

The parameters of gold used in the TTM equation for the electron temperature are listed 

as follows.  The electronic heat capacity is Ce = γTe with γ = 71 Jm-3K-2, the electron-

phonon coupling constant which describes the strength of the energy exchange between 
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the electrons and the lattice, is chosen as G = 2.1×1016 Wm-3K-1, and the dependence of 

the electron thermal conductivity on the electron and lattice temperatures is described by 

an expression suggested in Ref. [14].  It has been shown in Ref. [15] that due to the 

thermal excitation of 5d band electrons in gold the electron-phonon coupling of gold 

exhibits a temperature dependent behavior at electron temperatures higher than ~3000 K, 

while the electron heat capacity could deviate from the commonly used linear 

dependence on the electron temperature.  In addition, the electron-phonon scattering 

processes at the grain boundaries could differ from those in perfect FCC regions due to 

the variation of the electronic structure which might leads to a change of the electron-

phonon coupling.  Experimental measurements of the electron-phonon coupling for Au 

polycrystalline films give values in a range of 3.6-5.0 ×1016 Wm-3K-1 for grain diameters 

of 27-45 nm [16].  Since the investigation of the electron-phonon coupling at different 

types of grain boundaries is out of scope of the current study, a constant value, 2.1×1016 

Wm-3K-1, from Ref. [17] is chosen for the electron-phonon coupling for Au in this initial 

study of laser interaction with nanocrystalline Au films. 

 

2.3.3 Results and discussion 
 

A. Mechanisms and Kinetics of Laser-induced Melting 
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Figure 2-3-2.  Temporal evolutions of the electron (red) and lattice (black) temperature, 

Te and Tl, obtained in TTM-MD simulations of a nanocrystalline Au film irradiated by a 

200 fs laser pulse at an absorbed fluence of 45 J/m2.  The inset shows the same plot with 

a closer view of the evolution of the lattice temperature.  The dashed line indicates the 

equilibrium melting temperature of EAM Au, 963 K. 

 

 Fig. 2-3-2 shows the temporal evolution of the electron and lattice temperature 

obtained in a TTM-MD simulation of a nanocrystalline Au film irradiated by a 200 fs 

laser pulse at an absorbed fluence of 45 J/m2.  For Au, it is known that the ballistic energy 

transport defines the effective laser energy deposition depth which is estimated to be on 

the order of 100 nm [18], which is much larger the thickness of the nanocrystalline Au 
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film used in this work, ~20 nm.  The reflection of the ballistic electrons at the back 

surface of the film should lead to a uniform distribution of the electron temperature 

throughout the film on the timescale of the electron thermalization.  Therefore, the energy 

transfer from the hot electrons to the lattice results in a uniform heating of the lattice.  In 

Fig. 2-3-2, the electron and lattice temperatures averaged over the film are shown up to 

500 ps after the laser irradiation.  Due to the small electron heat capacity, the laser 

irradiation transiently brings the electron temperature up to ~8000 K while the lattice 

temperature remains close to room temperature.  The subsequent energy transfer between 

hot electrons and cold lattice leads to the sharp decrease in the electron temperature and 

gradual increase of the lattice temperature.  The lattice temperature in the film is found to 

increase from 300 K to the maximum value of ~980 K at 30 ps as a result of the energy 

exchange.  At a later time, the melting occurring in the film results in the decrease of the 

lattice temperature due to the transformation of a part of the thermal energy to the latent 

heat of melting.  The lattice temperature gradually saturates to a value of ~913 K, as 

shown in the inset of Fig. 2-3-2, below the equilibrium melting temperature for EAM Au, 

963 K.   

(a)  
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(b) (c)  

(d) (e)  

(f) (g)  

 

Figure 2-3-3. Snapshots of atomic configurations during the melting process in a 20 nm 

nanocrystalline Au film irradiated with a 200 fs laser pulse at an absorbed fluence of 45 J 

/m2 shown for times of (a) 0 ps, (b) 20 ps, (c) 50 ps, (d) 100 ps, (e) 150 ps, (f) 200 ps, (g) 

500 ps.  Atoms are colored by the centrosymmetry parameter.  Blue corresponds to solid 

atoms, red and green correspond to atoms at the surface or the grain boundary.  For 
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clarity, only solid atoms are shown in blue color in (b)-(g) with atoms that belong to the 

liquid phase blanked.  The atomic configurations are quenched, so that the kinetic energy 

of the system is removed quickly for an easy identification of the local atomic structure. 

 

 The snapshots of the atomic configurations during the melting process in the 

nanocrystalline film are shown in Fig. 2-3-3.  The atoms are colored by the 

centrosymmetry parameter [19]: 
26
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vectors that connect the atom of interest to its opposite nearest neighbors in the FCC 

lattice.  For FCC lattice, there are six pairs of these nearest neighbors.  The value of the 

centrosymmetry parameter gives a measure of the deviation of the local atomic 

environment of a particular atom away from the FCC centrosymmetry.  For reference, the 

centrosymmetry parameter is zero for atoms with a perfect FCC surrounding.  For liquid 

atoms, as well as atoms close to grain boundaries, the parameter is well above zero due to 

the disordered/defected structure.  Therefore, we can use this parameter for distinguishing 

the ordered and disordered/defected regions in the atomic configuration.  To avoid the 

contribution coming from thermal motion of atoms to the values of the centrosymmetry 

parameter, the atomic configurations obtained from the TTM-MD simulation are 

quenched for a period of 2 ps to quickly remove the kinetic energy of the system.  During 

these quenching simulations, an atom is allowed to relax only to its local energy 

minimum, while most of the kinetic energy of the system is removed.  The short time of 

the quenching procedure ensures that the transient structure of the system is captured by 

the structural analysis based on the centrosymmetry parameter.   
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 The visualization of the atomic configurations obtained in the simulations is 

shown in Fig. 2-3-3, suggesting that the melting process in the nanocrystalline film is 

different from the melting in single crystalline films at the same fluence, 45 J/m2 (see 

Chapter 2 and Ref. [13]).  For the single crystalline film, a partial melting of ~50% of the 

film proceeds by the propagation of two melting fronts from the free surfaces of the film 

[13].  As shown in Fig. 2-3-3(e), in the case of nanocrystalline film, small solid clusters 

still remain close to the free surfaces at ~150 ps, suggesting that the propagation of the 

melting fronts from two free surfaces contributes little to the overall melting process of 

the film.  This observation indicates that the melting initiated at grain boundaries is 

responsible for the decrease of the number of solid atoms in the film, shown in Fig. 2-3-4.  

At 0 ps, the percentage of the atoms in the film that have a local FCC surrounding is 

~63%, owing to the presence of the grain boundaries and two free surfaces.  By ~20 ps 

after the laser excitation, this percentage only slightly decreases as the lattice temperature 

increases up to 943 K.  However, as the lattice temperature increase further beyond ~20 

ps, the percentage of crystalline atoms in the system decrease drastically from ~60% 

down to ~20% at 50 ps, and 5% at 100 ps.  The rapid decrease in the number of the solid 

atoms in the film reflects the fast melting process.  As shown in the snapshots, after 50 ps 

the individual nanocrystalline grains, formed as a result of the initial melting of grain 

boundary regions, continue to shrink.  Therefore, the melting process after ~100 ps could 

be regarded as melting of these remaining solid clusters surrounded by the liquid.  

Further discussions of the conditions leading to the melting of small solid clusters in a 

liquid environment will be provided within the framework of classical nucleation theory 

(CNT) will be given in the next section.  
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Figure 2-3-4. The time evolution of the number of the FCC atoms in a 20 nm 

nanocrystalline Au film irradiated with a 200 fs laser pulse at an absorbed fluence of 45 J 

/m2.  The solid atoms are identified by the centrosymmetry parameter (Φ <0.01). 

 

 The structural changes in the nanocrystalline film irradiated with an ultrashort 

laser pulse could be further investigated through examination of the evolution of the real 

space correlation function, and the structure function calculated directly from the 

transient atomic configurations generated by MD simulations.  The evolution of the 

reduced pair distribution function G(r) and the corresponding structure function S(Q) 

during the laser-induced melting process of the nanocrystalline film is shown in Fig. 2-3-

5.  The well-defined peaks in G(r) at 0 ps reflect the existence of correlations in atomic 

positions in the nanocrystal extending beyond 15 Å.  At 20 ps, some of the correlation 

peaks become obscure as the peaks are broadened due to the increase of the amplititudes 
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of the lattice vibrations at high temperature.  However, the signature of the long range 

order could be clearly seen at this timestep, as the structure of the correlation peaks is 

retained to a large extent.  This conclusion is also confirmed by Fig. 2-3-4, where the 

centrosymmetry parameter identifies ~60% of atoms with a local FCC atomic 

environment at 20 ps, close to the fraction of FCC atoms obtained at 0 ps.  The gradual 

decrease in the intensity of the correlation peaks at later time reflects the decrease in the 

over fraction of the FCC atoms and the size of the remaining crystallites as the melting 

proceeds in the nanocrystalline film.  At 500 ps, there are only a few peaks located at 

short interatomic distances, suggesting that the structure of the system at this time has 

only short range order, characteristic for a liquid structure.  This agrees with the result of 

the visual analysis of atomic configurations, Fig. 2-3-4, that at 500 ps nearly all atoms are 

in disordered state.   

 For single crystalline films under short pulse laser irradiation, it has been shown 

in Chapter 2 and Ref. [13] that the thermoelastic deformation of the lattice results in the 

splittings and subsequent shifts of the diffraction peaks.  For high fluence regime, where 

the lattice temperature could be raised well above the equilibrium melting temperature, 

the shifting of the diffraction peak reflects the maximum uniaxial expansion of the lattice 

before the initiation of the homogeneous melting throughout the film, leading to the 

disappearance of the diffraction peaks.  For low fluence regime, where no melting is 

observed in the film [20], it has been shown that the thermoelastic stress induced by the 

heating of the lattice could create periodic oscillations of the diffraction peaks that 

correspond to the elastic vibrations of the film.   
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(a) 

 
(b) 

Figure 2-3-5. (a) Reduced pair distribution function G(r) and (b) its corresponding 

structure function S(Q) computed for atomic configurations obtained in a TTM-MD 
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simulation of a 20 nm nanocrystalline Au film irradiated with a 200 fs laser pulse at an 

absorbed fluence of 45 J /m2 at times of 0, 20, 50, 200 and 500 ps.   

 

 The diffraction profiles of the nanocrystalline film, S(Q), are shown in Fig. 2-3-5 

(b) for the melting process induced by the laser irradiation.  While it is clear that at 20 ps 

diffraction peak shift to the left that corresponds to the lattice expansion, no splitting of 

the peaks is observed.  This result could be related to the nanocrystalline nature of the 

sample.  As there are many crystalline grains with random crystallographic orientations 

in the system, the heating of the lattice due to the energy transfer from the hot electrons 

leads to the uniaxial lattice expansion perpendicular to the free surface.  This expansion 

would affect the lattice spacings in many crystallographic directions, different from the 

case in the laser melting of single crystalline film where uniaxial expansion along certain 

crystallographic direction is allowed.  As a result, no splitting of the diffraction peaks are 

observed as the peaks slightly shift, indicating the lattice expansions due to the heating.  

From Fig. 2-3-5, the structure functions at 200 and 500 ps, show liquid-like profiles 

despite the fact that there are still a few percent of atoms with local FCC structure.   

 

B. Relation to the Classical Nucleation Theory (CNT)  

 As shown in the atomic snapshots in section III (A), the initiation of the melting 

process at the grain boundaries leads to the separations of the remained crystalline 

domains by liquid regions.  Therefore at this stage the melting of the nanocrystalline film 

proceeds through the dissolution of individual crystalline clusters in the liquid.  It has 

been shown that the melting in the nanocrystalline film following the laser irradiation 
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continues under conditions where the lattice temperature is well below the equilibrium 

melting temperature of EAM Au.  In order to understand the relationship between the 

characteristics of the melting processes in the nanocrystalline film and the size of the 

grains, the classical nucleation theory is applied for investigation of the conditions 

leading to the melting of a small solid cluster in a liquid environment. 

 From the classical nucleation theory, it is well known that the change of the Gibbs 

free energy due to the formation of a small spherical solid cluster of radius r in a 

undercool liquid is [21] 

LSvr rGrG −+Δ−=Δ γππ 23 4
3
4        (2.3.1) 

where ΔGv is the Gibbs free energy difference between solid and liquid phases per unit 

volume at the same temperature, T, and γS-L is the solid-liquid interfacial free energy.  For 

a small undercooling, ΔT=Tm-T, the difference between the specific heats of the solid and 

liquid phases can be ignored and ΔGv can be well approximated as LvΔT/Tm, where Lv is 

the latent heat of fusion per unit volume at the equilibrium melting temperature, Tm. 

 From the Eq. (2.3.1), it is easy to determine the critical size of the solid cluster for 

a given undercooling, ΔT 
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If r<r*, the solid cluster is thermodynamically unstable and the system will evolve 

towards the dissolution of the solid in favor of lowering the free energy of the system, 

whereas if r>r* the free energy of the system decrease as the size of solid cluster grows.  

At r=r*, the resulting ΔGr from Eq. (2.3.1) is zero and the solid cluster is in (unstable) 

equilibrium with the surrounding liquid.  This expression has been widely used in 
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experimental investigations of solidification processes through homogeneous nucleation 

in undercool liquids.  From the perspective of searching for the condition at which a solid 

cluster of a particular radius r is in equilibrium with the surrounding liquid, one can 

directly rewrite Eq. (2.3.2) to obtain the corresponding critical temperature, Tmc 
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Similar to the discussion of the critical radius, it is apparent that for T>Tmc, the solid 

cluster will dissolve into liquid to lower the free energy of the system, whereas for T<Tmc, 

solidification of liquid will take place and the size of solid cluster will increase as a result.   

As mentioned before, the melting of the nanocrystal after the initial meltdown of 

the grain boundary regions can be considered as the melting of individual nanosize solid 

clusters in the liquid.  To relate the Eq. (2.3.3) obtained from CNT to the melting 

behavior of nanocrystalline films induced by laser irradiation, it is necessary to find the 

solid-liquid interfacial free energy for EAM Au.  The solid-liquid interfacial free energy 

is of fundamental importance for studying the formation of microstructure in the 

solidification process.  We adopt a recently proposed numerical approach called capillary 

fluctuation method (CFM) to determine the solid-liquid interfacial free energy of EAM 

Au.  Detailed descriptions of this approach could be found in Refs. [22,23,24] and 

references therein.  Briefly the approach is based on the fact that the interfacial stiffness 

is much more anisotropic than the interfacial free energy.  By measuring the height 

fluctuation spectrum, h(x), of the solid-liquid interface of different crystallographic 

orientations, the solid-liquid interfacial free energy could be obtained from a simple 

relation between the interfacial stiffness and the interface fluctuation spectrum.  For a 
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four-fold symmetry (i.e., rotations about the [100] axis) the interfacial free energy could 

be expressed, to the first order, as [22] 

)4cos1()( 0 θεγθγ +=         (2.3.4) 

where θ is the angle between the [100] direction and the direction normal to the interface 

that lies in the (001) plane and ε is the characteristic parameter that describes the 

anisotropy of the interfacial free energy.  The interfacial stiffness is  

)4cos151()()()( 0 θεγθγθγθγ −=′′+=)       (2.3.5) 

and could be related to the Fourier transform of the height fluctuation spectrum, A(k), 

through [22] 

2
2

)(
)(

k
Tk

kA mB

γγ ′′+
=         (2.3.6) 

where ∑=
k

ikxkAxh )exp()()( , kB is the Boltzmann constant, and Tm is the equilibrium 

melting temperature.  In order to identify the solid-liquid interfaces for collecting the data 

of its position, )(xh , the local order parameter which characterizes the structural 

environment of a given atom is obtained for the configuration collected during the 

simulation.  Those atoms that have the local order parameter between 0.05 and 0.1 are 

identified as atoms of the interface.   
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(a) 

 
(b) 

Figure 2-3-6. (a) Fourier spectrum of the interface height fluctuation calculated for 

different interfaces. Solid lines are fits of the data points to the form given by Eq. (2.3.6).  
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(b) Interfacial stiffness as a function of orientation in cos4θ.  Solid line is a fit to Eq. 

(2.3.5). 

 Fig. 2-3-6(a) shows the Fourier transform of the height fluctuation spectrum for 

three different interfaces, i.e. (100), (110) and (210).  By fitting to Eq. (2.3.6), the values 

of the interfacial energy for these three interfaces could be obtained.  Our calculation 

shows that the interfacial energies of EAM Au in this work are 0.104 J/m2 for (100), 

0.100 J/m2 for (110) and 0.102 J/m2 for (210).  These values are smaller than the 

experimental value of 0.132 J/m2 estimated from the analysis of the formation of crystal 

nuclei in supercooling liquid metals by Turnbull [25], and a value of 0.126 J/m2 predicted 

for γ0 with the EAM potential by Voter-Chen for Au [23].  It can be noted that the 

interfacial energy can be associated with the equilibrium melting temperature of the 

material through the Turnbull relationship [25], 3/2ραγ STmΔ= , where Tm is the 

equilibrium melting temperature, ΔS is the entropy of fusion, ρ is the solid atomic density 

and α  is the so-called Turnbull coefficient.  Therefore, the difference between the 

interfacial energies determined for both EAM potentials and the experimental value 

might be attributed to the differences in the equilibrium melting temperature, 963 K for 

EAM Au in this work and 1120 K for Voter-Chen EAM potential, as compared to the 

experimental value of 1338 K.   

 It should be noted that Eq. (2.3.3) assumes a spherical shape for the solid cluster 

in the liquid environment and does not take into account the difference in the interfacial 

free energy for different orientations.  As shown by the results of the calculation of the 

solid-liquid free energies with the CFM approach, the difference in the free energies of 

different interfaces is small, γ100-γ110 = 0.004 J/m2.  Therefore only γ0 is used as the 
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interfacial free energy in Eq. (2.3.3) to calculate the dependence of the critical 

temperature for the solid cluster in the liquid environment as a function of radius.   

 An alternative approach to obtain the dependence of the critical temperature on 

the size of the solid cluster in the liquid is to carry out a series of NPT molecular dynamic 

simulations (N is the number of atoms in the system, P is pressure and T is temperature) 

of a solid cluster embedded in an undercool liquid for a wide range of sizes of the solid 

cluster.  By controlling the temperature so that the solid cluster is in equilibrium with the 

liquid, i.e. the size of the solid cluster remains unchanged, the critical temperature as a 

function of the size of the solid cluster could be determined.  It should be noted that this 

approach does not require a priori knowledge of the solid-liquid interfacial free energy, 

as well as the theoretical results from CNT, i.e. Eq. (2.3.3).   

 
(a) 
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(b) 

Figure 2-3-7. (a) The cross section snapshot of the atomic configuration of a solid cluster 

in the liquid.  The number of atoms in the solid cluster is identified by the local order 

parameter to be ~14000.  The color corresponds to the local order parameter. (Red is 

solid; blue is liquid).  (b) The time evolution of the number of atoms in the solid cluster at 

different temperatures.  The melting temperature for the size of the solid cluster is 

estimated to be 895 K. 

 

 The initial configuration for the NPT simulations is created as follows.  First a 

spherical region centered at the MD cell is identified.  The temperature of the region 

outside the sphere is increased well above the equilibrium melting temperature to induce 

melting outside the sphere while keeping the temperature inside below the equilibrium 

melting temperature so that the sphere is still solid.  Once the structure with a solid 

sphere surrounded by liquid is obtained, the system is equilibrated for 500 ps at the 

designated temperature.  Fig. 2-3-7 (a) gives a typical cross-section view of the atomic 
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configuration of a solid cluster, which is composed of Nc~14000 atoms surrounded by 

liquid.  It can be seen that the solid cluster remains close to a spherical shape with some 

faceting of the boundary with liquid.  According to the local order parameter defined in 

[19], solid and liquid atoms are colored in red and blue respectively while atoms at the 

boundary between solid and liquid have intermediate colors.  In all of these simulations, 

zero pressure is maintained while the periodic boundary conditions are imposed in all 

three directions.  For a given size of the solid cluster, the critical temperature, Tmc, is 

determined by varying the temperature in the NPT simulations so that the number of 

atoms in the cluster remains close to the initial one.  It is clear from the previous 

discussion of the critical temperature in CNT that beyond Tmc the number of solid atoms 

will decrease due to the melting, whereas below Tmc it will increase due to the 

solidification process.  Simulation results for several values of temperature with the 

initial cluster, composed of Nc~14000 atoms, are shown in Fig. 2-3-7(b).  The number of 

the atoms in the cluster increases drastically within 100 ps for T=850 K and 880 K 

whereas it decreases for T=920 K and 900 K.  A trend of gradual decrease is clear for 

T=896 K.  However, for T=895 K, the number of atoms in the cluster fluctuates around 

the initial value until ~ 150 ps, and starts to increase slowly at later times.  Thus the 

critical temperature for Nc~14000 is determined to be 895 K.  Fig. 2-3-8 shows the 

critical temperature as a function of the cluster size obtained from the results of the NPT 

simulations under assumption of the spherical shape of the solid cluster.  A linear 

dependence of the critical temperature on the inverse of the cluster radius is clear from 

Fig. 2-3-8.  By fitting the dependence to Eq. (2.3.3), we estimate the value of the solid-

liquid interfacial energy of the EAM gold to be 0.119 J/m2, in reasonable agreement with 
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the value from the CFM approach, 0.102 J/m2.  This approach for obtaining the solid-

liquid interfacial energy on the basis of the classical nucleation theory has been recently 

proposed and used for calculation of the orientationally averaged interfacial energy of a 

Lennard-Jones potential [26].  

 
Figure 2-3-8. Dependence of the melting temperature of a solid cluster in a liquid 

environment on the cluster sizes.   

 

 The result of the calculations of the critical temperature of solid clusters in the 

liquid environment has direct implications for interpretation of the results of the 

simulations of laser melting of nanocrystalline films, where nanocrystalline grains evolve 
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into individual solid clusters in the liquid environment.  The line predicted by Eq. (2.3.3) 

using the data from NPT simulations defines the conditions of the stability of solid 

clusters of a particular size at a give temperature T.  For instance, at T=850 K, solid 

clusters with diameter larger than ~5 nm are thermodynamically stable and are expected 

to grow whereas clusters with diameter smaller than ~5 nm are unstable and are expected 

to dissolve.  As the small clusters surrounded by the liquid gradually dissolve, the 

consumption of a part of the thermal energy for the latent heat of melting would lead to 

the decrease in the temperature of the system.  On the other hand, a smaller cluster size 

implies a lower critical temperature determined by the stability of solid clusters in liquid.  

The cluster could grow in size if the temperature of the system becomes lower than the 

critical temperature defined by the size of the cluster, similar to the observation in the 

NPT simulations shown in Fig. 2-3-7.  Therefore the final disappearance of those 

nanoclusters in the laser-irradiated nanocrystalline film would rely on the stability 

conditions defined by the critical temperature of solid clusters in equilibrium with liquid 

and the temperature of the system.  For the laser fluence used in this study, the 

temperature of the film rises up to ~1000 K at ~25 ps and saturates at ~ 913 K after 100 

ps, shown in Fig. 2-3-2,.  The critical size of the solid cluster in the equilibrium with the 

surrounding liquid can be determined directly from Fig. 2-3-8.  It can be seen that at 

~1000 K, larger than the equilibrium melting temperature of EAM gold, 963 K, no solid 

clusters are thermodynamically stable with the liquid.  As a result, these solid clusters 

shrink due to melting at the boundaries.  The temperature at later times saturates at ~ 913 

K, which corresponds to a critical size of ~9 nm for the solid cluster in equilibrium with 

the liquid.  It is found that at ~100 ps the sizes of the remained solid clusters in Fig. 2-3-3 
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are less than ~4 nm.  Therefore as shown in the snapshots in Fig. 2-3-3, the small solid 

clusters after ~100 ps are thermodynamically unstable in the liquid environment and 

gradually dissolve.   

2.3.4 Summary 
 

 To summarize, the changes in the microstructure of a nanocrystalline Au film 

irradiated by a short laser pulse are investigated in MD simulations.  Effects of the 

electronic heating and subsequent energy relaxation following the laser excitation are 

described within the well known two-temperature-model that is realized in a continuum-

atomistic computational approach.  The inspection of the transient atomic structures 

generated in the simulation performed with the absorbed fluence of 45 J/m2, shows that 

the melting is initiated at grain boundaries and results in the decomposition of the 

nanocrystal into individual clusters surrounded by liquid.  A complete melting of the 

nanocrystalline film is achieved at a lattice temperature below the equilibrium melting 

temperature.  In order to explain this behavior, the classical nucleation theory is applied 

for investigation of the thermodynamic stability of the solid clusters in a liquid 

surrounding.  We find that, due to the contribution of the interfacial energy of grain 

boundaries to the Gibbs free energy of the system, the individual solid clusters are 

thermodynamically unstable in a liquid environment at a lattice temperature below the 

equilibrium melting temperature and gradually dissolve. 



 109

 

References for Chapter 2.3 
 
 

[1] D. Farkas, S. Mohanty and J. Monk, Phys. Rev. Lett. 98, 165502, 2007. 

[2] S. Xiao, W. Hu and J. Yang, J. Phys. Chem. B 109 20339, 2005. 

[3] S. Xiao and W. Hu, J. Chem. Phys. 125 014503, 2006. 

[4] S. I. Anisimov, B. L. Kapeliovich, and T. L. Perel'man: Zh. Eksp. Teor. Fiz. 66, 

776, 1974 [Sov. Phys. JETP 39, 375 (1974)]. 

[5] D. S. Ivanov and L. V. Zhigilei, Phys. Rev. B 68, 064114, 2003. 

[6] A. Okabe, B. Boots, and K. Sugihara, Spatial Tesselations: Concepts and 

Applications of Voronoi Diagrams, Wiley, Chichester, 1992. 

[7] J. Schiotz, T. Vegge, F. D. Di Tolla, K. W. Jacobsen, Phys. Rev. B 60, 11971, 1999. 

[8] H. Van Swygenhoven, P. M. Derlet, A. G. Frøseth, Nat. Mater. 3, 399, 2004. 

[9] A. B. Belonoshko, N. V. Skorodumova, S. Davis, A. N. Osiptsov, A. Rosengren, 

and B. Johansson, Science 316, 1603, 2007. 

[10] S. Kumar, S. K. Kurtz, J. R. Banavar, and M. G. Sharma, J. Stat.Phys. 67, 523, 

1992. 

[11] B. E. Warren, X-Ray Diffraction, Addison-Wesley, Reading, MA, 1969. 

[12] X. W. Zhou, H. N. G. Wadley, R. A. Johnson, D. J. Larson, N. Tabat, A. Cerezo, 

A. K. Petford-Long, G. D. W. Smith, P. H. Clifton, R. L. Martens, and T. F. Kelly, 

Acta Mater. 49, 4005, 2001. 

[13] Z. Lin and L. V. Zhigilei, Phys. Rev. B 73, 184113, 2006. 

[14] S. I. Anisimov and B. Rethfeld, Proc. SPIE 3093, 192, 1997. 

[15] Z. Lin and L. V. Zhigilei, Proc. SPIE 6261, 62610U, 2006. 
 



 110

 

[16] J.L. Hostetler, A.N. Smith, D.M. Czajkowsky and P.M. Norris, Appl. Opt. 38, 

3614, 1999. 

[17] J. Hohlfeld, S.-S. Wellershoff, J. Gu¨dde, U. Conrad, V. Ja¨hnke, and E. Matthias, 

Chem. Phys. 251, 237, 2000. 

[18] J. Hohlfeld, S.-S. Wellershoff, J. Gudde, U. Conrad, V. Jahnke, and E. Matthias, 

Chem. Phys. 251, 237-258, 2000. 

[19] C. Kelchner, S.J. Plimpton and J.C. Hamilton, Phys. Rev. B 58, 11085, 1998. 

[20] Z. Lin and L. V. Zhigilei, J. Phys.: Conference Series 59, 11, 2007. 

[21] D. A. Porter and K. E. Easterling, Phase Transformations in Metals and Alloys, 

2nd ed. (Chapman & Hall, London, 1992). 

[22] J.J. Hoyt, M. Asta, and A. Karma, Phys. Rev. Lett. 86, 5530, 2001. 

[23] J.J. Hoyt and M. Asta, Phys. Rev. B 65, 214106, 2002. 

[24] J. R. Morris and X. Song, J. Chem. Phys. 119, 3920, 2002. 

[25] Turnbull J.Appl.Phys. 21, 1022, 1950. 

[26] Bai, X. M.; Li, M. J. Chem. Phys. 124, 124707, 2006. 



 111

3. Electron-phonon Coupling and Electron Heat 
Capacity of Metals under Conditions of Strong 
Electron-phonon Nonequilibrium 

3.1 Introduction 

The rapidly growing use of femtosecond lasers in practical applications and 

fundamental materials research increases the demand for quantitative predictive modeling 

of the fast and highly nonequilibrium processes induced in the target material by the laser 

excitation.  For metals, theoretical/computational studies of laser interactions have widely 

employed the two-temperature model (TTM) proposed by Anisimov [1].  The TTM 

describes the temporal and spatial evolution of the lattice and electron temperatures, Tl 

and Te, in the irradiated target by two coupled non-linear differential equations: 

( ) ( )[ ] ( )( ) ( )trSTTTGTTTK
t

TTC leeelee
e

ee ,, r
+−−∇∇=

∂
∂

    (3.1) 

( ) ( )[ ] ( )( )leelll
l

ll TTTGTTK
t

TTC −+∇∇=
∂
∂

     (3.2) 

where C and K are the heat capacities and thermal conductivities of the electrons and the 

lattice as denoted by subscripts e and l, G(Te) is the electron-phonon coupling factor 

related to the rate of the energy exchange between the electrons and the lattice, and 

( )trS ,r  is a source term describing the local energy deposition by the laser pulse.  The 

model accounts for the laser excitation of the conduction band electrons and subsequent 

energy relaxation processes, i.e. the energy transfer from the hot electrons to the lattice 

vibrations due to the electron-phonon interaction and the electron heat conduction from 

the irradiated surface to the bulk of the target.  In Eq. (3.2), the term describing the lattice 
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heat conduction is often omitted as it is typically negligible as compared to the electron 

heat conduction in metals. 

The TTM model is also used in investigations of high-energy ion bombardment of 

metal targets [2,3], with the source term in Eq. (3.1) accounting for the energy transfer 

from the incident energetic ion to the electronic excitations within the ion track 

(electronic energy loss by the ion).  The TTM equations, typically formulated in this case 

in cylindrical coordinates, describe the energy transfer from the excited electrons to the 

lattice, as well as cooling of the thermal spike region, generated by the passage of the 

incident ion, due to the electronic heat conduction. 

Some of the effects and physical processes that are not described by the original 

TTM can still be included within the general TTM framework.  In particular, recent 

developments include incorporation, through the parameters of TTM, of the description 

of the surface/grain boundary scattering [ 4 , 5 ] and the energy transfer by ballistic 

electrons [6,7], combination of TTM with thermoelasticity equations [8], as well as an 

extension of TTM to include a description of the transient nonthermal electron dynamics 

during and immediately after the femtosecond laser excitation [ 9 ].  Moreover, 

investigations of the microscopic mechanisms of laser-induced phase transformations and 

changes in the microstructure of the target material have been enabled by the 

development of hybrid models that combine the classical molecular dynamics (MD) 

method with TTM [10,11,12,13,14,15,16,17]. 

A key issue in the application of the models based on TTM for quantitative 

description of the kinetics of the energy redistribution in the irradiated target is the choice 

of adequate temperature dependent thermophysical properties of the target material 
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included in the TTM equation for the electron temperature, Eq. (3.1), namely, the 

electron-phonon coupling factor, the electron heat capacity, and the heat conductivity.  

Due to the small heat capacity of the electrons in metals and the finite time needed for the 

electron-phonon equilibration, irradiation by a short laser pulse can transiently bring the 

target material to a state of strong electron-lattice nonequilibrium, in which the electron 

temperature can rise up to tens of thousand Kelvins, comparable to the Fermi energy, 

while the lattice still remains cold.  At such high electron temperatures, the 

thermophysical properties of the material can be affected by the thermal excitation of the 

lower band electrons, which, in turn, can be very sensitive to the details of the spectrum 

of electron excitations specific for each metal.  Indeed, it has been shown for Au, that in 

the range of electron temperatures typically realized in femtosecond laser material 

processing applications, thermal excitation of d band electrons, located ~2 eV below the 

Fermi level, can lead to a significant (up to an order of magnitude) increase in the 

electron-phonon coupling factor and positive deviations of the electron heat capacity 

from the commonly used linear dependence on the electron temperature [18,19,20].  On 

the other hand, in Ni and Pt, where the Fermi level cuts through the high density of 

electron states d band, the same effect of the thermal excitation of d band electrons results 

in the decrease in the strength of the electron-phonon coupling [ 21 ] and negative 

deviations of the electron heat capacity from the linear temperature dependence [21,22].  

Thus, the approximations of a linear temperature dependence of the electron heat 

capacity and a temperature independent electron-phonon coupling factor, used in most of 

the current TTM calculations, are inappropriate for the quantitative description of 
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material response to a strong ultrafast laser excitation and should be reconsidered based 

on the analysis of the electronic structure of a given material. 

In this chapter, we report the results of a systematic analysis of the connections 

between the electron density of states (DOS) in the target material and the electron 

temperature dependence of the electron-phonon coupling and the electron heat capacity.  

Calculations are performed for eight representative metals (aluminum, copper, silver, 

gold, nickel, platinum, tungsten, and titanium).  The chapter is organized as follows.  In 

the next section, the theoretical background and computational methods used in the 

calculations of the electron heat capacity and the electron-phonon coupling are described.  

In Section 3.3, the results of the calculations of the temperature dependent 

thermophysical properties of the eight metals are presented, compared to the predictions 

of the free electron gas (FEG) model, and related to the available experimental data 

obtained at different levels of laser excitation.  A brief summary of the results and a 

discussion of the implications for realistic modeling of femtosecond pulse laser 

processing are given in Section 3.4. 

3.2 Theory and computational methods 

The effect of the thermal excitation of electrons on the electron heat capacity and 

electron-phonon coupling in metals is determined by the details of the electron DOS, 

which defines the spectrum of electron excitations and corresponding contributions to the 

thermophysical properties.  Thus, in this section, the method used in the calculations of 

the electron DOS is described first, followed by the theoretical analysis of the 

temperature dependence of the electronic heat capacity and electron-phonon coupling.  A 
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brief discussion of the electron thermal conductivity is also given for completeness, 

although more detailed analysis of the electron temperature dependence of this parameter 

will be addressed in future work. 

 Al Ag Cu Au Ni Pt W Ti 

 3s23p1 4d105s1 3d104s1 5d106s1 3d84s2 5d96s1 5d46s2 3d24s2 

a0 4.05 4.16 3.635 4.175 3.53 3.92 3.175 2.886* 

λ 0.45a 

0.44b 

0.38f 

0.12d 0.13d 

0.14b 

0.17a 

0.15d 

0.084e 0.66d 0.28c,f 0.38c,f 

θD 428 225 343 165 450 240 400 420 

λθD
2/2 304.8 

298.1 

257.4 

22.5 56.6 

60.1 

17.1 

15.1 

62.9 140.6 165.7 247.9 

λ〈ω2〉 185.9g 22.5 29±4c 23±4c 49.5g 142.5g 112±15c 350±30c

 
*c/a =1.63 

a Reference 49. 

b Reference 50. 

c Reference 58. 

d Reference 55. 

e Reference 51. 

f Reference 43. 

g Obtained from experimental values of G0 (see the text in Section 3.3). 

Table 3.1.  The valence electrons treated in VASP calculations, the equilibrium lattice 

constant at Tl = 0 K used in VASP calculations a0 (Å), the electron-phonon coupling 
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constant λ, the Debye temperature θD (K) [47], the value of λ〈ω2〉 estimated using the 

approximation 〈ω2〉~θD
2/2 (meV2), and the value of λ〈ω2〉 (meV2) used in Eq. (3.8) for 

calculation of the temperature dependence of the electron-phonon coupling factor. 

3.2.1 Electronic structure calculations 
 

The electron DOS of the eight metals discussed in this study are obtained from the 

electronic structure calculations performed within the density functional theory, using the 

Vienna Ab-initio Simulation Package (VASP) [23].  The projector augmented wave 

potential [24] is used in these calculations and the exchange correlation term is accounted 

for within the generalized gradient approximation.  Only valence electrons are explicitly 

treated in the calculations, while the more tightly bound electrons are represented as core 

electrons.  The integration over the Brillouin zone is performed using a mesh of 

31×31×31 points equally spaced in the reciprocal space [25,26].  The equilibrium lattice 

constants and valence electrons treated for each metal are given in Table 3.1. 

3.2.2 Electron heat capacity Ce(Te) 
 

The electron heat capacity can be calculated by taking the derivative of the total 

electron energy density with respect to the electron temperature [27]: 

εεεμε dg
T

TfTC
e

e
ee )(),,()( ∫

∞

∞− ∂
∂

=        (3.3) 

where g(ε) is the electron DOS at the energy level ε, μ is the chemical potential at Te, and 

),,( eTf με  is the Fermi distribution function, defined as 

 -11}])/-{exp[(),,( += eBe TkTf μεμε .  At low electron temperatures, the Sommerfeld 

expansion of the electronic free energy is commonly used, giving a linear temperature 
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dependence of the electron heat capacity: ( ) eee TTC γ= , where γ is the electron heat 

capacity constant, 3/)(22
FB gk επγ = , defined by the value of the electron DOS at the 

Fermi level, g( Fε ).  Within the free electron gas model [27], γ can be further associated 

with the free electron number density ne and the Fermi energy Fε , FBekn επγ 2/22= . 

At high electron temperatures, however, the Sommerfeld expansion is not valid 

and the electron heat capacity should be calculated directly from Eq. (3.3), using the full 

spectrum of the density of states and eTf ∂∂ / .  The evaluation of eTf ∂∂ /  requires the 

knowledge of the chemical potential as a function of the electron temperature, μ(Te).  

From the conservation of the total number of electrons, the chemical potential can be 

obtained by setting the result of the integration of the product of the electron DOS and the 

Fermi distribution function at Te over all energy levels to be equal to the total number of 

electrons Ne [27], 

εεμε dgTTfN eee )()),(,(∫
∞

∞−

=       (3.4) 

The chemical potential, obtained with Eq. (3.4) for different electron temperatures, 

can then be used in Eq. (3.3) to predict the temperature dependence of the electron heat 

capacity.  The results of the calculations of μ(Te) and Ce(Te) are presented for eight 

different metals and compared with the predictions of the free electron gas model in 

Section 3.3. 

3.2.3 Electron thermal conductivity 
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The electron thermal conductivity is related to the electron heat capacity through 

the Drude model relationship, 3/),()(),( 2
leeeelee TTTCvTTK τ=  [27], where ),( lee TTτ  

is the total electron scattering time and v2 is the mean square velocity of the electrons 

contributing to the electron heat conductivity.  At low electron temperatures v2 can be 

approximated as the Fermi velocity squared, vF
2.  The total electron scattering rate is 

given by the sum of the electron-electron scattering rate, 21 eee AT=−τ , and the electron-

phonon scattering rate, lphe BT=−τ1 : lepheeee BTAT +=+= −−
2/1/1/1 τττ , where A and 

B are typically assumed to be constants [18,28].  The electron-electron and electron-

phonon scattering rates, however, might be sensitive to the spectrum of states available 

for the scattering processes [27] and the temperature dependences of the scattering rates 

given above might undergo some modifications at high electron temperatures.  Thus, in 

addition to the deviations of the electron heat capacity from the linear temperature 

dependence, the electron thermal conductivity described by the Drude model relationship 

might be affected by the modification of the temperature dependences of the electron-

phonon and electron-electron scattering rates. 

3.2.4 Electron-phonon coupling factor G(Te) 
 

The electron-phonon coupling was first analyzed within the free electron gas 

model by Kaganov et al. [29].  It was suggested that the electron-lattice energy exchange 

rate could be expressed in terms of the electron relaxation time at Te and Tl.  At lattice 

and electron temperatures much higher than the Debye temperature and Te >> Tl, the rate 

of energy transfer from the electrons to the lattice per unit volume can then be expressed 

as [1,29] 
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where me is the effective electron mass, Cs is the speed of sound, ne is the number density 

of the electrons, and τ(Te) is the electron relaxation time defined as the electron-phonon 

scattering time, τe-ph, and evaluated under the assumption that the lattice temperature is 

equal to the electron temperature [29].  The electron-phonon scattering is proportional to 

the inverse of the lattice temperature and, under the condition of Te = Tl, τ(Te) ~ 1/Te, 

leading to a constant value of the coupling factor given by Kaganov’s expression [1]. 

Although a constant value for the electron-phonon coupling factor is used in most 

of current computational and theoretical investigations of short-pulse laser interactions 

with metals, there is growing experimental evidence suggesting that the applicability of 

the constant electron-phonon coupling may be limited to low laser intensities (low 

electronic temperatures) [18,30,31,32].  For example, the coupling constant has been used 

as a fitting parameter to obtain an agreement between the calculated and experimental 

values of the ablation threshold in Au [33], whereas empirical or semi-empirical G(Te) 

dependences have been introduced to provide a good description of experimental electron 

photoemission data [34] and ablation rates [35,36].  Moreover, the measurements of the 

electron-phonon coupling constants reported in literature exhibit a broad variation, e.g. 

from 3.6×1017 to 10.5×1017 Wm-3K-1 for Ni [37,38,39], that may be, in addition to the 

differences in the measurement techniques, related to the different levels of laser 

excitation used in the experiments. 

Several approaches have been proposed in order to account for the temperature 

dependence of the electron-phonon coupling factor.  Based on the Kaganov’s expression 



 120

for the electron-phonon energy exchange rate, Eq. (3.6), Chen et al. [35] introduced a 

model in which both electron-electron and electron-phonon scattering rates are included 

in the evaluation of the electron relaxation time, τ(Te) in Eq. (3.5).  The electron-electron 

scattering, indeed, starts to significantly contribute to the total electron scattering rate at 

high electron temperatures, above ~1 eV.  While this contribution directly affects the 

electron transport properties (thermal and electrical conductivities), the relevance of the 

electron-electron scattering to the electron-phonon coupling factor is questionable.  

Similarly, the evaluation of the electron relaxation time τ(Te) based on the temperature 

dependence of the electrical or thermal conductivity [2,40] includes the contribution of 

electron-electron scattering and is applicable for the calculation of the electron-phonon 

coupling only at low electron temperatures. 

At high electron temperatures, the thermal excitation of the electrons located 

below the Fermi level starts to contribute to the rate of the electron-phonon energy 

exchange and a quantitative analysis of the electron-phonon coupling should go beyond 

the free electron gas model and should include the consideration of the electron DOS.  A 

general description of the electron-phonon energy exchange involving arbitrary electron 

DOS was developed by Allen [41] based on the rate equations for the electron-phonon 

collisions that characterize the phonon emission and absorption processes.  Following 

Allen’s analysis, the rate of the energy exchange between the electrons and the lattice 

within one unit cell can be expressed as 

)(),(4 2

,
Qkk

kk
kkQ

ep

e kkSM
t

E
ωεεδωπ
hh

h
+−′=

∂
∂

′
′

′∑     (3.6) 
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where k and Q denote the electron and phonon quantum numbers, respectively.  kkM ′  is 

the electron-phonon scattering matrix element that defines the probability of scattering of 

an electron from the initial state k  with energy kε  to the final state k ′  with energy k ′ε  by 

a phonon of energy Qωh  [42].  )1()(),( kkQkk ffnffkkS −−−=′ ′′  is the so-called thermal 

factor, expressing the phonon absorption and emission processes in the electron-phonon 

scattering in terms of the electron and phonon occupation numbers, fk and nQ, 

respectively (see also the Appendix).  Assuming that phonons and electrons can be 

characterized by distinct electron and lattice temperatures, the occupation numbers can be 

described by Fermi-Dirac and Bose-Einstein distribution functions respectively: 

)]/)exp((1/[1)( eBTkf μεε −+=  and ]1)//[exp(1),( −Ω=Ω lBl TkTn hh .  Near room 

temperature only electron states around the Fermi energy contribute to the scattering 

processes and Eq. (3.6) can be rewritten in terms of the Eliashberg spectral function for 

electron-phonon coupling, )(2 ΩFα , commonly used in the superconductivity theory [41]: 

∫
∞

ΩΩ−ΩΩΩ=
∂
∂

0

22 )],(),([))(()(2 dTnTnFg
t

E
elF

ep

e hhhαεπ    (3.7) 

Allen further suggested a Taylor expansion of Eq. (3.7) in terms of eBTk/Ωh  and 

lBTk/Ωh  under conditions of eBTk<<Ωh  and lBTk<<Ωh , leading to 

)(/ 0 elepe TTGtE −≈∂∂ , where G0 is the electron-phonon coupling constant: 

)(2
0 FB gkG εωλπh= .  In this expression, <ω2> is the second moment of the 

phonon spectrum defined by McMillan [ 43 ], and λ is the electron-phonon mass 
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enhancement parameter [44 ] defined as the first reciprocal moment of the spectral 

function, )(2 ΩFα : ∫
∞

ΩΩΩ=
0

22 )(2 Fd αωλ . 

For high electron temperatures, it is necessary to take into account the scattering 

processes of electrons away from the Fermi surface, i.e. the electron energy dependence 

of the electron-phonon spectral function, ),,(2 Ω′εεα F .  Wang et al. [18] proposed an 

approximation of the spectral function based on the assumption that | kkM ′ |2, when 

summed over scattering angles, is independent of the electron states, which leads to 

),,()](/)()([),,( 222 Ω′=Ω′ FFF FgggF εεαεεεεεα .  A simple expression for the 

temperature dependent electron-phonon coupling factor can then be obtained: 

ε
ε

ε
ε

ωλπ
dfg

g

k
TG

F

B
e ∫

∞

∞− ∂
∂

−= ))((
)(

)( 2
2h

      (3.8) 

The derivation of Eq. (3.8) and the related assumptions are discussed in more detail in the 

Appendix.  It is easy to verify that at very low electron temperatures, ε∂−∂ /f  reduces to 

a delta function centered on the Fermi level at 0 K, and Eq. (3.8) reduces to a constant 

value, recovering the expression for G0 shown by Allen and given above in this section.  

At elevated electron temperatures, however, the value of ε∂−∂ /f  at ε away from εF can 

no longer be neglected, leading to a temperature dependent electron-phonon coupling, 

G(Te), as described by Eq. (3.8). 

It should be noted that the assumption of the effective independence of the 

magnitude of the scattering matrix element on the electron states, adopted by Wang et al., 

is commonly used for estimation of the phonon-induced contribution to the excited 
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electron decay rate, where the electron-phonon scattering matrix is assumed to be 

constant and the spectral function, therefore, could be computed from the phonon density 

of states, given the fact that the electron scatterings take place close to the Fermi surface 

[45].  This assumption needs further verification when relative contributions from p/s- 

and d-bands different bands undergo significant changes with electron temperature.  

Another assumption implied in the theoretical approach presented above, as well as in 

other investigations [18,19,41], is the neglect of the umklapp process [27] in the electron-

phonon scattering.  Since the temperature dependence of the electron-phonon coupling in 

this work is determined based on the experimental value of either λ<ω2> or the electron-

phonon coupling constant near the room temperature (see the discussion in Section 3 and 

Table I), the contribution from the umklapp scattering to the room temperature value of 

the electron-phonon coupling is implicitly taken into account.  Furthermore, it has been 

shown recently by Petrov [46] that the effect of the umklapp process on the temperature 

dependence of the electron-phonon coupling in aluminum is relatively weak for 

temperatures exceeding the Debye temperature. 

3.3 Results 

In this section, the temperature dependence of the electron heat capacity and the 

electron-phonon coupling is investigated for eight representative metals in the range of 

electron temperatures, typically realized in the ultrafast laser processing applications.  

The results are grouped according to the characteristics of the electron structure of the 

metals, namely (1) aluminum and the free electron gas model; (2) noble metals: silver, 

copper and gold; (3) transition metals with almost filled d band: nickel and platinum; (4) 
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transition metals with less than half filled d band: tungsten and titanium.  All calculations 

are performed based on the theoretical background presented in Section 2, with the 

electron DOS obtained from the VASP calculations. 

3.3.1 Aluminum and the free electron gas model 
 

The results of the calculations of the electron temperature dependence of the 

thermophysical properties of aluminum, a metal that has a free electron-like electronic 

structure, are discussed first and related to the predictions of the free electron gas model.  

The electron DOS obtained for aluminum in electronic structure calculations performed 

with VASP at Te=0 K is shown in Fig. 3-1 (a), along with the DOS for the free electron 

gas model obtained by fitting the parabolic band dependence of ε1/2 to the DOS of 

aluminum and assuming that the total number of free electrons is 3.  While the DOS of 

aluminum follows the general trend predicted by the free electron gas model, it also 

exhibits some detailed structure superimposed on the fitted ε1/2 curve.  The deviations of 

the DOS determined for Al in VASP calculations from the free electron gas model DOS 

result in a slight divergence between the chemical potentials calculated with Eq. (3.4) 

using the two DOS, Fig. 3-1(b).  Nevertheless, the overall quantitative agreement in the 

temperature dependences of the chemical potentials predicted with Al and the free 

electron gas model DOS is very good. 
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Figure 3-1.  (a) The electron DOS of aluminum obtained in the electronic structure 

calculation performed with VASP (solid line), the DOS for the free electron gas (FEG) 

model obtained by fitting ε1/2 dependence of to the DOS of aluminum and assuming that 

the total number of free electrons is 3 (dotted line), and the Fermi distribution function 

shown for three different values of the electron temperature (dashed and dash-dotted 

lines).  The Fermi distributions are shown centered at the Fermi level at zero temperature.  

(b,c,d) Electron temperature dependence of thermophysical properties of aluminum: (b) 

the chemical potential, (c) the electron heat capacity, and (d) the electron-phonon 

coupling factor.  Solid lines show the results of the calculations performed with DOS 

obtained from VASP.  Dashed lines in (c) and (d) show the commonly used 

approximations of the thermophysical material properties based on experimental 
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measurements.  The ranges of the electron temperature variation in the 

experiments/calculations used in the measurements of the electron-phonon coupling are 

shown by bold segments in (d).  Dash-dotted lines in (c) and (d) show the predictions of 

the FEG model.  Data presented in this figure is accessible in tabulated form from [53]. 

 

Similar to the chemical potential, the temperature dependence of the electron heat 

capacity calculated for Al DOS almost coincides with the one calculated for the free 

electron gas model DOS, Fig. 3-1(c).  Moreover, the results of both calculations obtained 

with Eq. (3) can be well described by the linear dependence, Ce=γTe, with the theoretical 

value of the coefficient γ calculated within the free electron gas model using the number 

density of ‘free’ electrons in aluminum (3s23p1), ne = 3.0 atom-1, as FBeth kn επγ 2/22=  = 

91.2 Jm-3K-2, as shown in Fig. 3-1(c).  Note that the experimental value of the electron 

heat capacity coefficient given in Ref. [47], γexp = 135 Jm-3K-2, is ~48% higher than the 

theoretical value, γth = 91.2 Jm-3K-2.  This difference in γ can be explained by the fact that 

the experimental value of γexp is measured at very low temperatures ranging from 0.1 to 

4.0 K [48], where one needs to consider an additional contribution to the electron heat 

capacity from the electron-phonon interaction, i.e. Ce=γth(1+λ)Te [44].  Taking into 

account that, for aluminum, λ~0.42 (Table 3.1), the agreement between the theoretical 

calculations of the electron heat capacity and the low-temperature experimental data is 

very good. 

The calculation of the electron temperature dependence of the electron-phonon 

coupling is based on Eq. (3.8) and, apart from the electron DOS, requires the knowledge 
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of λ<ω2> material parameter.  In the absence of experimental measurements of λ<ω2> 

for aluminum, a quantitative estimation can be obtained using the reported calculated and 

experimental values of λ ranging from 0.38 to 0.45 [43,49,50] and the approximation for 

<ω2>~θD
2/2 [43,51], yielding the range of values for λ<ω2> from 257.4 to 304.8 meV2, 

as shown in Table 3.1.  An alternative approach is to choose λ<ω2> based on the results 

of experimental measurements of electron-phonon coupling.  Using the value of the 

electron-phonon coupling constant measured for Al in thermoreflectance pump-probe 

experiments [52], 2.45×1017 Wm-3K-1, as G(Te=300 K) in Eq. (3.8) yields λ<ω2> = 185.9 

meV2.  In this work, the latter value of λ<ω2> is adopted in the calculations of the 

temperature dependent electron-phonon coupling factor for aluminum. 

Fig. 3-1(d) shows the electron-phonon coupling factor, G(Te), for aluminum, 

together with the result obtained with the free electron gas model DOS.  The temperature 

dependence obtained with the aluminum DOS exhibits a sharp increase for electron 

temperatures up to 5000 K, followed by a slower increase and saturation at higher 

temperatures.  The increase of the strength of the electron-phonon coupling with electron 

temperature can be interpreted based on analysis of the DOS for aluminum in the region 

around the Fermi energy affected by thermal excitations (~kBTe), Fig. 3-1(a).  In contrast 

to the free electron gas model DOS, where the density of the states increases 

monotonically with energy, the value of the aluminum DOS at the Fermi level is smaller 

than that below the Fermi level.  As a result, for aluminum, more excited electrons 

participate in the electron-phonon scattering processes at higher electron temperatures, 

leading to an increase of the rate of energy exchange between the electrons and the lattice.  

Note that the enhancement in the strength of the electron-phonon coupling observed for 
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aluminum is relatively small, as compared to other metals considered in this study 

(Sections 3.2-3.4), and reaches ~40% of the room temperature value as the electron 

temperature increases up to 1×104 K. 

Contrary to the results for aluminum, the electron-phonon coupling calculated for 

the free electron gas model DOS slightly decreases with temperature, showing a very 

weak temperature dependence, Fig. 3-1(d).  The difference in the low-temperature values 

of the electron-phonon coupling between the results obtained for aluminum and the free 

electron gas model DOS is related to the difference in the values of the two DOS at the 

Fermi level at 0 K, as can be seen from Fig. 3-1 (a). 

Relating the temperature dependence of the electron-phonon coupling predicted 

for aluminum in this work to the literature values of the electron-phonon coupling 

constant, one should take into account that the dependence shown in Fig. 3-1(d) is based 

on fitting the room temperature value of G(Te) to G0 = 2.45×1017 Wm-3K-1 measured in 

thermoreflectance pump-probe experiments performed under conditions when the 

estimated rise of the electron temperature does not exceed 170 K [52].  A somewhat 

higher value of 3.1×1017 Wm-3K-1, obtained in a theoretical analysis of the kinetics of 

electron-phonon equilibration under conditions of laser excitation leading to Te
max ~ 3200 

K [54], is consistent with the predicted temperature dependence. 

3.3.2 Silver, copper and gold 
 

The electron DOS calculated with VASP for three noble metals, silver, copper 

and gold, Figs. 2-4(a), exhibit similar characteristics of the electron band structure.  The 

common feature of the three DOS is the presence of prominent regions of high density of 
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states, associated with the d bands located ~2-3 eV below the Fermi level.  The mere 

visual analysis of the DOS together with the Fermi distribution functions, shown in Figs. 

2-4(a) for three electron temperatures, suggests that at low electron temperatures, Te ~ 0.1 

eV (~103 K), the region of the electron DOS affected by thermal excitations (~kBTe) is 

similar to the one of the free electron gas model, with only s electrons being excited.  At 

higher electron temperatures, Te ~ 1 eV (~104 K), a significant number of d band 

electrons can be excited and can make a substantial contribution to the thermophysical 

properties of the material.  Indeed, at electron temperatures below ~5000 K for silver and 

~3000 K for copper and gold, the calculated chemical potentials, Figs. 2-4(b), follow the 

dependence predicted from the Sommerfeld expansion of the electron free energy in the 

free electron gas model with one free electron per atom.  At higher electron temperatures, 

however, the thermal excitation of electrons from the high density of states edge of the d 

band to the lower density of states s band results in the increase of the chemical potential 

and large deviations from the prediction of the free electron gas model. 
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Figure 3-2.  (a) The electron DOS of silver obtained in the electronic structure 

calculation performed with VASP (solid line) and the Fermi distribution function shown 

for three different values of the electron temperature (dashed and dash-dotted lines).  The 

Fermi distributions are shown centered at the Fermi level at zero temperature.  (b,c,d) 

Electron temperature dependence of thermophysical properties of silver: (b) the chemical 

potential, (c) the electron heat capacity, and (d) the electron-phonon coupling factor.  

Solid lines show the results of the calculations performed with DOS obtained from VASP.  

Dashed lines in (c) and (d) show the commonly used approximations of the 

thermophysical material properties based on experimental measurements.  The ranges of 

the electron temperature variation in the experiments used in the measurements of the 

electron-phonon coupling are shown by bold segments in (d).  Dash-dotted line in (c) 

shows the predictions of the free electron gas model.  Data presented in this figure is 

accessible in tabulated form from [53]. 
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Figure 3-3.  Same as Fig. 3-2 but for copper. 
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Figure 3-4.  Same as Fig. 3-2 but for gold. 

 

The results on the electron temperature dependence of the electron heat capacity, 

Ce(Te), obtained by incorporating the results for the chemical potential into Eq. (3.3), are 

shown for the three noble metals in Figs. 3-2, 3-3 and 3-4(c).  For comparison, the linear 

dependences, Ce(Te) = γTe, are plotted for both the low-temperature experimental values 

of the electron heat capacity coefficient, γexp (63.3 Jm-3K-2 for Ag, 96.8 Jm-3K-2 for Cu, 

and 67.6 Jm-3K-2 for Au [47]), and the theoretical value, calculated as FBeth kn επγ 2/22=  

using the number density of s electrons in these noble metals, i.e. ne = 1.0 atom-1 (62.8 

Jm-3K-2 for Ag, 71.0 Jm-3K-2 for Cu, and 62.9 Jm-3K-2 for Au).  A better, as compared to 

Al, agreement between the experimental and theoretical values of the heat capacity 

coefficients can be attributed to the lower values of the electron-phonon coupling 

constant, λ, and Debye temperature, θD, listed in Table 3.1 [44]. 

At low electron temperatures, below a few thousand Kelvins, the Ce(Te) 

dependences predicted by Eq. (3.3) follow closely the linear dependences plotted with 

experimental values of the heat capacity coefficients.  However, as the electron 
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temperature becomes sufficiently high for thermal excitation of a significant number of d 

electrons, positive deviations from the linear temperature dependences are observed for 

all three noble metals.  The deviations start at ~3000 K in Cu and Au, where the high-

energy edge of the d-band is located ~2 eV below the Fermi energy, and at a higher 

temperature of ~5000 K in Ag, where the d-band is located deeper, ~3 eV below the 

Fermi level.  The large deviations of the electron heat capacity from the linear 

dependence at electron temperatures that are readily achieved in laser material processing 

applications suggest that the application of the commonly used linear approximation 

( ) eee TTC γ=  can result in a significant overestimation of the transient values of the 

electron temperature during the time of the electron-lattice nonequilibrium.  The linear 

approximation is, therefore, inappropriate for quantitative modeling of the laser-induced 

processes in noble metals under conditions when the electron temperature exceeds 

several thousand Kelvins. 

The effect of the thermal excitation of d band electrons, discussed above for 

electron heat capacity, has also strong implications for the temperature dependence of the 

electron-phonon coupling, G(Te).  The results of the calculations of G(Te), performed 

with Eq. (3.8) for the three noble metals, are shown in Figs. 3-2 and 4(d).  The common 

feature of the three dependences is a nearly constant strength of the electron-phonon 

coupling up to the temperatures of ~3000 K for Cu and Au and ~5000 K for Ag, and a 

significant strengthening of the electron-phonon coupling at higher temperatures, when a 

large number of d electrons are thermally excited and make contribution to the electron-

phonon energy exchange.  The rate and the degree of the increase of G(Te) with respect to 

the low-temperature levels, however, are different for the three metals and are defined by 
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the detailed structure of the DOS, particularly by the location, the width, and the shape of 

the d band.  The d bands in Cu and Au are located at approximately the same depth under 

the Fermi level, but the width of the d band in Cu, ~3.5 eV, is much smaller than the one 

in Au, ~6 eV, Figs. 3-3 and 4(a).  This difference in the width of the d band is reflected in 

a higher density of states at the high-energy edge of the d band in Cu as compared to Au.  

As a result, for the same electron temperature, the thermal excitation of d band electrons 

in Cu leads to a more significant increase in the electron-phonon coupling factor as 

compared to Au, e.g. at Te = 104 K the electron-phonon coupling factor exceeds the room 

temperature value by a factor of 9.5 in Cu, Fig. 3-3(d), compared to 5.8 in Au, Fig. 3-4(d).  

The widths of the d bands in Ag and Cu are similar, but the separation of the d band from 

the Fermi level is larger in Ag, Figs. 3-2 and 3(a).  As a result, at the same electron 

temperature of 104 K, the electron-phonon coupling in Cu exceeds its room temperature 

value by a factor of 9.5, as compared to 4.6 in Ag.  Moreover, G(Te) saturates at Te ≥ 

1.5×104 K in Cu, but continues a sharp rise at and above this temperature in Ag, Figs. 3-2 

and 3(d). 

While the temperature dependences of the electron-phonon coupling calculated 

with Eq. (3.8) are defined mainly by the characteristics of the electron DOS, the low-

temperature levels in these calculations are preset by the choice of the value of λ<ω2>.  

For Ag, the calculations are performed with a value of λ<ω2> obtained using the 

approximation of <ω2>~θD
2/2 and λ evaluated from the experimental electrical resistivity 

data [55], as shown in Table 3.1.  This estimation of λ<ω2> gives a relatively good 

agreement of the room temperature values of the electron-phonon coupling factor 

predicted by Eq. (3.8), G(300 K) = 2.5×1016 Wm-3K-1, with the experimental value of the 
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electron-phonon coupling constant, 3.5×1016 Wm-3K-1, measured in femtosecond optical 

transient-reflection experiments performed at low laser excitations, when the increase of 

the electron temperature does not exceed 90 K [56,57]. 

For Cu and Au, the values of λ<ω2> obtained in pump-probe reflectivity 

measurements, performed with laser excitations at which the electron temperature does 

not exceed 1000 K [58], are used in the calculations, Table 3.1.  The levels of the low-

temperature plateaus in the dependences G(Te) calculated for Cu and Au are in a good 

agreement with the values of the electron phonon coupling constants measured in pump-

probe experiments, 3.5-4.0×1016 Wm-3K-1 [59], 3.0×1016 Wm-3K-1 [56], 2.9×1016 Wm-3K-

1 [52], 2.2×1016 Wm-3K-1 [6] for Au, and 1017 Wm-3K-1 [6,60] for Cu.  Note that all of 

these experiments are performed at relatively low laser excitations, when the variation of 

the electron temperature is limited to the range of temperatures up to ~3000 K, that 

corresponds to nearly constant values of the electron-phonon coupling factor, Fig. 3-3-4 

(d). 

At higher laser fluences, typical for laser processing applications, the temperature 

dependence of the electron-phonon coupling starts to play an important role in defining 

the characteristics of the material response to the laser excitation.  The enhancement of 

the electron-phonon coupling at high electron temperatures implies a faster energy 

transfer from the hot electrons to the lattice, generation of stronger thermoelastic stresses, 

reduction of the threshold fluences for the onset of laser melting and ablation, as well as 

changes in the timescales of the laser induced phase transformations.  In particular, the 

results of recent TTM-MD simulations of femtosecond laser melting of 20 nm Au films 

[20] demonstrate that the time of the melting onset, measured in time-resolved electron 
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diffraction experiments [31,61], can only be reproduced with a model accounting for the 

temperature dependence of the electron-phonon coupling.  A simulation performed with a 

constant electron-phonon coupling and a linear temperature dependence of the electron 

heat capacity is found to overpredict the time of the beginning of the melting process by a 

factor of 2.  Similarly, an introduction of the temperature dependent electron-phonon 

coupling is found to be necessary in order to reconcile the calculated and experimental 

values of the ablation threshold and the fluence dependence of the ablation depth in Au 

films irradiated by 500 fs laser pulses [33,35], as well as to provide a good computational 

description of electron photoemission data [18,34,30]. 

In this study, no attempt has been made to account for the modifications in the 

electron DOS due to the changes of the electronic structure at elevated electron 

temperatures.  Recent electronic structure calculations performed for Au and Al at an 

electronic temperature of 6 eV [62] predict that the reduced screening due to the thermal 

excitation of d band electrons results in a significant width compression and shift to lower 

energies of the d band in Au, whereas the Al electron DOS at 6 eV remains the same as 

the one at 0 K.  Although the modifications of the electron DOS of Au at high electron 

temperatures would not affect the essential physics responsible for the temperature 

dependence of the electron heat capacity and electron-phonon coupling, they may 

introduce some quantitative corrections to these dependences and should be taken into 

account in a more detailed analysis of the material response to the extreme levels of laser 

excitation.  In the range of electron temperatures considered in this work (Te ≤ 2 eV), 

however, the effect of the modification of the electron DOS on the calculated 

thermophysical properties is expected to be relatively small. 
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3.3.3 Nickel and platinum 
 

In transition metals with almost full d-bands, such as Ni and Pt, the Fermi level 

cuts through the high energy edge of the d bands, Figs. 3-5-6(a), leading to a very high 

density of electron states at the Fermi level.  The d band electrons at the energy levels 

around the Fermi energy can be easily excited even at low electron temperatures, shifting 

the Fermi level (chemical potential) to higher energies, Figs. 3-5 and 6(b), and altering 

the electron heat capacity and the electron-phonon coupling in a way very different from 

what is discussed above for the free electron gas model, Al, and noble metals.  Indeed, 

the excitation of electrons from the high density of states d-band to the much lower 

density of states s band, Figs. 3-5 and 6(a), and the shift of the chemical potential to 

higher energies, away from the high density of states edge of the d band, Figs. 5-6(b), 

result in strong negative deviations of the heat capacity from the linear dependences, 

( ) eee TTC γ= , shown in Figs. 3-5 and 6(c) for low-temperature experimental values of the 

coefficient γ (1077.4 Jm-3K-2 for Ni and 748.1 Jm-3K-2 for Pt [47]). 
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(c) Electron Temperature Te, 104K
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Figure 3-5.  Same as Fig. 2 but for nickel. 
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Figure 3-6.  Same as Fig. 3-2 but for platinum.  The range of the electron temperature 

variation in the experiment used in the measurement of the electron-phonon coupling of 

Pt by Hohlfeld et al. is not given in Ref. [6] and, therefore, is not shown in (d). 

 

The trend of the negative deviation of the electron heat capacity from the linear 

dependence agrees with experimental results reported in Ref. [63] for Ni and Pt, where 

the electronic heat capacity was obtained by subtracting the lattice heat capacity 

(assumed to follow the Dulong-Petit law at high temperatures), from the total heat 

capacity measured in experiments for temperatures up to 1600 K.  The results of the 

calculations of the electron heat capacity of Pt, shown in Fig. 3-5(c), are also consistent 

with earlier calculations reported in Ref. [22]. 

The temperature dependences of the electron-phonon coupling are shown for Ni 

and Pt in Figs. 3-5 and 6(d).  The values of λ<ω2>, used in the calculations, are based on 

the values of the electron-phonon coupling constants measured in pump-probe reflectivity 

experiments, 10.5×1017 Wm-3K-1 for Ni and 10.9×1017 Wm-3K-1 for Pt [37].  Since the 

experiments were performed under low-excitation conditions, when the transient increase 

of the electron temperature above the room temperature did not exceed 100 K for Ni and 

150 K for Pt, the measured coupling constants are taken here as the room temperature 

values and are used in Eq. (3.8) to obtain λ<ω2> listed in Table 1.  These values of 

λ<ω2> are relatively close to the estimations based on experimental measurements of λ 

and the approximation for <ω2>~θD
2/2, see Table 3.1. 
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The temperature dependences of the electron-phonon coupling predicted for Ni 

and Pt are similar and are characterized by a steep decrease as temperature increases up 

to 3-5×103 K, followed by a slower decrease with further temperature rise.  This 

temperature dependence can be explained based on the analysis of the electron DOS of 

the two transition metals, Figs. 3-5 and 6(a).  Thermal excitation of d band electrons leads 

to the shift of the chemical potential to higher energies and away from the high density of 

states edge of the d-band, Figs. 3-5 and 6(b).  This shift reduces the contribution of the d 

band electrons to the electron-phonon coupling, with the reduction being particularly 

sharp as the temperature increases up to several thousand Kelvin, leading to the 

separation of the Fermi level from the edge of the d band.  In particular, as the electron 

temperature increases up to 5000 K, the electron-phonon coupling drops, with respect to 

the room temperature values, by a factor of 4.8 for Ni and 2.8 for Pt.  Further slower 

decrease of the electron-phonon coupling is defined by the balance between the increased 

probability of the thermal excitations from deeper energy levels and the continuing shift 

of the chemical potential to higher energies. 

The reduction in the strength of the electron-phonon coupling with increasing 

electron temperature is consistent with the relative values of the electron-phonon 

coupling constants obtained in experiments performed at different levels of laser 

excitation.  In particular, for Ni, the highest value of the electron-phonon constant, 

10.5×1017 Wm-3K-1, is measured in transient thermoreflectance experiments [37], where 

the maximum electron temperature increase does not exceed 100 K.  A somewhat smaller 

value of 8×1017 Wm-3K-1 is deduced from pump-probe transmission experiments [38], 

where the electron temperature goes up to 700 K.  Finally, the smallest value of the 
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coupling constant, 3.6×1017 Wm-3K-1, is obtained by fitting the predictions of the TTM 

calculations to the threshold fluences for the onset of surface melting [39].  The electron 

temperature in the latter case reaches several thousands of Kelvin and the reported value 

of the effective electron-phonon coupling “constant” is consistent with the temperature 

dependence shown in Fig. 3-5(d). 

Large negative deviations of the electron heat capacity from the linear 

temperature dependence suggest that the commonly used linear temperature dependence 

may result in a significant underestimation of the transient values of the electron 

temperature during the time of the electron-phonon nonequilibrium in Ni and Pt targets.  

The fast drop of the strength of the electron-phonon coupling with increasing electron 

temperature, on the other hand, can slow down the electron-lattice energy equilibration 

and reduce the localization of the deposited laser energy in the surface region of the 

irradiated target.  Incorporation of the new temperature dependences into TTM or TTM-

MD models may improve the reliability of the models in quantitative analysis of 

practically important characteristics in laser processing applications.  In particular, 

preliminary TTM calculations incorporating the new temperature dependence of the 

thermophysical parameters in Ni [21], predict the threshold laser fluences for surface 

melting in films of different thicknesses that are closer to the experimentally measured 

values as compared to the results obtained with commonly used approximations of the 

thermophysical parameters. 

3.3.4 Tungsten and titanium 
 

The last two metals considered in this study are W and Ti, transition metals with 

BCC and hcp crystal structures, respectively.  The characteristic feature of the electron 
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DOS of these metals is a wide (~10 eV) less than half filled d band with relatively small 

values of density-of-states at the Fermi level, located within a local dip in the DOS, Figs. 

3-7 and 8(a).  The complex structure of the DOS results in a complex and, in some cases, 

non-monotonic temperature dependences of the thermophysical parameters of these 

metals. 
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Figure 3-7.  Same as Fig. 3-2 but for tungsten. 
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Figure 3-8.  Same as Fig. 3-2 but for titanium. 

 

In tungsten, the region of thermal excitations (~kBTe) at low temperatures, below 

~3000 K, has nearly the same density of states residing on both sides of the Fermi level, 

Fig. 3-7(a), resulting in relatively small variations of the chemical potential, Fig. 3-7(b), 

and the temperature dependence of the electron heat capacity following the linear 

dependence characteristic of the free electron gas model.  At electron temperatures 

exceeding 3000 K, the temperature dependence of the electron heat capacity exhibits 

positive deviations from the linear dependence, Fig. 3-7(c), similar to the ones predicted 

for noble metals, Figs. 3-2, 3 and 4(c).  The split from the linear dependence in W, 
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however, is not as drastic as in the case of the noble metals, with the maximum deviation 

observed at a temperature of 1.1×104 K, when the heat capacity exceeds the value 

predicted by the linear dependence by a factor of 1.9.  At higher temperatures, the 

electron heat capacity saturates and even starts to decrease at Te ≥ 1.7×104 K. 

The comparison of the DOS of noble metals, Fig. 3-2, 3 and 4 (a), and tungsten, 

Fig. 3-7(a), reveals that the high density of states peaks of the d band in W are closer to 

the Fermi level, which, unlike in the case of the noble metals, does not shift to higher 

energies with increasing electron temperature, compare Figs. 3-2, 3 and 4(b) and 3-7(b).  

Furthermore, the number of occupied d states in W is much smaller due to fewer 5d 

electrons in W as compared to the number of d electrons in the noble metals.  As a result, 

the effective contribution of the presence of high density of d states on both sides of the 

Fermi level to the electron heat capacity of W diminishes at temperatures exceeding 

~1×104 K. 

The characteristic features of the electron DOS of W discussed above also affect 

the temperature dependence of the electron-phonon coupling, Fig. 3-7(d).  While a 

significant increase of the strength of the electron-phonon coupling is ensured by the high 

values of the density of states on both sides from the Fermi level, the coupling tends to 

saturate at Te ≥ 1.5×104 K.  This behavior can be related to the results obtained for Cu, 

whose d band is relatively close to the Fermi level and narrow in width, Fig. 3-3(d).  

Although, due to the larger number of d electrons, the increase in the electron-phonon 

coupling above the room temperature value is larger in Cu (11-fold increase in Cu vs. 6-

fold increase in W at Te = 2×104 K), the overall shapes of the temperature dependences 

are similar for the two metals.  Similar temperature dependences of the electron heat 
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capacity and the electron-phonon coupling are also predicted for molybdenum [53], that 

has the characteristics of the electron DOS similar to tungsten. 

The predicted temperature dependence of the electron-phonon coupling for W can 

be related to the results of pump-probe photoemission measurements, suggesting that the 

value of the electron-phonon coupling constant is within the range of 5–10×1017 Wm-3K-1 

[64].  Although these values are within the range of variation of the electron-phonon 

coupling, predicted in this work, Fig. 3-7(d), the electron temperature variations 

estimated for the laser excitations used in the pump-probe experiments are within several 

thousand Kelvins, where the coupling strength exhibits relatively weak temperature 

dependence. The low-temperature value of λ<ω2>, obtained in pump-probe reflectivity 

measurements [58] and used in the calculation of the temperature dependence shown in 

Fig. 3-7(d), yields a value of the coupling constant, 2×1017 Wm-3K-1, that is outside the 

range suggested in Ref. [64].  This discrepancy in the reported experimental values 

suggests that additional accurate measurements of the electron-phonon coupling at low 

excitation levels are needed to verify the position of the low temperature level of the 

coupling strength in the dependence shown in Fig. 3-7(d). 

A distinct characteristic of the electron DOS of titanium is the presence of a high 

density of available d states right above the Fermi level, Fig. 3-8(a).  Thermal excitation 

of d electrons to the higher density of states energy region leads to a shift of the chemical 

potential to lower energies.  The electron heat capacity, however, follows the linear 

dependence up to ~6000 K and exhibits a sharp turn from an almost linear increase to a 

decrease after reaching its maximum value at ~1.2×104 K.  Similarly, the electron-phonon 

coupling is showing a non-monotonic temperature dependence, with a strong 
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enhancement of the coupling strength at Te ≤ 5000 K, followed by a decrease at Te ≥ 

6000 K. 

An interpretation of the temperature dependences predicted for Ti can be provided 

based on the analysis of the contributions from the two high density of states regions 

present on both sides of the Fermi level, similar to the case of W discussed above.  At 

quantitative level, however, the transitions from the increase to the saturation and the 

decrease of both the electron heat capacity and the electron-phonon coupling takes place 

within a much narrower electron temperature range in Ti, as compared to W.  The 

differences in temperature sensitivity of the thermophysical parameters of the two metals 

can be explained by the quantitative differences in their electron DOS.  In particular, a 

smaller number of d electrons, a smaller width of the occupied part of the d-band, and a 

large gap between two high-density peaks at ~1 eV and ~3.5 eV above the Fermi level 

are the factors that contribute to the higher temperature sensitivity of the electron heat 

capacity and the electron-phonon coupling in Ti, as compared to W. 

For the electron-phonon coupling in titanium, a high value of 1019 Wm-3K-1 have 

been estimated from fitting the sputtering yields measured in heavy ion bombardment of 

Ti targets to the predictions of the inelastic thermal spike model [3,65].  This value is 

more than twice larger than the maximum value obtained in the present calculations, Fig. 

8(d).  Given the uncertainty with respect to an adequate representation of the sputtering 

mechanisms by the inelastic thermal spike model, however, the accuracy of the 

evaluation of the coupling constant in sputtering experiments is limited and the predicted 

value can be considered only as a rough estimate.  The temperature dependence, shown in 

Fig. 3-8(d), is based on the value of λ<ω2>, obtained in pump-probe reflectivity 
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experiments [58] and corresponding to the room temperature electron-phonon coupling 

factor of 1.3×1018 Wm-3K-1.  While the low-temperature value of the electron-phonon 

coupling factor may require further verification in accurate pump-probe experiments, it is 

apparent, from the results of the calculations presented in this work, that the strong 

temperature dependences of the electron-phonon coupling and the electron heat capacity 

are the direct consequences of the characteristics of the electron DOS and should be taken 

into account in interpretation of experimental data obtained under conditions when the 

transient values of the electron temperature undergo significant variations. 

3.4 Summary 

The connections between the electron DOS and the electron temperature 

dependences of the electron-phonon coupling and the electron heat capacity are 

investigated for eight representative metals (aluminum, copper, silver, gold, nickel, 

platinum, tungsten, and titanium).  The electron DOS used in the calculations of the 

thermophysical properties are obtained from ab initio electronic structure calculations 

performed within the density functional theory.  The results of the calculations suggest 

that the effect of the thermal excitation of electrons on the thermophysical properties is 

sensitive to the structure of the electron DOS and can lead to large variations of the 

properties under conditions of electron-phonon non-equilibrium generated in the material 

by short pulse laser irradiation. 

For Al, the free electron gas model provides a good description of the temperature 

dependence of the electron heat capacity, but fails to predict a relatively moderate (~40%) 

increase in the strength of the electron-phonon coupling with increasing electron 
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temperature.  In noble metals (Au, Cu, Ag), the electron heat capacity and the electron-

phonon coupling factor are strongly enhanced by the thermal excitation of d band 

electrons at electron temperatures exceeding several thousand Kelvins.  In Ni and Pt, on 

the other hand, the location of the Fermi level at the high density of states edge of the d 

band results in the opposite trend, when the thermal excitation of d band electrons leads 

to a drastic decrease in the electron-phonon coupling factor and large negative deviations 

of the electron heat capacity from the linear dependence on the electron temperature.  For 

W and Ti, the location of the Fermi level in the middle of partially filled d band, in a 

local dip in the electron DOS, results in complex non-monotonic dependences of the 

thermophysical parameters on the electron temperature. 

Thus, depending on the electronic structure of a metal, the electron heat capacity 

and the electron-phonon coupling factor can increase, decrease, or exhibit non-monotonic 

changes in response to the increase of the electron temperature.  The range of electron 

temperatures considered in this work, up to 2×104 K is typical for the electron 

temperature variations in ultrafast laser material processing applications.  The strong 

deviations of the thermophysical parameters from the commonly used approximations of 

a constant electron-phonon coupling and a linear dependence of the electron heat capacity, 

revealed in this work, have important implications for quantitative computational analysis 

of ultrafast processes associated with laser interaction with metals.  A number of 

practically important characteristics of the laser-material interaction, such as the 

threshold fluences for the onset of melting and ablation, the strength of the laser-induced 

stress wave, the emission of electrons from the irradiated surface, and the depth of the 

melting and/or heat-affected zone, can all be significantly altered by the transient changes 
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of the thermophysical parameters of the material occurring during the time of electron-

phonon equilibration. 

3.5 Appendix 

For the completeness of the discussion of the electron-phonon coupling, presented 

in Section 3.2.4, the derivation of the equation for the temperature dependence of the 

electron-phonon coupling, Eq. (3.8), not explicitly shown by Wang et al. in Ref. [18], is 

given in this Appendix.  The approximations used in the derivation are discussed, and the 

results obtained with the approximate Eq. (3.8) are compared with predictions of the full 

integration treatment of the energy exchange rate between the electrons and the phonons. 

The expression for the electron-phonon energy exchange rate in Eq. (3.6) can be 

rewritten as: 

∫ ∫ ∫
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where )](1)['(),()]'()([),( εεεεεε ffTnffS l −−Ω−=′ h , and f(ε) and n(ħΩ,Tl) denote the 

Fermi-Dirac and Bose-Einstein distribution functions, respectively: 

)]/)exp((1/[1)( eBTkf μεε −+=  and ]1)//[exp(1),( −Ω=Ω lBl TkTn hh .  It is 

convenient to rewrite the thermal factor as 

)],'(),()]['()([

}
)'()(
)](1)['(),()]{'()([)',(

el

l

TnTnff
ff
ffTnffS

εεεε
εε
εεεεεε

−−Ω−=

=
−
−

−Ω−=

h

h
    (3.10) 

From the conservation of the total energy in the electro-phonon scattering processes, i.e. 

Ω+= hεε ' , one can simplify Eq. (3.9) by eliminating the integration over 'ε .  Further, 
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under the experimental conditions characteristic of laser processing, the high-temperature 

approximations ( eBTk<<Ωh , lBTk<<Ωh ) of the Bose-Einstein distribution functions 

present in Eq. (3.10) can be used.  Then, Eq. (3.9) takes the following form: 
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Using the assumption that | kkM ′ |2, when averaged over scattering angles, is 

independent of the electron states, the electron-phonon spectral function can be 

approximated as [18], ),,()](/)()([),,( 222 ΩΩ+=ΩΩ+ FFF FgggF εεαεεεεεα hh .  

This approximation provides a simple description of the electron energy dependence of 

the Eliashberg spectral function based on the electron DOS.  More sophisticated 

representations of the spectral function for different excited electron transitions, such as 

ab initio calculations using the linear-response approach [66], have a potential for more 

accurate description of the temperature dependence of the electron-phonon coupling 

without making the assumption of the independence of the electron-phonon scattering 

matrix elements on the electron states.  A more detailed consideration of the spectral 

function may introduce additional corrections to the temperature dependence of the 

electron-phonon coupling predicted in this work. 

The approximate expression of the electron-phonon spectral function discussed 

above can be further simplified by assuming that )(~)( εε gg Ω+ h , since ε  varies in a 

much wider range (on the order of eVs) than Ωh  (~ 50 meVs, defined by the Debye 

frequency). Then, Eq. (3.11) can be re-written as 
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Expressing the integral over phonon frequencies through λ<ω2>, defined in Section 3.2.4, 

and introducing the temperature dependent electron-phonon coupling factor through 

))((/ eleepe TTTGtE −=∂∂ , one can arrive to the expression for G(Te) given by Eq. (3.8). 

Alternatively, one can obtain G(Te) without making an assumption of 

)(~)( εε gg Ω+ h , as well as without using the high-temperature approximations of the 

Bose-Einstein distribution functions in the derivation of Eq. (3.12).  This can be done by 

a straightforward numerical calculation of the rate of the electron-phonon energy 

exchange ∂Ee/∂t directly from Eq. (3.9), while retaining the description of the electron 

energy dependence of the electron-phonon spectral function based on the electron DOS. 

The temperature dependent electron-phonon coupling can then be directly related 

to the rate of the energy exchange between the electrons and the lattice: 
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In order to evaluate the assumptions made in the derivation of Eq. (3.8), the 

temperature dependence of the electron-phonon coupling is calculated for aluminum at Tl 

= 300 K with both theoretical approaches, i.e. Eq. (3.8) and Eq. (3.13).  The spectral 

function )(2 ΩFα  obtained in ab initio linear-response calculations for aluminum [50] is 

used in Eq. (3.13), and the electron DOS of the free electron gas model and aluminum are 

used in both calculations.  The comparison of the results obtained with the two 

approaches, shown in Fig. 3-9, suggests that the approximation of )(~)( εε gg Ω+ h  has 
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negligible effect on the temperature dependence of the calculated coupling factor, 

whereas the increasing deviation between the predictions of the two methods at low Te 

can be related to the high-temperature approximations of the Bose-Einstein distribution 

functions used in the derivation of Eq. (3.8).  Additional calculations of G(Te) for other 

metals performed with Eq. (3.13) also show similarly small deviations from the results 

obtained with Eq. (3.8). 
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Figure 3-9.  Temperature dependence of the electron-phonon coupling factor calculated 

with aluminum (solid and dashed lines) and the free electron gas model (dash-dotted and 

dotted lines) electron DOS using Eq. (3.8) (solid and dash-dotted lines) and Eq. (3.13) 

(dashed and dotted lines).  The results obtained with Eq. (3.13) are normalized so that 

λ〈ω2〉 calculated from )(2 ΩFα  has the same value as the one used in Eq. (3.8), i.e. 185.9 

meV2 shown for aluminum in Table 3.1. 
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4. Practical Implication of Thermal Excitation of 
Electrons in Short Pulse Laser Interaction with Metals 

4.1 Thermal excitation of d band electrons in Au: implications for laser-
induced phase transformations 

4.1.1 Introduction 
 
 Irradiation of a solid target with an intense ultrashort (femtosecond) laser pulse 

has the ability to bring material to a state of strong electron-lattice nonequilibrium and 

trigger a cascade of coupled transient processes that include electron-phonon 

thermalization, nonequilibrium energy transport, as well as structural/phase 

transformations occurring under extreme and dynamic pressure-temperature conditions.  

The transient and highly nonequilibrium character of laser-induced processes makes the 

quantitative theoretical/computational description of the laser-materials interactions 

challenging.  For metals, computational modeling of ultrashort-pulse laser interactions is 

commonly based on the two-temperature model (TTM) [1], which describes the time 

evolution of the lattice and electron temperatures, Tl and Te, by two coupled non-linear 

differential equations: 

( ) ( )[ ] ( )( ) ( )trSTTTGTTTK
t

TTC leeelee
e

ee ,, r
+−−∇∇=

∂
∂                                                            (4.1.1) 

( ) ( )( )lee
l

ll TTTG
t
TTC −=
∂
∂                                                                                                 (4.1.2) 

where C and K are the heat capacities and thermal conductivities of the electrons and the 

lattice as denoted by subscripts e and l, G(Te) is the electron-phonon coupling factor 

related to the rate of the energy exchange between the electrons and the lattice, and ( )trS ,r  
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is a source term describing the local energy deposition by the laser pulse.  The model 

accounts for the laser excitation of the conduction band electrons, energy transfer to the 

atomic vibrations due to the electron–phonon coupling, and the electronic heat diffusion 

from the irradiated surface to the bulk of the target. 

Despite numerous successful applications of TTM, the inherent limitation of the 

model is its inability to adequately describe the kinetics of phase transformations and 

changes in the microstructure occurring under highly nonequilibrium conditions induced 

in the target material by short pulse laser irradiation.  In order to overcome this limitation 

we have recently developed a combined atomistic-continuum model that incorporates the 

classical molecular dynamics (MD) method into the general framework of the TTM 

model [2].  In the combined TTM-MD model, MD substitutes the TTM equation for the 

lattice temperature in the region of irradiated target affected by laser-induced structural 

transformations.  The diffusion equation for the electron temperature is solved 

simultaneously with MD integration of the equations of motion of atoms and an 

additional coupling term is added to the conventional MD equations of motion in order to 

account for the energy exchange between the electrons and the lattice [2].  First 

applications of the combined TTM-MD model have provided insights into the 

microscopic mechanisms of laser melting and photomechanical damage in metal films 

and bulk targets [3,4,5,6].  Moreover, the important role of non-thermal channels of laser 

energy redistribution (energy transfer to the energy of collective atomic motions 

associated with the relaxation of laser-induced stresses and the energy of quasi-static 

anisotropic stresses), not accounted for in the conventional TTM model, has been 

revealed in TTM-MD modeling [7]. 
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 An important aspect in the application of the TTM or TTM-MD models for 

quantitative descriptions of the material response to the ultrashort pulse laser irradiation 

is the choice of adequate temperature dependent thermo-physical properties of the target 

material.  Due to the small heat capacity of the electrons, laser excitation can transiently 

bring the electron temperature to very high values, comparable to the Fermi temperature.  

At such high electron temperatures, the temperature dependent thermophysical properties 

of the system can be directly affected by the thermal excitation of the lower band 

electrons in noble and transition metals [8,9].  A detailed analysis of the connections 

between the electron density of states (DOS) in the target material and the temperature 

dependence of the electron-phonon coupling, electron heat capacity and thermal 

conductivity are needed for a realistic description of laser-material interactions. 

 In this chapter, the effects of the electron DOS on thermophysical material 

properties are illustrated for femtosecond laser interactions with Au films.  In the next 

section, the temperature dependences of the electron heat capacity and the electron-

phonon coupling factor are analyzed based on the electronic structure calculations 

performed within the density functional theory.  The results of the analysis of the 

thermophysical properties of Au at high electron temperatures are incorporated into 

TTM-MD model and applied for simulations of laser melting of thin Au films.  The 

results of the simulations are presented and related to the experimental data obtained for a 

similar system in recent time-resolved electron diffraction experiments in Section 4.1.3.  

A brief summary of the results is given in Section 4.1.4. 

4.1.2 The effect of DOS and thermal excitation of electrons on 
thermophysical properties 
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 The effect of the thermal excitation of 5d band electrons in Au on the 

thermophysical properties of the material irradiated by an intense laser pulse is discussed 

in this section.  In particular, the temperature dependences of the electron heat capacity 

Ce(Te) and the electron-phonon coupling factor G(Te) are analyzed in a broad range of the 

electron temperatures based on the electron DOS obtained from ab initio electronic 

structure calculations.  The results of the calculations are compared with the predictions 

of the free electron gas model. 

4.1.2.1 Electron DOS, chemical potential, and electron heat capacity 

 The electron heat capacity can be calculated by taking the derivative of the total 

electronic energy density with respect to the electron temperature [10]: 
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where μ is the chemical potential at Te, εF is the Fermi energy, g(ε) is the electron DOS at 

the energy level ε, and ),,( eTf με  is the Fermi distribution function defined 

as  -11}])/-{exp[(),,( += eBe TkTf μεμε .  When the electron temperature is much smaller than 

the Fermi temperature (TF = 64 200 K for Au [27]), only electrons at around the Fermi 

surface are excited and the electron heat capacity is known to be a linear function of the 

electron temperature, ( ) eee TTC γ= , where γ is the electron heat capacity constant defined, 

within the free electron gas model, by the free electron density ne and the Fermi energy 

εF, FBekn επγ 2/22= .  In particular, using the values of the free electron density and the 

Fermi energy from Ref. [27], the electron heat capacity constant for Au can be calculated 

to be γ = 62.7 Jm-3K-2.  At high electron temperatures, however, lower band electrons 
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could be excited to the conduction band, resulting in deviations from the linear 

temperature dependence of the electron heat capacity. 

 

 

Figure 4-1-1.  Electron DOS obtained in electron structure calculations performed with 

VASP (solid line) and a square function approximation for the 5d band in Au used in Ref. 

[19] (dashed line).  The Fermi distribution functions are also shown for three different 

values of the electron temperature. 
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Figure 4-1-2.  Chemical potential of Au as a function of the electron temperature 

calculated using three different approximations of DOS for Au: DOS obtained with 

VASP (solid line), square function approximation for the 5d band (dash-dotted line), and 

neglecting the contribution of the d electrons (dashed line). 

 

Both theoretical calculations [11,12,13] and X-ray photoemission spectroscopy 

experiments [14] have shown that the d band in Au, located relatively close to the Fermi 

level, has a rather complicated structure.  In the analysis of the temperature dependence 

of the thermophysical properties of Au performed in [19], a square function centered at 

4.8 eV below the Fermi energy with a width of 5.2 eV was used as an approximation of 

the d band.  In order to understand to what degree the fine structure of the electron DOS 

would affect the temperature dependent thermophysical properties in Au, we perform the 

electronic structure calculation using the Vienna Ab-initio Simulation Package (VASP) 
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[15] and obtain the electron DOS for Au at Te=0 K, shown in Fig. 4-1-1.  The calculation 

is done for the equilibrium lattice parameter, 4.166 Å, using the Vanderbilt ultrasoft 

pseudopotential (US) [16] where the exchange correlation term is treated within the 

generalized gradient approximation (GGA).  It can be seen from Fig. 4-1-1 that, although 

the square function describes the presence of high density of states associated with d band 

electrons, accounting for the detailed structure of the d band, especially on the high 

energy side close to the Fermi level, can introduce significant corrections to the 

calculated number of thermally excited electrons. 

From examination of the electron DOS together with the Fermi distribution 

functions at various electron temperatures, it is clear that for electron temperatures less 

than 0.1 eV (~103 K) only electrons around the Fermi level are excited, while at Te ~ 1 eV 

(~104 K) or higher, the number of excited d band electrons can be significant and should 

be taken into account. 

In order to calculate the electron heat capacity from Eq. (4.1.3), it is necessary to 

evaluate the expression for eTf ∂∂ / , which requires the determination of the chemical 

potential μ(Te).  From the conservation of the total number of electrons, one can obtain 

the chemical potential by setting the result of the integration of the product of DOS and 

the Fermi distribution function at Te over all energy levels to be equal to the total number 

of electrons Ne [27], 

εεμε dgTTfN eee )()),(,(∫
∞

∞−

=       (4.1.4) 

The chemical potential obtained from Eq. (4.1.4) as a function of the electron 

temperature using three different approximations of DOS for Au is shown in Fig. 4-1-2. It 
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is easy to verify that with only s electrons taken into account, the chemical potential 

obeys the expression derived from the Sommerfeld expansion in the free electron gas 

model [27], 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

22

12
1)(

F

eB
Fe

TkT
ε

πεμ    (4.1.5) 

It is clear from Fig. 4-1-2 that in both calculations accounting for the presence of 

d band electrons, the chemical potentials agree well with the free electron gas model, Eq. 

(4.1.5), for Te less than ~3000 K.  However, as discussed above for Fig. 4-1-1, as Te is 

increasing, the number of excited d band electrons becomes significant and the chemical 

potential starts to deviate from Eq. (4.1.5).  In the case of the DOS calculated from 

VASP, the sharp increase of the number of states at energies that are higher than the 

high-energy edge of the square function, ε = -2.2 eV, and the contribution of d band 

states at around the Fermi level, Fig. 4-1-1 and Ref. [17], result in the higher values of the 

chemical potential as compared to the ones obtained with the square function 

approximation of the d band [19]. 

In Fig. 4-1-3 the temperature dependences of the electron heat capacity, 

calculated from Eq. (4.1.3), are shown for three approximations of DOS discussed above 

and used in the calculation of the chemical potential in Fig. 4-1-2.  The difference in the 

temperature dependences of the predicted electron heat capacity can be understood from 

the fact that at a sufficiently high temperature significant excitation occurs from the d 

band in Au, which contains a large number of electron states.  Calculations performed 

with the square function approximation of the d band give a similar temperature 
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dependence for the electron heat capacity but underestimate the values of the heat 

capacity due to lack of a complete description of the d band. 

 

 

Figure 4-1-3.  Electron heat capacity of Au as a function of the electron temperature 

calculated using Ce = γTe with γ = 71 Jm-3K-2 [18] and with the same two approximations 

of DOS for Au as in Fig. 2. 

 

Large deviations of the electron heat capacity from the linear dependence at 

electron temperatures that can be readily achieved by ultrashort laser pulses suggest that 

the application of commonly used linear approximation ( ) eee TTC γ=  could result in a 

significant overestimation of the transient values of the electron temperature during the 

time of the electron-lattice nonequilibrium. 
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The electron thermal conductivity is also affected by the thermal excitation of 

lower band electrons as it is related to the electron heat capacity through the Drude model 

relationship, 3/),()(),( 2
leeeeFle TTTCvTT τκ =  [27], where vF is the Fermi velocity and ),( lee TTτ  

is the total electron scattering time with other electrons and the lattice.  The total electron 

scattering time is defined by the electron-electron scattering time, ee−τ , and the electron-

phonon scattering time, phe−τ , and can be evaluated from the sum of the scattering rates, 

lepheeee BTAT +=+= −−
2/1/1/1 τττ , where A and B are constants [18,27].  The deviation of 

the electron heat capacity from the linear temperature dependence, Fig. 4-1-3, would also 

result in a faster electronic heat transfer during the initial stage of the electron-phonon 

nonequilibrium.  In the example problem considered in Section 4.1.3 (laser interaction 

with 20 nm free standing Au film), however, a uniform distribution of the electron 

temperature is established in the film on the timescale of the electron-phonon 

thermalization and the electron thermal conductivity does not play a role in this case. 

4.1.2.2 Temperature dependence of the electron-phonon coupling factor 

While the electron-phonon coupling has been under active investigations in the 

field of superconductivity for several decades, it has also attracted a renewed interest with 

the fast growth of femtosecond laser applications, in which the rate of the energy 

transport between hot electrons and the lattice has direct implications on laser induced 

processes.  Theoretical investigations have been focused on describing the energy 

exchange through electron-phonon collision equations that characterize the phonon 

emission and absorption processes.  The electron-phonon energy exchange within the free 

electron gas model was first addressed by Kaganov et al. [19].  It was found that the 
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energy exchange rate could be expressed in terms of the electron relaxation time at Te and 

Tl.  At lattice and electron temperatures much higher than the Debye temperature and Te 

>> Tl, the rate of the energy transfer from the electrons to the lattice per unit volume is 

)(/ ele TTGtE −=∂∂ ,  
ee

se

TT
nCmG

)(6
0

22

τ
π

= ,        (4.1.6) 

where me is the effective electron mass, Cs is the speed of sound, n0 is the number density 

of the electrons, and τ(Te) is the electron relaxation time defined as the electron-phonon 

scattering time and evaluated under the assumption that the lattice temperature is equal to 

the electron temperature [29].  The electron-phonon scattering is proportional to the 

inverse of the phonon temperature and, under the condition of Te = Tl, τ(Te) ~ 1/Te, 

leading to a constant value of the coupling factor given by the Kaganov’s expression [1]. 

While a constant value for the electron-phonon coupling factor is used in most of 

current computational and theoretical studies of short-pulse laser interactions with metals, 

there is growing experimental evidence suggesting that the applicability of the constant 

electron-phonon coupling may be limited to low laser intensities (low electronic 

temperatures).  For example, the coupling constant is used as a fitting parameter in Ref. 

[20] to obtain an agreement between the calculated and experimental values of the 

ablation threshold in Au, whereas an empirical G(Te) dependence is introduced in Ref. 

[21] to provide a good description of electron photoemission data. 

Several approaches have been proposed in order to account for the temperature 

dependence of the electron-phonon coupling factor.  Based on the Kaganov’s expression 

for the electron-phonon energy exchange rate, Eq. (4.1.6), Chen et al. [22] introduced a 

phenomenological model in which both electron-electron and electron-phonon scattering 
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rates are included in the evaluation of the electron relaxation time, τ(Te) in Eq. (4.1.6).  

The electron-electron scattering, indeed, starts to significantly contribute to the total 

electron scattering rate at high electron temperatures, above ~1 eV.  While this 

contribution directly affects the electron transport properties (thermal and electrical 

conductivities), the relevance of the electron-electron scattering to the electron-phonon 

coupling factor is questionable.  Similarly, the evaluation of the electron relaxation time 

τ(Te) based on the temperature dependence of the electrical or thermal conductivity 

[1,23,24] includes the contribution of electron-electron scattering and is inappropriate for 

the calculation of the electron-phonon coupling at high electron temperatures. 

As discussed above, in Section 4.1.2.1, in the high electron temperature regime, a 

quantitative analysis of the electron relaxation dynamics in metals with low-laying d 

bands should go beyond the free electron model and should include the consideration of 

the electron DOS effects.   Thus, the discussion provided in Section 4.1.2.1 for the 

electron heat capacity and chemical potential should be extended to the electron-phonon 

coupling.  A general description of the electron-phonon energy exchange involving 

arbitrary electron DOS was developed by Allen [25] based on the electron-phonon 

collisions equations.  The rate of the energy exchange between the electrons and the 

lattice can be then expressed as 
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where kkM ′  is the electron-phonon scattering matrix element [26], Nc is the number of 

unit cells in the sample, k and Q denote the electron and phonon quantum numbers, 

respectively.  )1()(),( kkQkk FFNFFkkS −−−=′ ′′  is the so-called thermal factor that 
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characterizes the phonon absorption and emission processes in the electron-phonon 

scattering, where Fk and NQ are the Fermi-Dirac and Bose-Einstein distribution functions, 

respectively.  Assuming that near room temperature only electron states around the Fermi 

energy contribute to the scattering processes, Eq. (4.1.7) can be rewritten in terms of the 

“electron-phonon spectral function” )(2 ΩFα  from the superconductivity theory [41]: 
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By defining ))((/ eleee TTTGtE −=∂∂  and making a Taylor expansion of Eq. (4.1.8) 

in terms of eBTk/Ωh  and lBTk/Ωh , one could obtain the electron-phonon coupling 

constant: )(2
0 FB gkG εωλπh= , where λ is the electron-phonon coupling constant used in 

the superconductivity theory and <ω2> is the second moment of the phonon spectrum 

defined by McMillan [27].  For Au, with the value λ<ω2>=23±4 meV2 measured in Ref. 

[28] and DOS shown in Fig. 4-1-1, we can determine the room temperature electron-

phonon coupling constant, G0 = 2.5×1016 Wm-3K-1, which is consistent with the one 

obtained from reflectivity experiments: G=(2.2± 0.3)×1016 Wm-3K-1 at low electron 

temperatures (a few thousand K) [18]. 

For high Te situations, it is necessary to take into account the electron energy 

dependence of the electron-phonon spectral function, i. e. ),,(2 Ω′εεαF .  In order to 

explicitly account for the d band electrons in Au, Wang et al. [18] proposed an 

approximation of the spectral function based on the assumption that the magnitude of 

kkM ′  is independent of the electron states, which leads to: 

),,()](/)()([),,( 222 Ω′=Ω′ FFF FgggF εεαεεεεεα .  An expression for the temperature 
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dependent electron-phonon coupling factor could be then obtained using the approach 

discussed in Ref. [41]: 
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It is easy to verify that at low electron temperatures, ε∂−∂ /f  reduces to a delta 

function and Eq. (4.1.9) gives a constant value, recovering the expression G0 given by 

Allen, whereas at high electron temperatures, ε∂−∂ /f  for ε away from εF can no longer 

be neglected, leading to a temperature dependence of the electron-phonon coupling 

factor. 

 

Figure 4-1-4.  Electron-phonon coupling factor as a function of the electron temperature 

calculated for DOS obtained with VASP (solid line) and square function approximation 

for the 5d band (dash-dotted line). 
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The results for G(Te) in Au obtained with Eq. (4.1.9) using two different 

descriptions of the d band electrons discussed in Section 4.1.2.1, are shown in Fig. 4-1-4.  

In both cases the electron-phonon coupling factor remains approximately constant at Te 

below ~3000 K.  This observation is consistent with the results shown in Figs. 4-1-2 and 

4-1-3 for the electron heat capacity and chemical potential, where the contribution from 

the thermal excitation of the d band electrons also becomes significant only when Te 

becomes larger than ~3000 K.  This fact also implies that at low excitation levels, where 

the electron temperature only reaches several thousand K, the assumption of the constant 

electron-phonon coupling factor provides a very good description of the rate of the 

electron-lattice energy exchange.  However, as the electron temperature increases above 

~3000 K, the value for the electron-phonon coupling factor with the full description of 

the electron DOS starts to significantly deviate from the constant value.  The electron-

phonon factor calculated with the full description of DOS exceeds the room temperature 

value by a factor of 5.8 at Te = 1×104 K and by a factor of 8.9 at Te = 2×104 K.  As 

apparent from Fig. 4, the detailed description of electron DOS obtained in the electronic 

structure calculation gives a consistently higher value of the electron-phonon coupling 

than the one using the square function approximation for d band electrons. 

A significant increase in the electron-phonon coupling in the range of electron 

temperatures typically realized in femtosecond laser material processing applications may 

lead to important practical implications.  The faster energy transfer from the hot electrons 

to the lattice can result in the thermal energy confinement in a smaller surface region of 

the irradiated target, generation of stronger thermoelastic stresses, reduction of the 
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threshold fluences for the onset of laser melting and ablation, and changes in the 

timescales of the laser induced phase transformations.  Some of the implications of the 

temperature dependence of the thermophysical parameters discussed in this section are 

illustrated in the TTM-MD simulations presented in Section 4.1.3. 

4.1.3 TTM-MD Simulations of laser melting of a thin Au film 

 In order to test the effect of the modified temperature dependence of the electron 

heat capacity and the electron-phonon coupling factor discussed above on the material 

response to the ultrashort pulse laser irradiation, we incorporated the results illustrated in 

Figs. 4-1-3 and 4-1-4 into the TTM-MD computational model [2] and performed 

simulations of laser melting of a 20 nm freestanding Au film.  The conditions of the 

simulations are chosen to be similar to the ones realized in recent time-resolved electron 

diffraction experiments performed in the transmission mode for thin freestanding films 

[29].  The results of the simulations obtained with and without taking into account the 

DOS effects are related to the experimental observations. 

4.1.3.1 Computational model 

Simulations of laser melting of a 20 nm freestanding Au film irradiated by a 200 

fs laser pulse at an absorbed fluence of 92.5 J/m2 are performed with a combined TTM–

MD model described in details elsewhere [2].  Briefly, the model is based on the TTM 

equations in which the classical MD method substitutes the TTM equation for the lattice 

temperature, Eq. (4.1.2).  The equation for the electron temperature, Eq. (4.1.1), is solved 

by a finite difference method simultaneously with the MD integration of equations of 

motion of atoms.  The electron temperature enters a coupling term that is added to the 
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MD equations of motion to account for the energy exchange between the electrons and 

the lattice.  The cells in the finite difference discretization are related to the 

corresponding volumes of the MD system and the local lattice temperature is defined for 

each cell from the average kinetic energy of the thermal motion of atoms. 

Irradiation by a laser pulse is represented in the continuum part of the model by a 

source term with a Gaussian temporal profile.  The electron mean free path in Au is 

larger than the optical penetration depth and the ballistic energy transport defines the 

effective laser energy deposition depth, estimated to be on the order of 100 nm [18].  This 

depth of effective electronic excitation exceeds the thickness of the Au film considered in 

this work, 20 nm.  The reflection of the ballistic electrons from the back surface of the 

film results in a uniform distribution of the electronic temperature established on the 

timescale of the electron thermalization.  The effect of the ballistic energy transport and 

the finite size of the film are accounted for in the source term describing the laser 

irradiation [2]. 

The initial MD computational cell is an FCC crystal, consisting of 80,000 atoms 

with dimensions of 8.18×8.18×20.46 nm and periodic boundary conditions imposed in 

the directions parallel to two (001) free surfaces.  The periodic boundary conditions 

simulate the situation in which the laser spot diameter is sufficiently large so that the 

energy redistribution in the lateral directions, parallel to the free surfaces of the film, can 

be neglected on the time-scales considered in the simulations.  An additional simulation 

with a larger, 20.46×20.46×20.46 nm, MD computational cell consisting of 500,000 

atoms is also performed to provide a better visual picture of the melting process.  The 

interatomic interaction in the MD part of the model is described by the embedded atom 
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method (EAM) [30].  The choice of the interatomic potential defines all the thermal and 

elastic properties of the material.  Thermodynamic properties of the EAM Au relevant to 

the laser heating and melting processes are given in Ref. [4].  Before applying laser 

irradiation, all systems are equilibrated at 300 K and zero pressure. 

To illustrate the practical implications of effect of the electron DOS on the 

thermophysical parameters of the material discussed in Section 4.1.2, the TTM-MD 

simulations were performed for three sets of parameters of the TTM equation for the 

electron temperature.  One simulation was performed for the parameters that correspond 

to the free electron gas model with only s band electrons taken into account.  In this case 

the linear temperature dependence of the electronic heat capacity, Ce = γTe with γ = 71 

Jm-3K-2 (Fig. 4-1-3), and a constant electron-phonon coupling constant taken as the room 

temperature value calculated from the Allen’s expression (Eq. 4.1.8), Gc = 2.5×1016 Wm-

3K-1 are used.  In two other simulations, the temperature dependences of the electron heat 

capacity and the electron-phonon coupling factor accounting for thermal excitations of 

the d band electrons and calculated with the square function approximation for the d band 

in one case and with the detailed DOS obtained with VASP in another case (Figs. 4-1-3 

and 4-1-4) are used. 

4.1.3.2 Transient evolution of electron and lattice temperatures 

 The evolution of the lattice and electron temperatures, predicted in TTM-MD 

simulations, is shown for three different treatments of the electron DOS for Au in Fig. 4-

1-5.  The maximum electron temperature achieved by the end of the laser pulse is 

significantly, by ~35%, overestimated in the model where the conventional linear 
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dependence of the heat capacity on electron temperature is used.  As discussed in Section 

4.1.2.1 and illustrated in Fig. 4-1-3, the contribution of the 5d band electrons to the 

electron heat capacity becomes significant at high electron temperatures and results in 

smaller values of the electron temperature during the time of the initial electron-lattice 

equilibration, Fig. 4-1-5a. 

 The rate of the initial increase of the lattice temperature, shown in Fig. 4-1-5b, is 

also significantly affected by the choice of the approximation used in the model.  In the 

simulations that account for the temperature dependence of the electron-phonon coupling 

(Fig. 4-1-4), the lattice temperature rise is much faster, the time when the onset of the fast 

homogeneous melting of the film is observed shifts from ~16 ps to ~6 ps, and the time of 

the saturation of the lattice temperature decreases from ~35 ps to ~20 ps. 

 

(a) 
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(b) 

Figure 4-1-5.  Evolution of the electron (a) and lattice (b) temperatures in 20 nm Au film 

irradiated with a 200 fs laser pulse at an absorbed fluence of 92.5 J/m2.  The lattice 

temperature in (b) is normalized to the equilibrium melting temperature of EAM Au.  The 

temperatures are averaged over the thickness of the film.  The arrows show the time of 

the onset of melting.  The parameters used in the simulations are calculated using three 

different approximations of DOS for Au: DOS obtained with VASP (solid line), square 

function approximation for the 5d band (dash-dotted line), and neglecting the 

contribution of the d electrons (dashed line), as shown in Figs. 4-1-3 and 4-1-4. 

 

 While the evolution of the electron and lattice temperatures reflects the rate of the 

energy exchange between the electrons and the lattice, the electron energy profiles shown 

in Fig. 4-1-6 provide more direct information on the electron-phonon energy transfer rate 

and the time of the electron-lattice equilibration.  It is apparent from Fig. 4-1-6 that the 
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energy transfer is much faster when the thermal excitation of the d band electrons is taken 

into account and the temperature dependent electron-phonon coupling factor is used in 

the TTM-MD simulations.  Based on the electron energy plots, the electron-phonon 

equilibration time can be estimated to be 33 ps, 35 ps, and 50 ps for the three plots shown 

in Fig. 4-1-6. 

 

Figure 4-1-6.  Evolution of the electron energy in the same three simulations illustrated 

in Fig. 4-1-5.  The electron energies are normalized to the total laser energy absorbed by 

the film, Etot = Fabs S, where S is the surface area of the TTM-MD computational cell, and 

Fabs is the absorbed laser fluence. 

 

 Although the initial electron-phonon equilibration of the deposited laser energy is 

completed by 33-50 ps after the laser pulse, the insets in Fig. 4-1-5 show long-term 
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oscillations of the lattice and electron temperatures.  The oscillations are stronger in the 

simulations where d band electrons are taken into account and a temperature dependent 

electron phonon coupling factor is used.  The temperature oscillations can be related to 

the relaxation of the laser-induced thermoelastic stresses.  The pressure contour plot in 

Fig. 4-1-7 shows that the fast lattice heating results in the build up of a compressive 

stresses inside the film within the first ~5 ps.  For a 20 nm freestanding Au film, 5 ps 

corresponds to the time of the mechanical relaxation, i. e. the time needed for two 

unloading waves to cross a half of the depth of the film.  During the first several 

picoseconds the lattice heating takes place under conditions of the inertial stress 

confinement [5], leading to the buildup of compressive stresses in the central part of the 

film, Fig. 4-1-7.  The initial compressive pressure drives the expansion of the film, with 

tensile stresses concentrating in the central part of the film.  The following gradually 

dissipating oscillations of the film continue beyond the time of the simulation.  The 

oscillation of the lattice and electron temperatures shown in the insets in Fig. 4-1-5, are 

directly related to the pressure oscillations in Fig. 4-1-7.  Compression leads to the 

increase of the lattice temperature whereas expansion corresponds to cooling.  The 

electronic temperature lags behind the lattice temperature oscillations, inset in Fig. 4-1-5b, 

with the delay defined by the strength of the electron-phonon coupling.  Quantitative 

thermodynamic analysis performed in Refs. [2,3] confirms that the temperature variations 

with pressure can be attributed to the adiabatic/isentropic expansion of the film. 
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Figure 4-1-7.  Contour plots showing the spatial and temporal evolution of pressure in 

simulations of laser melting of a 20 nm Au film irradiated with a 200 fs laser pulse at an 

absorbed fluence of 92.5 J/m2.  The simulations are performed with two sets of 

parameters: (a) Ce(Te) and G(Te) calculated with DOS from VASP and shown by solid 

lines in Figs. 3 and 4;  (b) Ce = γTe with γ = 71 Jm-3K-2 and Gc = 2.5×1016 Wm-3K-1.  Solid 

and dashed lines show the beginning (90% of the crystal phase, as defined by the local 

order parameter [2]) and the end (10% of the crystal phase) of the melting process.  Laser 

pulse is directed along the vertical axes, from the top of the contour plots.  The stepwise 

shape of the contour plot boundaries is related to the discretization of the mesh over 

which the average temperature and pressure values are calculated. 

 

 As discussed above, the characteristic time of the mechanical relaxation of the 

film is ~5 ps and, therefore, the amount of energy transferred from the hot electrons to the 

lattice during this time defines the magnitude of the initial compressive pressure and the 

amplitude of the pressure oscillations.  The fraction of the laser energy transferred from 

the electrons to the lattice during the first 5 ps can be obtained from the electron energy 

plots shown in Fig. 4-1-6 and is 54% in the simulation performed with parameters that 

account for the DOS effects and 23% in the simulation performed with a constant 

electron-phonon coupling factor and a linear temperature dependence of the electron heat 

capacity.  As a result, in the former simulation the fast transfer of more than a half of the 

deposited laser energy to the thermal energy of atomic motions during the first 5 ps takes 

place under conditions of the inertial stress confinement and leads to the buildup of 

strong compressive stresses, Fig. 4-1-7a, whereas in the latter simulation the film expands 
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during the lattice heating, the initial pressure is weak and the oscillations can be hardly 

observed in Fig. 4-1-7b. 

 The difference in the pressure oscillations in Fig. 4-1-7 is reflected in the 

difference in the temperature oscillations in Fig. 4-1-5, where much weaker temperature 

oscillations are observed in the simulation performed with parameters that do not account 

for the effect of the d band electrons.  Note that at lower laser fluences, below the 

threshold for laser melting, the laser-induced elastic oscillations of the film would result 

in periodic oscillations of the diffraction peak positions – the effect that has been recently 

predicted in simulations [ 31 ] and observed in time-resolved electron diffraction 

experiments [32]. 

4.1.3.3 Ultrafast melting process 

The atomic-level picture of the melting process predicted in a TTM-MD 

simulation using Ce(Te) and G(Te) calculated with DOS from VASP is presented in Fig. 

4-1-8.  The visual analysis of the snapshots taken during the melting process shows that 

at ~6 ps the growth of liquid regions first occurs at two free surfaces of the film, where 

the kinetic energy barrier is absent for liquid nucleation.  However, due to the fast rate of 

the lattice heating, the propagation of melting fronts from the free surfaces of the film 

does not make any significant contribution to the overall melting process.  By the time of 

6 ps, the lattice temperature exceeds the overheating that corresponds to the limit of the 

crystal stability of the EAM Au, α=T/Tm ~1.25 [2], leading to a spontaneous 

homogeneous nucleation of a large number of small liquid regions throughout the film 

and a rapid collapse of the crystalline structure within the subsequent 3-4 ps. 
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As discussed in Refs. [2,4], the relative contribution of the homogeneous and 

heterogeneous melting mechanisms in laser melting is controlled by the rate of the lattice 

heating and the temperature dependent velocity of the propagation of the melting fronts 

from the free surfaces of the film.  The value of laser fluence used in the simulations 

presented in this study significantly, by ~75%, exceeds the fluence needed for the 

complete melting of a 20 nm Au film [4].  At this level of laser excitation, the fast 

homogeneous melting within 3-4 ps, similar to the one illustrated in Fig. 4-1-8, is also 

observed in the simulation performed with a smaller constant value of the electron-

phonon coupling factor.  A large difference between the simulations performed with and 

without taking into account the effect of the thermal excitation of d band electrons, 

however, is found in the time of the onset of the melting process. 

The difference in the time of the beginning of the melting process is apparent 

from Figs. 4-1-5b and 4-1-7, where the onsets of melting are marked by arrows and solid 

lines, respectively.  A more clear representation of the timescales of the melting process 

is given in Fig. 4-1-9, where the evolution of the fraction of the crystal phase is shown for 

simulations performed with two sets of Ce(Te) and G(Te) parameters.  In the case of 

constant G and γ, the melting starts at ~13 ps, the fraction of atoms in the liquid phase 

reaches 10% by 15 ps, 90% by 18 ps, and the crystalline regions completely disappear by 

19 ps.  In the simulation performed with Ce(Te) and G(Te) predicted using the electron 

DOS obtained in electronic structure calculation, the melting starts at ~6 ps, the fraction 

of atoms in the liquid phase reaches 10% by 7 ps, 90% by 9 ps, and the crystalline 

regions completely disappear by 10 ps. 
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The large difference in the starting time of the melting process observed between 

the two simulations discussed above provides a good opportunity for experimental 

verification of theoretical models discussed in Section 4.1.3.  In particular, the results of 

the simulations discussed in this section can be directly related to recent time-resolved 

electron diffraction measurements performed for a 20 nm Au film irradiated by a 200 fs 

laser pulse at an absorbed laser fluence of 119 J/m2 [29].  In order to quantitatively relate 

the simulation conditions to the experimental ones, we use the same overheating 

parameter α=T/Tm=1.9 as in the experiment.  The overheating parameter is defined as a 

ratio of the maximum achievable lattice temperature (obtained under the assumption that 

no melting occurs) to the equilibrium melting temperature, Tm [ 33 ].  Using the 

thermodynamic parameters of the EAM Au material [4], the value of the absorbed 

fluence corresponding to α=1.9 is found to be 92.5 J/m2 [34].  The experimental results 

show the presence of the long-range correlations in the diffraction profiles up to ~7 ps 

and the fast disappearance of the diffraction peaks corresponding to the crystal ordering 

during the time between 7 ps and 10 ps [29].  These experimental observations are in 

excellent agreement with the simulation results accounting for the thermal excitation of d 

band electrons.  We can conclude, therefore, that the commonly used approximations of 

the constant electron-phonon coupling factor and the linear temperature dependence of 

the electron heat capacity are not appropriate for a realistic description of ultrashort pulse 

laser-material interactions in the high-fluence regime, where electron DOS effects start to 

play an important role in defining the timescales and other parameters of laser-induced 

processes. 
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Figure 4-1-8.  Snapshots of atomic configurations during the melting process in a 20 nm 

Au film irradiated with a 200 fs laser pulse at an absorbed fluence of 92.5 J/m2.  Atoms 
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are colored according to the local order parameter - blue atoms have local crystalline 

surroundings, red atoms belong to the liquid phase.  The laser pulse is directed from the 

right to the left sides of the snapshots.  The simulation is performed with Ce(Te) and G(Te) 

calculated with DOS from VASP. 

 

 In this study no attempt has been made to account for the change in the electron 

DOS due to the modification of the electronic structure at high electron temperatures.  

The modifications of the electron structure would not affect the essential physics 

responsible for the change of the electron heat capacity and electron-phonon coupling 

caused by the thermal excitation of lower band electrons.  Moreover, in the irradiation 

regime considered in this work the effect of the variations of the electron DOS on the 

calculated physical properties is small.  Recent investigation of the modification of the 

electronic structure at much higher electron temperatures (~6 eV) [35] shows that the d 

band shifts towards lower energies while the width of the d band decreases.  As a result, 

the contribution from the thermal excitation of d band electrons to the electron heat 

capacity and the electron-phonon coupling factor can be expected to be reduced at these 

extreme electron temperatures.  In the case of transition metals, such as Ni or Pt, due to 

the unfilled d states in the electronic configurations, the Fermi level cuts through the d 

band [27].  Thus, the effect of the thermal excitation of electrons at high electron 

temperatures could affect the electron heat capacity and electron-phonon coupling in a 

very different way as compared to what is discussed in Section 4.1.3 for Au.  In 

particular, the electron heat capacity would be smaller than the values given by the linear 

dependence on the electron temperature, as shown for Pt in Ref. [12], while the thermal 
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excitation of electrons may lead to the decrease of the electron-phonon coupling with 

increasing electron temperature [36]. 

 

 

Figure 4-1-9.  The evolution of the fraction of the crystal phase as a function of time in 

simulations performed with two sets of parameters: (Solid line) Ce(Te) and G(Te) 

calculated with DOS from VASP;  (Dashed line) Ce=γTe with γ = 71 Jm-3K-2 and Gc = 

2.5×1016 Wm-3K-1.  The atoms in the crystal phase are distinguished from the ones in the 

liquid phase based on the local order parameter. 

 

4.1.4 Summary 
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The temperature dependences of the electron-phonon coupling factor and the 

electron heat capacity are investigated for Au based on the electronic structure calculation 

performed within the density functional theory.  Thermal excitation of d band electrons 

leads to a significant (up to an order of magnitude) increase in the electron-phonon 

coupling factor and makes a considerable contribution to the electron heat capacity in the 

range of electron temperatures typically realized in femtosecond laser material processing 

applications.  The results of the analysis of the thermophysical properties of Au at high 

electron temperatures are incorporated into TTM-MD model and applied for simulations 

of laser melting of thin Au films.  The increase in the strength of the electron-phonon 

coupling at high electron temperatures leads to a faster lattice heating, generation of 

stronger thermoelastic stresses and a higher amplitude of long-term oscillations of the 

film thickness, as well as significant changes in the time of the onset of the melting 

process.  The latter can be directly related to the results of recent time-resolved electron 

diffraction experiments.  The experimental time of the melting onset and the duration of 

the melting process are in excellent agreement with the results of the simulations in 

which the thermal excitation of d band electrons is accounted for.  A simulation 

performed with commonly used approximations of a constant electron-phonon coupling 

factor and a linear temperature dependence of the electron heat capacity, on the other 

hand, is found to significantly (by a factor of 2) overpredict the time of the beginning of 

the melting process, supporting the importance of the electron DOS effects and thermal 

excitation of lower band electrons for realistic modeling of femtosecond pulse laser 

processing. 
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4.2 Temperature dependences of the electron-phonon coupling, electron heat 
capacity and thermal conductivity in Ni under femtosecond laser irradiation 

4.2.1 Introduction 
 

The fast growth of femtosecond laser applications has increased the demand for 

realistic computational description of highly nonequilibrium processes induced in a target 

material by the fast laser energy deposition.  The time evolution of the electron and lattice 

temperatures in a metal target irradiated by a femtosecond laser pulse is commonly 

described by the two-temperature model (TTM) [1], that accounts for the laser energy 

absorption by the conduction band electrons, energy transfer from hot electrons to the 

atomic vibrations due to the electron–phonon coupling, and the electronic heat diffusion 

from the irradiated surface to the bulk of the target. 

The accuracy of a quantitative description of the kinetics of energy redistribution 

in the irradiated target in a big part relies on the appropriate choice of the temperature 

dependent thermophysical properties of the target material included in the TTM 

equations, namely, the electron-phonon coupling factor, the electron heat capacity, and 

the heat conductivity.  Due to the small electron heat capacity of the electrons, the 

electron temperature in the surface region of the irradiated target can be transiently 

brought to very high values, comparable to the Fermi temperature.  At such high electron 

temperatures, Te, the temperature dependent thermophysical properties of noble [2,3,4] 

and transition metals [5] can be directly affected by the thermal excitation of the lower 

band electrons. 

The effect of the thermal excitation of electrons on the thermophysical properties 

is sensitive to the details of the electronic structure of the target material.  In particular, in 
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Au the d band lies ~2 eV below the Fermi level and at Te below ~3000 K (~0.25 eV) the 

d band electrons do not contribute to the electron-phonon coupling and the electron heat 

capacity, whereas at ~104 K (~1 eV) thermal excitation of d band electrons results in a 

significant increase of both the electron-phonon coupling factor and the electron heat 

capacity (e.g. the electron-phonon coupling factor exceeds the room temperature value by 

a factor of 8.9 at Te = 2×104 K [4]).  On the other hand, in transition metals, such as Ni or 

Pt, the Fermi level cuts through the d band, resulting in a very high density of electron 

states at the Fermi level.  In this case, the thermal excitation of electrons from high-

density of states d band to the low density of states s band can have the opposite effect on 

the electron heat capacity and electron-phonon coupling as compared to noble metals.  In 

particular, the electron heat capacity of Pt has been shown to become smaller than the 

value given by the linear dependence on the electron temperature predicted by the 

Sömmerfeld expansion for the electronic free energy [5].  Therefore, a detailed analysis 

of the connections between the electron density of states (DOS) in the target material and 

the temperature dependence of the thermophysical material properties is needed for a 

realistic description of laser-material interactions. 

In this section, we investigate the effect of the thermal excitation of the d band 

electrons on the thermophysical properties of Ni.  In the next section, the connections 

between the electron DOS of Ni and the temperature dependence of the electron-phonon 

coupling, electron heat capacity and thermal conductivity are analyzed.  The qualitative 

differences between the temperature dependences obtained for Ni and earlier predictions 

for Au [4] are related to the differences in the electron DOS of the two metals.  In Section 

4.2.3, practical implications of the thermal excitation of the d band electrons are 
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investigated by performing a series of TTM simulations with the modified temperature-

dependent thermophysical properties.  The evolution of the kinetics of the electron-

phonon equilibration, the electron and lattice temperatures, and the fluence thresholds for 

surface melting are investigated for Ni films at various thickness and bulk targets.  A 

brief summary of the results is given in Section 4.2.4. 

 

Figure 4-2-1.  Electron DOS of Ni obtained in electron structure calculations performed 

with VASP (solid line).  The Fermi distribution functions are also shown for three 

different values of the electron temperature.  The energy is shown with respect to the 

Fermi level at zero temperature, εF. 

4.2.2 The effect of thermal excitation of electrons on thermophysical 
properties of Ni 

 
The effect of the thermal excitation of electrons on thermophysical properties of Ni is 

investigated here based on the electron DOS obtained from the electronic structure 
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calculation performed within the density functional theory using the Vienna Ab-initio 

Simulation Package (VASP) [6].  The Projector Augmented Wave (PAW) potential [7] is 

used in the calculation, where the exchange correlation term is treated within the 

Generalized Gradient Approximation (GGA).  The calculations are done for nonmagnetic 

Ni at the equilibrium lattice constant of 3.53 Å.  The electron DOS for Ni obtained from 

VASP at Te=0 K is shown in Fig. 4-2-1, together with the Fermi distribution function 

plotted at three different values of the electron temperature. 

The electron heat capacity dependence on the electron temperature can be 

expressed as [8]: 

εεμεεε dg
T

TfTC
e
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Fee )(),,()()( ∫

∞

∞− ∂
∂

−=  (4.2.1) 

where g(ε) is the electron DOS at the energy level ε, μ is the chemical potential at Te, and 

),,( eTf με  is the Fermi distribution function, defined as  -11}])/-{exp[(),,( += eBe TkTf μεμε .  

The determination of the chemical potential μ, required in Eq. (4.2.1), is done through 

setting the result of the integration of the product of DOS and the Fermi distribution 

function at Te over all energy levels to be equal to the total number of electrons.  It can be 

seen from Figs. 4-2-1 and 4-2-2(a) that as the electron temperature increases, the 

excitation from high density of states below εF to the states above εF increases, leading to 

the increase in the chemical potential, whereas the chemical potential of the free electron 

model, calculated from the Sömmerfeld expansion at low temperatures [27], decreases. 
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(a)  

(b)  



 

 

198

(c)  

(d)  

Figure 4-2-2.  Electron temperature dependences of thermophysical properties of Ni.  

Solid lines show the results of the calculations performed with DOS obtained from VASP.  



 

 

199

Dashed lines show the commonly used approximations of the thermophysical material 

properties.  Chemical potential is shown in (a) electron heat capacity in (b), electron 

thermal conductivity in (c), and electron-phonon coupling factor in (d).  Data presented in 

this figure is accessible in tabulated form from [11]. 

 

In Fig. 4-2-2(b), the temperature dependence of the electron heat capacity, 

calculated from Eq. (4.2.1) with the DOS determined from VASP calculations, is shown 

together with the commonly used linear approximation, ( ) eee TTC γ= , obtained from 

Sömmerfeld expansion with γ=1065 Jm-3K-2 measured at low temperatures [9].  The heat 

capacity calculated with the realistic DOS is lower than the one predicted by the linear 

dependence, ( ) eee TTC γ= , at all temperatures and exhibits a steadily increasing deviation 

from the linear dependence.  This deviation can be explained by analyzing the 

characteristics of the Ni DOS shown in Fig. 4-2-1.  The high density of electron states at 

the Fermi level ensures that the 3d band electrons can be easily excited to the 4s band.  

The 4s band has a much smaller density of states as compared to the density of states at 

the Fermi level, leading to the negative deviation of the heat capacity from the linear 

dependence, which is obtained from the Sömmerfeld expansion at a low electron 

temperature.  This behavior of the heat capacity is similar to the one reported for Pt [5], 

which has the electron DOS similar to Ni, but different from Au, where the thermal 

excitation from the low-laying d band results in the positive deviation of the heat capacity 

from the linear dependence at sufficiently high electron temperatures [4,5].  The trend of 

the negative deviation of the electron heat capacity from the linear dependence shown in 

Fig.4.2.2 (b) agrees with the results reported for Ni in Ref. [10], where the electronic heat 
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capacity was obtained by subtracting the lattice heat capacity (assumed to follow the 

Dulong-Petit law at high temperatures), from the total heat capacity measured in 

experiments for temperatures up to 1600 K.   

The electron thermal conductivity is directly affected by the thermal excitation of 

d band electrons as it is related to the electron heat capacity through the Drude model 

relationship, 3/),()(),( 2
leeeeFle TTTCvTT τκ =  [27], where vF is the Fermi velocity 

and ),( lee TTτ  is the total electron scattering time.  The total electron scattering time is 

defined by the electron-electron scattering time, ee−τ , and the electron-phonon scattering 

time, phe−τ , and can be evaluated from the sum of the scattering rates, 

lepheeee BTAT +=+= −−
2/1/1/1 τττ , where A=1.4×106 K-2s-1 and B=1.624×1013 K-1s-1 

for Ni [12].  Fig. 4-2-2(c) shows the electron thermal conductivity calculated with three 

different approximations, namely, a linear dependence on the electron temperature 

neglecting the contribution from the electron-electron scattering, Ke=K0Te/Tl with K0=91 

Wm-1K-1 [9], Drude model with ( ) eee TTC γ= , and Drude model with Ce(Te) evaluated 

from Eq. (4.2.1) using the DOS calculated with VASP.  It is clear from Fig. 4.2.2(c) that 

the deviation of the heat capacity from the linear dependence, Fig. 4.2.2(b), will also 

result in slower electron heat conduction, especially at the early stage of the electron-

phonon equilibration, when the electron temperature is close to its maximum. 

In the analysis of the electron temperature dependence of the electron-phonon 

coupling factor we follow the approach suggested in Refs. [18, 13] and applied earlier for 

the analysis of the temperature dependence of the electron-phonon coupling in Au 

[18,19,4].  Within this approach, the electron-phonon coupling factor accounting for the 
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thermal excitation of electrons from the energy levels located below the Fermi level can 

be expressed as [18]: 

ε
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where λ is the electron-phonon coupling constant used in the superconductivity theory 

and <ω2> is the second moment of the phonon spectrum defined by McMillan [14].  At 

low electron temperatures, ε∂−∂ /f  reduces to a delta function and Eq. (4.2.2) yields the 

expression proposed by Allen: )(2
0 FB gkG εωλπh=  [13], featuring a constant value.  

Using λ=0.084 for Ni [15] and an approximation for <ω2>=1/2θD
2 [14,15], where 

θD=450 K is the Debye temperature for Ni [9], one can estimate the coupling constant for 

Ni to be G0=18×1017 Wm-3K-1.  It should be noted that literature values of the electron-

phonon coupling constant for Ni vary in a range from 3.6 to 10.5×1017 Wm-3K-1 

[16,17,18].  As the verification of the value of λ<ω2> for nonmagnetic Ni is beyond the 

scope of this study, and considering that in Ref. [18] the electron-phonon coupling 

constant of 10.5×1017 Wm-3K-1 is measured in pump-probe reflectivity experiments at 

relatively low electron temperatures (the transient increase of the electron temperature 

above the room temperature does not exceed 150 K), we set the coupling factor in Eq. 

(4.2.2) to be equal to 10.5×1017 Wm-3K-1 at Te=300 K and obtain λ<ω2> = 49.5 meV2.  

This value of λ<ω2> is then used in Eq. (4.2.2) to calculate the temperature dependence 

of the electron-phonon coupling factor in a broad range of temperatures, shown in Fig. 4-

2-2(d). 
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As shown in Fig. 4-2-2(d), the electron-phonon coupling factor decreases 

monotonically as the electron temperature increases.  The decrease is particularly sharp 

as the temperature increases up to 3-4×103 K and becomes less steep at higher 

temperatures.  As the chemical potential shifts to higher energies, Fig. 4-2-2(a), the 

contribution of the d band electrons to the electron-phonon coupling decreases.  As a 

result, the electron-phonon coupling factor decreases with respect to its room temperature 

value by a factor of 4.8 at Te = 0.5×104 K, by a factor of 7.1 at Te = 1×104 K, and by a 

factor of 10.5 at Te = 2×104 K.  The decease in the strength of the electron-phonon 

coupling with increasing electronic temperature is consistent with the relative values 

evaluated in experiments performed at different levels of laser excitation.  The highest 

value of the electron-phonon constant, 10.5×1017 Wm-3K-1, is obtained from transient 

thermoreflectance measurements [18], where the maximum electron temperature increase 

does not exceed 150 K.  Somewhat smaller value of 8×1017 Wm-3K-1 is deduced from 

pump-probe transmission experiments [17], where the electron temperature increases up 

to 700 K.  Finally, the smallest value of the coupling constant, 3.6×1017 Wm-3K-1, is 

obtained by fitting the predictions of the TTM calculations to the threshold fluences for 

the onset of surface melting [39].  The electron temperature in this case reaches several 

thousands of Kelvin and the reported value of the effective electron-phonon coupling 

“constant” is consistent with the temperature dependence shown in Fig. 4-2-2(d).  

The trend of the temperature dependence of the electron-phonon coupling 

predicted for Ni in Fig.4-2-2 (d) is in apparent contrast with the result predicted for Au 

[4], where the d band lies ~2 eV below the Fermi level and, at sufficiently high 

temperatures, the thermal excitation of d band electrons results in a significant increase of 
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the electron-phonon coupling factor with respect to its room temperature value (by a 

factor of 5.8 at Te = 1×104 K and by a factor of 8.9 at Te = 2×104 K).  Thus, the neglect of 

the effect of the thermal excitation of electrons on thermophysical properties of the target 

material and, in particular, the assumption of a temperature-independent electron-phonon 

coupling factor, can result, depending on the characteristics of the electron DOS, in either 

significant overestimation (e.g. Ni) or underestimation (e.g. Au) of the rate of the 

electron-phonon energy transfer during the time of the electron-phonon equilibration 

following short pulse laser irradiation. 

The theoretical approach used in this work and other studies [18,19,4] for the 

calculation of the temperature dependent electron-phonon coupling does not explicitly 

take into account the umklapp electron-phonon scattering processes [27].  As shown 

recently by Petrov [ 19 ], the umklapp processes make a large contribution to the 

theoretically predicted values of the electron phonon coupling.  The effect of the umklapp 

processes on the electron temperature dependence of the electron-phonon coupling, 

however, is relatively weak for temperatures exceeding the Debye temperature.  Since the 

temperature dependence of the electron-phonon coupling for Ni, shown in Fig. 4-2-2(d), 

is obtained based on the experimental value for the electron-phonon coupling near the 

room temperature, the contribution from the umklapp processes to the room temperature 

value of the electron-phonon coupling is implicitly taken into account.  As for the 

temperature dependence of the electron-phonon coupling, the contribution of the 

umklapp processes [46] is negligible as compared to the contribution from the thermal 

excitation of d band electrons revealed in this work. 

4.2.3 TTM results and discussion 
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Significant deviations of the thermophysical properties of Ni from the commonly 

used approximations, observed in a range of electron temperatures readily accessible in 

femtosecond laser material processing applications, may have important practical 

implications.  In order to investigate to what degree the changes in the transient material 

properties predicted in the previous section would affect the material response to short 

pulse laser irradiation, we incorporate the new temperature dependences into TTM model 

and perform simulations of laser heating and melting of Ni thin films and bulk targets. 

Two series of TTM simulations are performed for the same irradiation conditions.  

In the first series, the commonly used approximations of Ce = γTe with γ = 1065 Jm-3K-2, 

G = 3.6×1017 Wm-3K-1, and Ke = K0Te/Tl with K0 = 91 Wm-1K-1 [9,12,39,20] are used.  

The value of the coupling constant is used to allow for the comparison with earlier 

simulations and experiments performed for surface melting of Ni films of different 

thickness [39,20].  In the second series of simulations, the new thermophysical 

parameters, discussed in Section 4.2.2, illustrated in Fig. 4-2-2, and given in tabulated 

form at [11] are used.  In both series of TTM simulations the experimental values of the 

melting temperature and the latent heat of melting are used, 1728 K and 2.45×109Jm-3 

[21].  The lattice heat capacity, Cl, is obtained by subtracting the electronic contribution 

from the room temperature value of the total heat capacity, Cl=Ctotal(300 K)-Ce(Te=300 K) 

= 3.68×106Jm-3K-2, with Ctotal(300 K)=4×106Jm-3K-2 [21].  The lattice heat capacity is 

assumed to be constant as the lattice temperature in the TTM calculations reported in this 

work is either close or higher than the Debye temperature of Ni, 450 K. 
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4.2.3.1 Transient evolution of the electron and lattice temperatures  

The evolution of the electron and lattice temperatures at the surface of a bulk Ni 

target irradiated with a 200 fs laser pulse at an absorbed fluence of 250 J/m2 is shown in 

Fig. 4-2-3 for the two sets of thermophysical parameters discussed above.  Following the 

laser irradiation, the maximum electron temperature achieved by the end of the laser 

pulse is significantly, by 45%, higher in the model that takes into account the DOS 

effects on the thermophysical parameters of the material.  The observation of the higher 

maximum electron temperature is directly related to a much weaker increase of the heat 

capacity with electron temperature as compared to the commonly used linear dependence, 

Fig. 4-2-2(b). 

The evolution of the lattice temperature in the irradiated target is also affected by 

the choice of the parameters used in the simulations.  Despite the weakening of the 

electron-phonon coupling at high electron temperatures, Fig. 4-2-2(d), the time required 

for the equilibration between the electron and lattice is close in both simulations, ~10 ps, 

whereas the maximum lattice temperature achieved at the surface increases by ~13%, 

from 1430 K to 1620 K, when the modified thermophysical parameters are used.  The 

similarity of the rates of the electron-phonon relaxation can be explained by the larger 

difference between the lattice and electron temperatures created by the laser excitation 

predicted with the new set of parameters, Fig. 4-2-3, which balances the effect of the 

weaker coupling at high electron temperatures.  
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Figure 4-2-3.  Evolution of the electron and lattice temperatures at the surface of a bulk 

Ni target irradiated with a 200 fs laser pulse at an absorbed fluence of 250 J/m2 predicted 

in TTM simulations performed with thermophysical parameters calculated with DOS 

obtained from VASP (solid lines) and the commonly used approximations described in 

the text (dashed lines).  The temperature dependences of thermophysical parameters used 

in the TTM simulations are shown in Fig. 4-2-2. 

4.2.3.2 Fluence threshold for surface melting 

To study the effect of changes in the temperature dependence of thermophysical 

parameters on the thresholds for the onset of surface melting, we perform a series of 

TTM calculations for Ni films of various thicknesses irradiated with a 200 fs laser pulse.  

The threshold for surface melting is defined as the fluence at which the lattice 
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temperature at the surface reaches the melting temperature, 1728 K.  As shown in Fig. 4-

2-4, the experimental threshold fluences [39] and the results obtained in both series of 

simulations follow the same general trend: linear increase of the threshold fluence with 

film thickness up to the thickness that corresponds to the diffusive penetration depth of 

the excited electrons during the time of the electron-phonon equilibration, Lc [39,20], and 

saturation of the threshold fluence at higher fluences.  In a film thinner than Lc, nearly 

uniform temperature distribution is established by the time of the electron-phonon 

equilibration and the threshold fluence for melting is defined by the energy density 

needed to homogeneously heat the film up to the melting temperature.  For films thicker 

than Lc, the electron-phonon equilibration takes place within the electron diffusion length 

of Lc from the irradiated surface and the threshold fluence for melting becomes 

independent of thickness.  As can be seen from Fig. 4, the values of Lc at the threshold for 

surface melting are similar, ~50 nm, in the two series of TTM simulations, as well as in 

the experiment. 

The saturation threshold fluence at large film thicknesses obtained in the TTM 

simulations performed with the commonly used parameters, 325 J/m2, is significantly 

higher than the experimental value, 220 J/m2 [39], whereas the value predicted in TTM 

simulations performed with the new thermophysical parameters, 270 J/m2, is in a better 

agreement with the experimental data, Fig. 4-2-4.  As the experimental values are 

obtained by conversion of multi-shot data to single-shot threshold fluences, further 

accurate single-shot experimental measurements, along with further improvements of the 

computational model, might be needed to clarify the remaining discrepancy between the 

experimental and computational values of the laser melting threshold fluences. 
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Figure 4-2-4.  Threshold fluence for surface melting as a function of film thickness 

obtained in TTM simulations performed with thermophysical parameters calculated with 

DOS obtained from VASP (solid lines) and the commonly used approximations 

described in the text (dashed lines).  Experimental data for the melting thresholds from 

Ref. [39] is shown by filled circles. 

4.2.4 Summary 
 

The electron temperature dependences of the electron-phonon coupling factor, 

electron heat capacity, and thermal conductivity are investigated for Ni based on the 

electron DOS obtained from ab initio electronic structure calculations.  Due to the 

presence of large density of states around the Fermi level, thermal excitation of d band 

electrons leads to a significant decrease in the electron-phonon coupling factor and large 

negative deviations of the electron heat capacity and the electron thermal conductivity 
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from commonly used linear dependences on the electron temperature.  These large 

deviations of the thermophysical parameters away from the low temperature 

values/dependences are predicted for electron temperatures that are realized in ultrashort 

laser material processing applications and, therefore, can have important practical 

implications.  In particular, TTM simulations performed with the new set of 

thermophysical parameters predict higher maximum lattice and electron temperatures 

achieved at the surface, as well as 17% decrease in the saturation threshold fluence for 

surface melting of film thicker than 50 nm, as compared to the results obtained using a 

constant electron-phonon coupling factor and linear temperature dependences of the 

electron heat capacity and electron thermal conductivity.  The new calculated values of 

the threshold fluences for surface melting are in a better agreement with the results of 

experimental measurements. 



 

 

210

 

References for Chapter 4.2
 

[1] S. I. Anisimov, B. L. Kapeliovich, T. L. Perel'man, Sov. Phys. JETP 39 (1974) 

375. 

[2] X. Y. Wang, D.M . Riffe, Y. S. Lee, M. C. Downe, Phys. Rev. B 50 (1994) 8016. 

[3] A. N. Smith, P. M. Norris, Proceedings of 11th International Heat Transfer 

Conference 5 (1998) 241. 

[4] Z. Lin, L. V. Zhigilei, Proc. SPIE 6261 (2006) 62610U. 

[5] T. Tsuchiya, K. Kawamura, Phys. Rev. B 66 (2002) 094115. 

[6] G. Kresse, J. Hafner, Phys. Rev. B 47 (1993) 558; ibid. 49 (1994) 14 251. 

[7] G. Kresse, D. Joubert, Phys. Rev. 59 (1999) 1758. 

[8] N. W. Ashcroft and N. D. Mermin, Solid State Physics (Holt, Rinehart and 

Winston, New York, 1976). 

[9] American Institute of Physics Handbook, 3rd edition (McGraw-Hill, New York, 

1982). 

[10] G. K. White, Aust. J. Phys. 46 (1993) 707. 

[11] Electron temperature dependences of thermophysical properties of Ni and several 

other metals are accessible in tabulated form from  

 http://www.faculty.virginia.edu/CompMat/electron-phonon-coupling/ 

[12] D. S. Ivanov, L. V. Zhigilei, Phys. Rev. B 68 (2003) 064114. 

[13] P. B. Allen, Phys. Rev. Lett. 59 (1987) 1460. 

[14] W. L. McMillan, Phys.Rev.167 (1968) 331. 

[15] D. A. Papaconstantopoulos, L. L. Boyer, B. M. Klein, A. R. Williams, V. L. 

Morruzzi, J. F. Janak, Phys. Rev. B 15 (1977) 4221. 

[16] S.-S. Wellershoff, J. Güdde, J. Hohlfeld, J. G. Müller, E. Matthias, Proc. SPIE 

3343 (1998) 378. 
 



 

 

211

 

[17] E. Beaurepaire, J.-C. Merle, A. Daunois, J.-Y. Bigot, Phys. Rev. Lett. 76 (1996) 

4250. 

[18] A. P. Caffrey, P. E. Hopkins, J. M. Klopf, P. M. Norris, Microscale Thermophys. 

Eng. 9 (2005) 365. 

[19] Yu. V. Petrov, Laser Part. Beams 23 (2005) 283. 

[20] D. S. Ivanov, L. V. Zhigilei, Appl. Phys. A: Mater. Sci. Process. 79 (2004) 977. 

[21] CRC Handbook of Chemistry and Physics, 72nd edition, ed. by D.R. Lide, (CRC 

Press, Boca Raton, FL 1991). 

 



 

 

212

5. Generation of Crystal Defects in a BCC Metal Target 
Irradiated by Short Laser Pulses 

 
 

5.1 Introduction 

 Surface modification by laser irradiation is in the core of many modern processing 

and fabrication techniques, including laser surface alloying, annealing, and hardening, e.g. 

[ 1 , 2 , 3 , 4 ].  The improvement of surface properties is achieved by structural and 

compositional modification of a surface layer through the formation of metastable phases, 

grain refinement, generation/annealing of crystal defects, and redistribution of the 

alloying elements.  Recent progress in the development of accessible sources of short 

(pico- and femtosecond) laser pulses opens up new possibilities for surface modification 

with high accuracy and spatial resolution.  The shallow depths of the laser energy 

deposition and steep temperature gradients, typically produced by the short pulse laser 

irradiation, can result in the confinement of the laser-induced structural modifications 

within a surface layer as small as tens to hundreds of nanometers, e.g. [5,6,7,8].  The 

small size of the laser-modified zone makes characterization of laser-induced structural 

changes challenging and, at the same time, increases the importance of understanding of 

the nucleation, mobility, interactions and stability of individual crystal defects and their 

ensembles. 

 With a quickly expanding range of time- and length-scales accessible for 

molecular dynamics (MD) simulations (systems containing ~106-107 atoms, with sizes on 

the order 100s of nm can be simulated for nanoseconds [9,10]), the atomistic computer 

modeling has a good potential of revealing the mechanisms of laser-induced phase and 

structural transformations.  Indeed, MD simulations have been successfully applied for 
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investigation of the microscopic mechanisms of laser melting [ 11 , 12 , 13 ], 

photomechanical spallation [14,15], and ablation [10,16,17,18,19,20] of metal targets.  A 

detailed analysis of the crystal defects introduced by short pulse irradiation, however, 

have not been performed in MD simulations so far and the question on the atomic-level 

mechanisms responsible for the generation and evolution of defect configurations in laser 

materials processing remains largely unexplored. 

 In this chapter, we present the results of MD simulations of short pulse laser 

interaction with a body centered cubic (BCC) metal, Cr.  The laser fluences used in the 

simulations are chosen to be close to the threshold for the onset of surface melting and 

the main focus of the study is on the detailed analysis of the crystal defects generated in 

the surface region of the irradiated bulk target.  A long term evolution of sub-surface 

defect configurations is studied and implications for practical applications of non-ablative 

laser surface modification are discussed.  A brief description of the computational model 

used in the simulations is given below, in Section 5.2.  A new parameterization of a 

computationally efficient embedded atom method (EAM) potential for Cr, as well as the 

physical properties of the model Cr material predicted by the potential are presented in 

Section 5.3.  The results of the simulations of a transient surface melting and generation 

of crystal defects in the surface region of a Cr target irradiated by a femtosecond laser 

pulse are presented in Section 5.4 and summarized in Section 5.5. 

5.2 TTM-MD model for laser interactions with a Cr target 

 The simulations of short pulse laser irradiation of a bulk Cr target are performed 

with a computational model that combines the classical MD method with a continuum 
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description of the laser excitation and subsequent relaxation of the conduction band 

electrons [11].  The model is based on well-known two-temperature model (TTM) [21], 

which describes the time evolution of the lattice and electron temperatures by two 

coupled nonlinear differential equations.  In the combined model, the MD method 

substitutes the TTM equation for the lattice temperature in the surface region of the target, 

where the laser-induced structural transformations are expected to take place.  The 

diffusion equation for the electron temperature is solved by a finite difference method 

simultaneously with MD integration of the equations of motion of atoms.  The electron 

temperature enters a coupling term that is added to the MD equations of motion to 

account for the energy exchange between the electrons and the lattice.  The cells in the 

finite-difference discretization are related to the corresponding volumes of the MD 

system and the local lattice temperature is defined for each cell from the average kinetic 

energy of thermal motion of atoms. 

 The hybrid atomistic-continuum model, briefly discussed above, combines the 

advantages of TTM and MD methods.  TTM provides an adequate description of the 

laser energy deposition into the electronic system, energy exchange between the electrons 

and phonons, and fast electron heat conduction in metals, whereas the MD representation 

of the surface region of the target enables atomic-level investigations of laser-induced 

structural and phase transformations.  A complete description of the TTM-MD model is 

given elsewhere [11].  Below we provide the details of the computational setup designed 

for the simulation of laser interaction with a bulk Cr target. 

 The MD part of the TTM-MD model represents the top 100 nm surface region of 

the Cr target and is composed of 630 000 atoms initially arranged in a BCC crystallite 
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with dimensions of 8 nm × 8 nm × 100 nm.  Periodic boundary conditions are imposed in 

the directions parallel to the (100) free surface of the target.  At the bottom of the MD 

computational cell, a dynamic non-reflecting boundary condition [22,23] is applied to 

account for the propagation of the laser-induced pressure wave from the surface region of 

the target represented by the MD method to the continuum part of the model.  The energy 

carried away by the pressure wave is monitored, allowing for control over the total 

energy conservation in the combined model.  In the continuum part of the model, beyond 

the MD region, the electron heat conduction and the energy exchange between the 

electrons and the lattice are described by the conventional TTM.  The size of the 

continuum (TTM) region is chosen to be 500 nm, so that no significant changes in the 

electron and lattice temperatures are observed at the bottom of the continuum region 

during the time of the simulations.   

 The thermal and elastic properties of the target material, such as the lattice heat 

capacity, elastic moduli, coefficient of thermal expansion, melting temperature, volume 

and entropy of melting and vaporization, etc., are all defined by the interatomic 

interaction potential, described in this work by EAM in the form described in the next 

section.  The parameters used for Cr in the TTM equation for the electron temperature are 

as follows.  The electronic heat capacity is Ce = γTe with γ = 194 Jm-3K-2 [24], the 

electron-phonon coupling constant is G = 4.2×1017 Wm-3K-1 [25], and the dependence of 

the electron thermal conductivity on the electron and lattice temperatures is described as 

Ke = K0Te/Tl with K0 = 94 Wm−1K−1 [24].   Irradiation by a 200 fs laser pulse is 

represented through a source term with a Gaussian temporal profile and exponential 

attenuation of laser intensity with depth under the surface (Beer-Lambert law) added to 
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the TTM equation for the electron temperature.  An optical penetration depth of 8.9 nm at 

a laser wavelength of 400 nm [26] is assumed in the simulations and the absorbed laser 

fluence rather then the incident fluence is used in the discussion of the simulation results.  

Before applying laser irradiation, the whole computational system is equilibrated at 300 

K. 

5.3 EAM interatomic potential for Cr 

 Several potentials based on the modified embedded atom method (MEAM) 

[27,28,29] have been suggested for BCC transition metals.  The parameterizations of 

MEAM include Cr, which features a negative Cauchy pressure at low temperatures.  

Consideration of the angular dependence in the interatomic interactions, however, 

complicates the implementation of MEAM potentials and makes large-scale MD 

simulations computationally expensive.  In this section we present a new formulation of 

the Johnson’s EAM potential [30,31] for Cr that provides an attractive alternative to 

MEAM.  With a simple analytical functional form and absence of explicit angular terms, 

the potential is easy to implement and computationally efficient, making it appropriate 

for MD simulations that involve large numbers of atoms.  Below, the EAM potential and 

the parameterization for Cr are described.  Some of the physical properties of the model 

EAM Cr material are calculated and related to the experimental data and the predictions 

of density functional theory (DFT) calculations. 

 In the EAM formalism, the total potential energy of a system of N atoms is 

defined as 
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were Ei is the potential energy of an atom i, )( ijrφ  is the pair energy term defined as a 

function of the interatomic distance rij between atoms i and j, and )( iiF ρ  is the many-

body embedding energy term defined as a function of the local electron density, iρ , at 

the position of atom i.  The local electron density is calculated as a linear sum of the 

partial electron density contributions from the neighboring atoms, 
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where )( ijj rf  is the contribution from atom j to the electron density at the site of the 

atom i. 

 The functional form of the EAM Cr is similar to the one suggested in Ref. [31].  

The pair energy term is defined as 
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the electron density function is 
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and the embedding energy function is represented by three equations defining the 

function in different electron energy ranges and having matching values and slopes at the 

two junctions, 
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re, Å fe, eV/Å ρe, eV/Å ρs, eV/Å κ 

2.493879 1.793835 17.641302 19.60545 0.18533 

λ A, eV B, eV α β 

0.277995 1.551848 1.827556 8.604593 7.170494 

F0, eV F1, eV F2, eV F3, eV η 

-2.022754 0.039608 -0.183611 -2.245972 0.456 

Fm0, eV Fm1, eV Fm2, eV Fm3, eV Fn, eV 

-2.02 0 -0.056517 0.439144 -2.020038 

 

Table 5-1.  Parameters of the EAM potential for Cr. 

 

Properties 
Tm 

K 

ΔHm 

kJ mol-

1 

ΔVm/Vsolid

% 

Cp 

J K-1 mol-1

α 

10-6 K-1 

m
vE  

eV 

EAM Cr 2381 22.6 7.0 26.3 8.2 0.81 

Experiment 2180 21.0 N/A 24.0-32.0 6.5-12.0 0.95 
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MEAM Cr 

[27] 
2050 18.8 4.4 26.8 9.0 0.70 

 

Table 5-2.  Some of the material properties determined for the EAM Cr material.  Values 

of the equilibrium melting temperature, Tm, enthalpy of melting, ΔHm, and volume 

change on melting, ΔVm/Vsolid, are given for zero pressure.  The coefficient of linear 

expansion, α, and heat capacity at zero pressure, Cp, predicted with EAM Cr and MEAM 

Cr [27] potentials are given for 300 K.  Variations of the experimental coefficient of 

linear expansion and heat capacity are given for zero pressure and a temperature range 

from 300 K to 1000 K.  The experimental values are from Ref. [32] for Tm and ΔHm, from 

Ref. [33] for Cp, from Ref. [34] for α, and from Ref. [35] for vacancy migration 

energy, m
vE . 

 

 The parameters of the potential for Cr are given in Table 5-1.  They are obtained 

by fitting to the experimental equilibrium lattice constant of 2.88 Å [24], the cohesive 

energy of 4.10 eV [24], the vacancy formation energy of 2.08 eV [35], the bulk modulus 

B = (C11 + 2C12)/3 of 194.8 GPa [36], the Voigt average shear modulus G = (3C44 + 

2C')/5 of 123 GPa [36], and the anisotropy ratio C44/C' of 0.68 [36], where C44 and C' = 

(C11 - C12)/2 are the two shear moduli of the cubic crystal.  There is no explicit cutoff 

distance in the potential functions, but the pair potential and the electron density function 

are vanishing beyond the third neighbor shell in the Cr BCC structure (the contribution 

from the fourth neighbors to the interaction energy is two orders of magnitude smaller 

than that from the third neighbors). 
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Figure 5-1.  Total energy at zero temperature as a function of atomic volume predicted 

by the EAM Cr potential for BCC, FCC, and hcp crystal structures.  The energy 

difference between the FCC and hcp structures is so small that the plots for these two 

structures cannot be visually distinguished. 

 

 The energies of BCC, FCC and hcp crystal structures calculated with the EAM Cr 

potential are shown in Fig. 5-1 as functions of atomic volume.  The BCC lattice remains 

the lowest energy structure for large variations around the equilibrium volume, up to 

more than 15 % expansion and even larger compression.  The short-range of the 

interactions contributing to the EAM Cr potential and the similarity of the local atomic 

structure results in a very small energy difference between the two close-packed 

structures. 
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Figure 5-2.  Temperature dependences of (a) two shear moduli, C44 and C', and (b) bulk 

modulus B calculated with the EAM Cr potential, along with experimental data from 

Refs. [36,41].  The vertical dashed and solid lines are marking the equilibrium melting 

temperature Tm and the maximum superheating temperature Ts calculated for EAM Cr. 
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 The temperature dependences of the elastic constants are calculated for the EAM 

Cr using the statistical fluctuation method suggested in Ref. [37] and widely used to 

obtain finite temperature values of elastic constants in MD simulations performed with 

many-body potentials, e.g. [38,39,40].  The calculations of the elastic constants for EAM 

Cr are performed with a MD cell containing 2000 atoms arranged in a BCC structure and 

periodic boundary conditions applied in all directions.  After equilibration of the system 

at a given temperature and constant zero pressure, a constant energy and constant volume 

simulation is carried out and the elastic constants are calculated using the statistical 

fluctuation method.  The convergence of the calculations is ensured by collecting 

statistics over sufficiently long MD trajectories, 200 ps.  Results of the calculations of the 

temperature dependences of the two shear moduli, C44 and C', and the bulk modulus are 

shown and compared with experimental values in Fig. 5-2.  While there are no 

experimental measurements reported for elastic constants above 700 K, a reasonable 

agreement between the values and trends in the temperature dependences predicted with 

the EAM Cr potential and experimental data is found up to 700 K [36,41].  The EAM Cr 

potential also correctly reproduces the negative sign of the Cauchy pressure 

4412 CCG3
5BCP −=−= , which is determined to be -10.2 GPa at 0 K and -6.3 GPa at 

300 K. 

 Some other properties of the EAM Cr material, relevant to the laser 

heating/melting simulations presented in this study, are listed in Table 5-2, along with 

experimental data for Cr and the predictions of the MEAM potential [27].  A series of 

constant temperature and constant zero pressure simulations are performed to determine 

the temperature dependence of volume and internal energy of the model material, with 
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the values of heat capacity and coefficient of thermal expansion calculated from slopes of 

these dependences [11].  The equilibrium melting temperature, Tm = 2381±3 K (with the 

error of 3 K corresponding to 95% confidence interval), is determined from a liquid-

crystal coexistence simulation performed at zero pressure for a system consisting of 4000 

atoms (3.0×3.0×5.8 nm), with liquid-crystal interface oriented along (100) plane of the 

BCC crystal.  The method used to calculate the vacancy migration energy is described in 

Section 5.4.4.  The predicted thermophysical properties show a good agreement with 

experimental data.  In particular, the equilibrium melting temperature and the enthalpy of 

melting of the EAM Cr material are within 10% of the experimental values. 

 The steady decrease of the shear modulus C' with increasing temperature and the 

fast drop of C44 at temperatures exceeding the equilibrium melting temperature, Fig. 5-2a, 

can be related to the interpretation of the homogeneous melting at the limit of lattice 

superheating in terms of the elastic shear instability facilitated by the diminishing shear 

moduli [42,43,44,45].  The temperature that corresponds to the superheating limit of the 

EAM Cr has been determined to be 2714 K, ~14% above the equilibrium melting 

temperature.  The limit of superheating is defined as the maximum temperature at which 

no melting is observed within 300 ps in simulation of slow incremental heating 

performed at zero pressure.  The value of the maximum superheating is smaller than 

typical values reported for close-packed metals (19-30%) [46] but is in agreement with 

the value of 13% determined for BCC EAM vanadium [44].  While the shear moduli are 

not vanishing as the temperature approaches the limit of superheating (C' = 9.5 GPa and 

C44 = 64 GPa, at 2714 K), the value of C' is small enough to allow for the local 

destabilization of the lattice and the onset of homogeneous melting.  This mechanism of 
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local “mechanical” melting has been suggested based on the results of recent MD 

simulations [45,49].  The generation of vacancy-interstitial pairs and the interactions 

among the point defects are likely to facilitate the generation of the lattice instabilities 

[44,47,48].  Moreover, it has been shown in Ref. [45] that the generation of vacancy-

interstitial pairs makes positive contributions to the values of the elastic moduli, 

suggesting that the change in slope of the temperature dependence of C' and B at high 

temperatures can be, at least partially, attributed to the rapid increase in the density of the 

point defects generated at temperatures approaching and exceeding the equilibrium 

melting temperature. 

5.4 TTM-MD simulations: Results and discussion 

 In this section, the conditions leading to the transient and permanent structural 

changes in a surface region of a Cr target irradiated by a femtosecond laser pulse are 

discussed based on the results of two large-scale TTM-MD simulations.  The results from 

a simulation performed at an absorbed laser fluence of 638 J/m2, just above the threshold 

for surface melting, are presented first, followed by a brief discussion of the second 

simulation performed at a lower absorbed fluence of 425 J/m2, when no permanent 

structural changes are observed in the target at the end of the simulation. 

5.4.1 Laser-induced stresses, surface melting 
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(a)  

(b)  

Figure 5-3.  Contour plots of the spatial and temporal evolution of (a) temperature and (b) 

pressure in a TTM-MD simulation of a bulk Cr target irradiated with a 200 fs laser pulse 

at an absorbed fluence of 638 J/m2.  The laser pulse is directed along the Y axes, from the 

top of the contour plots.  The red solid line separates the continuum (TTM) and atomistic 

(TTM-MD) parts of the computational system.  The black dashed line marks the depth of 
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the region where stacking faults are observed.  The black solid line separates the 

transiently melted surface region from the crystalline bulk of the target. 

 

 The temporal and spatial evolution of the lattice temperature [49] and pressure in 

the surface region of a bulk Cr target irradiated by a 200 fs pulse at an absorbed fluence 

of 638 J/m2 is shown in the form of contour plots in Fig. 5-3.  The low electronic heat 

capacity of Cr results in a sharp spike of the electron temperature and a strong electron 

temperature gradient established in the surface region of the irradiated target immediately 

after the laser energy deposition.  This, in turn, provides the conditions for the fast spread 

of the laser energy absorbed within the optical penetration depth throughout a deeper 

surface region of the target during the first 2-3 ps after the pulse.  At the same time, the 

electron-phonon coupling leads to the energy transfer from the hot electrons to the lattice 

vibrations, as reflected by the initial lattice temperature increase throughout the 150 nm 

surface region of the target shown in Fig. 5-3a.  The lattice temperature at the surface of 

the target, shown in Fig. 5-4, exceeds the equilibrium melting temperature of the model 

EAM Cr material, 2381 K, by the time of 3 ps and reaches its maximum level of 2650 K 

by the time of 5 ps.  The initial lattice heating turns into cooling when the electron 

temperature drops below the lattice temperature due to the fast electron heat conduction 

to the bulk of the target. 
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Figure 5-4.  Time dependence of the electron temperature (dash-dotted red line) and 

lattice (solid black line) temperatures of the top 1 nm surface layer of a bulk Cr target 

irradiated with a 200 fs laser pulse at an absorbed fluence of 638 J/m2, as predicted in a 

TTM-MD simulation.  The horizontal dashed line shows the equilibrium melting 

temperature of the model EAM Cr material, 2381 K.  The lattice temperature is 

calculated from the average kinetic energy of atoms in the top layer of the sample and the 

statistical fluctuations of the temperature value are related to the finite number of atoms 

used in the calculation (1 nm of the original film consists of 6244 atoms). 

 

The level of overheating (maximum of 1.11 Tm at the surface) is not sufficient to 

trigger the homogeneous nucleation of liquid regions in the overheated part of the target 

[11,12,13] and the melting proceeds by the propagation of the melting front from the 

surface.  The melting front reaches a depth of ~3 nm by the time of 22 ps, when the 
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surface lattice temperature drops below the equilibrium melting temperature and the 

melting turns into resolidification.  The release of the latent heat of melting upon the 

epitaxial crystallization of the surface region partially offsets the cooling due to the 

electron heat conduction, leading to the increasing split of the electron and lattice 

temperatures, Fig. 5-4.  In particular, the release of the latent heat of melting at the 

crystal-liquid interface stabilizes the lattice temperature of the top 1 nm surface layer at 

2140 K from 60 to 80 ps, when the resolidification front approaches the surface.  

Similarly to the observation in an earlier investigation of surface melting and 

resolidification [50], the time when the resolidification front reaches the surface of the 

target, 85 ps, is signified by a spike of the lattice temperature of the top surface layer up 

to 2190 K.  

 The split between the electron and the lattice temperatures, Fig. 5-4, is reflecting 

the fast rates of the electron cooling due to the steep temperature gradient and the lattice 

heating due to the release of the latent heat of melting in the resolidification process, as 

well as the finite time needed for the electron-phonon equilibration.  A reverse effect, 

when the lattice temperature drops significantly below the electron temperature, has been 

observed for the melting process, where the velocity of the melting front is found to be 

strongly affected by the local electron-phonon non-equilibrium [51].  The split between 

the electron and lattice temperatures is larger for metals with weaker electron-phonon 

coupling. 

 The fast temperature increase, occurring under conditions of the inertial stress 

confinement [14], leads to the compressive pressure buildup in the surface region of the 

irradiated target, Fig. 5-3b.  The compressive stresses increase during the time of the 
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lattice heating and reach a maximum value of ~11 GPa at a depth of 16 nm by the time of 

3 ps after the laser excitation.  The compressive stresses relax by driving a compressive 

stress wave deeper into the bulk of the target and inducing an unloading tensile wave that 

follows the compressive component, Fig. 5-3b.  The pressure-transmitting heat-

conductive boundary condition, applied at the depth of 100 nm, ensures that both the 

compressive and tensile components of the pressure wave propagate without any 

noticeable reflection from the boundary separating the TTM-MD and TTM parts of the 

model (Fig. 5-3b), whereas the temperature field exhibits a seamless transition at the 

boundary (Fig. 5-3a). 

 In addition to the strong pressure wave propagating to the bulk of the target, the 

laser heating generates an elevated level of the compressive stresses in the surface region 

of the target.  The quasi-static compressive stresses of ~1.5-2 GPa, observed in Fig. 5-3b 

long after the relaxation of the initial transient stresses, are related to the confinement of 

the heated crystalline material in the lateral directions [14].  For a typical laser spot 

diameter of ~100 μm, the fast relaxation of the laser-induced thermoelastic stresses can 

only proceed in the direction normal to the surface.  These conditions of lateral 

confinement are correctly reproduced by the periodic boundary conditions applied in the 

directions parallel to the surface.  The uniaxial expansion of the crystalline part of the 

target results in anisotropic lattice deformations and corresponding anisotropic stresses 

that remain in the crystalline part of the target as long as the temperature gradients persist 

in the irradiated target.  The value of pressure, shown in Fig. 5-3b, is defined as negative 

one third of the first invariant of the stress tensor, P = -(σxx + σyy + σzz)/3, and contains 

different contributions from different diagonal components of the stress tensor.  For 
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example, the quasi-static compressive pressure of 1.88 GP measured at a depth of 50 nm 

at 150 ps contains contributions from σxx = σyy = -2.91 GPa and σzz = 0.18 GPa.  The 

temperature at this depth and time is 1518 K, the lattice parameter in lateral (x and y) 

directions is fixed at its room temperature value of 0.288 nm, whereas the lattice 

parameter in z direction is 0.298 nm.  In the thin transiently melted surface layer the 

stresses remain isotropic and zero pressure quickly establishes, Fig. 5-3b. 

5.4.2 Transient generation of stacking faults 
 
 A visual inspection of the snapshots of atomic configurations taken at different 

times of the simulation can serve as a starting point in the analysis of the laser-induced 

structural changes in the target.  In order to reduce the thermal noise in atomic positions 

and energies, each configuration is quenched for 2 ps using a velocity dampening 

technique, where the velocity of each individual atom is set to zero at the time when the 

kinetic energy of the atom maximizes.  The fast quenching does not introduces any 

structural changes to the atomic configurations but makes the visual analysis more 

straightforward.  In the snapshots shown in Fig. 5-5, the atoms are colored according to 

their potential energies, from dark blue used for atoms with energies characteristic of the 

original BCC structure, to light blue, green and red corresponding to increasingly higher 

potential energies.  In this coloring scheme, the transient melting of the surface region 

discussed above and shown by a black line in Fig. 5-3 shows up as a red layer that 

disappears (reduces to a plane composed of atoms located at the surface of the 

recrystallized target) by the time of 90 ps. 

 A prominent feature of the snapshots shown in Fig. 5-5 is the appearance, 

expansion (up to 30 ps), retraction, and disappearance (by 110 ps) of a complex pattern of 
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stripes composed of atoms with elevated potential energy.  A detailed analysis of the 

atomic configurations indicates that most of the atoms with elevated potential energy 

belong to pairs of atomic planes with crystallographic orientations of ( )110 , ( )011 , 

( )110 , ( )101 .  These pairs of atomic planes correspond to the stacking faults outlining the 

regions of the crystal shifted with respect to each other by a displacement vector 

1108a , where a is the lattice constant.  An example of the atomic configurations that 

includes stacking faults along the (101) plane is shown in Fig. 5-6a.  Four consecutive 

(101) planes are shown in this figure, with a lower right part of the crystal displaced 

down by a vector [ ]1108a  along (101) planes with respect to the surrounding lattice.  

The areas of stacking fault are the areas where two atomic planes are displaced with 

respect to each other, e.g. planes II and III in Fig. 5-6a. 

 The stacking fault discussed above and illustrated in Fig. 5-6a has been analyzed 

based on the hard sphere model [52], where shifts of parts of a crystal along {110} planes 

by displacement vectors 1108a  bring atoms to local energy minima, as schematically 

illustrated in Fig. 5-6b.  Analysis of the stability of this intrinsic stacking fault predicted 

by the hard sphere model, however, has revealed that it is unstable if an interatomic 

potential appropriate for BCC crystals is used in the calculations [53,54].  It has been also 

suggested [54] that an expansion of the crystal may reduce the interatomic interactions 

beyond the first nearest neighbors and stabilize the stacking faults. 
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               60 ps           70 ps            80 ps           90 ps           100 ps         110 ps 

Figure 5-5.  Snapshots of atomic configurations obtained in a TTM-MD simulation of a 

bulk Cr target irradiated with a 200 fs laser pulse at an absorbed fluence of 638 J/m2.  The 

snapshots are taken along the [010] view direction.  The configurations are quenched to 0 

K in order to reduce thermal noise in atomic positions and energies.  Atoms are colored 

according to their potential energies, from dark blue color corresponding to the energies 

below -3.99 eV to red color corresponding to the energies above -3.9 eV.  This coloring 
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scheme shows the atoms that belong to the original BCC structure in dark blue, the 

melted surface region in red, and the crystal defects in light blue, green, and red.  

Enlarged views of the surface parts of these snapshots with low energy BCC atoms 

blanked are shown in Fig. 5-8. 

 

 

   

   

(a) 
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(b)  (c)  (d)  

(e)  

Figure 5-6.  Close up on the atomic arrangements that correspond to the crystal defects 

observed in the TTM-MD simulation and identified in Fig. 5-8.  A region marked by “A” 

in a snapshot shown for 100 ps in Fig. 5-8 is illustrated in (a), where four consecutive 

(101) planes are shown.  This region includes a part (lower right) of the crystal displaced 

down by a vector [ ]1108a  along a (101) plane with respect to the original crystal 

structure.  The displacement leads to the formation of the stacking fault that shows up in 

the figure as a pairs of atomic planes (e.g. II and III) with elevated potential energy.  The 

red dashed lines mark the displaced rows of atoms in plane (II).  This type of 

displacement results in the formation of stacking faults along {110} planes as illustrated 

by an atomic arrangement in (b), where the displacement of a top atom (dashed circles) is 

shown by an arrow with respect to four atoms in the underlying (101) plane (solid circle).  

Atomic configurations that correspond to the defects marked by “B”, “C”, and “D” in a 

snapshot shown for 450 ps in Fig. 5-8 are illustrated in (c) - a vacancy, (d) - an interstitial 

in a <110>-dumbbell configuration, and (e) - a cluster of four interstitials arranged in a 

<111>-crowdion configuration, respectively.  A single (101) plane is shown in (c) and (d), 
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and all atoms in the vicinity of the four <111>-crowdion interstitial cluster that have 

potential energy higher than -4.09 eV are shown in (e), where the view direction is 

slightly tilted with respect to the [ ]111  direction.  Atoms are colored according to their 

potential energies, from dark blue color corresponding to the energies below -3.99 eV 

(these atoms are blanked in Fig. 5-8) to red color corresponding to the energies above -

3.9 eV.  The cohesive energy of the EAM Cr BCC crystal is 4.10 eV. 

 

 To provide a background for quantitative interpretation of the laser-induced 

generation of the stacking faults, we perform calculation of the generalized stacking fault 

energy for the EAM Cr potential.  The generalized stacking fault energy is calculated in a 

simulation performed with a computational cell consisting of 4394 atoms.  Following the 

approach discussed in Ref. [53], the stacking fault is created by dividing the system into 

two parts by a )101(  plane and shifting one part with respect to another in the ]011[  

direction in small increments.  After each incremental displacement, the atoms are 

allowed to relax in the direction perpendicular to the )101(  slip plane using the energy 

minimization method.  After the relaxation, the generalized stacking fault energy is 

obtained by dividing the energy difference between the displaced system and the perfect 

lattice by the area of the slip plane.  In order to investigate the effect of the laser-induced 

uniaxial expansion of the lattice on the generalized stacking fault energy, a similar set of 

simulations is performed for the lattice expanded in [001] direction.  In these simulations 

the displacement vector that defines the generalized stacking fault is ]1,0,1[ α+×= Xuv , 

where α  is the uniaxial strain applied to the BCC lattice in the [001] direction and X is 

the ratio of the generalized stacking fault vector uv  to the magnitude of vector ]1,0,1[ α+ . 
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Figure 5-7.  Generalized stacking fault energy, GSFγ , for the )101(  slip plane in BCC 

EAM Cr as a function of the magnitude of the fault vector, ]1,0,1[ α+×= Xuv .  The GSF 

curves are calculated for different values of the uniaxial strain, α , applied to the BCC 

lattice in the [001] direction.  The dashed line corresponds the stacking fault at X = 1/8, 

predicted with the hard sphere model. 

 

 The result of the calculation of the generalized stacking fault energy curves is 

shown in Fig. 5-7.  There are no local minima in the curves obtained for the strain-free 

BCC lattice, confirming that, in agreement with earlier studies [53,54], any stacking fault 

generated by a displacement in a <110> direction along a {110} plane is unstable in the 

EAM Cr material.  The uniaxial expansion, however, decreases of the generalized 

stacking fault energy and creates a plateau in the vicinity of X ≈ 1/8.  In particular, the 
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GSF energy at X = 1/8 decreases from 0.360 J/m2 at α = 0, to 0.352 J/m2 at α = 0.01, to 

0.175 J/m2 at α = 0.05 and to 0.093 J/m2 at α = 0.07.  The development of the plateau, 

and even a shallow local minimum observed at 7% strain, suggests that the stacking fault 

at X≈1/8, predicted with the hard sphere model, can be stabilized by the laser-induced 

uniaxial expansion of the target.  Indeed, the analysis of the atomic configurations shown 

in Fig. 5-5 suggests that the uniaxial strain reaches its maximum value of 6.5% by the 

time of 20 ps at a depth of ~50 nm below the surface. 

 The analysis of the stacking fault energy provided above is consistent with the 

results of the simulation discussed above, where the transient appearance of the stacking 

faults can be clearly correlated with the expansion of the lattice associated with the 

propagation of the tensile component of the laser-induced stress wave.  Indeed, the 

spreading of the region where the stacking faults are observed (shown by the dashed line 

in Fig. 5-3) follows closely the propagation of the tensile stress wave, Fig. 5-3b.  The 

uniaxial expansion of the lattice in the [001] direction activates multiple shifts in four out 

of six {110} crystallographic planes oriented at 45° with respect to the [001] axis of 

expansion, namely ( )110 , ( )011 , ( )110 , and ( )101 .  The intersections of these planes 

with the (010) view plane in Fig. 5-5 are seen as stripes oriented in three directions 

(horizontal and tilted by ±45° with respect to the horizontal direction).  The stacking 

faults on the {110} planes start to disappear as soon as the tensile stress wave leaves the 

surface region and the lattice expansion partially relaxes.  The second, much weaker 

pressure oscillation in the surface region, occurring at around 40 to 90 ps, is also 

affecting the evolution of the stacking faults, with the stacking fault region experiencing a 

small additional growth during the time interval when the lattice expands, from 65 to 90 
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ps (see Fig. 5-3b and snapshots for 60-90 ps in Fig. 5-5).  As discussed above, this 

additional lattice expansion takes place on the background of quasi-static thermoelastic 

stresses defined by the lateral confinement of the lattice and does not result in the 

negative pressure values.  The stacking faults continue to withdraw at later times and 

completely disappear by the time of 115 ps. 

 The correlation between the tensile stresses and the appearance of the stacking 

faults can be further illustrated by the virtual absence of the stacking faults in the top ~5 

nm part of the target, where the tensile stresses are low, Fig. 5-3b.  The stacking fault-free 

region can be seen in the snapshots shown in Fig. 5-5, as well as in the enlarged views of 

the surface part of the irradiated target, shown in Fig. 5-8, where the low energy BCC 

atoms are blanked in order to expose the crystal defects and the view direction is changed 

to [ ]011 . 

    

 0 ps 5 ps 10 ps 50 ps 
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 100 ps 130 ps 150 ps 175 ps 

    

 200 ps 300 ps 400 ps 450 ps 

 

Figure 5-8.  Snapshots of the surface regions of atomic configurations obtained in a 

TTM-MD simulation of a bulk Cr target irradiated with a 200 fs laser pulse at an 

absorbed fluence of 638 J/m2.  The snapshots are taken along the [ ]011  view direction 

and are shown down to the depth of 20 nm below the level of the initial surface.  The 

configurations are quenched to 0 K in order to reduce thermal noise in atomic positions 
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and energies.  The same coloring scheme as in Fig. 5-5 is used here, with atoms that have 

energies below -3.99 eV (shown in dark blue in Fig. 5-5) blanked to expose crystal 

defects.  The red atoms in the top parts of the snapshots belong to the melted region (5, 

10, and 50 ps) or are located at the surface of the crystalline target (0, 100 - 450 ps).  

Typical defect configurations marked by “A” in a snapshot shown for 100 ps and “B”, 

“C”, and “D” in a snapshot shown for 450 ps correspond to a stacking fault, a vacancy, an 

interstitial, and a cluster of four interstitials, respectively.  The atomic arrangements 

corresponding to these defects are shown in Fig. 5-6. 

5.4.3 Generation of vacancies and self-interstitials 
 
 The inspection of Fig. 5-8 indicates that a large number of point defects are 

generated by the laser irradiation and many of the defects still remain in the surface 

region of the target after the disappearance of the stacking faults.  Analysis of the atomic 

configurations reveals that the defects are vacancies, interstitials, di-vacancies, and a 

cluster of interstitials.  With the visualization method used in Fig. 5-8, when only atoms 

with elevated potential energy are shown in the quenched configurations, each vacancy 

shows up as a cluster of 14 atoms that includes the 8 nearest neighbors and 6 second-

nearest neighbors of the missing atom.  A close up on an atomic arrangement around a 

vacancy is shown in Fig. 6c, where a single (101) plane is shown.  Four out of eight 

nearest neighbors and two out of six second-nearest neighbors are located in this plane 

and are shown in light blue color.  The individual interstitials are found to always take a 

<110>-dumbbell configuration, that is illustrated in Fig. 5-6d.  In Fig. 5-8, the interstitials 

appear as planar cross-like configurations with red atoms in the middle, oriented in one of 

the {110} planes.  The <110>-dumbbell configuration has been predicted to be the most 
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stable self-interstitial configuration in calculations performed for many BCC metals with 

pair-wise [55] and EAM [56] potentials.  The energies of the relaxed <110> and <111> 

self-interstitial configurations predicted by the EAM Cr potential used in this work are 

5.02 eV and 5.89 eV, respectively.  Recent DFT calculations [57,58,59] predict similar 

values for the formation energies of different self-interstitial configurations, in the range 

of 5.66 – 5.85 eV, suggesting that <110> and <111>-configurations are almost 

degenerate [59].  The MEAM Cr potential, however, predicts the <110>-dumbbell 

configuration to be the stable one, with a smaller formation energy of 3.9 eV [27]. 

 The appearance of point defects can be seen as early as 5 ps after the laser pulse, 

e.g. two vacancy-interstitial pairs can be identified close to the surface in a snapshot 

shown for 5 ps in Fig. 5-8.  Due to a much higher mobility of interstitials as compared to 

vacancies, most of the interstitials quickly diffuse and escape to the melting front or the 

surface of the target, leaving behind a high concentration of vacancies in the near-surface 

region.  By the time of 150 ps there are only two interstitials located 12.7 nm and 17 nm 

below the surface and one cluster of three interstitials located 13.3 nm below the surface.  

There are no interstitials by this time in the top 10 nm region of the target, and the atoms 

of high potential energy (shown in red) observed in the top half of Fig. 5-8 belong to the 

configurations where two vacancies are located close to each other.  Between 175 ps and 

200 ps one of the interstitials joins the cluster, increasing the number of interstitials in the 

cluster from three to four.  Both the 3- and 4-interstitial clusters have <111>-crowdion 

configurations, illustrated in Fig. 5-8e for the 4-interstitial cluster.  This observation is 

consistent with earlier results [60,61,62] suggesting that small clusters of interstitials 

arrange themselves into sets of <111>-crowdions/dumbbells.  At a sufficiently large size, 
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a <111>-crowdion cluster can be described as a dislocation loop with a Burgers vector 

1112a .  The high mobility of such dislocation loops was demonstrated in a recent in 

situ transmission electron microscopy study [63], where a nanometer-sized dislocation 

loop in α-Fe was shown to undergo an active one-dimensional diffusion at a temperature 

as low as 575 K. 

 Indeed, although the temperature at the depth of the location of the interstitial and 

the cluster of interstitials drops down to ~1100 K (~0.46 Tm) by the end of the simulation, 

both the interstitial and the cluster remain very mobile, as can be seen from changes in 

the positions and orientations of the <110>-dumbbell interstitial and the four <111>-

crowdion cluster in Fig. 5-8.  The mechanisms of interstitial diffusion observed in MD 

simulations performed for different BCC metals include reorientation of the <110>-

dumbbell in <111> direction followed by low-energy barrier jumps along the close-

packed <111> direction [60,64], as well as rotation and translation of <110> dumbbell 

[55,65].  While the mobility of the interstitials and their clusters at low temperatures can 

be strongly affected by relatively small variations in the values of the energy barriers 

separating different self-interstitial configurations,  at high temperatures realized in our 

simulations (T ~ 1100–2650 K; kBT ~ 0.1-0.2 eV) different types of jumps and 

reorientations of the interstitial configurations can be readily activated, making the 

diffusion pathways more complex [59,66] and, at the same time, less sensitive to the 

detailed energy landscape predicted with a particular interatomic potential. 

 The high mobility of the interstitial cluster observed in Fig. 5-8 is consistent with 

the decrease of the migration energy with increasing cluster size reported in MD 

simulations performed with different interatomic potentials [61,62,64,65].  The diffusion 
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of a small interstitial cluster is typically described as a combination of a rapid one-

dimensional migration along the crowdion direction and rotations to equivalent <111> 

directions.  The frequency of the rotations is increasing with temperature and decreasing 

with the size of the cluster [61,62,64,65].  For the cluster of four interstitials observed in 

the present simulation, the temperature of the surface region of the target remains 

sufficiently high during the time of the simulation to induce occasional reorientations of 

the cluster, resulting in a three-dimensional migration of the cluster, Fig. 5-8. 

 The high mobility of the remaining interstitial and the interstitial cluster suggests 

that they are likely to recombine with vacancies or escape to the surface as the cooling 

process continues.  The positions of the vacancies, on the other hand, become relatively 

static by the end of the simulation.  The distribution of vacancies in the top 8 nm surface 

region of the target is shown in Fig. 5-9.  There is total of 53 vacancies in this region, 

with three more vacancies located below the region shown in the plot, at 10.3 nm, 11.2 

nm, and 15.1 nm below the surface.  Despite the high concentration of vacancies in the 

surface region of the target (1.7×10-3 in a layer between 1 and 5 nm below the surface) 

we do not observe any tendency of vacancies to form clusters or small dislocation loops.  

Only three pairs of vacancies occupying adjacent second nearest-neighbor lattice sites, 

one pair in fourth nearest-neighbor lattice sites and one pair in fifth nearest-neighbor 

lattice sites have been identified at 500 ps after the laser pulse.  The absence of any 

pronounced clustering of vacancies can be explained by relatively low (as compared to 

clusters of interstitials) binding energies of di-vacancies and larger vacancy clusters 

[55,59,61,62], as well as by the high temperature of the surface region of the irradiated 

target during the time of the simulation, Fig. 5-4. 
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Figure 5-9.  Distribution of vacancies in the top 8 nm surface region of a bulk Cr target 

irradiated with a 200 fs laser pulse at an absorbed fluence of 638 J/m2 at 500 ps after the 

laser pulse.  The width of an individual bar in the histogram corresponds to the distance 

between (001) planes, with each bar showing the number of vacancies in an individual 

(001) atomic plane.  The gray area in the left part of the figure corresponds to the surface 

layer where identification of vacancies is not possible.  The dashed line marks the depth 

of the region that experiences a transient melting and resolidification during the first 85 

ps of the simulation. 
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The fact that a large fraction of the vacancies (52% at 500 ps) are located in the 

part of the target that experienced a transient melting and resolidification (Fig. 5-9) 

suggests that, in addition to the thermally-activated generation of vacancy-interstitial 

pairs, a significant number of vacancies can be left behind by the quickly advancing 

solidification front.  The lattice distortions associated with the transient laser-induced 

stresses and the quasi-static uniaxial thermal expansion of the surface region may also 

affect the elementary processes responsible for the generation and mobility of the point 

defects [67].  A more detailed analysis of the relative contribution of different factors to 

the generation and evolution of the defect structures in short pulse laser processing is the 

subject of our ongoing work. 

5.4.4 Long-term evolution of the vacancy configuration 
 
 To evaluate the possible long-term evolution of the vacancies generated in the 

surface region of the irradiated target, we calculate the diffusivity of a vacancy and 

estimate the characteristic diffusion length of a vacancy during the cooling process.  The 

diffusion coefficient of a vacancy, Dv, is calculated based on a series of MD simulations 

performed for BCC crystals containing a single vacancy at several temperatures in the 

range from 1000 to 1500 K.  The diffusion coefficient for each temperature is calculated 

using the Einstein relation, ( ) ( )
0,

2

006
1

ti
iiv tRttR

t
D

rr
−+= , where ( )tRi

r
 is the vacancy 

position at time t in the ith simulation.  The averaging over starting times t0 along the MD 

trajectories is used to improve statistical accuracy of the calculation.  Fitting the values of 

the diffusion coefficient obtained for different temperatures to the Arrhenius dependence, 

( ) ( )TkEDTD B
m
vvv −= exp0 , yields the vacancy migration energy m

vE = 0.81 eV and the 
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pre-exponential factor 0
vD = 0.39×10-2 cm2/s.  The value of the migration energy 

predicted with the EAM Cr potential is higher that the values of 0.70 eV [27] and 0.73 eV 

[29] predicted with MEAM Cr potential, but is somewhat lower than the value of 0.91 eV 

evaluated in DFT calculations [57] and the experimental value of 0.95 eV [35]. 
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Figure 5-10.  Long term evolution of the surface temperature, vacancy diffusion 

coefficient, and vacancy diffusion length (root mean square displacement of vacancies) in 

the surface region of a bulk Cr target irradiated with a 200 fs laser pulse at an absorbed 

fluence of 638 J/m2 during the late stage of the cooling process, starting from 500 ps after 

the laser pulse.  The temperature is obtained by numerical integration of the heat 

conduction equation, starting from the temperature profile predicted in the TTM-MD 

simulation at the time of 500 ps.  Surface temperature variation during the first 500 ps is 

shown in Fig. 5-4. 
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The knowledge of the vacancy diffusivity at different temperatures allows us to 

back-calculate the vacancy jump rates.  For random thermally-activated jumps to the 

nearest neighbor lattice sites, the jump rate can be calculated as 22
1 /8/6/1 aDrD vv ==τ , 

where ar 431 =  is the nearest neighbor distance in the BCC lattice and τ is the 

characteristic time between jumps of a vacancy.  For the surface temperature of 1180 K 

predicted in the TTM_MD simulation for 500 ps after the laser pulse, Fig. 5-4, the above 

equation gives 1/τ = 37 GHz, or τ = 27 ps, explaining the slow pace of changes in the 

vacancy configuration observed during the last hundred picoseconds of the simulation. 

 To extend the estimations beyond the duration of the TTM-MD simulation, we 

take the temperature profile predicted at the end of the simulation, 500 ps after the laser 

pulse, and follow the further temperature evolution in the target by numerically solving a 

one-dimensional heat conduction equation in a wide region of the target extending up to 

10 μm, where the temperature is fixed at 300 K.  All the active exothermic or 

endothermic structural transformations in the surface region of the target are ceased by 

500 ps, making the description of the long-term temperature evolution by the heat 

conduction equation adequate.  A contribution of the heat conduction in the radial 

directions can be expected to increase with time and the cooling rate predicted by the 

one-dimensional heat conduction equation can be considered to be the lower-end estimate 

corresponding to the infinitely large laser spot size.  The solution of the heat equation 

predicts that the surface temperature drops down to 900 K by 835 ps, 700 K by 1.65 ns, 

500 K by 6.1 ns, and 350 K by 95 ns after the laser pulse, as shown in Fig. 5-10. 

 The knowledge of the temperature evolution in the surface region of the target 

and the temperature dependence of the vacancy diffusion coefficient allows us to predict 
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the extent of the rearrangements the vacancy configuration generated by the end of the 

TTM-MD simulation would undergo during the remaining part of the cooling process.  

The root mean square displacement of vacancies during the cooling process can be 

estimated by integrating the Einstein relation over the cooling time, with the result of the 

integration shown in Fig. 5-10.  The average diffusion length traveled by a vacancy 

increases during the time from 0.5 to 1.5 ns and saturates at later times at a level not 

exceeding 0.33 nm.  The saturation of the vacancy diffusion length occurs when the 

temperature drops below 700 K and the vacancy diffusion coefficient, Dv, drops below 

10-8 cm2/s.  The relatively small, on the order of an interatomic distance, vacancy 

diffusion length after 500 ps suggests that the configuration of mostly individual 

vacancies observed at the end of the TTM-MD simulation, Fig. 5-8, is unlikely to 

undergo any significant changes during the remaining part of the cooling process. 

 The high supersaturation of the surface region of the target with vacancies can 

lead to slow atomic rearrangements and eventual vacancy clustering at longer times.  

Indeed, the binding energies of compact three-dimensional clusters [62] and vacancy 

loops [61,68] increase with the cluster size and the stability of the clusters increases with 

decreasing temperature.  The formation of vacancy clusters can be accelerated by 

annealing at an elevated temperature or by reheating of the target in the multi-pulse laser 

irradiation regime.  The long term structural evolution of the surface region is defined by 

the mobility of vacancy clusters that is not fully understood at this time [69] and depends 

on the types of the clusters.  In particular, the vacancy clusters can transform into small 

glissile dislocation loops exhibiting one-dimensional thermally activated motion [61,63] 

or can become immobile compact/spherical nanovoids [62]. 
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(a) 

 

(b) 

Figure 5-11.  Contour plots of the spatial and temporal evolution of (a) temperature and 

(b) pressure in a TTM-MD simulation of a bulk Cr target irradiated with a 200 fs laser 

pulse at an absorbed fluence of 425 J/m2.  Laser pulse is directed along the Y axes, from 

the top of the contour plots.  Red solid line separates the continuum (TTM) and atomistic 
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(TTM-MD) parts of the computational system.  Black dashed line marks the depth of the 

region where stacking faults are observed.  

 

The accumulation of vacancies, vacancy clusters, and generation of nanovoids in 

multi-pulse irradiation regime may weaken the material and result in the incubation effect, 

when the laser fluence threshold for ablation/damage decreases significantly with 

increasing number of laser pulses applied to the same area, e.g. [70,71,72,73,74].  In 

particular, the generation of sub-surface defects may reduce the ability of material to 

withstand the dynamic loading associated with the laser-induces stress wave, Fig. 3b, 

leading to the decrease of the fluence threshold for photomechanical spallation [14] of the 

target in the multi-pulse irradiation regime.  The decreased stability of the surface region 

supersaturated with vacancies against melting [44,75,76] may result in the increase in the 

depth of the region affected by the transient melting and, in turn, facilitate generation of 

the higher densities of the surface defects by subsequent laser pulses.  The effect of the 

vacancy generation may be also tuned to a useful account, providing avenues for 

controlled redistribution/incorporation of impurities or mixing/alloying in multi-

component/composite targets. 

5.4.5 Simulation at laser fluence below the threshold for surface melting 
 
 To study the effect of the laser fluence on the structural changes in the surface 

region of the target, an additional simulation has been performed at a lower fluence of 

425 J/m2.  The overall picture of the evolution of the lattice temperature and pressure in 

the surface region of the target, Fig. 5-11, is similar to the one discussed above for the 

higher fluence, Fig. 5-3.  The maximum temperature of 2140 K, reached at the surface of 
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the target at 5 ps, however, is below the equilibrium melting temperature of the model 

EAM Cr material, 2381 K, and no surface melting takes place.  The lower temperatures 

result in the lower levels of the compressive and tensile stresses, with the latter does not 

exceeding -1.5 GPa. 

 Similarly to the higher fluence simulation discussed above, the expansion of the 

lattice associated with the unloading tensile wave causes multiple internal shifts in the 

surface region of the target and generation of stacking faults along {110} planes, Fig. 5-

12.  The depth of the region where the stacking faults are observed in this simulation, 

however, does not exceed 45 nm and the stacking faults quickly disappear as soon as the 

tensile stress wave leaves the surface region of the target.  Visual analysis of the 

snapshots of atomic configurations, shown in Fig. 5-12, indicates that the stacking faults 

completely disappear by 30 ps.  Moreover, not a single point defect is generated in this 

simulation.  This observation suggests that the generation of stable crystal defects and 

possible accumulation of damage in multi-pulse irradiation regime, discussed above for 

the higher-fluence simulation, take place only at or above the threshold fluence for 

surface melting. 
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 10 ps 20 ps 30 ps 

Figure 5-12.  Snapshots of the surface regions of atomic configurations obtained in a 

TTM-MD simulation of a bulk Cr target irradiated with a 200 fs laser pulse at an 

absorbed fluence of 425 J/m2.  The snapshots are taken along the [ ]011  view direction 

and are shown down to the depth of 15 nm below the level of the initial surface.  The 

configurations are quenched to 0 K in order to reduce thermal noise in atomic positions 

and energies.  The same coloring scheme as in Figs. 5-5 and 5-8 is used here, with atoms 

that have energies below -3.99 eV blanked to expose crystal defects. 

5.5 Summary 

 A detailed analysis of the structural changes in a surface region of a BCC Cr 

target irradiated by a femtosecond laser pulse is performed based on the results of large-

scale atomic-level simulations.  The simulations are enabled by a new parameterization 

of EAM potential for Cr, which provides a computationally efficient yet sufficiently 

accurate description of the structural and thermodynamic properties of the real Cr.  Some 
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of the parameters of the model EAM Cr material, such as vacancy migration energy, 

temperature dependence of the elastic moduli, and the equilibrium melting temperature, 

are calculated and related to experimental data and predictions of DFT calculations.  A 

description of the laser excitation of conduction band electrons, electron-phonon coupling, 

and electron heat conduction in the irradiated target is included in the computational 

model by incorporating a continuum description of the evolution of the electron 

temperature into the atomistic MD method. 

 A combined effect of the fast temperature variation and strong thermoelastic 

stresses produced by the laser energy deposition cause both transient structural changes 

and the generation of permanent crystal defects in the surface region of the irradiated 

target.  The transient structural changes include fast surface melting and resolidification, 

as well as the generation of a high density of stacking faults along {110} planes.  At an 

absorbed laser fluence of 638 J/m2, the surface melting and subsequent epitaxial 

resolidification affects only a thin ~3.5 nm layer of the target and the resolidification 

process is completed by the time of 85 ps after the laser pulse.  The stacking faults appear 

as a result of internal shifts in the crystal undergoing a rapid uniaxial expansion in the 

direction normal to the irradiated surface.  The growth of the region where the stacking 

faults are observed follows closely the propagation of the tensile component of the laser-

induced stress wave.  The stacking faults are unstable and quickly disappear when the 

tensile stress wave leaves the surface region and the lattice deformation partially relaxes. 

 An important prediction of the simulations is that a high density of vacancies, on 

the order of 10-3 per lattice site, can be produced in the surface region of the irradiated 

target at laser fluences close or above the surface melting threshold.  The thermally-
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activated generation of vacancy-interstitial pairs during the laser-induced temperature 

spike, when the crystalline part of the target can be transiently overheated up to more 

than 20% above the equilibrium melting temperature [12,51,46,77], serves as the initial 

source of the point defects.  Due to the high mobility of self-interstitials, they quickly 

escape to the melting front or the free surface of the target, leaving behind a large number 

of vacancies.  A significant number of vacancies can also be produced at the advancing 

solid-liquid interface during the fast resolidification process.  The strong temperature 

gradient created in the surface region of the target by femtosecond laser irradiation, and 

associated ultrafast cooling rates exceeding 5×1012 K/s at the time of resolidification (Fig. 

5-4), provide the conditions for stabilization of the highly non-equilibrium vacancy 

concentration.  The cooling rate, together with the original microstructure and presence of 

impurities, controls the long-term evolution of the defect structures. 

 The generation of vacancies and vacancy clusters may result in damage 

accumulation, generation of nanovoids, and degradation of the mechanical properties of 

the surface region of the target in the multi-pulse irradiation regime.  The generation of 

crystal defects may be, thus, related to the incubation effect observed in laser ablation and 

damage [70,71,72,73,74].  The high density of vacancies generated in the surface region 

should also play an important role in redistribution of impurities or mixing/alloying in 

multi-component or composite targets.  The small depth of the region where the defects 

are generated may provide avenues for controlled nanoscale modification of material 

properties. 
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6. Generation of Crystal Defects in Short Pulse Laser 
Interaction with FCC Ni 

 

6.1 Introduction 

Short pulse laser interaction with materials is finding an increasing use in a 

diverse area of applications ranging from advanced materials processing, cutting, drilling, 

surface micro- and nano-structuring, to laser surgery and artwork restoration.  In 

particular, surface modification technique using short pulse laser irradiation has been 

employed in many modern processing and fabrication, such as surface alloying, 

annealing, and hardening, e.g. [1 ,2 ,3 ,4].  Further optimization of the experimental 

conditions suitable for modification of the irradiated surfaces requires a detailed 

understanding of the microscopic mechanisms responsible for the structural changes in 

the materials.  However the transient nature of the ultrafast structural transformations 

occurring under conditions of steep temperature gradients and high stress variations 

brought by the short pulse laser irradiation makes the investigation challenging. 

Large scale atomic level simulations employing molecular dynamic (MD) method 

provides an intriguing opportunity for studying the ultrafast laser-induced structure 

changes occurring within the time- and length-scales that are readily achieved by the 

classical MD technique.  Indeed, MD simulations have been successfully carried out for 

investigating the microscopic mechanisms of laser-induced melting [ 5 , 6 , 7 ], 

photomechanical spallation [8,9], and ablation [10,11,12,13,14,15] in several metal 

targets.  In addition, the generation of crystal defects in a body centered cubic (BCC) Cr 

target irradiated by a 200 fs, laser pulse has been recently investigated in large scale MD 
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simulations [16].  It is shown that in BCC Cr a large concentration of vacancies is created 

within the surface region of the irradiated target after the resolidification, whereas 

stacking faults, appearing due to internal shifts in the crystal undergoing a rapid uniaxial 

expansion, are energetically unstable and disappear shortly after the laser-induced tensile 

stress wave leaves the surface region of the target.  Although it is clear that for a face 

centered cubic (FCC) crystal the generation of dislocations is easier as compared to BCC 

crystals and the dislocations could be activated in four different {111} slip planes, the 

atomic-level mechanisms leading to the possible generation of the crystal defects in FCC 

metals under short pulse laser irradiation remains largely unknown. 

In this study, we will investigate the generation of crystal defects in the surface 

region of an FCC metal, Ni, irradiated by a 1 ps laser pulse.  Large scale MD simulations 

are performed at laser fluences chosen to be above the threshold for the onset of surface 

melting, but well below the ablation threshold for Ni.  This choice of the range of 

fluences is made to avoid any significant removal of the material since in this study we 

are focusing on the microstructure changes in non-ablative laser surface modification.  

The conditions leading to the generation of transient structural changes are discussed 

based on the simulation results and numerical analysis of the stacking fault stability in the 

FCC structure.  The computational approach used in the simulations is briefly described 

below, in Section 6.2.  The results of the simulations of the generation of crystal defects 

in the surface region of a bulk Ni target irradiated by a short laser pulse are presented and 

discussed in Section 6.3 and summarized in Section 6.4. 
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6.2 TTM-MD model for laser interaction with Ni 

In this section, we will briefly discuss the computational model used in the 

simulations of short pulse laser irradiation of a bulk Ni target.  The computational model 

is based on the well-known two-temperature model (TTM) [17 ] and combines the 

classical MD method with a continuum description of the laser excitation and subsequent 

relaxation of the conduction band electrons.  The TTM consists of two coupled nonlinear 

differential equations that describe the time evolution of the lattice and electron 

temperatures.  In the combined model (TTM-MD), the MD method substitutes one of the 

TTM equations for the lattice temperature in the surface region of the target, where the 

laser-induced structural and phase transformations are expected to take place.  The 

diffusion equation for the electron temperature is solved by a finite difference method 

simultaneously with the integration of the equations of motion of atoms in MD.  To 

account for the energy exchange between the electrons and the lattice, a coupling term is 

added to the MD equations of motion for atoms.  While the TTM accounts for the laser 

energy deposition in the electron system, the energy exchange between the electrons and 

phonons, and the fast electron heat conduction in metals, the representation of the surface 

region of the target through MD provides a detailed atomic-level information of laser-

induced structural and phase transformations.  A complete description of the TTM-MD 

model is given elsewhere [5].   

Here we provide the details of the computational setup for the simulation of laser 

interaction with a bulk Ni target.  The computational domain in the TTM-MD model 

consists of two parts: atomistic (TTM-MD) part and continuum (TTM).  The atomistic 

part of the model corresponds to the top 100 nm surface region of the Ni target and is 
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composed of 1 811 200 atoms initially arranged in an FCC crystalline lattice with 

dimensions of 14.1 nm × 14.1 nm × 100 nm.  Periodic boundary conditions are applied in 

the directions parallel to the (100) free surface of the target.  In order to correctly 

reproduce the propagation of the laser-induced pressure wave from the surface region of 

the target through the boundary between atomistic part and the continuum part of the 

model, a dynamic non-reflecting boundary condition [18,19] is applied at the bottom of 

the MD computational cell.  In addition, the energy carried away by the pressure wave is 

monitored to allow for control over the total energy conservation in the combined model.  

In the continuum part of the model, the evolution of the electron and lattice temperatures 

is described by the two coupled equations of the conventional TTM.  The size of the 

continuum (TTM) region, below the atomistic part, is chosen to be 1 μm, so that little 

changes in the electron and lattice temperatures are observed at the bottom of the 

continuum region during the time of the simulations.  Before the laser irradiation, the 

system is equilibrated at 300 K for 50 ps. 

The parameters used for Ni in the TTM equation for the electron temperature are 

as follows [20].  The electronic heat capacity is Ce = γTe with γ = 1063 Jm-3K-2, the 

electron-phonon coupling constant is G = 3.6×1017 Wm-3K-1, and the dependence of the 

electron thermal conductivity on the electron and lattice temperatures is described as Ke = 

K0Te/Tl with K0 = 91 Wm−1K−1.  In order to describe the absorption of a 1 ps laser pulse 

inside the target, a source term with a Gaussian temporal profile and exponential 

attenuation of laser intensity with depth under the surface (Beer-Lambert law) is added to 

the TTM equation for the electron temperature.   
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(a) 

 

(b) 
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Figure 6-1. Generalized stacking fault energy, GSFγ , of EAM Ni for a )111(  slip plane as 

a function of the magnitude of the fault vector : (a) ]112[
6
1

×= Xuv  and (b) 

]211[
6
1

×= Xuv , where the degree of the uniaxial expansion of the lattice in [001] 

direction is characterized by the coefficient, α , shown in the figure.  

 

Contrary to the unstable intrinsic stacking faults in {110} planes in the BCC 

structure [21,22], dislocations can be activated in four different active {111} slip planes 

by emission of Shockley partial dislocations, leaving stable stacking faults behind.  This 

is noted by the local minimum in the generalized stacking fault energy curve shown in 

Fig. 6-1 for zero uniaxial expansion at the place where the displacement vector reaches 

the distance corresponding to the Burgers vector for a Shockley partial dislocation in 

FCC: a/6<112>.  The generalized stacking fault energy curves for ]112[  and ]211[  

direction, shown in Fig. 6-1, are calculated for the FCC Ni for various degrees, 0-7%, of 

the uniaxial expansion.  Similar to the stacking fault stability analysis done by Vitek 

[21,22], the calculations of the generalized stacking fault energy curves are done in a 

4000 atom simulation cell that is divided into two parts by the )111(  plane with one half 

of the cell kept fixed and the other half of the cell displaced in the ]112[  or ]211[  

direction in small increments.  After each incremental displacement, the relaxation of 

atoms is done along the direction perpendicular to the slip plane, [111].  After the 

relaxation, the generalized stacking fault energy is obtained by dividing the difference 

between the energy of the displaced system and the energy of a perfect lattice by the area 

of the slip plane.  For a perfect FCC lattice, the intrinsic stacking fault energy obtained 
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for EAM Ni is 0.110 J/m2, in a reasonable agreement with the experimental value for the 

intrinsic stacking fault energy for Ni, 0.125 J/m2 [23], values calculated using various 

EAM potentials for Ni, 0.125 J/m2 [24] and 0.129 J/m2 [25] as well as the density 

functional theory (DFT) results, 0.137 J/m2 [26], 0.183 J/m2 and 0.145 J/m2 [27].  As 

shown in Figure 1, the uniaxial expansion of the lattice in [001] direction leads to the 

decrease in both the maximum value in the generalized stacking fault energy curve 

(unstable stacking fault energy defined by Rice [28]) and the intrinsic stacking fault 

energy at X=1.  This suggests that it is relatively easier to create stacking faults by 

shearing the crystal in a highly uniaxially deformed FCC lattice than in a perfect one.  It 

is also worth to point out that, due to the anisotropic lattice expansion, the stacking fault 

energy curves vary in slightly different ways for two displacement directions, ]112[  and 

]211[ , as shown in Fig. 6-1.   

The laser-induced structural changes and crystal defects in the target are identified 

with the help of the centrosymmetry parameter [ 29 ] calculated for each atom, 

26
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, where Ri and R-i are the a pair of vectors that connect to opposite 

nearest neighbors in the FCC lattice for a given atom.  For a perfect FCC lattice, there are 

six pairs of these nearest neighbors.  The value of the centrosymmetry parameter provides 

a measure of the local atomic environment of an atom away from the FCC 

centrosymmetry.  For reference, the centrosymmetry parameter is zero for atoms with a 

perfect FCC surrounding whereas for liquid atoms, the parameter is well above zero due 

to the disordered structure.  For crystal defects such as vacancy, interstitials, stacking 

faults and partial dislocations, the centrosymmetry parameter lies between the values for 
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perfect lattice and the liquid structure.  For instance, point defects (vacancy/interstitial) 

will lead to nonzero centrosymmetry parameter of atoms surrounding the point defect.  

Using the lattice constant of EAM Ni at 300 K, 3.53 Å, it can be verified that stacking 

faults bounded by two Shockley partial dislocations with the Burgers vector b=a/6<112> 

have a centrosymmetry parameter of 6.2 Å2.  Following the laser irradiation, uniaxial 

expansion of the lattice will lead to slight changes in the centrosymmetry parameters of 

the stacking faults and partial dislocations as the lattice spacing is changing.  One can use 

this parameter for distinguishing the crystalline and disordered/liquid regions in the 

melting and resolidification processes.  To avoid the contribution from the thermal 

motions of atoms to the value of the centrosymmetry parameter, the atomic 

configurations obtained from the simulation are quenched for a period of 2 ps to quickly 

remove the kinetic energy of the system.  During these quenching simulations, the atoms 

are allowed to relax only to their local energy minima while most of the kinetic energy of 

the system is removed.  The short time of the quenching procedure ensures that the 

transient structure of the system is captured by the analysis based on the centrosymmetry 

parameter.   

6.3 Simulation results and discussions 

In this section, transient structural changes including the appearance of crystal 

defects, namely point defects and partial dislocations, in a Ni target irradiated with a 1 ps 

laser pulse are investigated based on the results of large-scale TTM-MD simulations 

performed at three absorbed laser fluences of 400, 430 and 645 J/m2.  For all three 

fluences, partial dislocations and stacking faults are found to appear during the initial 
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stage of the relaxation of laser-induced thermoelastic stresses and remain in the surface 

region of the target, along with a large concentration of vacancies, after the 

resolidification process.  

 

(a) 
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(b) 

 

(c) 

Figure 6-2. Contour plots of the spatial and temporal evolution of (a) temperature, (b) 

pressure and (c) von Mises stress in a TTM-MD simulation of a bulk Ni target irradiated 

with a 1 ps laser pulse at an absorbed fluence of 400 J/m2.  The laser pulse is directed 

along the Y axes, from the top of the contour plots.  The red solid line in (a) and (b) 

separates the continuum (TTM) and atomistic (TTM-MD) parts of the computational 

system.  The red dashed line marks the maximum depth of the location where stacking 

faults and partial dislocations are observed.  The black solid line separates the transiently 

melted surface region from the solid bulk of the target. 

6.3.1 Generation of crystal defects during resolidification 
 

Due to the small heat capacity of electrons as compared to the lattice, the laser 

energy absorption by the conduction band electrons creates a strongly non-equilibrium 

between the electrons and the lattice, in which the electron temperature is much higher 
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than the lattice one.  The energy transfer from the hot electrons to the lattice vibrations 

due to the electron-phonon coupling could lead to the fast increase in the lattice 

temperature in the surface region of the target.  The fast lattice heating within a few ps, 

occurring under conditions of the inertial stress confinement [30], results in the buildup 

of strong compressive stresses in the surface region of the irradiated target.  The 

evolution of the temperature and pressure in the surface region of a bulk Ni target 

irradiated by a 1 ps pulse at an absorbed fluence of 400 J/m2 is illustrated by the contour 

plots in Fig. 6-2 (a-b).  The value of pressure, shown in Fig. 2b, is obtained from the three 

principal components of the stress tensor, P = -(σxx + σyy + σzz)/3.  Since a typical laser 

spot diameter is on the order of ~100 μm, the fast relaxation of the laser-induced 

thermoelastic stresses can only proceed in the direction normal to the surface.  As the 

compressive stresses relax through the propagation of the compressive pressure wave into 

the bulk region of the target, the lattice experiences an uniaxial expansion of the lattice in 

the direction perpendicular to the free surface, leading to the development of an 

unloading (tensile) wave.  An interesting observation in the pressure plot shown in Fig. 6-

2(b) is that at ~20 ps after the laser pulse the unloading tensile stresses are reduced in the 

region ~10-20 nm below the surface.  This could be related to the appearance of partial 

dislocations and stacking faults as shown in a series of snapshots of the atomic 

configurations at 15, 20 and 25 ps in Fig. 6-3.  As the crystal undergoes a rapid uniaxial 

expansion in the direction normal to the irradiated surface, the partial dislocations and 

stacking faults occur as a result of internal shifts of the crystal along {111} planes.  The 

plastic deformation reduces the level of the tensile stresses in the unloading wave.  The 
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tensile stresses increase again as the unloading wave moves away from the region 

affected by the plastic deformation. 

 

15 ps    20 ps    25 ps 
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50 ps    100 ps    150 ps 

 

200 ps    215 ps    400 ps 
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Figure 6-3. Snapshots of the atomic configurations in a TTM-MD simulation of a bulk 

Ni target irradiated with a 1 ps laser pulse at an absorbed fluence of 400 J/m2.  Only 

atoms with the value of the centrosymmetry parameter, Φ, higher than 0.5 are shown in 

the figure.  Red atoms are located at the free surfaces while blue and green atoms 

correspond to atoms that have a defected local atomic environment within the first 

nearest neighbor distance.  In particular, mono-vacancies show up as clusters of 12 atoms 

since these atoms have non-zero values of the centrosymmetry parameter due to the 

absence of one atom in their first nearest neighbor shells.  Blue atoms are located along 

the partial dislocation core while green atoms bounded by the blue atoms correspond to 

the stacking faults which are left behind by the Shockley partial dislocations. The 

configurations are quenched to 0 K in order to reduce thermal noise in calculating the 

centro-symmetry parameter.  The atomic configuration is shown down to the depth of 31 

nm in the target. 

 

In order to characterize the plastic deformation in the target induced by the 

relaxation of laser-induced stresses, we calculate the von Mises stress, vmσ , which has 

been shown to be a good indicator of the onset of plastic deformation under conditions of 

shock loading [31] and nanoindentation [32].  The von Mises stress is defined in Eq. (6.1) 

[ ]2222 )()()(
2
1

xxzzzzyyyyxxvM σσσσσσσ −+−+−=     (6.1) 

As seen in Fig. 6-2(c), the anisotropic lattice deformation resulted from the 

unloading tensile pressure wave leads to the buildup of the von Mises stress in the target.  

For instance, at ~5 nm below the original surface the von Mises stress reaches ~3.9 GPa 

at ~10 ps.  However the high von Mises stress accumulated within ~10 nm below the 
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surface quickly relax within a few ps.  The transition of the magnitude of the von Mises 

stress from high values, on the order of a few GPa, to nearly zero is related to the 

structural transformations occurring in this region.  At 20 ps, a large density of 

dislocations and stacking faults, as well as many small liquid nuclei, appear in this region 

as shown in the snapshot of the atomic configuration in Fig. 6-3.  This also suggests that 

plastic deformation initiates when the von Mises stress exceeds the critical yield stress as 

a result of uniaxial tension. 

 

 

Figure 6-4. Rough morphology of the melting front at 50 ps in a TTM-MD simulation of 

a bulk Ni target irradiated with a 1 ps laser pulse at an absorbed fluence of 400 J/m2.  

Only atoms with a local FCC atomic surrounding are shown (Φ< 0.5) while defected or 
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liquid atoms are blanked.  The atomic configuration is shown down to the depth of 20 nm 

in the target. 

 

It is important to point out that at later time the von Mises stress also achieves the 

level as high as ~3.5 GPa at ~30 nm below the original surface where no stacking faults 

or dislocations are observed in the atomic snapshot.  This is probably due to the fact that 

the stress is not high enough to create stacking faults and dislocations without preexisting 

dislocation sources or defects in this region.  The situation is quite different in the region 

close to the melting front where the melting front could act as the nucleation site for the 

dislocation emission.  Furthermore, thermal softening of the crystal due to the elevated 

temperature, Fig. 6-2(a), and the generation of a large amount of point defects in the 

target as shown in the snapshots could also facilitate the appearance of the dislocations 

and stacking faults in this region.  The thermal softening also reduces the image forces 

that resist the emission of the dislocation. 
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Figure 6-5.  A close snapshot of the atomic configuration of defects at 400 ps in a TTM-

MD simulation of a bulk Ni target irradiated with a 1 ps laser pulse at an absorbed 

fluence of 400 J/m2. 

 

The snapshots of the atomic configurations shown in Fig. 6-3 demonstrate that the 

processes of generation of crystal defects and melting are intertwined during the first ~25 

ps after the laser pulse.  The active generation of point defects and partial dislocations in 

the transiently strained and overheated surface region of the target is clearly assisting the 

melting process, which continues in a highly defected region even after the temperature 

drops below the equilibrium melting temperature of the EAM Ni (1439 K) at ~40 ps.  

The melting process proceeds selectively in the regions of highest defect densities, 
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leading to the complex non-planar morphology of the “melting front” as shown in Fig. 6-

4.   

At the time of the beginning of the recrystallization process, ~70 ps, there is a 

pattern of partial dislocations immobilized by sessile stair rod dislocations [23] formed as 

a result of the interaction of dislocations propagating along different {111} glide planes.  

For example, the dislocation observed at the highest depth in snapshots starting from 50 

ps is located at the [ ]110  intersection of )111( and )111(  glide planes.  The retreating 

melting front leaves behind dislocations that extend down to the surface by the time of 

200 ps.  Shortly after that time, these dislocations separate from the one located at ~11 

nm, quickly retreat to the surface and disappear. 

While the remaining configuration of partial dislocations undergoes only slight 

variations from 215 ps to 400 ps, the generation of a large number of vacancies in the 

surface region is also observed during the resolidification, Fig. 6-5.  We compare the 

snapshots at 400 ps and 600 ps in the extended simulation and find that the configuration 

of these vacancies does not undergo any significant changes during the period of 200 ps.  

This could be explained by the fast cooling of the surface region due to the heat 

conduction into the bulk of the target.  As the surface temperature drops, Fig. 6-2(a), the 

mobility of the remaining vacancies becomes very small, as expected from the Arrhenius 

temperature dependence of the vacancy diffusion, similar to the case for BCC Cr [see 

Chapter 5 and Ref. 16].  Therefore, the ultrafast cooling rate (on the order of 1012 K/s), 

measured from the surface temperature of the target, ensures the high supersaturation of 

the surface region of the target with vacancies, which are unlikely to undergo any 

significant motions during the rest of the cooling process.   
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 The remaining crystal defects in the surface region of the irradiated target could 

influence the mechanical properties of the surface region and could play an important 

role in the incubation effect often observed in multi-pulse irradiation regime 

[33,34,35,36,37].  At the same time, the presence of a high concentration of vacancies in 

the surface region of the target may play a role in atomic mixing/alloying in multi-

component/composite materials. 

 

(a) 
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(b) 

 

(c) 

Figure 6-6. Same as in Figure 6-2 but with absorbed laser fluence of 430 J/m2. 
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6.3.2 Emission of partial dislocation at higher laser fluences 
 

As the absorbed laser fluence of the laser pulse increases, it is observed that the 

melting front goes deeper into the target as more energy is supplied for the melting 

process in the surface region of the target.  As expected, the melting brings the von Mises 

stress within the liquid region down to zero as seen from Fig. 6-6, whereas the 

propagation of a partial dislocation also decreases the level of von Mises stress.  It can be 

seen that in the region between the melting front and the front of the partial dislocations, 

marked by the red dashed line in Fig. 6-6(c), there are still rather strong von Mises 

stresses, ~2 GPa, from 50 to 100 ps.  The less significant, as compared to the simulation 

discussed above (Fig. 6-2(c)), reduction of von Mises stresses in the region below 15 nm 

can be explained by the fact that this reduction is caused by propagation of a single 

partial dislocation, Fig. 6-7.  At later times, this partial dislocation slowly retreats towards 

the surface due to the gradual cooling of the lattice as well as the reduction in the uniaxial 

lattice expansion.   

It is interesting to note that a stacking fault stripe corresponding to a dissociated 

dislocation appears during the resolidification at ~15 nm.  The atomic snapshots show 

that the dislocation has a zig-zag shape and bends over from one glide plane to another, 

similar to the dislocation observed in the simulation discussed in Section 6.3.1.  Each 

transition from one glide plane to another is associated with a sessile stair-rod dislocation 

that immobiles the dissociated dislocation at the depth where it is created. 
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20 ps    30 ps    40 ps 

 

50 ps    100 ps    150 ps 
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200 ps    800 ps    1540 ps 

Figure 6-7. Same as in Figure 6-3 but with absorbed laser fluence of 430 J/m2.  The 

atomic configuration is shown down to the depth of 31 nm in the target. 

 

In the simulation performed at the highest fluence in this study, 645 J/m2, a large 

number of partial dislocations and stacking faults are propagating ahead of the melting 

front during 25-35 ps, as shown in Fig. 6-9.  This observation can be related to high 

tensile stresses, up to ~-4 GPa, in this region.  The calculation of the generalized stacking 

fault energy curves, shown in Fig. 6-1, indicates that the barrier for the formation of the 

stacking faults in the target is significantly reduced at high uniaxial expansion.  As a 

result, partial dislocations are emitted in those directions, for which the residual shear 

stress is high, on four (111) glide planes in the FCC structure, leaving multiple stacking 

faults behind the dislocations (25-35 ps in Fig. 6-9).   
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(c) 

Figure 6-8. Same as in Figure 6-2 but with absorbed laser fluence of 645 J/m2.  

 

In order to characterize the stress state inside the target, we calculate the 

maximum shear stress to the slip system with both slip plane and slip direction oriented at 

45°to the [001] direction at 50 and 100 ps, as shown in Fig. 6-10.  The shear stress is 

taken as the form described in Eq. (6.2).   

[ ])(5.0
2
1

yyxxzzshear σσσσ +−=        (6.2) 

Fig. 6-10 clearly shows that there is a sharp drop of the shear stress behind the 

front of the propagating dislocations, indicating that the propagation of dislocations 

effectively reduces the shear stress.  The gradual decrease of the shear stress in front of 

the dislocation at 100 ps is related to the decreasing residual thermoelastic stresses that 

remain in the surface region of the target after the laser-induced stress wave leaves this 
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region.  This is directly reflected in the distribution of three principal components of the 

stress tensor in Ni at 150 ps, shown in Fig. 6-11.  As can be seen, the principle 

component of the stress tensor corresponding to the direction perpendicular to the surface 

of the irradiated target, σzz, is fluctuating around zero throughout the region ~100 nm 

below the surface, while the other two principle components have nonzero values due to 

the residual lattice heating under conditions of the lateral confinement. 

 

 
25 ps    30 ps    35 ps 
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40 ps    50 ps    80 ps 

 
100 ps    115 ps    125 ps 
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135 ps    150 ps     200 ps 

Figure 6-9. Same as in Figure 6-3 but with absorbed laser fluence of 645 J/m2.  The 

atomic configuration is shown down to the depth of 72 nm in the target. 

 

From the inspection of the atomic configuration in Fig. 6-9 along with the von 

Mises stress plot in Fig. 6-8(c), it can be seen that the propagation of two dislocations 

deeper into the target reduces the von Mises stresses down to about zero.  One of the 

partial dislocations is followed by a trailing partial that propagates in the same plane and 

removes the stacking fault, as can be seen from the series of snapshots in Fig. 6-9.  By 

135 ps, we observe a configuration where a partial dislocation propagating along )111(  

plane is moving together with a complete dislocation dissociated into two partials.  The 

Burgers vector of the dissociated dislocation can be identified from the atomic 



 

 

291

arrangement in Fig. 6-12.  It is clear that it is a perfect dislocation with a Burgers vector 

of [ ]1012a , dissociated into two Shockley partial dislocations.  The fast motion of the 

propagating dislocation reflects the glissile nature of the Shockley partial dislocations of 

the type >< 112
6
1  on {111} planes.   

 

Figure 6-10. The distribution of the shear stress at 50 and 100 ps in Ni irradiated by a 1 

ps laser pulse at an absorbed fluence of 645 J/m2.  Dashed line marks the solid-liquid 

interface at 50 and 100 ps that separates the solid from the melted region.  Black and red 

arrows indicate the front of propagating partial dislocations at 50 and 100 ps, respectively. 
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Figure 6-11. The distribution of the three principal components of the stress tensor, taken 

with a negative sign, at 150 ps in Ni irradiated by a 1 ps laser pulse at an absorbed 

fluence of 645 J/m2.  Dashed line marks the solid-liquid interface at 150 ps that separates 

the solid from the melted region. 
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Figure 6-12. The atomic arrangement around a dissociated dislocation at 125 ps in Fig. 

6-9.  Atoms with a perfect FCC local structure are also shown in this figure, while only 

atoms enclosed by the dashed black line are shown in the snapshot of Fig. 6-9.  The 

atomic configuration is viewed along the [ ]101  direction.  The red arrow indicates the 

Burgers vector of [ ]1012a .   

6.4 Summary 

Short pulse laser-induced structural transformations in the surface region of a bulk 

Ni target are investigated through a hybrid computational model that combines the atomic 

level MD method with a continuum description of laser-excited electrons.  The model 

adequately accounts for the laser absorption in the conduction band electrons and 

subsequent hot electron relaxation through the electron-phonon energy transfer and 

electron heat conduction in the irradiated target.  Computer simulations based on this 
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model are performed with three values of absorbed fluences above the threshold for 

surface melting for Ni.   

A detailed analysis of the structural changes in the surface region of the irradiated 

target for all three fluences suggest that Shockley partial dislocations, stacking faults and 

a large number of vacancies are generated in the target after the laser-induced melting 

and resolidification processes.  The appearances of Shockley partial dislocations and 

stacking faults in this region are associated with the strong transient thermoelastic 

stresses induced by the laser irradiation.  Numerical analysis of the generalized stacking 

fault energy of two partial dislocations of the type 1/6<112> reveal that the uniaxial 

expansion of the crystal in the [001] direction leads to an overall decrease in the energy 

barrier for slips in the FCC crystal, supporting the observation of the emission and fast 

propagation of dislocation during the dynamic lattice expansion, followed by a partial 

retreat of the dislocation after the tensile unloading wave leaves the surfaces.  

For the lowest laser fluence applied in the simulation, the partial dislocations in 

the target do not move significantly with respect to the location where they are generated, 

whereas for higher laser fluences strong themoelastic stresses due to the intense laser 

irradiation result in the fast propagation of partial dislocations emitted from the melting 

front away from the surface, leaving the stacking fault behind.  In particular, analysis of 

the stress in the target indicates that the propagation of the two interacting dislocations 

effectively reduce the shear stress remained in the materials, leading to a three 

dimensional relaxed state.  

A significant amount of vacancies are found to appear during the resolidification 

as the solid-liquid interface retreats back to the surface.  The ultrafast cooling rate, on the 
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order of 1012 K/s, helps to stabilize the highly non-equilibrium vacancy concentration.  

For low fluence, vacancies are found to appear below the depth that the melting front can 

reach, whereas for high fluences, in addition to the region where melting and 

resolidification occurs, a number of vacancies also form in the region where partial 

dislocations annihilate and remove the stacking faults.   
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7. Summary 
 

The study of short (femto- and pico-second) pulse laser interaction with metals 

presented in this dissertation has provided rich information of the material response to the 

extreme conditions created by short pulse laser irradiation.  By performing MD 

simulations using a combined atomistic-continuum approach, microscopic mechanisms 

of the ultrafast structural and phase transformation, as well as the generation of crystal 

defects, in the irradiated metals are revealed.  The connections between the electronic 

band structure and the electron temperature dependences of the thermophysical properties, 

namely the electron-phonon coupling and the electron heat capacity, under strong laser-

induced electron-phonon non-equilibrium are established through ab initio electronic 

structure calculations for several representative metals.   

The diffraction profiles and density correlation functions are calculated for 

transient atomic configurations generated in MD simulations of a 20 nm Au film 

irradiated with 200 fs laser pulses of different intensity.  The results of the calculations 

provide an opportunity to directly relate the detailed information on the atomic-level 

structural rearrangements available from the simulations to the diffraction spectra 

measured in time-resolved x-ray and electron diffraction experiments.  Three processes 

are found to be responsible for the evolution of the diffraction profiles.  During the first 

several picoseconds after the laser excitation, the decrease of the intensity of the 

diffraction peaks is largely due to the increasing amplitude of thermal atomic vibrations 

and can be well described by the Debye-Waller factor.  The effect of thermoelastic 

deformation of the film prior to melting is reflected in shifts and splittings of the 
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diffraction peaks, providing an opportunity for experimental probing of the ultrafast 

deformations.  Finally, the onset of the melting process results in complete disappearance 

of the crystalline diffraction peaks.  The homogeneous nucleation of a large number of 

liquid regions throughout the film is found to be more effective in reducing long-range 

correlations in atomic positions and diminishing the diffraction peaks as compared to the 

heterogeneous melting by melting front propagation.  For the same fraction of atoms 

retaining the local crystalline environment, the diffraction peaks are more pronounced in 

heterogeneous melting.  A detailed analysis of the real space correlations in atomic 

positions is also performed and the atomic-level picture behind the experimentally 

observed fast disappearance of the correlation peak corresponding to the second nearest 

neighbors in the FCC lattice during the laser heating/melting process is revealed. 

In addition to the ultrafast laser-induced melting processes in metals, the 

generation of crystal defects in BCC Cr and FCC Ni irradiated by short pulse laser is also 

investigated in large scale TTM-MD simulations.  For BCC Cr, the parameterization of 

the EAM potential is done in collaboration with Prof. R.A. Johnson in the Department of 

Materials Science and Engineering at the University of Virginia.  The potential is tested 

by comparing properties of the EAM Cr material with experimental data and predictions 

of density functional theory (DFT) calculations.  The simulations of a Cr target irradiated 

by a short, 200 fs, laser pulse are performed at laser fluences close to the threshold for 

surface melting.  Fast temperature variation and strong thermoelastic stresses produced 

by the laser pulse are causing surface melting and epitaxial resolidification, transient 

appearance of a high density of stacking faults along {110} planes, and generation of a 

large number of point defects (vacancies and self-interstitials).  The stacking faults 
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appear as a result of internal shifts in the crystal undergoing a rapid uniaxial expansion in 

the direction normal to the irradiated surface.  The stacking faults are unstable and 

disappear shortly after the laser-induced tensile stress wave leaves the surface region of 

the target.  Thermally-activated generation of vacancy-interstitial pairs during the initial 

temperature spike and quick escape of highly mobile self-interstitials to the melting front 

or the free surface of the target, along with the formation of vacancies at the solid-liquid 

interface during the fast resolidification process, result in a high density of vacancies, on 

the order of 10-3 per lattice site, created in the surface region of the target.   

For FCC Ni, TTM-MD simulations are performed at three laser fluences above 

the threshold for surface melting for Ni, but well below the ablation threshold.  A detailed 

analysis of the microstructure changes in the surface region of the irradiated target show 

that Shockley partial dislocations appear in response to the internal stresses in the FCC 

crystal undergoing a fast uniaxial expansion in the direction normal to the irradiated 

surface.  The dislocations are emitted from the melting front and propagate away from 

the surface, leaving the stacking faults behind.  Stacking fault stability analysis for EAM 

Ni suggests that the energy barrier for creating intrinsic stacking faults is reduced under 

uniaxial expansion, facilitating the generation of partial dislocations in the surface region 

of the target irradiated by short pulse laser.  In addition, a large concentration of 

vacancies is found to be present in the surface region after the fast resolidification process.   

The strong supersaturation of vacancies, observed in both BCC Cr and FCC Ni 

after the resolidification in the surface region of the irradiated target, can be related to the 

incubation effect in multi-pulse laser ablation/damage in metals and may play an 

important role in mixing/alloying of multi-component or composite targets.   
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The characteristics of the melting process are also investigated for of a 

nanocrystalline Au film irradiated by a short laser pulse.  In particular, it is shown that a 

complete melting of the nanocrystalline film is achieved at a lattice temperature below 

the equilibrium melting temperature.  In order to explain this behavior, the classical 

nucleation theory is applied for the investigation of the thermodynamic stability of the 

nanoclusters in a liquid environment.  It is shown that the melting process starts at the 

grain boundaries and leads to the decrease of the sizes of the nanocrystalline grains.  As a 

result, due to the contribution of the interfacial energy of grain boundaries to the Gibbs 

free energy of the system, the remaining grains are thermodynamically unstable in a 

liquid environment at a lattice temperature below the equilibrium melting temperature for 

EAM Au.   

Thermophysical properties of metals (electron-phonon coupling, electron heat 

capacity and thermal conductivity) under conditions of strong laser-induced electronic 

excitation are investigated by first principles electronic structure calculations.  

Surprisingly, under strong electron excitations the electron-phonon coupling and electron 

heat capacity are found to undergo large transient variations, deviating from commonly 

accepted descriptions.  It is shown that the strength of the electron-phonon coupling can 

either increase (Al, Au, Ag, Cu, W), decrease (Ni, Pt), or exhibit non-monotonic changes 

(Ti) with increasing electron temperature.  The electron heat capacity can exhibit either 

positive (Au, Ag, Cu, W) or negative (Ni, Pt) deviations from the linear temperature 

dependence.  It is the thermal excitation of the lower d band electrons upon the laser 

irradiation that gives rise to the large variations in these thermophysical properties that 

are found to be very sensitive to the details of the electronic structure of the material.   
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It is illustrated through two sets of simulations, performed with the TTM-MD 

model and continuum TTM equations, that large variations of the thermophysical 

properties for the range of electron temperatures typically realized in femtosecond laser 

material processing applications have important practical implications for quantitative 

computational analysis of ultrafast processes associated with laser interaction with metals.  

A TTM-MD simulation, performed for a 20 nm Au film irradiated with a 200 fs laser 

pulse, demonstrates that the increase in the strength of the electron-phonon coupling at 

high electron temperatures leads to a faster lattice heating, generation of stronger 

thermoelastic stresses, and a significant decrease in the time of the onset of the melting 

process.  The timescale of the melting process predicted in the simulation accounting for 

the thermal excitation of lower d band electrons in Au is in excellent agreement with the 

results of recent time-resolved electron diffraction experiments.  In comparison, a 

simulation performed with commonly used approximations of a constant electron-phonon 

coupling factor and a linear temperature dependence of the electron heat capacity 

significantly overpredicts the time of the beginning of the melting process.  It is also 

shown in TTM simulations of short pulse laser irradiation with a bulk Ni target that the 

temperature dependence of the thermophysical parameters that accounts for the thermal 

excitation of d band electrons leads to higher maximum lattice and electron temperatures 

achieved at the surface of an irradiated Ni target.  And it also brings the threshold 

fluences for surface melting closer to the experimentally measured values as compared to 

the predictions obtained with commonly used approximations of the thermophysical 

parameters.  These results support the importance of accounting for the thermal excitation 

of lower band electrons for realistic modeling of short pulse laser processing in metals. 


