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Introduction 

 The proliferation of the opioid crisis can be traced back to the mid-1990s, when 

manufacturers of opioids began marketing and promoting opioids as safe and non-addictive pain 

treatments. Since 1999, the number of opioid prescriptions in the US has quadrupled, over 

200,000 deaths have been attributed to prescription opioid abuse, and rates of illicit opioid use 

have skyrocketed (CDC, 2019). Currently, an estimated 2 million Americans have opioid use 

disorder, which kills 130 Americans daily and costs $78.5 billion annually (SBG San Antonio 

Staff, 2020). But statistics do not tell the full story. The opioid crisis is a multifactorial problem, 

disrupting and destroying the lives of millions. While media coverage, awareness campaigns, 

and over 2,000 lawsuits have primarily sought to hold pharmaceutical companies and top 

executives accountable, physicians’ roles in the opioid crisis have been less emphasized (Dyer, 

2019).  

 Although some individuals have been jailed for blatantly overprescribing opioids, most 

physicians aim to uphold their professional and ethical responsibilities, suggesting that 

physicians’ roles were primarily institutional in nature. Many physicians held financial 

relationships with manufacturers of opioids, establishing conflicts of interest that confounded 

self-interest with medical ethics. The Institute of Medicine (IOM) defines a conflict of interest as 

“circumstances that create a risk that professional judgements or actions regarding a primary 

interest will be unduly influenced by a secondary interest” (IOM, 2009). Primary interests 

include protecting research integrity, quality of medical education, and welfare of patients, while 

secondary interests are typically financial.  

Companies like Purdue Pharma fueled these conflicts by sponsoring esteemed physicians 

to speak at seminars attended by practicing physicians. These industry-sponsored physicians 
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were funded millions to give lectures about the safety and non-addictive properties of opioids. 

Purdue paid practicing physicians to fly out to upscale resorts and attend these seminars, which 

ultimately influenced their opioid prescribing. Gale (2016) summarizes these complex financial 

relationships as “industry sponsored and physician led-physician driven.” 

 This paper highlights the ways in which physicians contributed to the opioid crisis and 

how financial relationships with pharmaceutical companies influenced their judgements. The 

discourse framework from Neeley and Luegenbiehl (2008) illustrates how these physicians 

integrated themselves as part of the large-scale technological development of opioids, which 

removed their sense of individual ethical and professional responsibility. In this paper, I argue 

that physicians’ roles in the opioid crisis illuminate the failures of conflict of interest policies, 

which implicates the need for a greater emphasis on individual moral responsibilities that can 

help physicians recognize biases that may influence their judgements.   

Part 1: Physicians’ Roles in the Opioid Crisis Highlight the Issues with Conflicts of Interest 

 During the promotion and marketing of OxyContin by Purdue Pharma in the 1990s and 

early 2000s, financial conflicts of interest permeated almost all facets of medicine. Between 

1996 and 2001, OxyContin prescription rates increased 1800%, while the rates of other 

commonly prescribed opioids, such as hydrocodone and morphine, increased only 23% (United 

States Senate, 2002). Physicians’ desire for financial gain often compromised the health and 

safety of their patients. In this section, the various roles physicians held in promoting the opioid 

crisis and the financial conflicts of interest they engaged in are defined. 

Defining Physicians’ Contributions to the Opioid Crisis 

The spark that kindled the flame of the opioid crisis can be traced back to 1980 in a 101-

word letter to the editor of New England Journal of Medicine (NEJM) by Dr. Heschel Jick, titled 
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“Addiction Rare in Patients Treated with Narcotics” (Porter & Jick, 1980). In this study, 

researchers found only 4 cases of addiction in 11,882 hospitalized patients treated with narcotics 

who did not previously have substance use disorders. Prior to the 1990s, physicians seldomly 

prescribed opioids to non-cancer patients over fears of addiction risks. In his book, Dreamland: 

The True Tale of America’s Opiate Epidemic, Quinones (2015) argues that this era was an 

“epidemic” of “undertreated pain” (p. 125).  

The first notable citation of Porter and Jick (1980) occurred six years later in a study 

published in Pain by Dr.’s Russell Portenoy and Kathleen Foley (Portenoy & Foley, 1986). Their 

study produced similar findings, leading them to conclude that opioids are a safe and effective 

treatment for non-malignant pain. Other studies existed with findings similar to Porter and Jick 

(1980), but none were cited as extensively. For example, defined as a “landmark study” by Time, 

Perry and Heidrich (1982) found no addiction among 10,000 burn victims treated with opioids 

(Boston, 2001). However, the problem with all of these studies is that they were solely based on 

hospitalized patients, where opioid administration was carefully controlled and monitored by 

doctors, and thus did not apply long-term to patients after they left the hospital. 

Many other prominent physicians began publicizing Porter and Jick (1980), championing 

a new movement to treat non-malignant pain with opioids (Quinones, 2015, p. 108). These 

“thought leaders” were often members of esteemed pain societies like the American Pain Society 

(APS), which provided them with a platform to amplify their voices to a greater audience. For 

example, Portenoy and Foley were both leaders of the APS, and they used it as an advocacy 

group to support the expansion of opioid treatment protocol (deShazo et al., 2018).  

These changing sentiments about prescribing opioids created an environment that 

allowed for the successful marketing of OxyContin by Purdue Pharma. Purdue expanded the 
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opioid treatment protocol from cancer-related pain to include all types of pain, notably chronic 

pain. Purdue held over 40 all-expenses-paid, pain-management symposia for medical 

professionals, where industry-sponsored physicians alleged that opioids are safe and non-

addictive for treating non-cancer related pain (Quinones, 2015, p. 135; Van Zee, 2009). 

Dr. Russell Portenoy was among these pain specialists speaking at Purdue’s symposia. 

Dubbed by one magazine as the “King of Pain”, Portenoy was an accredited pain-management 

expert (Gale, 2016). He argued that opioids should be destigmatized to rid doctors of 

“opioidophobia”, frequently citing Porter and Jick (1980) as evidence (Catan & Perez, 2012; 

Gale, 2016). Purdue funded Portenoy millions of dollars, enabling him to expand his message 

and influence (Quinones, 2015, p. 136). Portenoy defended his financial ties to pharmaceutical 

companies: “they would benefit my educational mission, they benefit in my research mission, 

and to some extent, they can benefit my own pocketbook, without producing in me any tendency 

to engage in undue influence or misinformation” (Catan & Perez, 2012). In contrast, Quinones 

(2015) argues that Portenoy’s influence would have been minor without Purdue’s funding (p. 

137).  

By offering physician-led seminars as part of continuing medical education (CME), 

Purdue was able to selectively target primary care physicians, whose training in pain-

management was typically limited (Quinones, 2015, p. 127; Van Zee, 2009). In fact, for many 

primary care doctors, these medical seminars were the sole source of their pain-management 

training. Even Portenoy later admitted that these doctors “may not have the skill set required to 

prescribe [opioids] responsibly” (Tough, 2001). Nevertheless, by 2003, primary care physicians 

became the most frequent prescribers of opioids (Van Zee, 2009). Quinones summarizes two 

potential reason for this:  
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Primary care docs took the word of pain specialists, who pointed to Porter and Jick as 

evidence that opiates were far less addictive for chronic-pain patients than previously 

thought. Not that primary care doctors needed much encouragement. Chronic-pain 

patients, desperate for relief, could be insistent, rude, and abusive, and took a lot of time 

to diagnose and treat (Quinones, 2015, p. 108).  

These pills were billed as a boon to doctors -- a tool that all of a sudden [solved] all your 

problem with chronic pain. It actually ended up being a huge curse for doctors. It made 

them lazy sometimes. It made them corrupt. And all of a sudden [physicians] were 

violating laws that maybe you didn't think you were violating (Firth, 2016). 

However, there are numerous explanations that provide insight into the ways practicing 

physicians were influenced. For example, although most doctors claim that industry gifts and all-

expenses-paid symposia do not influence their prescribing, research demonstrates otherwise 

(Avorn et al., 1982; Orlowski & Wateska, 1992). This indicates that their prescribing was 

perhaps unconsciously and unintentionally biased, topics further discussed in Part III of this 

paper. Bottom line, the lack of empirical evidence quantifying these influences makes it 

impossible to attribute the influence on practicing physicians to a single source.  

Physicians’ Engagement in Financial Conflicts of Interest  

 While the scope and depth of physicians’ relationships with manufacturers of opioids are 

extensive, they can be generalized into three main conflict of interest categories. These include 

financial conflicts of interest in research, medical practice, and clinical practice guidelines. 

Although the U.S. Public Health Service set regulations on conflicts of interest in 1995, the 

extent to which institutions implemented them, if at all, is unknown (IOM, 2009). Many 

governments and professional organizations have since expanded their policies, but there still 
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lacks a universally accepted approach. Further analysis of physicians’ moral responsibilities and 

the variety of ways they failed to uphold them during the opioid crisis helps illuminate the 

problems with conflicts of interest on a more fundamental level. 

Part II: Neeley and Luegenbiehl’s Discourse Framework Can Be Applied to Physicians 

 This section utilizes the framework from Neeley and Luegenbiehl (2008) to illustrate how 

the opioid crisis reflects a discourse of inevitability, where physicians failed to ethically reflect 

and accept individual responsibility. A discourse of inevitability implies that “technology is the 

primary or sole driver of social evolution and that control over designs or outcomes is either 

difficult or impossible” (Neeley & Luegenbiehl, 2008, p. 249). Although intended for engineers 

in the design process, this framework can reasonably be applied to physicians. The framework 

emphasizes the importance of engineers’ individual responsibilities in design, which are 

analogous to that of physicians in drug development and marketing. 

Throughout the paper, Neeley and Luegenbiehl (2008) contrast the language of 

“technological development” to “design.” The discourse of technological development 

perpetuates a notion of inevitability, which dominates large-scale technological development and 

causes engineers to lose their sense of individual ethical and professional responsibilities (p. 

247). In contrast, a discourse of design fosters notions of openness and choice, which are “more 

conducive to ethical awareness, reflection, and responsibility” (p. 248). Although technological 

development and design both refer to a team-based process, design is more associated with the 

ideas of individuality and responsibility, which are at the core of ethics. Technological 

development typically neglects these ethical ideals, narrowing its focus to the technology alone 

and how well it performs its intended function. This can be seen in Table 1, where the language 

of technological development refers to a more general trend, emphasizing progress and 
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efficiency, while the terminology of design refers to something more specific, prioritizing 

individuality and the societal impacts of design choices.  

Table 1: The contrasting discourse tendencies of 

design and technological development (Neeley & 

Luegenbiehl, 2008, p. 251). 

 

 
 

The paper points to van Gorp and van de Poel (2001), who highlight two central features 

of the design process: “the formulation of design requirements and criteria, and the acceptance of 

tradeoffs between different design criteria.” Tradeoffs include those between safety and 

economic criteria, as well as the realization that because design problems are typically ill-

defined, there is no optimal solution. Realizing these core features creates opportunities for 

ethical reflection and awareness of individual responsibility (Neeley & Luegenbiehl, 2008, p. 

253).  

Applying Neeley and Luegenbiehl’s Framework to Physicians  

This framework can have profound implications when applied to medicine. Neeley and 

Luegenbiehl (2008) broadly define engineering ethics to include “considerations for the impact 

of design on public and its safety”, which relates to common issues in medical ethics, including 

conflicts of interests (p. 253). The production and marketing of opioids is an example of large-

scale technological development, where the ill-defined problem was how to properly treat pain 

and the proposed solution was often OxyContin. Purdue’s marketing of OxyContin illustrates 
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how the discourse of inevitability can be used as a marketing strategy, a way of “selling what’s 

new and next” (p. 249).  

Neeley and Luegenbiehl (2008) argue that professionals have a harder time feeling 

responsible for, or even recognizing the ethical issues associated with large-scale technologies 

developed by groups and organizations (p. 247). Physicians’ roles in the opioid crisis epitomize 

this problem. As mentioned, protecting the integrity of research is an important part of 

physicians’ ethical responsibilities. However, many physicians failed to do so when 

misinterpreting studies as evidence that opioids are non-addictive; of the 608 citations of Porter 

and Jick (1980), 72.2% used it as evidence that addiction was rare in patients treated with 

opioids, and 80.8% failed to note that the findings only applied to hospitalized patient (Leung et 

al., 2017). By failing to critically analyze the findings from Porter and Jick (1980), many 

physicians lost their sense of individual moral responsibilities as they integrated themselves into 

a larger movement championing the safety of opioids. This is similarly seen in “thought leaders” 

such as Portenoy who spoke at industry-sponsored symposia. Although his judgements were 

likely blinded by his financial ties, Portenoy “sincerely believed that these were miracle drugs 

for chronic pain” (Quinones, 2015, p. 136). By insisting that “chronic pain was frequently best 

treated with long-lasting opioid painkillers”, Portenoy failed to uphold his sworn ethos to protect 

research integrity (Quinones, 2015, p. 136).  

Practicing physicians influenced by Purdue’s marketing to prescribe OxyContin similarly 

blended themselves in the large-scale technological development. Analogous to the idea of voter 

apathy, in which voters perceive their individual vote as insignificant to the overall election 

outcome, it was likely difficult for many physicians to perceive how their individual prescribing 

contributed to the skyrocketing rates of OxyContin prescriptions and the growing opioid crisis. 
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Furthermore, having all-expenses-paid symposia in upscale resort towns with “dinners, golf 

outings, and spa treatments” count towards continuing medical education (CME) was certainly 

alluring for practicing physicians (Quinones, 2015, p. 135). However, physicians must be aware 

of the influence these secondary interests may have on their primary responsibility to patient 

care. Some argue that physicians should boycott such events counting towards CME, while 

others suggest that physicians must be skeptical and hyper-critical of any findings or 

recommendations these symposia present (Fava, 2016; Gale, 2016). Regardless, both of these 

opinions align with arguments from Neeley and Luegenbiehl (2008), implicating a need for 

greater ethical awareness and responsibility.  

Although their depth of involvement varies, physicians lost their sense of individual 

moral responsibility when immersing themselves in the large-scale promotion and marketing of 

OxyContin. Secondary financial incentives superseded medicine’s primary interests of protecting 

patient welfare and research integrity, often in insidious ways. As shown in the next section, this 

framework has profound implications on how to approach the ongoing problems with conflict of 

interest policies.  

Part III: Approaching Conflicts of Interest on a Fundamental Level 

 Although regulations on conflicts of interest are continuously evolving, there is yet to be 

a universal, nuanced, and effective policy. The extent and impact of the policy is continuously 

debated. This section illustrates the past and current failures of conflict of interest policies, which 

indicates the problem needs to be approached from a different angle. Similar to Neeley and 

Luegenbiehl (2008), Martin and Schinzinger (1996) highlight the need for increased individual 

moral responsibilities, which can help physicians become more aware of their positions in 

conflicts of interest. That said, a number of studies suggest physicians may still be unknowingly 
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biased. While there lacks empirical evidence on these biases in conflicts of interest, they may 

assist physicians in recognizing sources of bias that aren’t readily apparent.  

Problems with Conflict of Interest Policy Reform 

 In 2010, the US government passed the Physician Payments Sunshine Act, which 

requires drug companies to publicly disclose any payments to physicians over $10 (Pham-Kanter 

et al., 2012). However, it has been well documented that policies mandating simple disclosure do 

not work (IOM, 2009, p. 8; Rodwin, 1989). Furthermore, following implementation of the 

Sunshine Act, many physicians still fail to properly disclose their conflicts (DeJong & 

Steinbrook, 2018). Additionally, many patients don’t know how to interpret the physicians’ 

financial ties; they believe that these financial ties “do not affect what is most important in 

medicine – the doctor-patient relationship” (Rodwin, 2011, p. 20).  

 Some fear that a highly detailed and extensive policy is burdensome for physicians and 

deters the benefits that industry finances generate, such as bringing new drugs to market. An 

estimated 42% of physicians’ time is spent on administrative tasks, which would likely rise with 

increased policy mandates (Lichter et al., 2012). In the article, “Understanding Bias – the Careful 

Case for Study”, Rosenbaum (2015) criticizes the extensive policy recommendations from the 

Institute of Medicine’s (IOM) 2009 report. She argues that many of the IOM’s recommendations 

are “suggestive” rather than “definitive” due to a lack of empirical evidence. In addition, she 

indicates that a financial conflict of interest, by definition, suggests that the physicians’ 

professional judgement might be compromised, not that it will be. While she is not against the 

idea of policy reform, she highlights an opposing viewpoint that is often overlooked by 

policymakers and institutions. 
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Physicians as Responsible Agents 

 In the third chapter of Ethics in Engineering, Martin and Schinzinger (1996) provide 

greater insight into the conflict of interest policy issue by outlining the problems with laws and 

regulations in technological development. Continuously updating policy with further 

specifications can not only be overburdening, but it may encourage minimal compliance (Martin 

& Schinzinger, 1996, p. 100). Minimal compliance perpetuates a “handbook mentality”, where 

professionals substitute decisions on ethical issues to an interpretation of law. This is indicative 

of the limited success of institutional conflict of interest policy reforms and recommendations, 

which suggests the problem needs to be approached differently. 

 Martin and Schinzinger (1996) argue that clear and effective laws are important, but an 

equal emphasis needs to be placed on the individual’s moral responsibilities. Physicians must act 

as responsible agents, which involves the following features: 

(1) conscientious commitment to live by moral values, (2) a disposition to maintain a 

comprehensive perspective on the context and possible consequences of one's actions, (3) 

autonomous, personal involvement in one's activities, and (4) an acceptance of 

accountability for the results of one's conduct (Martin & Schinzinger, 1996, p. 103). 

One significant threat to responsible agency reflected in the opioid crisis is the tendency to 

divorce oneself from one’s actions by placing responsibility on an authority. Physicians could 

avoid personal accountability by ultimately placing most of the blame on pharmaceutical 

companies. This process of diffusing accountability is illustrated below in Figure 1.  
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Figure 1: How physicians blamed authority in the opioid crisis. 

Practicing physicians and researchers placed accountability on the 

industry and sponsored physicians for misinterpreting research findings 

and spreading false information, while industry-sponsored physicians 

blamed the industry for financing the crisis. (Created by author). 

 

In an interview with NPR, Heschel Jick stated that many of the citations to his study 

“grossly misinterpreted the conclusions”, and that none of the companies who used the study to 

advertise opioids talked to him about it (Haney, 2017). Practicing physicians could similarly 

blame authority for spreading misinformation about opioids. Although an extreme example, Dr. 

Barry Schultz, who was sentenced to 157 years in prison in September 2018, attempted to avoid 

personal accountability by claiming he was influenced to prescribe high doses of opioids after 

attending one of Portenoy’s lectures (Whitaker, 2015). Portenoy appeared to accept a level of 

accountability in a 2011 interview: “I gave innumerable lectures in the late 1980s and ‘90s about 

addiction that weren’t true” (Catan & Perez, 2012). However, in April 2019, he agreed to testify 

against Purdue in their upcoming case in order to obtain impunity from potential charges (Frey, 

2019). Had physicians not avoided accountability and alternatively emphasized the moral values 

of responsible agency, they might have recognized the ethical dilemmas they were involved in 

and thus prevented some of opioid crisis’s tragedies.  
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Studies That Can Inform Physicians of Their Potential Biases 

 While recognizing their individual ethical responsibilities is of paramount importance for 

physicians when making treatment decisions, studies on cognitive biases elucidate the influences 

that may still impact their judgment. In Appendix D of the IOM’s 2009 report on conflicts of 

interest, Jason Dana extensively covers a body of psychological research that suggests physicians 

may be unconsciously and unintentionally biased. Dana highlights a number of studies 

implicating that we tend to engage in “self-serving bias”, where individuals take credit for good 

outcomes and blame bad outcomes on external sources, unintentionally behaving in ways that 

favor themselves.   

In a study from Loewenstein et al. (1993), subjects were randomly assigned the role of a 

plaintiff or defendant, presented with case materials from a lawsuit, and asked to agree on a 

settlement in the form of a payment from the defendant to the plaintiff. Given a monetary 

endowment to finance the settlement, subjects were told that they would bring home the amount 

settled upon. The longer they took to settle, the greater the penalty as the endowment would 

decrease; if they could not settle, a neutral judge made the decision. Prior to the study, the 

plaintiffs and defendants were asked how they thought the neutral judge would rule. On average, 

the plaintiffs’ predictions of their reward from the neutral judge were significantly higher than 

the defendants’. The larger this discrepancy, the less likely a settlement was reached. The results 

illustrate the unintentional nature of self-serving bias; although it was in their best interest to 

settle, participants were unable to avoid being biased. 

Following the same protocol, Babcock et al. (1995) attempted to reduce bias by educating 

the subjects on the biases that led to disagreement. However, this intervention did not improve 

settlement rates. Subjects were better at detecting bias, but mostly in their opponent rather than 
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in themselves. Those who recognized their own biases tended to drastically underestimate their 

severity. This tendency to see bias in others, while being blind to it in ourselves is known as the 

bias blind spot. In addition, these findings suggest that self-serving bias is not only unconscious, 

but also that conscious attention alone cannot remove the bias.  

These studies implicate that physicians’ judgements may be influenced by unintentional 

and unconscious biases, even when acting as responsible agents. In fact, many of findings from 

medical research on conflicts of interest correspond well with the psychological research on bias. 

For example, Steinman et al. (2001) found that 61% of medical residents denied that industry 

promotions influenced their prescribing, but only 16% believed other physicians were similarly 

unaffected, which is indicative of the bias blind spot. While most physicians similarly deny the 

influence of industry promotions, many studies demonstrate otherwise.  

 For example, Avorn et al. (1982) surveyed physicians about their beliefs on two classes 

of drugs, for which information about their efficacy from scientific literature markedly differed 

from commercial sources. This allowed the researchers to determine which sources of 

information influenced the participants’ beliefs. Although the majority of subjects claimed their 

prescribing is predominately influenced by scientific sources relative to commercial sources, 

their beliefs about the effectiveness of the two drugs displayed an opposite trend. This 

discrepancy suggests that physicians were perhaps unaware of the influence of commercial 

sources, and were thus unconsciously biased. A study from Orlowski & Wateska (1992) 

investigated the influences of all-expenses-paid trips to pharmaceutical symposia on physicians. 

Prior to the symposia, the physicians were interviewed and asked how likely they believed the 

seminars would influence their prescribing. All but one physician denied the possibility of 

influence. However, their prescription rates of the advertised drug significantly increased 
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compared to the national average. The prior interviews should have made the physicians more 

aware of potential biases, yet the seminars still influenced their prescribing, which suggests they 

were unconsciously and unintentionally biased. 

Despite a lack of empirical evidence on the impacts of unconscious and unintentional 

bias in conflicts of interest in medicine, the results of these studies suggest that these biases 

influence treatment decision-making. These studies, along with the biases they address and their 

key findings are summarized below in Table 2. Acting as responsible agents can illuminate the 

problems with secondary financial influences, but judgements may still be biased in a self-

serving manner. Future research should seek to quantify the effects of self-serving bias in 

conflicts of interest in medicine, and investigate mechanisms to increase physicians’ awareness 

about them and how they can overcome them. 

Table 2: Summary of the studies presented and the types of bias they address. 

 

Study Type(s) of Bias Key Findings 

Loewenstein et al. (1993) Self-serving bias Self-serving biases are unintentional. People are 

unable to avoid being biased, even when it is in 

their best interest to do so. 

Babcock et al. (1995) Self-serving bias, 

bias blind spot 

Self-serving biases are unconscious. Educating 

subjects about biases can make them better at 

detecting them, but it does not eliminate their 

influence. 

Bias blind spot: people are better at detecting 

biases in others rather than in themselves.  

Orlowski and Wateska 

(1992) 

Self-serving bias All-expenses-paid symposia may unintentionally 

and unconsciously influence physicians to 

prescribe the advertised drug.  

Steinman et al. (2001) Bias blind spot Most medical residents believe that pharmaceutical 

gifts influence other’s prescribing, but not 

themselves.  

Avorn et al. (1982) Self-serving bias Physicians are influenced by commercial sources 

to prescribe a drug, despite believing otherwise. 
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Conclusion 

 While it might be expected that professionals learn from past ethical mistakes, this is 

frequently not the case, which leads to a repetition of these past mistakes (Martin & Schnizinger, 

1996, p. 66). This problem is manifested throughout the opioid crisis, where physicians 

immersed themselves as part of the large-scale marketing of OxyContin, which removed their 

sense of moral responsibility and personal accountability. By emphasizing their roles as 

responsible agents, physicians can increase their awareness of the ethical dilemmas arising from 

conflicts of interest, and subsequently avoid making decisions biased by financial interests. That 

said, this fails to completely eliminate the influences from unintentional and unconscious biases, 

which is an area for future research. Nevertheless, an approach that stresses the importance of 

responsible agency tackles the ongoing problems with conflicts of interest on a more 

fundamental level, contrasting from most conventional efforts aimed at policy reform. Since 

policy inevitably lags change, perhaps this emphasis on physicians’ individual responsibilities 

can ultimately help guide the development of a clear and effective conflict of interest policy. 
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