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Executive Summary 

Localized corrosion processes like pitting require the presence of a concentrated solution of 

cationic chlorides at the highly spatially discrete corroding surface. This chemistry is the 

consequence of the anodic dissolution of the metal and consequent cation hydrolysis and 

chloride migration from the bulk, leading to the development of a locally acidic environment that 

promotes continued corrosion. The minimum aggressive chemistry required to sustain pitting is 

therefore described in terms of the critical concentration of metal cations and pH. If these 

minimum conditions are not met, the chemistry in the pit is unfavorable towards continued 

dissolution and repassivation commences. The electrochemical nature of corrosion processes 

implies that there are also associated critical values for the dissolution flux and the potential 

characterizing this transition between stable dissolution and repassivation. These critical values 

represent threshold conditions for pit propagation and, if known, could be used as inputs for life 

prediction models based on the maximum damage size that can result from the exposure of a 

material to a localized corrosion environment. There has been much debate in the literature as to 

the mechanistic origin and measurement of these critical values. Although it is generally 

acknowledged that critical dissolution flux, critical solution chemistry, and critical potential all 

represent aspects of the same phenomenon, studies to date have investigated only one or a few of 

these factors without developing an integrated, quantitative relationship to connect them. 

 This dissertation addresses this knowledge gap in the literature by proposing a 

comprehensive, quantitative, and mechanistic framework relating the critical conditions for 

localized corrosion with a focus on stainless steels.  The framework was structured upon 

experiments and modeling which employed the artificial pit technique, using 316L in chloride 
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media as a candidate system. First, the steady state dissolution flux was modeled as a function of 

one-dimensional (1–D) pit geometry in order to quantify the phenomenology of pit stability with 

respect to pit depth and bulk electrolyte concentration. These results were utilized in designing 1-

D artificial pit experiments to extract estimates of the critical dissolution current density and the 

critical potential – in terms of the Galvele pit stability product (i·x) and the repassivation 

potential Erp – at various pit depths. Mass transport modeling was then employed to determine 

the surface concentration at which repassivation commenced in the pit. The critical surface 

concentration of 50% saturation so obtained was observed to be in agreement with independent 

kinetics measurements which displayed a distinct transition from dissolution to repassivation at 

this value. The contribution of the local cathodic reaction towards pit stability was also studied 

using cation hydrolysis calculations which indicated that the critical pH was a key factor in 

inducing repassivation via oxide nucleation. The critical pH value for 316L was estimated in this 

manner to be 2.65, which was consistent with the effects of the individual anodic and cathodic 

kinetics at the estimated critical surface concentration. Mixed potential theory was utilized to 

rationalize these results in terms of the electrochemical processes accompanying repassivation. 

This study therefore demonstrated the development of a general, unified framework to 

quantitatively relate the critical factors controlling localized corrosion. The utility of such a 

framework lies in its extension to any system susceptible to localized corrosion, with particular 

value in its application towards predictive structural integrity analyses and corrosion inhibition 

strategies. 
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Chapter 1 

1.1. Overview 

This chapter establishes the scientific basis for the work in this dissertation, expanding 

upon the introduction provided by the preceding summary. An outline of the current status of the 

literature on the critical factors for pitting is reviewed in order to examine the knowledge gaps 

that necessitate the development of the quantitative framework that forms the core of this study. 

The motivation for accurately determining the critical electrochemical conditions is presented in 

terms of their utility in damage prediction models. With this background, the scope of the 

dissertation is then defined, introducing the electrochemical technique employed and the 

phenomenological response of the critical parameters. This information provides the foundation 

for the arguments presented in the subsequent chapters which detail a unified, general, 

quantitative, and mechanistic framework for pitting stability and repassivation. 

Elements of this chapter have been published in the following journals/proceedings: 

 M. T. Woldemedhin, J. Srinivasan, and R. G. Kelly. Effects of Environmental Factors 
on Key Kinetic Parameters Relevant to Pitting Corrosion. Journal of Solid State 
Electrochemistry 19 (2015): pp. 3449-3461. 

Respective contribution of authors:  
Srinivasan: Manuscript co-author, experimental technique development, NaCl data 
collection and analysis, development of explanation based on diffusion transport for pit 
stability phenomenology and rationale based on alloy composition for pit stability and 
repassivation phenomenology. 

Woldemedhin: Manuscript co-author, FeCl3 and acidified LiCl data collection and 
analysis. 
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2. J. Srinivasan, M. J. McGrath, and R. G. Kelly. A High-Throughput Artificial Pit 
Technique to Measure Kinetic Parameters for Pitting Stability. Journal of The 
Electrochemical Society 162, 14 (2015): pp. C725-C731. 

Respective contribution of authors:  
Srinivasan: Manuscript co-author, non-cyclic tests data collection, development of 
high-throughput experimental technique, data analysis and interpretation, 
development of pit depth-based rationale flux phenomenology. 

McGrath: Manuscript co-author, Replicate and high-throughput data collection, 
Matlab scripting and implementation for automation. 

3. J. Srinivasan and R. G. Kelly. Experimental and Modeling Studies on Mass Transport 
and Electrochemical Factors Influencing Stainless Steel Pitting and Repassivation. 
Corrosion 70, 12 (2014): pp.1172-1174. 
 

4. J. Srinivasan, M. J. McGrath, and R. G. Kelly: Mass Transport and Electrochemical 
Factors Influencing Stainless Steel Pitting and Repassivation in Neutral Chloride 
Media. ECS Transactions 58 (2014) pp. 1-11 – Proceedings of the 224th ECS 
Meeting, San Francisco, CA, October 27 – November 1, 2013. 

Respective contribution of authors:  
Srinivasan: Manuscript author, data collection, analysis, and interpretation, 
development of analytical mass transport model to relate pit stability and 
repassivation. 

McGrath: Replicate data collection. 

5. A manuscript entitled Overview of a Recent Quantitative Framework Utilizing the 
Galvele Stability Product to Examine the Critical Electrochemical Factors for 
Localized Corrosion authored by J. Srinivasan and R. G. Kelly, based on parts of 
this chapter has been submitted to Corrosion as an Invited Review for a Special Issue 
in memoriam of Prof. José R. Galvele to be published in March 2017. 
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1.2. Electrochemistry of Pitting 

The high driving force for metallic dissolution in aqueous solution is mitigated for some 

alloys by the spontaneous formation and the dynamic maintenance of a protective oxide film, 

rendering them passive1,2. Localized corrosion results from the breakdown of this passive film at 

discrete regions which then proceed to actively corrode.3,4 The presence of anions like chloride 

permits the maintenance of high dissolution rates due to their participation in the stabilization of 

low pH in the pit via cation hydrolysis,5–14 resulting in the chemistry inside a pit being 

substantially different from the surface. This difference in chemistry leads to galvanic separation 

between the localized anode of the pit and the cathode of the otherwise passive metal surface. 

The passive surface serves as a reservoir of cathodic current, supporting very high anodic current 

densities owing to the large cathode-to-anode area ratio.7,15,16 In this manner, the electrochemical 

character of localized corrosion processes necessitates the introduction of potential and current 

density as parameters to describe the relative tendency of metals to corrode or passivate.2,3,17–21 

Consequently, the minimum electrochemical conditions at the corroding surface that permit 

pitting to stably proceed, or due to their absence cause repassivation,22–25 can be characterized in 

terms of critical values of potential, current density, concentration of metal cations, and pH. The 

sections that follow in this chapter will critique the current literature with regard to these critical 

factors, thereby defining the aims of this dissertation to identify and resolve selected issues that 

remain debated. 
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1.3. Critical Dissolution Flux and the Pit Stability Product 

 The stable propagation of pitting once initiation has taken place is contingent upon 

maintaining a sufficiently concentrated solution of metal ions whose hydrolysis results in 

acidification at the base of the pit.2,7,10,19,26 Hisamatsu27 originally stated that a critical 

concentration of ions were necessary for pit growth and that failure to maintain this level would 

result in repassivation. A quantitative methodology to determine this critical value in terms of a 

measurable estimate like the current density was formulated by Galvele,11,13,28 who proposed the 

one-dimensional pit model (Figure 1.1). This model considered dissolution to occur only at the 

base of the pit, with the walls inert, thus resulting in unidirectional mass transport. Galvele 

incorporated the idea of competitive dissolution and diffusion espoused by Epelboin et al.29,30 to 

describe a steady state flux condition between mass transport of the dissolution products out of 

the pit and active corrosion inside the pit, which resulted in the maintenance of a critical 

concentration for continued dissolution. Although developed in order to explain the dependence 

of pitting initiation and pitting potential on the pit solution chemistry, the mass transport 

arguments developed in the model can be easily extended to describe the critical solution 

chemistry required inside the pit for stable pitting propagation, once pits of certain depths have 

already grown, as has been commented upon in the literature.31–33 The dissolution flux was 

described in terms of the following reactions comprising metal dissolution and subsequent cation 

hydrolysis which was assumed to rapidly attain equilibrium: 

−+ +→ zeMeMe z  

+−++ +↔+ HOHMeOHMe zz )1(
2 )(  
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Species fluxes were equated in accordance with Fick’s first law, with relationships 

among the unknown concentrations specified by the dissolution current density, general material 

balance, hydrolysis equilibrium constants, and values of diffusivities taken from the literature. 

Such an analysis resulted in the formulation of the parameter (i·x) – the product of the 

dissolution current density and the pit depth, later termed the pit stability product34,35 – as a 

descriptor of the concentration of metal ions and consequently, the pH, inside the pit for 

continued steady-state dissolution. Therefore, given a critical surface concentration at the 

corroding surface, a critical pit stability product can be calculated that describes the required 

levels of acidification to sustain pitting. 

 

Work towards determining this critical surface concentration has progressed since the 

development of Galvele’s model, with authors reporting that levels of metal chloride 

 

 

 

 

 

 

 

 

Figure 1.1. One dimensional pit model considered for development of pit stability criteria.11 
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approaching saturation are necessary to maintain the low pH required for continued pitting.10,27,36 

Some researchers have shown that the high anodic current densities associated with pitting result 

in the formation of a film of the saturated metal chloride salt on the base of the pit.19,37–41 The 

high chloride concentration so obtained was considered to be responsible for increasing the  

activity of H+ from cation hydrolysis and lowering the pH below calculated values.36,42,43 

Experimental methods to study the conditions described by Galvele’s model often involve the 

utilization of the artificial pit electrode – a metallic wire cast in an inert material like epoxy – to 

serve as the one-dimensional corroding pit with inactive walls.44–47 The application of anodic 

potentials resulted in the active dissolution of the wire with sufficiently high anodic potentials 

generating a salt film on the corroding surface which provided a quasi-steady state configuration 

under conditions of diffusion-limited dissolution (Figure 1.2).35,45–52  

 

 

 

 

 

 

 

Figure 1.2. Salt film formation at high anodic potentials.52 

 

Estimates of the pit stability product for such a surface condition can then be 

experimentally obtained, and as a result, some authors have considered the presence of a salt film 
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as a necessity for stable pitting at steady state.34,35,52–55 However, pitting has been observed to 

proceed stably at potentials far below those required for a salt film to be stable.39,47,56 This 

observation indicates that full saturation is not a critical surface condition for stable pitting. It 

then follows that the critical surface concentration Cs for stable pitting is some fraction f of the 

concentration at saturation Csat,57 and the corresponding critical pit stability product (i·x)crit, the 

same fraction f of (i·x)saltfilm, the pit stability product under a salt film: 

( ) ( )saltfilmcrit

sats

xifxi

CfC

⋅⋅=⋅

⋅=

……. (1.1) 

Under such salt film-free surfaces, dissolution at the base no longer occurs under 

diffusion-limited conditions but instead proceeds under mixed control of ohmic and activation 

processes.46,47 The development of a critical surface concentration under such conditions (once 

the solution resistance within the pit is corrected for) would depend on the products of corrosion 

transported out of the pit at the same rate at which they are produced by dissolution – the 

mathematics of which can be formulated in terms of Galvele’s original model. The existence of 

an intermediate steady state where the rates of dissolution and diffusion fluxes are equal was 

proposed by Epelboin et al.29 Isaacs and coworkers46,47,58 have studied such configurations 

experimentally for stainless steel and nickel alloys in aqueous chloride solutions. Curves of 

current density decay versus time were obtained on switching the applied potential from a high 

value where the salt film had just dissolved to a low value where repassivation was expected to 

take place. Such curves obtained on switching to successively lower potentials and at various 

depths were corrected for the solution resistance within the pit to obtain isopotential lines of 

current density which could be empirically related to the surface concentration using the solution 
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of the time-dependent diffusion equation. These curves describing the decay of current density 

with the corresponding surface concentration were overlaid upon the diffusion rate which was 

represented as a straight line on this plot, as depicted in Figure 1.3 (a). The existence of 

intermediate steady states would then be denoted by the points of intersection of the isopotential 

curves with the diffusion flux line. These points would represent the steady state surface 

concentrations which would be maintained by diffusion out of the pit at the same rate as 

dissolution. The stability of such intermediate steady states for 302 stainless steel remained 

between 60 and 80% of saturation.47 When model Fe-Cr alloys were considered, the range of this 

surface concentration grew wider to between 20 and 80% of saturation (Figure 1.3 (b)).58 

 

 

 

 

 

 

 

 

Figure 1.3. Development of multiple steady states following dissolution after loss of salt film for 
(a) 302 stainless steel47 and (b) model Fe-Cr alloys.58 

 

Tester and Isaacs45 recognized the effect that the external hemispherical boundary layer 

might produce on the mass transport from an experimental one-dimensional pit corroding in 

(a) 
(b) 
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solution by accounting for a length parameter, in addition to the pit depth, in their work on the 

diffusional effects observed in localized corrosion.45 Gaudet et al.47 also acknowledged the 

influence of this external boundary layer on the pit stability data from one-dimensional pits. 

Alkire and coworkers51,59,60 have examined the impact of geometrical parameters on the mass 

transport from hemispherical pits in terms of how fluid flow in solution affects diffusional 

characteristics. 

Work on determining the critical dissolution flux has primarily focused on the 

measurement of the current density parameter and relating it to the surface concentration via 

mass transport.11,45–47,52,57,58 Defining the critical surface concentration as that under a salt film 

allows facile experimentation and analysis due to the observable quasi-steady state conditions, 

but their utility is questionable when viewed against the evidence that stable pitting proceeds 

under much lower potentials.39,56,61 Studies of intermediate steady states obtained on equating 

time-dependent fluxes to diffusive transport currently result in multiple estimates of film-free 

critical dissolution conditions without a clear quantitative rationale to select one over the 

other.47,58  

This lack of consensus has hampered the estimation of an associated critical potential 

corresponding to conditions that describe the transition from active dissolution to repassivation. 

Furthermore, the effect of geometry on mass transport from one-dimensional artificial pits has 

not been systematically examined with a view to evaluate if the measurements truly correspond 

to 1–D characteristics. This requirement is essential for the purposes of applying the calculus of 

Galvele’s formulation towards relating the experimentally measured dissolution flux to the 

chemistry at the corroding surface. Finally, a quantitative connection between the measured 
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critical current density and the physical cause of repassivation resulting from the loss of critical 

chemistry at the dissolving surface has not been provided in these studies.  
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1.4. Critical Potential 

Various approaches have been undertaken till date towards the definition, measurement, 

and interpretation of the critical potential that characterizes the minimum aggressive conditions 

required for stable pitting. The susceptibility of various alloys to localized corrosion has been 

examined primarily in terms of two potentials – the breakdown or the pitting potential (Epit) and 

the repassivation potential (Erp).2,21 Epit is often characterized as the potential above which pits 

can nucleate and grow stably62–68 whereas Erp, following the notion of a protection potential, is 

defined as the potential below which new pits cannot nucleate and existing pits cannot grow.11,68–

71  

Measurements of these two potentials frequently use the results of cyclic 

potentiodynamic polarization (CPP) experiments72,73 with Epit indicated on the forward scan as 

the potential where a sudden current increase is seen and Erp as the potential on the backward 

scan where a sudden drop in current occurs (Figure 1.4). Some authors hold that the two 

potentials are in fact the same, and the difference arises due to a difference in measurement 

technique.66,74–76 In this vein, Thompson and Syrett76 defined a unique potential Eu from their 

tests which showed that the Erp (termed Eprot in their work) as measured by CPP scans following 

short periods of prior pit growth were approximately equal to the most active values of Epit 

measured using CPP tests at slow scan rates (Figure 1.5).  

The dependence on scan rate of Epit and Erp from CPP scans casts doubt on their utility as critical 

potentials if measured in this manner. Epit behavior has also exhibited wide scatter depending on 

the surface finish of the alloy61,67,68,72,77. Furthermore, its validity with respect to defining critical 

conditions for pit stability has been tenuous due to a difference in opinion over the surface 

conditions it actually describes, having been associated with salt film formation52 as well as pit 
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metastability.55,61 In any case, pitting has been observed to proceed stably at potentials well 

below Epit,34,56,78,79 and hence it is not useful as a parameter in defining critical conditions for pit 

stability. Erp estimated from CPP scans appears to be highly dependent on the scan rate and 

unsuitable as a material parameter, with slow scan rates registering a lower Erp.68,72,80 Moreover, 

Rebak and coworkers81,82 have shown from their work on nickel alloy crevice corrosion that the 

use of a slow scan rate can also lead to transpassive dissolution due to the charge densities 

passed at high potentials and current densities. 

 

 

 

 

 

 

 

 

Figure 1.4. Cyclic potentiodynamic polarization technique to determine Epit and Erp.73 

 

In their investigations of a critical potential for use as a conservative lower-bound 

parameter for long-term prediction of localized corrosion, Sridhar and coworkers83–85 introduced 

an alternative method of defining and measuring Erp. Their method utilized a pit initiation step, 

followed by propagation at high anodic potentials to various depths, followed by a stepwise scan 
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to low current densities. This work followed a method of measuring repassivation potentials 

similar to that reported for crevices by Tsujikawa and coworkers,86–88 which was adopted as an 

ASTM standard.89 Erp was found to initially decrease with pit depth for shallow pits, but 

remained quite independent of pit depth for deep pits (Figure 1.6).83,84 This result was related to 

the long-term corrosion potential (Ecorr) measurement of stainless steels and nickel alloys,85 with 

localized corrosion resulting when Ecorr rose above Erp. By calculating the current densities that 

were passed in the experimental portion of studies on Erp by other authors, Sridhar and 

coworkers83–85 were able to compare their results with the Erp values obtained from the CPP 

scans previously published in the literature (Figure 1.7). The apparent scan rate dependence of 

Erp was shown to be a result of low charge densities passed in these tests, and therefore 

insufficient pit depths attained for the Erp to become independent of depth. The measured Erp at 

deep pits was also seen to be lower when the scan rate of the stepwise scan used was rapid as 

opposed to more noble values for slow scan rates. This observation was attributed to fast scan 

rates not providing time for sufficient mass transport out of the pits in order to attain the critical 

concentration to induce repassivation. Anderko et al.32,33 have indicated that these measurements 

may result in an overly conservative estimate of Erp. 
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Figure 1.6. Plateau in Erp seen for deep pits.84 

 

 

 

 

 

 

 

 

Figure 1.5. Results showing most active values of Epit being approximately equal to the most noble 

values of Erp.76 



15 
 

Various hypotheses to explain the effects of experimental and environmental variables on 

Erp have been presented in the literature. Galvele offered an explanation for the existence of a 

single repassivation potential11 based on his pit stability product argument, wherein deeper pits, 

requiring a lower current density to grow, could accommodate lower potentials until the 

corrosion potential was reached in the pit solution. Pickering and coworkers90–92 have advanced 

an alternative ohmic drop-based view of pit stability based on the observation of film-free 

dissolution, H2 gas evolution in pits, and in situ potential measurements. Dunn et al.85  attempted 

to qualitatively synthesize these two positions by arguing that the effects of pit depth on Erp were 

a result of the high IR drop at shallow pits due to the high current densities required to maintain 

the pit stability product. As pit depth increased, the current density to maintain the pit stability 

product (a result of solution modification) decreased, resulting in a negligible increase in the IR 

drop, manifesting as the relative independence of measured Erp on pit depth for deep pits. 

Laycock and Newman52 quantitatively advanced a similar notion for the potential at which the 

salt film disappears (the transition potential, or Et) as the critical parameter based on the 

assumption that the presence of the salt film was necessary for stable pitting. According to this 

 

 

 

 

 

 

 

 

Figure 1.7. Comparison of various studies of Erp variation with charge density/pit depth.83 
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view, the ohmic drop at all pit depths was constant because the limiting current density (iL = 

IL/area = zFDCsat/d) was inversely proportional to the pit depth whereas the resistance was linear 

with pit depth (= ρ·depth/area); therefore one would cancel the effect of the other. 

 Generalized models have been developed to predict the effect of environmental variables 

like electrolyte composition and pH on the repassivation potential of alloys used in industrial 

practice. Notable examples in this regard include an empirical model based on multiple 

regression analysis of alloy performance93,94 and a thermodynamics-based model32,33,95–97 which 

utilizes the idea of repassivation as proceeding from oxide nucleation under a hydrous metal 

halide.98 

 In toto, the critical potential describing the transition from active dissolution to 

repassivation spans a range of definition and associated methods of measurement. The ASTM 

standard CPP technique73 has been shown to be problematic in determining a consistent, 

conservative value for both the pitting and repassivation potential.68,72,80 It has also been shown 

to result in transpassive dissolution, given the high coulombic load passed.82 The methods of 

Tsujikawa et al.86–89 and Sridhar et al.83–85 provide a conservative value that is confirmed by 

long-term testing but its implementation using large-area samples imply that the conversion from 

charge density to pit depth is inaccurate. This shortcoming impedes its integration into the pit 

stability model and consequent relation to a critical dissolution flux and solution chemistry. 

Moreover, given the multiple pits that initiate and grow in the samples used, it is not clear over 

what area the current densities defined in these experiments are calculated. Arguments for the 

corrosion potential in the critical pit solution as the critical factor face the criticism that such 

circumstances would not result in sufficiently aggressive conditions (low pH) for stable 

dissolution. Furthermore, the Galvele pit stability product would vanish at the corrosion 
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potential, as the measured current density would be zero. On the other hand, a solely ohmic drop-

based critical potential does not account for the fact that once below the corrosion potential in the 

pit solution, the pit becomes a net cathode and therefore would no longer actively dissolve. 

Moreover, a purely IR-based critical potential when applied in the context of the Galvele pit 

stability product implies that pits can grow to extremely large depths, with the associated current 

density appropriately diminishing in value; this is an outcome that is quite unrealistic given the 

absence of pits of such size in nature.16,99,100 

 It may be most prudent to reconcile these views using an approach analogous to the 

opinion of Laycock and Newman52 who considered a constant ohmic drop with pit depth 

emerging from the diffusion-limited current density and the resistance in the pit. However, 

instead of a salt film and the accompanying iL, a film-free surface condition corresponding to a 

fraction of saturation may be more appropriate as a critical condition. The corresponding current 

density would also be at steady state (as it would have to satisfy the Galvele pit stability 

criterion). Associating this value with the critical potential for repassivation would imply a small 

ohmic drop, consistent with the expectations of Dunn et al.84,85 who recorded low current 

densities (≈10 to100 µA/cm2) for their measurements of Erp. In any case, such efforts necessitate 

the study of pit stability in the context of repassivation, with a quantitative framework that 

connects these parameters to the actual chemistry of the corroding surface. 

 Finally, a mechanistic understanding of the critical factors is required in which the 

conditions that are described by the critical factors do indeed correspond to a physical cause for 

repassivation. Towards this end, the work of Anderko et al.32,33,97 is promising as it evaluates Erp 

in terms of repassivation as a result of oxide nucleation following the view of Okada,98 but these 

studies do not quantitatively associate the measured critical potential with a critical surface 
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concentration. An arbitrary specification of the current density at repassivation also impedes the 

implementation of these studies within an overarching quantitative framework. 
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1.5. Critical Chemistry at the Corroding Surface – Cation Concentration and 
pH 

 

Efforts to determine the critical dissolution flux have also investigated the associated 

critical surface chemistry, which has been characterized in terms of the concentration of the 

metal cations produced during dissolution and the pH.10,36,43,101 Several methods to determine the 

critical surface concentration for pitting have been described in the literature, as noted by 

Turnbull in his comprehensive review102 of the solution chemistry in occluded geometries. These 

methods include in situ probe techniques,36,103–105 electrochemical measurement in simulated pit 

solutions,10,36,40,106 as well as artificial pit experiments of the kind used to estimate the critical 

dissolution flux.44–46,50 As has been discussed previously, the primary point of contention among 

the latter studies has been whether a precipitated salt film describes the critical stable pitting 

condition. Consequently, estimates of the critical surface concentration have varied from 100% 

saturation to lower fractions.47,52,57,58 

Measurement of the pH in pit solutions have been complicated by this disagreement over 

the critical chemistry. Typical investigations to determine the pH employ direct methods of 

interrogation or simulated pit solutions, both of which have shortcomings. The use of in situ 

probes necessarily causes solution perturbation which results in transport effects that are difficult 

to evaluate.102,107 The lack of agreement on the critical surface concentration means that the pit 

solutions in which these measurements are performed are simulated chemistries prepared from 

polarization of metal at high anodic potentials9,106 or chemical dissolution of cationic 

chlorides,108 neither of which are realistic when considered in the context of real pitting 

conditions near repassivation. Empirical estimates of the pH at high cationic chloride 
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concentrations have been formulated, and these vary over three orders of magnitude of H+ 

activity, depending on the solution chemistry.43 

Although it has been noted that the local cathodic reaction in the pit plays a role in the 

elevation of the pH to induce repassivation,109 these effects have not been examined in the 

context of critical factors for pit stability. Work on stainless steel crevices110 and crack tip 

electrochemistry111,112 has considered the increased impact of local cathodic reactions at the 

surface as potentials close to repassivation are approached in terms of their contribution towards 

satisfying the anodic demand. When hydrogen evolution is considered to be the local cathodic 

reaction, this contribution can be expressed in terms of the equilibrium availability of OH−, and 

consequently, the pH. This treatment can then be investigated in terms of a critical condition and 

related to the oxide nucleation basis for repassivation that was introduced in the section on 

critical potential. In this manner, a critical pH condition that corresponds to a physical cause for 

repassivation can be set up, and under this constraint, the other critical factors of dissolution flux 

and potential can be quantitatively related. Describing pit stability and repassivation in terms of 

individual anodic and cathodic processes in this manner would also facilitate a mixed potential-

based113,114 mechanistic rationale for the process. 

The current status of understanding of pitting stability and repassivation can therefore be 

summarized as i) work that has focused on the dissolution flux and solution composition at the 

corroding interface and ii) work that has focused on the potential measured at this interface 

referred at the pit mouth. This classification highlights the paradox of the present view of pit 

stability and repassivation:  although it is universally accepted that both the local chemistry and 

the local potential are key, there is no unified framework that explicitly considers both. The work 

on solution composition provides little quantitative information to the potential at the interface 
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whereas the work on the potential measurement yields no direct insights into the local chemistry 

of the corroding surface. The need for a quantitative framework that considers the various critical 

factors for stable pitting synergistically is therefore reiterated based on building a fundamental 

mechanistic basis for general pitting and repassivation phenomena. The utility of a 

comprehensive, quantitative relationship among the various critical factors can also be 

appreciated from an engineering perspective when their application in damage prediction models 

is considered. In this respect, a brief overview of predictive pitting damage estimation modeling 

based on critical stability criteria is described in the next section. 
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1.6. Application of Critical Factors to Damage Prediction 

Damage prediction models are highly useful as design tools in structural integrity 

analyses of metallic components that undergo exposure to corrosive environments during 

service.115,116 These models are also useful to determine container wall thicknesses for high-level 

radioactive waste storage.117,118 Kelly and coworkers16,99,100 developed a maximum pit size model 

that could be used to provide input data for such analyses, based on charge conservation 

considerations, that in natural conditions (i.e., without experimental external polarization) under 

an electrolyte thin film, an actively dissolving pit anode could grow only as large as long as the 

current supplied by the surrounding cathode would support it. The individual constraints on the 

anode and the cathode are set by the respective stability criteria that correspond to the minimum 

anodic current demand and the maximum cathodic current capacity. This system is schematically 

depicted in Figure 1.8. 

 

 

 

 

 

 

 

Figure 1.8. Galvanic separation of the cathode and pit anode to evaluate individual currents in 

terms of respective critical stability criteria.99 
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When expressed in terms of a common geometric dimension, such as the pit radius, a limiting 

damage size can be estimated when the charge conservation principle is applied. The individual 

stability criteria can be expressed in terms of the pit radius as discussed below: 

Anode – the minimum anodic current demand is a linear relationship with pit radius when 

considered in terms of an equivalent critical hemispherical pit stability product (I/r)crit, where I is 

the anodic current and r is the pit radius. Woldemedhin et al.119 have shown that this value is 

three times the Galvele pit stability product, i.e., 

 ( ) ( ) pitsaltfilmpitcritpitcritanode rxifrxir
r
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Cathode – the maximum cathode capacity is calculated upon converting the non-uniform current 

density distribution of the real cathode into an equivalent uniform current density supplied by a 

cathode of finite length. This uniform current density is also supplied across the potential 

differential ∆E = (EOCP – Erp) which originally exists across the length of the real cathode. 

However, this potential drop for the equivalent cathode occurs across an equivalent cathode 

length measured from the pit mouth (at Erp) to a finite distance away on the bulk surface (at 

EOCP) depending on the ohmic resistance of the medium. The current supplied across this 

potential gradient is then calculated from the cathodic kinetics corresponding to this value of ∆E. 

This geometry is illustrated in Figure 1.9.  The resulting expression for cathodic current in terms 

of pit radius is:  
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where κ is the electrical conductivity and WL is the water layer thickness of the electrolyte thin 

film. 

This expression for cathodic current can be numerically solved, and in conjunction with 

the linear relationship with the pit radius obtained for the anodic current, results in a plot of the 

type shown in Figure 1.10. The point of intersection of the cathodic curve and the anodic line 

provides an estimate of the limiting pit size. Figure 10 shows calculations using two different 

values for the critical pit stability product which, as has been discussed previously, indicate 

different values for the critical surface concentration. It is observed that a change in critical 

degree of saturation from 100% (salt film) to 50% results in a variation of a factor of more than 2 

in the estimated maximum damage size. Therefore, in order to avoid incorrectly estimating the 

damage size that may be attained on a metallic surface in a corrosive environment, it is vital to 

accurately know the critical surface concentration for anodic stability. Similarly, in order to 

evaluate the cathodic current that can be supplied to support pit growth, the repassivation 

 

 

 

 

 

 

Figure 1.9. Treatment of the real cathode as an equivalent cathode of length Leq or radius req with 

uniform current density distribution across potential gradient (EOCP – Erp).99, 100 Note: EOCP is 

denoted as Ecorr in this figure – the two potentials are equivalent in this treatment. 
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potential Erp has to be related to the critical surface concentration, necessitating the development 

of a quantitative framework to connect the various critical factors. 

 

 

 

 

 

 

 

 

 

Figure 1.10. Effect of the critical surface concentration on anodic stability criteria and 

maximum pit size estimation.120 
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1.7. Scope of Dissertation 

The goal of this work is to develop a unified framework that describes both pitting 

stability and repassivation. Such an objective necessitates that the field of survey be restricted to 

some extent in order to preserve focus.  This dissertation considers in the design of the 

framework, factors that sustain pitting rather than those responsible for its nucleation. In this 

regard, the study employs as its candidate system, the stainless steel alloy 316L corroding in 0.6 

M NaCl at ambient conditions of 25 °C at 1 atm. This section is divided into four parts: the first 

briefly lists the justification for focusing on these particular conditions and the aspects of pit 

stability and repassivation which are excluded from this study. Notes on pit initiation, 

metastability, temperature effects, alloys other than 316L, and finally empirical estimates of the 

effects of alloying constituents on pitting susceptibility are included. The next three parts detail 

in order, the organization of the research topics throughout the dissertation, the general 

advantages of using the lead-in-pencil artificial pit architecture, and select phenomenological 

studies that provide insight into pit stability fundamentals which will be expanded upon in the 

chapters that follow.  
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 Topics Excluded from Investigation 

Pit initiation. Early reviews on pitting and related electrochemical conditions tended to 

focus on the topic of passive film breakdown and the conditions for initiation.15,26 However, 

more recent appraisals61,121,122 hold the view that conditions for growth rather than initiation are 

more representative. Conditions for initiation of localized corrosion are not always reproducible 

and are highly dependent on the cleanliness of the alloy surface and the presence of defects in the 

oxide film.123–125 Consequently, induction times associated with the onset of pitting also vary 

considerably even among samples of the same alloy in an environment conducive to localized 

corrosion.123 Crevice formation can also accelerate pit initiation, resulting in further variation in 

corrosion behavior among cases studied.126,127 Finally, in circumstances where prior pit growth 

has already taken place,83–85 issues pertaining to critical conditions describing repassivation are 

not resolved by considering initiation.  

Metastability. Another issue that the literature has focused on while discussing conditions 

for pitting is metastability.2 Metastable pitting has been studied by several authors34,35,128,129 by 

analyzing the transient current response to applied potential. These studies hypothesized that 

metastable pits grew into stable ones once they attained conditions permitting the aggressive 

solution within the pit to be maintained. However, the fate of a nucleating pit is not determined a 

priori, i.e., the pit is not inherently prone to stability or repassivation unless certain critical 

conditions at its corroding surface are met.127,130 It is therefore of interest to look at what these 

critical conditions are, which would be independent of how the pit initiated but crucial in 

determining whether it continues to propagate. Also, conditions for the inhibition of propagation 

rather than initiation are more useful in designing strategies for pit repassivation in industrially 

relevant cases where prior pit growth may already have taken place.33,83–85,95  
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Temperature. Pitting has been reported not to follow the Arrhenius Law expectation of 

increasing rates in proportionality to the reciprocal absolute temperature, primarily due to the 

different effects of temperature on the interconnected processes involved.131 Temperature 

variations would be expected to have significant effects on the reaction rates at the corroding 

surface, salt film stability, mass transport characteristics, physicochemical parameters such as 

viscosity, and the kinetics of oxide nucleation.2 The critical pitting temperature (CPT) as an 

empirical criterion for localized corrosion susceptibility was introduced by Brigham and 

Tozer,132 and has been expanded upon by Newman and coworkers.57,133–135 The latter studies 

reported an irregular variation in Epit with temperature, and these results have been consequently 

related to their studies on the necessity of the salt film as a stable pitting criterion, concomitant 

with bulk electrolyte composition. The quantitative framework relating pit stability and 

repassivation as described in this dissertation is applicable regardless of temperature, as long as 

its effects are accounted for in the physicochemical parameters that are employed in its 

implementation. Provided the collection of pit stability and repassivation data is consistent across 

temperatures, the underlying principles of the framework continue to be viable. Several authors 

have reported both pit stability57,135,136 and repassivation potential83–85,88 parameters as a function 

of temperature, and these data are seen to behave in a nominally similar manner to those utilized 

in this study. 

Other alloys. Abundant literature exists on the pit stability and the repassivation of alloys 

other than stainless steels, particularly for aluminum38,77,78,130,137 and nickel alloys.49,82,84,138–140 

As has been noted in the previous sections, general aspects of pit stability and repassivation 

phenomena are common to all passivating metals. However, experimental implementation of the 

artificial pit technique to evaluate the critical factors is not equally viable in the case of every 
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alloy. For instance, studies with aluminum are complicated by copious hydrogen production 

inside the pit as well as partial repassivation effects like tunneling.137 Some of the studies that 

have been referenced in this document have been applied to nickel alloys.47,82,84,139,140 The use of 

316L stainless steel as a candidate alloy is justified by its ubiquitous use in industry,141 

particularly those relying on damage prediction models based on critical stability 

criteria.33,83,97,115–117 Some aspects of extending this study to other stainless steels is discussed in 

the section on phenomenology to follow. Nonetheless, the framework inherently is applicable 

qualitatively to all passivating alloys as long as stability criteria can be determined with similar 

reliability. 

PREN. Lorenz and Medawar142 introduced the Pitting Resistance Equivalence Number 

(PREN) as an empirical estimate of the localized corrosion susceptibility of stainless steels 

containing Cr, Mo, and N. These studies were based on experimental fits to Epit measurements 

for different compositions of the alloying elements. Similar empirical studies have been 

conducted considering the effects of W and Mn based on Epit measurements in the critical crevice 

solution. These estimates, apart from being of a heuristic nature, also draw the same criticism 

that was leveled in earlier sections at the deficiency in the selection of the pitting potential and 

simulated crevice solutions themselves as critical factors in localized corrosion.  Work by 

Jargelius-Petterson143 has cautioned against the use of PREN as more than a very approximate 

estimator of localized corrosion susceptibility, and its utility has been called into question by 

recent work on duplex stainless steels.144 Rebak and Crook145 have also shown that PREN is not 

a reliable predictor of localized corrosion in nickel alloys. As such, this dissertation will not 

consider PREN, or similar alternatives, because their application towards constructing 

quantitative, mechanistic tools of localized corrosion characterization is limited.   
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 Research Overview and Organization of Dissertation 

 The background and the discussion provided in the preceding sections have established 

the current status of knowledge of critical conditions associated with pitting stability and 

repassivation. Key gaps in knowledge in the related literature on critical surface concentration 

and repassivation potential to date have also been identified. These gaps in knowledge include a 

common method to determine measurable parameters for stability and repassivation criteria, 

models that investigate critical local chemistry in the context of repassivation, and a physical 

explanation for the onset of repassivation upon the loss of critical chemistry. These issues pose a 

barrier to achieving complete mechanistic understanding of the phenomena associated with 

stable pitting and repassivation. 

In order to resolve these issues, the dissertation will follow an approach that will address 

following topics: 

Single experimental method to measure critical parameters. Each following chapter details a 

specific modified artificial pit technique that is utilized to extract data relevant to both pit 

stability and repassivation from the same experiment. A high-throughput version of the 

technique was developed to collect and analyze pit stability and repassivation data across a wide 

range of pit depths. Key phenomenological insights regarding the effects of pit depth on pit 

stability data were provided by results from this study, which are included in the remainder of 

this chapter, and inferences based on these data form the basis of Chapter 2. Separate 

experiments conducted in a variety of chloride solutions provided data which was analyzed in 

terms of diffusion-based arguments to rationalize observed dependence of the pit stability 

parameter on the bulk electrolyte which are later expanded upon in the light of the results 

obtained using the quantitative framework discussed in Chapter 3. 
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Geometry effects on one-dimensional (1-D) mass transport. A systematic evaluation of the 

influence of the effects of pit geometry on the flux characteristics emerging from lead-in-pencil 

artificial pits is conducted in Chapter 2. Results from this study inform selection of experimental 

parameters in order to accurately simulate 1-D mass transport characteristics for the application 

of the Galvele pit stability model as well as provide a quantitative rationale for the observed of 

repassivation potential behavior with pit depth. 

Quantitative framework relating critical factors for pit stability and repassivation. Artificial pit 

experiments based on the work described in Chapter 2 provide information for a mass transport-

based model which quantitatively relates the dissolution flux, repassivation potential, and surface 

concentration in terms of pit depth, forming the focus of Chapter 3. The surface concentration at 

the transition from active dissolution to repassivation is estimated as a critical factor, 

quantitatively connecting pit stability and repassivation. The impact of this critical value on 

atmospheric pitting is also discussed in the context of the bulk electrolyte effects on pit stability 

introduced in Chapter 1. 

Physical explanation for the onset of repassivation. Chapter 4 demonstrates efforts to build 

anodic kinetics experiments based on calculations from the mass transport model described in 

Chapter 3 in order to validate the estimates of the critical surface concentration. These estimates 

are quantitatively associated with a physical cause of repassivation by way of the minimum pH 

required to precipitate an oxide in the critical pit solution. Cation hydrolysis calculations are 

employed to relate the influence of the local cathodic reaction to the pH of the corroding surface 

at repassivation, and consequently provide data towards a mixed-potential analysis for a 

mechanistic evaluation of the quantitative framework discussed throughout the dissertation.  
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1.8. The Artificial Pit Electrode 

 This section outlines the advantages of the artificial pit configuration that were employed 

in the study. The first part describes the construction and preparation of the lead-in-pencil 

artificial pit electrode samples. The second part describes the specific advantages of directly 

assessing kinetic data in terms of a single variable – the pit depth – that this configuration 

permits. Details of the experimental techniques themselves are provided in Chapter 3, as well as 

in the papers by Srinivasan et al.120,146,147 

 General sample preparation and architecture. The lead-in-pencil artificial pit electrode 

used for all studies in this dissertation is shown schematically in Figure 1.11. The standard 

sample consisted of a 316L stainless steel wire of diameter 50.8 μm cast in epoxy. Electrical 

conductivity was ensured by winding one end of the stainless steel wire to a length of insulated 

tin-coated copper electrical wire secured using conductive silver paste, prior to casting in epoxy 

– this served as the working electrode. Sufficient length (2 to 5 cm) of the stainless steel wire 

was embedded in the epoxy so that this junction would not be exposed to solution (the deepest 

pit grown was on the order of 1 mm). The top surface of the artificial pit samples were polished 

to 320 grit, which resulted in an exposed circular area of 2.03 × 10−5 cm2
 when placed upright in 

solution. 

 As has been outlined in previous sections, such a configuration enables the experimental 

realization of a system that would have a single corroding surface with inert walls. 

Electrochemical parameters can then be studied in terms of their dependence on the pit depth 

variable, which is controlled depending upon the charge density passed. Transport out of this 

artificial pit would approximate conditions of one-dimensional diffusion once sufficient depths 

had been attained.  
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 Artificial pit electrodes were constructed similarly from wires of 304L, 17-4 PH, 430, and 

17-7 PH stainless steels were for use in phenomenology studies. The 304L wire had a similar 

diameter as the 316L wire whereas the other wire samples had a diameter of 88.9 μm, resulting 

in an exposed circular area of 6.21 × 10−5 cm2. The metallurgical composition of all alloy 

samples used in the study is shown in Table 1.1. 

 

Advantages in employing the lead-in-pencil electrode. A lead-in-pencil artificial pit afforded 

advantages both in simplicity of construction as well as analysis of data. Electrochemical 

experiments were run that permitted the extraction of both pit stability as well as repassivation 

data from the same experiment. These experiments are illustrated in Figure 1.12 and described in 

detail by Srinivasan et al.120,148 and in Chapter 3. The advantages afforded by the lead-in-pencil 

electrode are summarized below:146 

1. Both parameters of interest – (i·x)saltfilm  and Erp could be estimated from the same 

experiment, providing measurable estimates of the critical parameters.  

2. A single corroding surface obviated the necessity to correct for activated surface 

area for charge density calculation. The charge density measured could be directly 

converted to pit depth using Faraday’s law, enabling the evaluation of Erp directly 

 

 

 

 

 

Figure 1.11. The artificial pit electrode sample.146 
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in terms of pit depth and consequently, diffusive transport. These results are 

visited in the discussion on the validation of the technique later below. 

3. The low volume of corrosion products resulting from the small size of the wire 

ensured that the bulk chemistry remained virtually unchanged throughout the 

duration of the experiment, which would not have been possible if a sample of 

large area were used. 

4. Multiple experiments could be carried out using the same sample without having 

to correct for new pits initiating or old pits growing. Successive charge density 

and pit depth calculations are simply additive in the case of the artificial pit. 

 In order to validate the artificial pit method to measure Erp, similar electrochemical 

experiments were carried out using samples of exposed area ≈ 1 cm2, which correspond to 

sample sizes similar to those employed by Sridhar et al.83–85 The charge density calculated for 

these experiments was normalized over the area of the deepest pit observed using multifocal 

stitching from three-dimensional digital image microscopy. The Erp values observed at low 

charge densities for the 1 cm2 samples were more active than those observed at similar charge 

densities for the artificial pit sample due to the fact that crevice corrosion was noticed on the 

large-area samples at the interface between the metal edge and the epoxy. The presence of 

crevices suggests a longer effective diffusion path, which would not be visible through the 

microscope, given the plane of observation. A similar observation was reported by Dunn et al.84 

in studies on crevice repassivation in stainless steels. The results shown in Figure 1.13 indicate 

that the measured values of Erp and its behavior on increasing charge density agree well with 

those reported in the literature. The same results were also expressed in terms of q calculated 
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over the nominal area (1 cm2). These latter results show good agreement with reported Erp versus 

q data.83 

 

Table 1.1. Composition of stainless steel wire used (all values in weight percent). Composition 

provided by vendor was confirmed by quantitative speciation using inductively coupled plasma 

optical emission spectroscopy (ICP-OES).  

Stainless 

steel 

type 

Elemental composition (wt%) 

Fe Cr Ni Mo Mn Cu Si C S N P Nb Ta Co Al 

430 

(wire) 
81.79 17.18 - - 0.49 - 0.45 0.06 0.005 - 0.028 - - - 

 

304L 

(wire) 
70.26 18.48 9.2 - 1.59 - 0.27 0.03 0.001 0.001 0.036 0.001 0.001 0.13 

 

316L 

(wire) 
67.98 17.07 10.66 2.16 1.36 0.23 0.41 0.019 0.029 0.05 0.03 - - - 

 

17-4 PH 

(wire) 
75.17 15.26 4.58 0.42 0.78 3.25 0.49 0.03 0.002 - 0.022 - - - 

 

17-7 PH 

(wire) 
73.01 16.90 7.22 0.34 0.78 0.16 0.28 0.07 0.001 - 0.018 - - - 1.17 

316L 

(coupon) 
68.81 16.72 10.06 2.03 1.89 - 0.39 0.021 0.0004 0.05 0.03 - - - 
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Figure 1.12. Extraction of pit stability and repassivation parameters from the same experiment. (a) 

Typical data from electrochemical experiments to measure both critical parameters.120 (b) Plot of iL 

from the kinetics data in (a) versus the reciprocal of pit depth. The linear fit to the plot provides the 

value of (i·x)saltfilm. (c) From the same experiment, Erp is extracted as shown in (a). Plotted versus 

charge density, a plot similar to that obtained by Sridhar et al.83,84 is obtained with the Erp 

approaching a plateau for high charge density (which can be directly expressed in terms of pit depth 

for these experiments). 
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Figure 1.13. Validation of artificial pit methodology as a technique for Erp measurement. The plot 

on the right is drawn on a semi-log scale to display the lower charge density values that result 

when the nominal area is used to calculate charge density.146 
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1.9. Pit Stability and Repassivation Phenomenology 

This section describes selected phenomenology observed during electrochemical 

experiments performed with the artificial pit electrode to investigate pit stability and 

repassivation parameters. Alloy chemistry, bulk chloride concentration, and pit depth are the 

variables considered. The observed effects due to alloying microconstituents on the repassivation 

potential serve to account for interfering redox reactions while extending the measurement 

techniques to other stainless steel alloys. The phenomenology associated with the bulk chloride 

concentration and the pit depth is seen to affect pit stability kinetics. These results form the basis 

of the treatment of pit stability data collection and interpretation and its impact on atmospheric 

corrosion detailed in Chapters 2 and 3. 

Alloy Chemistry 

Artificial pit experiments similar to those outlined in Srinivasan et al.120,148 and described 

in Figure 1.12 as well as the Experimental section of Chapter 3 were performed on 304L, 17-4 

PH, and 430 stainless steel wires to examine the effects of alloy chemistry on (i·x)saltfilm and Erp. 

Results from experiments run on these wires in 0.6 M [Cl-] are shown in Figure 1.14. The 

measured value of (i·x)saltfilm was within experimental scatter of the same value of 0.8 A/m for all 

alloys examined (Figure 1.14 (a)) which agreed well with values reported in the literature.34,35 

Error bars for Erp in Figure 1.14 were obtained by averaging the values at which measured Erp 

remained relatively independent of pit depth after passing sufficient charge density, while those 

for (i·x)saltfilm were obtained by averaging over the values from the slope of the linear fit of the 

plot of dissolution-limited current density and inverse of the pit depth for deep pits, as described 

in Chapter 3 and the literature.120,146–148 
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The measured Erp on the other hand showed significant variation across the stainless 

steels (Figure 1.14 (b)). 304L followed the same trend as 316L, but with slightly more active 

values. This difference could be attributed to the presence of the molybdenum in 316L, which 

tends to provide some ennobling action to the alloy, as reported by Newman.149 Type 430, a low-

alloy ferritic stainless steel, displayed Erp values much lower than 316L, around –450 mVSCE. 

However, the trend of decreasing Erp with increasing charge density as seen in 316L was 

reversed in the case of 430, with Erp rising from more active values to reach a plateau at higher 

values as charge density increased. A similar trend observed for 316L at rapid scan rates is 

discussed in detail in Chapter 3. Finally, the repassivation potential for 17-4 PH remains constant 

and slightly higher than that of 316L across all charge densities. This last result is particularly 

surprising because 17-4 PH is less resistant to localized corrosion than 316L in service,141 as 

evidenced by the lower OCP of 17-4 PH coupons in long-term tests (Figure 1.15 (a)). 
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Figure 1.14. Pit stability and repassivation phenomenology across stainless steel alloys studied.120 
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Figure 1.15. Evidence for electroactive copper species interference with 17-4 PH Erp 

measurement.120 (a) Long-term OCP measurements of 17-4 PH approach much lower values than 

measured Erp. (b) Erp measurements on 17-7 PH which is similar to 17-4 PH except that it contains 

a much lower Cu content, show values close to the long-term OCP values seen for 17-4 PH. 
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electroactive alloying elements. Cu in 17-4 PH could interfere with the measurement of Erp due 

to redox reactions that take place in the vicinity of the same potential was considered. Newman 

and Isaacs have observed similar results in polarization curves on 304 stainless steel in chloride 

solutions.149,150 Evidence from the literature on the dealloying of brasses151 indicates that the 

redox reactions exhibited by some copper species in chloride solution fall within the range of 

potentials sampled while measuring Erp in this work. 
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Erp measurements were performed on 17-7 PH, an alloy similar to 17-4 PH in 

composition, except that its copper content is much lower, as is indicated in Table 1.1. The Erp 

values of 17-7 PH stabilized at around –300 mVSCE as shown in Figure 1.15 (b), which agrees 

well with the long-term OCP values approached by the 17-4 PH coupons (Figure 1.15 (a)). 

 Any interference in Erp measurement originating due to electroactive copper species can 

be analyzed using a technique similar to the one used in cyclic voltammetry to identify redox 

species via current peaks observed in the polarization scan.152   Current peaks were observed in 

the potential range where the redox reactions corresponding to copper were expected and the 

current density corresponding to these peaks correlates with the copper content of the alloy. 

Analysis of these current peaks for the different alloys in 0.6 M [Cl-] at 5 mV/s was performed 

once comparable pit depths were achieved. As shown in Figure 1.16, the peak for 17-4 PH 

appeared at much higher current densities than that for 316L. The reported copper content of 17-

4 PH was nearly 10 to 12 times that of 316L and 17-7 PH (Table 1.1). The ratio of the peak 

current density values approached this ratio, lending credence to the hypothesis that electroactive 

alloying constituents may interfere with Erp measurement. The elemental analysis of the 17-7 PH 

wire indicated a copper content comparable to that of 316L. However, despite the similar copper 

content of 17-7 PH and 316L, the latter showed a current peak of significantly higher value. This 

difference could point towards some microstructural effect on electrochemical parameters, 

because 316L is fully austenitic whereas 17-7 PH is a semi-austenitic precipitation-hardened 

steel, containing both martensite and residual untransformed austenite.141 This dissimilarity may 

also arise from the fact that the measurement range for the repassivation potentials of 17-7 PH is 

more active than for 316L,151 implying that the Cu replating effect may be superseded by other 

cathodic reactions. 
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Bulk Chloride Concentration147 

Artificial pit experiments performed in a similar manner to those illustrated in Figure 

1.12 were performed on 316L wires in bulk NaCl concentrations at low levels (between 0.6 M 

and 2.8 M) to evaluate the effect of bulk electrolyte on (i·x)saltfilm. These experiments resulted in 

a plot that displayed a clear linear dependence of (i·x)saltfilm on bulk chloride levels, similar to 

those obtained by Woldemedhin et al.147 for 304L and 316L in FeCl3 and LiCl, as shown in 

Figure 1.17. These results implied that there was little effect of pH or the nature of the cation in 

the supporting electrolyte on the pit stability parameter. As has been identified by Tester and 

Isaacs,45 dissolution kinetics of stainless steels in chloride solutions up to 3 M [Cl−] are 

practically identical, with no particular effects of viscosity. Therefore, a diffusion-based 

rationalization of the observed phenomenology of pit stability data with respect to bulk chloride 

concentration could be performed, which provided valuable information regarding the 

 

 

 

 

 

 

 

Figure 1.16. Investigation of Cu replating evidence for the observed noble Erp of 17-4 PH.120 
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physicochemical parameters employed. The salient results of this analysis are reproduced below, 

the development of which is provided in detail in the Appendix section of this dissertation. The 

linear dependence of the pit stability data on the bulk chloride concentration was explained in 

terms of an alternative expression of the relationship between the diffusion fluxes of the metal 

cation and the chloride ion under steady-state conditions: 

 
( )
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( ) ][
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−=⋅
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ClBAxi
ClFDzCFDxi

CFDzCFDxi

saltfilm

ClmsatClsaltfilm

ClbulkClmsatClsaltfilm

…… (1.4) 

 These calculations yielded an estimate for the diffusion coefficient (D) and concentration 

at saturation (Csat, m) of the metal ion as 9.2 × 10−6 cm2/s and 3.72 M. This estimate for D is 

agrees well with those utilized in several artificial pit studies, but underestimates the value for 

Csat (typically 4 to 5 M).46,47,52,136,153 The impact of bulk electrolyte composition on the pit 

stability data as higher chloride concentrations are approached is discussed in greater detail in 

Chapter 2 with particular reference to its implications on modeling true 1–D behavior and in 

Chapter 3 with regard to applications to atmospheric corrosion. 
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Pit Depth146 

 A high-throughput version of the artificial pit experimental technique described in Figure 

1.12 was employed by Srinivasan et al.146 to obtain a large volume of pit stability and 

repassivation data. The pit stability product under a salt film evaluated by including data 

accessed from deep pits using this technique compares well with literature values of (i·x)saltfilm 

for 316L.35,136,147  This modification to the original technique avoids sampling only shallow pit 

depths where one-dimensional diffusion does not capture the complete mass transport behavior 

of the system due to the hemispherical boundary layer at the pit mouth imparting some three-

dimensional characteristics.47,51 On the other hand, for sufficiently deep pits, the diffusion length 

is effectively the same as the pit depth, permitting better approximation of the mass transport 

behavior of the system by one-dimensional diffusion.  

 

 

 

 

 

 

 

 

Figure 1.17. Linear dependence of pit stability product on bulk [Cl−]. Data replotted from 

Woldemedhin et al.147 
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Figure 1.18 compares the experimental flux obtained from the technique to the theoretical flux as 

a function of the reciprocal of the pit depth expected based on cation transport for 316L and 17-4 

PH.  Values for physicochemical parameters of the metal cation were assumed to be those of 

Fe+2 (for instance, the cation diffusion coefficient was approximated by Dferrous ion = 8.24 × 10−6 

cm2/s, and Csat = 4.2 M) as considered by literature studies47,57,105,147 that had also considered 

mass transport in corroding one-dimensional stainless steel pits.  The (i·x)saltfilm value of 0.836 

A/m obtained for 316L was consistent with the results reported by Woldemedhin et al.147 for 

austenitic stainless steels in chloride solutions. In the case of 17-4 PH, the (i·x)saltfilm value of 

0.763 A/m was lower than that of 316L. Figure 1.18 (b) shows that the data for 17-4 PH follows 

the theoretical calculation based on Fe+2 diffusion closely. A lower (i·x)saltfilm value corresponds 

to a lower diffusion flux, a result that can be rationalized based on the fact that 17-4 PH has  a 

lower Ni content than 316L. Furthermore, based on the in situ X-ray work of Isaacs et al.,105 Ni 

is also depleted in the saturated solution, resulting in a further decrease in the concentration 

gradient. As a result, the cation transport behavior in the 17-4 PH system would be expected to 

be closer to the case approximated by ferrous ion diffusion. Conversely for 316L, a higher Ni 

content in the alloy implies that the concentration gradient is not as depleted as the 17-4 PH case, 

resulting in a higher diffusion flux. Furthermore, it is likely that the value of Csat used was not 

appropriate for 316L, given the higher Ni content produced by dissolution. The value suggested 

by Isaacs et al.105 (5.02 M) from in situ X-ray studies may be more suitable. These analyses 

illustrate the utility of the proposed technique in obtaining statistical data from pits of various 

depths, from which kinetic information can be extracted. These results are systematically 

evaluated in greater detail in Chapter 2, in the light of the dimensionality of flux emanating from 

a 1–D  pit modeled as a function of geometry. This analysis provides an understanding of the pit 
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depths to access in order to obtain data truly representative of 1-D cation transport isolated from 

the effects of the bulk electrolyte. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.18. Comparison of experimental flux with theoretical one-dimensional diffusion flux 

based on Fe+2 as a function of the reciprocal of the pit depth for (a) 316L (b) 17-4 PH.146 
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1.10. Summary 

Despite their dependence on the same processes happening at the corroding surface, pit 

stability and repassivation have not been investigated in concert using a quantitative mechanistic 

framework. This chapter introduces the work of this dissertation, which is focused on developing 

such a unified framework that connects the critical factors describing both pit stability and 

repassivation. The current literature is reviewed and topics that require further investigation in 

the light of this framework are identified. The necessity of a synergistic consideration of critical 

factors is reinforced in terms of a fundamental electrochemical standpoint as well as an 

engineering design perspective. Finally, an overview of the dissertation is provided with respect 

to the general experimental approach adopted and the phenomenological aspects of pit stability 

and repassivation that will be rationalized using the quantitative framework are briefly discussed. 
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Chapter 2 

2.1. Overview 

 This chapter describes the mass transport characteristics of flux emanating from one-

dimensional (1-D) pits with particular focus on the effects of pit depth and bulk electrolyte 

concentration. The results emerging from high-throughput artificial pit techniques that outlined 

the utility in accessing a wide range of pit depths so that pit stability data truly representative of 

1-D transport may be obtained (described briefly in the introductory chapter) are expanded upon. 

This chapter quantitatively determines the minimum pit depth (normalized over pit diameter) that 

has to be attained for data to correspond to 1-D flux isolated from the effects of the bulk 

electrolyte and therefore characteristic of the cation concentration gradient within the pit. Finally, 

these results provide insight into explaining the observed behavior of repassivation potential with 

pit depth, which is employed in the development of the quantitative framework relating pit 

stability and repassivation described in detail in Chapter 3. 

An original research article based on this chapter has been published in the Journal of The 

Electrochemical Society, and can be accessed by the following description: 

J. Srinivasan, C. Liu, and R. G. Kelly, Geometric Evolution of Flux from a Corroding One-
dimensional Pit and its Implications on the Evaluation of Kinetic Parameters for Pit Stability. 
Journal of The Electrochemical Society 163, 10 (2016): pp. C694-C703. 

Respective author contributions: 
Srinivasan: Manuscript author, experimental data collection, analysis, and interpretation of pit 
depth and bulk electrolyte dependence of pit stability phenomenology, development of diffusive 
transport rationale for repassivation phenomenology with pit depth. 

Liu: FEM model setup, geometry construction, simulation implementation and data collection. 
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2.2. Abstract 

The flux from a one-dimensional (1-D) artificial pit electrode corroding under a salt film 

was examined using experimental and modeling techniques. Finite element simulations showed 

that the flux at shallow depths was consistently lower than theoretical calculations for 1-D 

diffusion. This deviation was due to a substantial contribution of the external hemispherical 

boundary layer to the overall diffusion length. Increasing the pit diameter resulted in a larger 

boundary layer, which in turn affected the flux characteristics to greater depths. Data from 

experiments and simulation converged with the theoretical 1-D calculations only when pit depths 

approached nearly ten times the pit diameter. The experimental data from this study as well as 

data from related published work were observed to span the range bounded by the simulated and 

the theoretical flux predictions. Comparison with published pit stability phenomenology showed 

that only deep pits provided kinetic data based on the cation concentration gradient unadulterated 

by bulk chloride effects. Finally, this work also provided insight into the origin of the 

dependence of the measured repassivation potential with pit depth, contributing towards a 

quantitative framework relating the various critical factors governing pitting. 

  



60 
 

2.3. Introduction 

 The stable growth of corrosion pits requires the presence of aggressive chemistry at the 

corroding surface as characterized by a high metal chloride concentration and low pH1,2. The 

conditions leading to the maintenance of such chemistry were mathematically considered by 

Galvele3 through an investigation of the steady state relationship between metal dissolution and 

mass transport4,5 out of a one-dimensional (1-D) pit. For the case of a 1-D pit, it was theoretically 

demonstrated that a minimum critical value of cation flux – expressed as the product of the 

current density and the pit depth, (i⋅x) – was necessary for the pit to maintain a critical chemistry 

and thus stably corrode. As such, should the product of the current density and the pit depth fall 

below this critical value, repassivation would set in. Subsequent studies on stainless steel pitting 

referred to this parameter and equivalent relationships for other pit geometries as the pit stability 

product6,7. This critical pit stability product (denoted  (i⋅x)crit) has been employed as the anodic 

stability parameter to determine the maximum pit size that can be attained on a particular metal 

surface in a given corrosive environment8–11.  

 Experimental results obtained using the artificial pit or lead-in-pencil electrode12–17 can 

be directly used to study 1-D dissolution kinetics because the construction of this electrode 

results in inert walls surrounding a single active surface13,14,16 corroding under a precipitated salt 

film18–24 upon the application of high anodic potential in corrosive solution. The presence of the 

salt film results in diffusion-limited dissolution conditions that permit the study of the corroding 

system in a quasi-steady state. The pit stability product under a salt film, (i⋅x)saltfilm can then be 

extracted13,14,25–28 from measuring the diffusion-limited current density at different depths. The 

critical pit stability product can then be expressed as a fraction of this measured pit stability 

parameter (i⋅x)saltfilm.29,30  
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Pit stability data collected from experiments at shallow pit depths may possess three-

dimensional characteristics due to the influence of the external hemispherical boundary layer at 

the pit mouth14,31. The value of high-throughput artificial pit techniques in accessing a wide 

range of pit depths to obtain kinetic data and therefore avoid this problem has been previously 

reported28. It is necessary however to consider in detail, the dependence of flux on geometric 

variables in order to ensure that pit stability data extracted from artificial pit experiments does 

indeed correspond to true 1-D transport. An analysis of this nature would assist in judicious 

selection of the experimental parameter space (pit diameter, pit depth, concentration of bulk 

electrolyte) within which pit stability data can be properly collected and interpreted. 

The utilization of finite element modeling permitted the rapid generation of flux 

characteristics by varying specific geometric parameters of a 1-D pit, similar in approach to the 

work performed on hemispherical pits conducted by Harb and Alkire31. A systematic treatment 

of the flux response to pit geometry in this manner evaluated the minimum depth that had to be 

attained in order to obtain artificial pit data truly representative of 1-D mass transport. 

Furthermore, the data from deep pits reflected pit stability kinetics isolated from effects of the 

bulk chloride environment, thus affording better agreement of experimental measurements with 

the theoretical basis of the Galvele anodic criteria. Finally, the results of this study provide a 

scientifically defendable rationale for the empirical observation of a plateau in the measured 

repassivation potential for deep pits,27,28,32,33thereby assisting in the development of a 

quantitative framework30,34 that connects electrochemical parameters critical to both pit stability 

and repassivation. 
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2.4. Experimental 

Mass Transport Modeling 

 In order to evaluate the flux characteristics in terms of pit geometry, diffusion kinetics of 

an artificial pit electrode were modeled based on a two-dimensional pit geometry using the 

COMSOL Multiphysics® v5.2 (COMSOL, Inc., Burlington, MA) software. Figure 2.1 illustrates 

this model for the following conditions under which the steady state mass transport of the system 

was allowed to evolve. 

• The flux in the system was considered to be axisymmetrical with respect to the z-axis as 

shown.  

• The initial concentration at the bottom of the pit C (z = 0, t = 0) = Csat where Csat is the 

concentration of the ‘316L cation’ at saturation. The value of Csat used was 5.02 M from in situ 

X-ray studies by Isaacs et al.35 on saturated solutions of 18-8 stainless steel in chloride media. 

• The concentration far away from the pit mouth (representing bulk solution) was set to 

zero for all time, i.e., . This distance from the pit mouth was considered to be 10 

cm in the simulations, which was two orders of magnitude larger than the deepest pit simulated. 

• An initial linear concentration gradient was considered inside the pit, i.e.,

. 

• The walls of the pit were considered to be inert, i.e., the flux across these boundaries was 

set to zero for all time. 

0),( =∞→ tzC

d
zCtzC sat== )0,(
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• A constant diffusion coefficient D was assumed; the value used was 8.24 × 10−6 cm2/s as 

employed by Gaudet et al.14 based on FeCl2 diffusion in 1 M HCl. This value is a reasonable 

approximation because it is within the range of the values of 7 × 10−6 cm2/s to 1 × 10−5 cm2/s 

reported for D in other 1-D pit studies in the literature. 26,27,29,36 Also, the assumption of constant 

diffusivity has been shown by Gaudet et al.14 to effectively approximate the combined effects of 

variable diffusivity and electromigration on the cation flux. Finally, accounting for variable D 

and electromigration would be more representative of actual mass transport conditions, but the 

effects of these individual variables tend to counter each other, resulting in a situation where 

their net influence on the flux is approximated within an error of 10% by assuming a constant 

value for D14.  

The steady-state flux data for this system were extracted by integrating the individual flux 

elements along the z-direction and dividing by the cross-sectional area of the pit. This provides 

an average value of the flux across the corroding surface. Simulations were run until differences 

in calculations from consecutive iterations as determined by the FEM software’s built-in a 

posteriori error estimation capability decreased to less than the threshold tolerance of 0.1%. 
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Figure 2.1. Geometry of system considered in this study – the mass transport generated in the pit 

as a result of continuous steady state dissolution under a salt film is modeled (diagram not to 

scale). The dotted lines indicate the walls of the pit and the boundaries of the domain across 

whose areas there is zero (inert boundaries). The boundary far away from the pit mouth (z → ∞) 

is set as a finite distance which is 10 times the depth of the deepest pit modeled. The pit mouth is 

considered to be where the pit meets the bulk domain. The mass transport characteristics are 

considered along the z-axis (dotted line perpendicular to the pit cross-section), as indicated. The 

origin (0, 0) is considered to be at the center of the pit base. Mass transport is axisymmetrical 

around the z-axis. 

Artificial pit experiments  

The 1-D artificial pit (lead-in-pencil) electrode was constructed using 316L stainless steel 

wire (California Fine Wire Company, Grover Beach, CA) of diameter 50.8 µm cast in epoxy. 



65 
 

The composition of the wires used is shown in Table 2.1. The electrode surface was polished to a 

surface finish of 320 grit with SiC abrasive paper and placed upright in a test cell containing 

unbuffered 0.6 M NaCl solution. The exposed area of the electrode was 2.03 × 10−5 cm2. A 

saturated calomel reference electrode (SCE) and a platinum mesh counter electrode were utilized 

for all the tests. All electrochemical testing was carried out at an average ambient temperature of 

22 °C using a Bio-Logic SP-200 (Bio-Logic SAS, Claix, France) potentiostat. 

Table 2.1. Composition of stainless steel wire used (all values in weight percent). Composition 

provided by vendor was confirmed by quantitative speciation using inductively coupled plasma 

optical emission spectroscopy (ICP-OES).  

Pitting was initiated by applying a potential of +750 mVSCE for a short duration (2 to 5 

minutes) and then propagated to various depths by applying a lower potential of +450 mVSCE for 

different periods of time. This sequence was followed by a rapid cathodic polarization scan at 5 

mV/s to a final potential of −100 mVSCE in order to obtain an estimate of the diffusion-limited 

dissolution current density iL. Variants of this procedure to measure iL have been employed in 

other pitting studies as well27,28.  This dissolution current density was converted to a flux value J 

as shown in Equation 2.1. 

…………………… (2.1) 
d

J
d
C

zFD
iJ L 1

∝⇒
∆

==

Alloy C Mn P S Si Cr Ni Mo N Cu Fe 

316L 0.019 1.356 0.030 0.0287 0.406 17.07 10.66 2.16 0.0499 0.232 67.98 
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where z  is the number of electrons transferred during the oxidation reaction (2.2), D is the 

diffusion coefficient of the cation species (8.24 × 10−6 cm2/s), and F is Faraday’s constant 

(96,485 C/mol-equivalent). One-dimensional mass transport with the pit depth as the diffusion 

length would therefore be indicated as a straight line on a plot of J versus (1/d)14,18,25,28. These 

values have been taken from several sources in the literature on stainless steel dissolution in 

chloride media14,25,26,28,29,36. The pit depth d was calculated by converting the charge density 

passed during the potentiostatic hold and the polarization scan using Faraday’s law, as indicated 

in similar experiments reported in the literature27,28. 

∆C is the concentration gradient of the cation across the pit depth. Theoretically, 

following the literature on stainless steel pitting, the cation concentration at the pit base is 

considered to be at the saturation concentration of either a stoichiometric combination of the 

chlorides of Fe+2, Cr+3, and Ni+2, or only FeCl2; the cation concentration at the pit mouth is 

considered to be zero3,13,14,25,29,35. 

 A separate set of artificial pit experiments as described above were also performed on the 

sample with the exposed surface facing downward, in both quiescent and stirred 0.6 M NaCl 

solution. The stirring rates employed were 75 rpm (low) and 300 rpm (high). These 

configurations were employed to study the effect of boundary layer thickness on the kinetics of 

the system due to either natural or forced convection37,38. The experimental procedure described 

was also performed on a separate sample with the exposed surface facing upward in quiescent 

0.6 M HCl solution (measured pH = 0.58) which would prevent the precipitation of any 

corrosion product at the pit mouth (as predicted using thermodynamic modeling by the OLI 

Analyzer Studio 9.2 software (OLI Systems, Inc., Cedar Knolls, NJ)). This latter test served to 
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observe what effects, if any, the possible deposition of corrosion products at the pit mouth39 may 

have had on the mass transport of the system in the neutral, unbuffered chloride solution. 
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2.5.  Results 

Figure 2.2 plots the simulated flux as a function of pit depth for two different pit 

diameters. The slopes of the curves as pit depth increases provide a preliminary idea about the 

nature of mass transport for the two cases. The decrease in flux is very steep for the 50 µm 

diameter pit as it approaches 500 µm, indicating that theoretical 1-D mass transport based on the 

pit depth as the diffusion length is closely approximated beyond this depth. For the 1 mm 

diameter pit however, there is no such distinct transition, in addition to the overall flux across 

depths being quite low. 

Figure 2.2. Simulated flux results obtained using model geometry for pit diameters of 50 µm and 

1 mm, mapped versus the pit depth. 
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Figure 2.3. Simulated results for different pit diameters in comparison with theoretical 

calculations. (a) Variation of flux with the reciprocal of pit depth, as an indication of 

dimensionality of mass transport. Note that the theoretical calculation yields a straight line across 

the entire range of pit depths. The line is independent of pit diameter as indicated by the 

expression in Equation 1. The simulated results deviate from the theoretical line at shallow pit 

depths and clearly show a trend with pit diameter. (b) Concentration profile along the depth for 

two pits of the same depth but of different diameters. The zero on the abscissa refers to the pit 

base. 

Figure 2.3 (a) shows a plot of the simulated flux results versus the reciprocal of the pit depth 

for three different pit diameters. These results were obtained by running the simulation on the 

geometry described previously using values of 5.02 M for Csat
35 and 8.24 × 10−6 cm2/s for D13,14. 

In Figure 2.3 (a), these simulations are compared with the theoretical expectation of 1-D flux, 

calculated using the same values for Csat and D. A linear relationship between flux and the 

reciprocal of the pit depth is expected in the case of 1-D transport, as indicated in Equation 1; 
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this is the line that describes the theoretical 1-D flux in Figure 2.3 (a). It is evident from the plot 

that the simulated flux deviates from the theoretical calculation for shallow pits. This deviation 

decreases as the pit depth increases – pits of diameter 50 µm begin converging with the 

theoretical 1-D flux for pits deeper than 300 µm and are indistinguishable from the latter once 

pits of depth close to 1000 µm are attained. A similar trend is observed for a pit diameter of 90 

µm – the convergence to the theoretical line begins around depths of 400 µm (equivalent to the 

steep decline in the slope of the J versus d seen in Figure 2.1) and the simulated and theoretical 

fluxes coincide for pit depths in the vicinity of 1000 µm. However, for the larger pit diameter of 

1 mm, the simulated flux deviates greatly from the theoretical calculations and begins to 

converge only once depths of nearly 5 mm are attained. Figure 2.3 (b) illustrates this difference 

even more starkly with the simulated concentration profiles plotted along the pit depth for two 1 

mm deep pits of different diameters. The simulated result for the 50 µm diameter pit agrees very 

well with the theoretical line, with the concentration at the pit mouth approaching zero. 

However, for the 1 mm diameter pit, the simulated results show that the concentration at the pit 

mouth has dropped to only around 30% of saturation (≈1.5 M), and therefore deviate from 

theoretically expected behavior at these depths. 
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Figure 2.4. Experimental data in comparison with theoretical and simulated flux. Note that the 

three datasets begin to converge as pit depths approach 500 µm ((1/d) = 0.002 µm−1). 

Figure 2.4 shows that the experimental flux obtained from 50 µm diameter artificial pits of 

up to 500 µm deep match the theoretical expectations closely, even for shallow depths around 

100 µm. In order to ensure that experimental conditions did not cause mass transport restrictions, 

the effect of convection and possible corrosion product deposition on the flux were explored. 

These results are shown in Figures 2.5 and 2.6, respectively, and indicate that the flux is not 

affected significantly by either of these modifications to the experimental conditions, with the 

results bounded by the simulations on the lower end and the theoretical line on the upper end. In 

each of these experiments, it is observed that as pits grow deeper, the experimentally observed 

flux converges to the theoretical estimate. 
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Figure 2.5. Investigation of any possible effects on mass transport by convective transport – 

natural (via gravity from the downward-facing configuration) and forced (stirring at 75 rpm (low) 

and 300 rpm (high) in addition to gravity). 
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Figure 2.6. Examination of possible effects of corrosion products on mass transport. Note that 

there is no effect on the flux when an acidified electrolyte is employed, which would dissolve any 

corrosion products that would form otherwise in the neutral 0.6 M NaCl.  
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In Figure 2.7, published high-throughput artificial pit experimental data28 for 50 µm 

diameter pits are juxtaposed with the simulated flux as well as two theoretically calculated flux 

lines. The theoretical calculations differ only in terms of the value of Csat used. The line with the 

higher slope utilizes the value of 5.02 M that results from observations by Isaacs et al.35 based on 

the stoichiometric dissolution of the individual components of 18-8 stainless steel (Fe+2, Cr+3, 

and Ni+2), whereas the line with the lower slope adopts 4.2 M as Csat reported by Gaudet et al.14 

as well as by Ernst and Newman29, based on the assumption that saturated FeCl2 approximates 

the behavior of the concentration at the pit base. The experimental data are observed to span the 

region between the simulated flux and the theoretical flux based on 5.02 M for shallow pits, and 

 

 

 

 

 

 

 

Figure 2.7.  Comparison of experimental data from published high-throughput studies28 with the 

datasets obtained in this study. Note that the experimental scatter is lower at deeper pits and converges 

with the theoretical, simulated, and the experimental data from this study, and that the theoretical line 

that considers only Fe+2 does not approximate the experimental data well. 
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converge to the theoretical line for deep pits (> 400 µm). It was seen that theoretical calculations 

using Csat data from stoichiometric dissolution bound the experimental data for 316L stainless 

steel better than if only FeCl2 were considered. This result concurs with previous work28 on the 

dissolution kinetics of 316L and 17-4 PH stainless steel artificial pits, indicating the Csat value 

used in calculations needs to be based on stoichiometric dissolution. The experimental data 

obtained in this study from the different configurations considered also were found to be 

contained within the limits of scatter of the high-throughput data at all depths. 
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2.6.  Discussion 

 This work presents a combined experimental and computational analysis of the effects of 

the pit depth on the measurement and evaluation of the pit stability parameter from artificial pit 

experiments from the perspective of 1–D mass transport. Possible effects of convection and 

corrosion products on the 1–D flux are taken into account, before parsing the results to elucidate 

the effects of the external boundary layer on mass transport with pit depth and diameter. 

Artificial pit data in the literature are considered to rationalize the effect of the effect of bulk 

[Cl−] on pit stability in addition to pit depth. Finally, the observed behavior of repassivation 

potential on pit depth is quantitatively explained in the context of steady state 1–D transport, 

using the results of this study.   

Mass transport is unaffected by bulk convection and corrosion products at pit mouth 

The results of artificial pit experiments performed with configurations designed to examine the 

effects of both natural and forced convective flow, demonstrated that these modifications had no 

substantial effect on the flux, as shown in Figure 2.5. Work on rescaled crevices by Lee et al.40 

was leveraged to ensure that effects due to gravity were countered by capillary forces and did not 

lead to momentum transfer within the pit (Figure 2.8). The results shown in Figure 2.5 were 

consistent with the interpretation provided in published hydrodynamic studies on pitting39,41 that 

external fluid flow has little effect on narrow cavities as opposed to shallow ones. The possibility 

of mass transport effects due to corrosion product precipitation (which may be likely in the 

neutral chloride solution when the cations encounter a higher pH at the pit mouth) can be 

rejected based on the results shown in Figure 2.6. These results demonstrated that performing the 

same experiment in media in which the bulk pH would be too low for such corrosion products to 

precipitate does not lead to a considerable change in flux. On the basis of these results, mass 
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transport effects observed in the system can therefore be examined solely on the basis of a 

dependence on pit depth. 

 

External hemispherical boundary layer affects mass transport of shallow pits 

The deviation from linearity at shallow pit depths displayed by the simulated flux results 

can be attributed to the effect of the external hemispherical boundary layer on the total diffusion 

length31. The deviation from the theoretical expectation therefore occurs because the pit depth 

 

 

 

 

 

 

Figure 2.8.  Balance of forces within pit cavity for the experiments performed in configurations 

examining the effects of convection on mass transport, with the sample facing downward. Note 

that the capillary force (acting upward) are greater than the weight of the solution within the pit 

(acting downward) by at least three orders of magnitude across all pit depths attained. The 

capillary force was calculated for a contact angle of 45°. 
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alone does not approximate the total diffusion length for shallow pits. The hemispherical 

boundary layer influences the mass transport because the cation concentration outside the pit 

does not immediately vanish at the pit mouth. Instead, this change in concentration occurs across 

a finite length; for shallow pits, this additional length is comparable to and sometimes much 

larger than the pit depth, as shown in Figure 2.9.  

The consequence of this effect is that the mass transport follows a behavior expressed in 

terms of a modified version of Equation 2.1: 

…………………… (2.2) 

where δ represents the effect of the boundary layer on the overall diffusion length. The value of δ 

can be calculated using Equation 2.2 from the simulated data. As Figure 2.9 (a) indicates, δ is 

dependent only on the pit diameter and does not change as the pit depth increases. When 

normalized in terms of the pit diameter, δ assumed relatively constant values equal to 

approximately 40% of the pit diameter across the range of pit depths studied (Figure 2.9 (b)). 

Finally in Figure 2.9 (c), when visualized as a fraction of the pit depth, it is abundantly clear that 

for the larger pit diameter, the effect of the boundary layer is massive for shallow pits. At these 

depths, δ contributes disproportionately to the overall diffusion length because it is nearly three 

orders of magnitude greater than the pit depth. Conversely, as pits grow deeper, the effect of δ on 

the overall diffusion length diminishes greatly, as is made distinctly apparent in the figure. In 

fact, at pit depths where the simulated flux is seen to converge with the theoretical calculations, δ 

is less than 2% of the pit depth. Therefore, for deep pits, the relative influence of δ vanishes and 

utilizing the pit depth alone serves as a good approximation for the overall diffusion length. 
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Figure 2.9. Effect of the boundary layer δ on the overall diffusion length across pit depths for 

pits of different diameters. (a) Absolute value of δ across pit depths. Note the logarithmic scale 

on the ordinate – the dependence of δ on pit diameter is evident in this comparison. (b) Effect of 

the boundary layer on the overall diffusion length interpreted in terms of a generalized geometry 

– δ has been normalized as a ratio of pit depth plotted versus pit depth normalized over diameter. 

(c) Influence of the boundary layer on affecting the overall diffusion length in relation to the pit 

depth. Note how the contribution of δ to the overall diffusion length (d + δ) decreases with 

increasing pit depth. 
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The effect of δ on the observed mass transport of the system can also be examined in 

terms of the change in concentration from the pit base to the pit mouth. Figure 2.10 displays the 

concentration change across the model domain using a set of contour plots as well as 

concentration profiles (the latter are similar to Figure 2.3 (b)). As is evident upon comparing 

Figures 2.10 (a) and 2.10 (b), the concentration profile of the pit of smaller diameter is closer to 

the theoretical basis of ∆C = (Csat – 0) = 5.02 M than that of the pit of larger diameter. This result 

implies that the concentration gradient for the smaller diameter is steeper than that of the larger 

diameter because both these pits are of the same depth. In order to interpret these data in terms of 

a generalized geometry,  the cation concentration at the pit mouth as estimated by the simulations 

is plotted as a fraction of the concentration at the pit base (Csat = 5.02 M) against pit depth 

normalized by the pit diameter in Figure 2.11. As can be seen in this plot, the data obtained 

based on different pit diameters collapses on to a single curve, indicating that the concentration 

of the pit mouth approaches zero (the basis for a 1-D theoretical calculation using the pit depth as 

the diffusion length) only when pit depths close to 10 times the pit diameter are attained. 
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Figure 2.10.  Changes in concentration as a function of position in the simulated system 

domain, compared across pit diameters. Lines indicate the theoretical value and the data 

points refer to values from the simulation. (a) Concentration gradient along the z-axis for 

a 500 µm deep pit of 1 mm diameter. (b) Concentration gradient along the z-axis for a 500 

µm deep pit of 50 µ m diameter. Note the significant deviation displayed by the pit of 

larger diameter from the theoretical concentration gradient. 
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Bulk [Cl−] affects pit stability product measurement for shallow pits 

Prior work has shown that of the pit stability product is affected by bulk electrolyte 

chemistry27,29,36,42. Figure 2.12 (a) reproduces the plot of (i⋅x)saltfilm versus bulk [Cl−] from the 

work of Woldemedhin et al.27 In this plot, the y-intercept provides the value of pit stability 

product under a salt film isolated from the effects of bulk [Cl−] (i.e., at a [Cl−] =0). This value is 

the true measure of the anodic stability parameter because it reflects a zero cation concentration 

gradient at the pit mouth, which is the theoretical basis of the Galvele formulation.3 The resulting 

expression (Equation 2.3) is similar in form to Equation 2.1 and is also noted similarly in the 

literature.25,27,28,34 

 

 

 

 

 

 

 

Figure 2.11.  Simulated concentration at the pit mouth for a generalized 1-D pit. 
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…..….. (2.3) 

From Figure 2.12 (b), the slopes of the linear fits for the experimental data obtained at 

shallow pits are lower than those for the deep pits. Furthermore, the scatter (indicated by the R2 

value) is lower for deep pits than for shallow pits. The (i⋅x)saltfilm value of 0.9031 obtained for 

deep pits is in good agreement with the value of (i⋅x)saltfilm isolated from the effects of bulk [Cl−] 

(y-intercept in Figure 2.12 (a)). Figure 2.13 shows the apparent cation concentration at the pit 

mouth as a fraction of Csat mapped against the bulk [Cl−], calculated from the experimental 

(i⋅x)saltfilm versus bulk [Cl−] data,27 assuming a constant value of D. It is evident that as the bulk 

[Cl−] increases, the cation concentration of the pit mouth increases. This result therefore implies 

that as the bulk [Cl−] rises, the assumption that the cation concentration at the pit mouth is zero 

breaks down, i.e., ΔC is no longer equal to Csat. This result may be reflective of the fact that 

viscosity effects on physicochemical parameters play an increasingly important role in 

determining mass transport as the bulk chemistry becomes more concentrated in chloride, as 

reported in the literature.19,29,36,42 Such effects on solution properties may have an impact on both 

D as well Csat, the latter being influenced by the common ion effect from the bulk electrolyte, as 

has been discussed in other studies.29,36,42 In toto, the results shown in Figures 2.9 through 2.13 

demonstrate that it is imperative to account for the effects of both pit depth as well as bulk 

electrolyte chemistry during measurement and analysis of artificial pit studies to obtain accurate 

estimates of pit stability parameters. 
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Figure 2.12. Effect of the bulk [Cl−] on the pit stability data from artificial pit experiments. (a) Replotted 

data from Woldemedhin et al.27 indicating linear dependence of (i⋅x)saltfilm on bulk [Cl−]. (b) Data from 

Srinivasan et al.28 replotted to highlight the difference in slopes at shallow and deep pits. 
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Figure 2.13. Apparent cation concentration at the pit mouth as a function of bulk [Cl−], 

calculated from the (i⋅x)saltfilm data of Woldemedhin et al.,27 assuming a constant value of D. 

Saturation based on stoichiometric dissolution correctly represents theoretical flux 

The influence of pit depth and bulk electrolyte concentration also impacts the value of 

Csat considered when calculating the theoretical flux estimate. This point is made particularly 

evident when the experimental data from Gaudet et al.14 is considered (reproduced in Figure 

2.14). At pit depths of ≈400 µm, the experimental values (data points) appear to converge to the 

theoretical expectation (dashed line) calculated using the saturation concentration of FeCl2 in 1 

M HCl (4.2 M)43. However, the results from this study show that the experimental data converge 

with the theoretical calculations with low scatter only when the depth is greater than about 8 

times the diameter (Figure 7).  Therefore, for a pit diameter of 1 mm, deviation between 

experiment and theory would be expected to disappear only beyond a depth of 8 mm, in contrast 

to 400 µm as observed. When 5.02 M, the value obtained from in situ X-ray measurement of the 

stoichiometrically dissolved 18-8 stainless steel in chloride solution,35 is used for Csat instead, it 
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is observed that the experimental data now indeed deviate from the theoretical prediction (solid 

line) at ≈400 µm. It must also be noted that the experimental data of Gaudet et al.14, although 

convergent at ≈400 µm to the theoretical line assuming a surface concentration of 4.2 M FeCl2, 

begins to deviate away from that theoretical line towards the line describing a surface 

concentration of 5.02 M as deeper pits are approached, as can be observed in Figure 2.14. 

The observed agreement of the experimental data with the theoretical calculations based 

on a Csat of 4.2 M can be rationalized with analysis based on the data from Figures 2.12 and 2.13. 

The experimental data of Gaudet et al. were reportedly obtained in a solution with a 

concentration of approximately 1 M [Cl−]. Substituting this value for  [Cl−] in Equation 3, a 

value of 0.79 A/m for (i⋅x)saltfilm is obtained, which in turn results in a value of 4.52 M for Csat, 

which is in good agreement with the value of 4.2 M used by Gaudet et al.14, with a relative error 

of only around 7.6%. This deviation was within the error of the linear regression for (i⋅x)saltfilm in 

Figure 2.12 (a). These results reinforce the necessity of data collection from deep pits. The lack 

of data from sufficiently deep pits (> d/ϕ ≈8) indicates that the experimental values in the Gaudet 

et al.14 obtained are not isolated from the effects of bulk [Cl-]. The depressed value of (i⋅x)saltfilm 

that is obtained as a result yields a Csat estimate which is lower than the actual value for 18-8 

stainless steel, but fortuitously agrees with the value for FeCl2 in 1 M HCl. Consequently, the 

perceived agreement of the Gaudet et al.14 experimental data with the theoretical predictions at 

depths shallower than expected from this study emerges because a lower value of Csat based on 

FeCl2 solubility rather than stoichiometric dissolution of the stainless steel was used. 
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Figure 2.14. Effect of utilizing different values of Csat (based on stoichiometric dissolution of 

18-8 stainless steel or only FeCl2) on interpretation of experimental data from 1-D pits of large 

diameter. Experimental data are replotted from Gaudet et al.14 

Effect of pit depth on 1-D transport rationalizes repassivation behavior 

The results in this study can also be used to examine the impact of pit depth on the 

critical surface concentration associated with repassivation. Several studies have shown that a 

salt film is not critical for stable pit growth13,29,44 and that pit stability ought to be examined in 

the context of repassivation10,28,30. This latter idea implies that the minimum critical conditions 

for stable pit growth also characterize pit repassivation. Figure 2.15 (a) shows that even when the 

surface concentration at the pit base is diluted to lower fractions of the concentration at 

saturation, the simulated flux continues to converge towards the theoretical calculations at pit 
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examining stainless steel pits and crevices to determine a critical potential, observed that pits that 

were about ten times as deep as their diameter were similar in repassivation behavior to activated 

crevices. This result provides quantitative support to the notion that it is only upon attaining such 

depths that sufficient mass transport restriction results so that pits are able to sustain the steady 

state to corrode stably with a film-free surface. At pits of shallower depths, the diffusion out of 

the pit would overwhelm the rate of metal dissolution, leading to repassivation. The view that 

restricted mass transport impedes repassivation has been substantiated by Sridhar and 

Cragnolino32, as well as Srinivasan et al.28, who have shown that crevice formation in large-area 

samples can lead to the measurement of more active repassivation potential values even when the 

charge density passed is low. Finally, studies using artificial pits27,28,30 have shown that the depth 

at which the measured repassivation potential approaches a plateau is approximately eight to ten 

times the pit diameter, as can be seen in the data reproduced in Figure 2.15(b). These latter 

results lend credence to the proposition that at this pit depth, a critical steady state concentration 

(lower than saturation)30,32,34 is attained at the pit base, with equal rates of both metal dissolution 

and diffusion out of the pit, thus marking the transition between pit stability and repassivation. 
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Figure 2.15. Implications of pit depth on measured repassivation parameters and critical conditions for pit 

stability. (a) Comparison of theoretical and simulated flux across pit depths with successive dilutions of 

cation concentration at the corroding surface. The dashed lines represent the theoretical flux and the 

connected symbols denote the simulations. (b) Observed behavior of repassivation potential with pit depth 

from artificial pit experiments on stainless steels in chloride media. The shaded region signifies the depths 

at which the Erp ‘saturates’ or approaches a plateau – at around 400 to 500 µm, these depths are 

approximately 8 to 10 times the pit diameter. Data for FeCl3 are reproduced from Woldemedhin et al.27 
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2.7.  Conclusion 

This study employed artificial pit experiments as well as finite element modeling to elucidate the 

effects of pit depth on the flux emanating from 1–D pits, providing commentary on proper 

collection, analysis, and interpretation of pit stability data from artificial experiments. For 

shallow pits, the hemispherical boundary layer at the pit mouth significantly affected the flux 

characteristics. It was only once pits had attained depths of around eight times the diameter that 

the overall diffusion length could be approximated well by the pit depth alone. The examination 

of results from artificial pit experiments reinforced the importance of obtaining data from deep 

pits so that pit stability parameters extracted not only reflected true 1–D mass transport based on 

the pit depth, but also were not affected by the bulk electrolyte. Artificial pit experiments 

performed in several configurations ruled out the influence of convective transport and the 

precipitation of corrosion products on the mass transport in pits of small diameter. The trends 

observed in published experimental data were also explained by the inferences bulk electrolyte 

effects obtained from this work. Finally, the results of this investigation were also used to 

rationalize the observed dependence of repassivation potential on pit depth, thereby providing a 

quantitative connection between pit stability and repassivation studies.  
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Chapter 3 

3.1. Overview 

 This chapter illustrates the development of the quantitative framework relating 

experimental measurements of pit stability and repassivation – expressed in terms of the Galvele 

pit stability product and the repassivation potential – to the concentration of metal cations at the 

corroding surface. Utilizing the insights provided in Chapter 2 regarding the pit depth 

dependence of mass transport, artificial pit experiments as well as analytical and computational 

1-D diffusion modeling are employed to examine the surface conditions as the pit approaches 

repassivation. This combined approach provides an estimate of the critical surface concentration 

when the pit transitions from an actively dissolving to a repassivated state. The critical value so 

obtained is also utilized to rationalize pit stability phenomenology relevant to atmospheric 

corrosion conditions. 

 An original research article based on this chapter has been published in the Journal of 

The Electrochemical Society, and can be accessed by the following description: 

J. Srinivasan and R. G. Kelly: One-Dimensional Pit Experiments and Modeling to Determine 
Critical Factors for Pitting Stability and Repassivation. Journal of The Electrochemical Society 
163, 13 (2016): pp. C759-767.  
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3.2. Abstract 

Experiments on stainless steel artificial pit electrodes in sodium chloride were used to 

inform a diffusion model developed based on the mass transport behavior within a one-

dimensional corroding pit.  Measurable estimates of the dissolution flux as well as the potential 

describing the conditions of interest were obtained from experiment as the one-dimensional pit 

stability product under a salt film (i·x)saltfilm and the repassivation potential Erp, respectively. 

These parameter estimates were acquired as a function of pit depth and were related to the 

concentration of the metal cation at the corroding surface at each depth via a one-dimensional 

mass transport model. These results allowed for the construction of a quantitative framework 

relating the various electrochemical parameters describing the transition from pit stability to 

repassivation. Such an analysis permitted the straightforward evaluation of the critical surface 

concentration associated with this transition, which resulted in a single conservative lower bound 

of 50% of the saturation concentration for the minimum aggressive chemistry to sustain stable 

pitting and prevent repassivation. Along with published data, these results were utilized to 

advance the idea that the critical pit solution chemistry is independent of bulk chloride 

concentration up to 4 M, a range frequently encountered in atmospheric conditions. 
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3.3. Introduction 

 Many authors have separately reported the critical electrochemical conditions necessary 

for stable pitting and repassivation, focusing on dissolution flux1–8, pit solution chemistry,9–16 or 

potential.17–31 The existence of these critical parameters is predicated upon the steady state 

relationship that emerges between two competing processes: metal dissolution and hydrolysis 

that results in a local aggressive chemistry inside the pit which supports active corrosion, and the 

dilution of this chemistry by diffusion out of the pit which contributes to repassivation32–34. The 

mathematical description of this relationship for a one-dimensional pit was framed by Galvele1 

in terms of the product of the current density and the pit depth, (i·x), which was termed the pit 

stability product in later studies.35–38 Once this product decreased below a critical value, (i·x)crit, 

the conditions in the pit would no longer be able to sustain the local aggressive chemistry 

necessary for active dissolution. Galvele’s formulation, originally intended to describe the 

conditions leading to pit initiation, has also been successfully extended to pit propagation.4,7,35–37 

Experimental assessment of the Galvele pit model is typically performed using the artificial pit 

or lead-in-pencil electrode,4,7,39–42 which consists of a metal wire embedded in epoxy. The lead-

in-pencil electrode is particularly useful because it closely represents the configuration of the 

Galvele 1–D  pit model, i.e. a single activated surface and inert walls7,8. Additionally, the 

precipitation of a salt film40,43–48 at high anodic potentials in corrosive solution leads to diffusion-

limited dissolution – a quasi-steady state condition that permits the study of one-dimensional 

mass transport. Consequently, the presence of a salt film at the corroding surface was considered 

necessary as a critical condition for stable pitting.13,36,37,49 However, studies have shown that pits 

continued to corrode at applied anodic potentials lower than those at which salt films were stable, 

5,50 thus indicating the possible existence of intermediate steady states corresponding to lower 
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degrees of saturation. This reasoning motivated attempts by Isaacs and coworkers to identify 

such film-free steady-states.4,7,42 The results of these studies indicated the presence of such states 

associated with several surface concentrations, thereby demonstrating that single, unambiguous 

critical values for the surface concentration and the associated potential at which stable pitting 

was sustained could not be extracted. Nonetheless, these data provided the commonly accepted 

range of 60-80% of saturation as the critical surface concentration which has informed the view 

of many authors investigating pitting stability as a function of chloride concentration.8,51–55 

 In a similar vein, there has been considerable debate over the identification and 

measurement of a critical potential which could be used to characterize stable pitting. Initial 

perspectives on a critical potential below which pitting would not be stable suggested either the 

open circuit potential in the pit solution or the pitting potential as possible 

candidates.1,17,18,20,23,56–58 The selection of the open circuit potential in the pit solution as a critical 

potential was based on the understanding that a net cathodic reaction would be expected to ensue 

should the pit electrochemistry cause the potential to decrease below this value.20 This choice for 

the critical potential was hamstrung by the fact that equal rates of the anodic and the cathodic 

reactions in the pit would not result in the aggressive local chemistry9,12,59,60 required to sustain 

pitting. Laycock and Newman8 presented the argument that the critical potential was one below 

which the salt film would not be stable, calling this parameter the transition potential ET. Their 

work showed that ET was equivalent to the pitting potential but in a pit solution chemistry 

corresponding to a salt film on the surface. This interpretation for a critical potential however, 

relies on the salt film representing the critical solution chemistry, which is not necessary for 

stable pitting as has been stated previously. The value of utilizing the pitting potential as a 

critical parameter was also called into question when it was observed that it was dependent on 
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the scan rate employed in the cyclic potentiodynamic polarization scans typically used for its 

measurement.22,61,62 These tests also showed that the repassivation potential – recorded as the 

potential at which the reverse scan attained the passive current during the measurement – was 

also affected by the scan rate. The repassivation potential value appeared to be dependent on the 

charge density passed,22 as it decreased with decreasing scan rate. These insights on the influence 

of prior pit growth on repassivation were used by Thompson and Syrett28 to advance the idea that 

the critical potential describing both pitting initiation and repassivation was a single unique 

potential. The authors posited that this potential was artificially separated into the pitting 

potential and the protection potential by the cyclic experimental technique that tended to 

minimize incubation time and maximize pit growth following initiation. This concept was 

similar to the one proposed by Smialowska and Mankowski24, which examined the development 

of a critical potential based on the comparison of pitting and crevice corrosion of stainless steel 

in chloride media.  

 On the other hand, Pickering and coworkers21,27,63 argued for pit loss of pit stability on 

the basis of an ohmic (IR) drop mechanism that would result in lower potentials and current 

densities as the pit grew deeper. However, when the Galvele criterion is applied to this 

interpretation, extremely deep pits would be expected to remain stable as long as they were 

sustained by a correspondingly low current density. This inference is challenged by the 

observation that pits cannot grow indefinitely and necessarily do repassivate, thereby implying 

the necessary existence of critical lower bounding conditions. Also, provided that the critical 

potential is one at which the pit still remains active, this value cannot be lower than the potential 

where the net anodic current density vanishes, i.e., the open circuit potential in the pit solution 

noted previously. 
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 Sridhar and coworkers29,64–66 attempted to address the diverse viewpoints on the critical 

potential by defining a parameter that could serve as conservative lower bound, which would be 

useful in engineering practice. Their methodology involved measuring repassivation potential 

using a variant of the THE method,25,26,67 which essentially consisted of potentiostatic pit 

initiation and galvanostatic propagation, followed by the application of stepped potential holds 

until a finite low anodic current density was attained. Potential steps below this value would lead 

to a rapid decrease in current density, indicating repassivation. Results from these tests showed 

that the repassivation potential decreased with increasing charge density before approaching a 

plateau value at sufficiently large charge densities. Very long-term (> 5 years) testing indicated 

that samples held above this plateau value underwent pitting. On the other hand, samples held 

below this value did not initiate new pits and neither did existing pits continue to grow. This 

measure of the critical potential was therefore adopted as the repassivation potential (Erp) 

because it provided a measurable, consistent, conservative lower bounding estimate. Rebak and 

coworkers31,68,69 have extended these results to crevice corrosion in nickel alloys, attesting to this 

measure of the critical potential as a consistent evaluation. A qualitative discussion on how this 

potential was related to surface concentration at repassivation based on arguments using ohmic 

drop21,27,27 as well as mass transport restriction due to pit geometry was proposed in these 

studies. However, the authors only provided a limited quantitative assessment of the critical 

solution chemistry associated with this potential – a treatment with respect to behavior in 

simulated pit solutions of different pH, which showed an active-to-passive transition when the 

pH was increased. Furthermore, despite the indubitable lower bound obtained in potential, the 

use of large-area samples meant that the occurrence of multiple pits resulted in some ambiguity 

about the charge density calculation. Recent work based on this study has focused on developing 
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a general repassivation potential model66,70,71 based on oxide nucleation72 in competition with the 

presence of a hydrous metal halide, which has been useful in calculating the Erp in various field 

environments. The objective of these studies, however, was not to quantitatively associate Erp 

with the other critical factors describing the transition from pit stability to repassivation. The 

authors considered that a surface concentration close to, but not at saturation, represented the 

critical value, but this value was not quantified. These latter studies also adopted the 

repassivation potential obtained from creviced samples as the conservative lower bound for Erp. 

This consideration is consistent with the reasoning presented by Srinivasan et al.73, who showed 

that crevice formation in large-area samples resulted in attaining the Erp lower bound at lower 

measured charge densities than with artificial pits. 

 It must therefore be recognized, as noted by Newman74, that whether expressed as 

solution chemistry, dissolution flux, or potential, these critical factors describe the same 

phenomenon, which is the transition between stable pitting and repassivation. As has been stated, 

studies that have discussed a single critical parameter have not quantitatively related it to the 

other associated factors. Therefore, a mathematical framework is required to establish a 

scientifically defendable, quantitative connection among the critical electrochemical parameters 

that characterize the conditions in the pit that mark the boundary between active dissolution and 

repassivation. Determining these critical factors accurately and in quantitative relation to each 

other is necessitated by their substantial effect on a priori damage size bounding estimates when 

used as input data in predictive models75–78 useful for structural integrity analyses. Maximum pit 

size estimates using these models have been shown to vary by up to a factor of 3 depending on 

the critical value of surface concentration78; this variation can have a significant impact on 

fracture mechanics-based design for metallic components employed in corrosive 
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atmospheres.79,80 In this study, the one-dimensional architecture of the artificial pit technique is 

leveraged to both obtain experimental measures of steady state dissolution flux and repassivation 

potential. These experiments are combined with mass transport modeling that utilizes these 

parameters to determine the concentration at the corroding surface, which is difficult to access 

directly due to the restrictive geometry and aggressive chemistry of the pit. Previous work on 

artificial pits that has considered pit stability in the context of repassivation73,81 is also visited in 

order to rationalize the results obtained so that the quantitative strength of the framework is 

reinforced. This study therefore provides a single experimental and modeling paradigm to 

evaluate the critical surface concentration and potential characterizing the transition from pit 

stability to repassivation. 
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3.4.  Experimental 

Artificial pit experiments  

One-dimensional artificial pit electrodes were constructed using 316L stainless steel wires 

(California Fine Wire Company, Grover Beach, CA) of diameter 50.8 µm embedded in epoxy. 

The composition of the wires is shown in Table 3.1. The electrode surface was polished to 320 

grit with SiC abrasive paper and then placed upright in a test cell containing 0.6 M NaCl 

solution. The exposed area of the electrode was 2.03 × 10−5 cm2. A saturated calomel reference 

electrode (SCE) and a platinum mesh counter electrode were utilized for all tests. 

 

Alloy C Mn P S Si Cr Ni Mo N Cu Fe 

316L 0.019 1.356 0.030 0.0287 0.406 17.07 10.66 2.16 0.0499 0.232 67.98 

Table 3.1. Composition of 316L (Fe, Ni, Mo, and Cr contents marked in bold) wire employed in 

study. All values in weight per cent. Composition provided by vendor was confirmed by 

quantitative speciation using inductively coupled plasma optical emission spectroscopy (ICP-

OES). 

 Pitting was initiated by applying a potential of +750 mVSCE for a short duration (2 to 5 

minutes) and then propagated to various depths by applying a lower potential of +450 mVSCE. 

This sequence was followed by a rapid cathodic polarization scan at 5 mV/s to a final potential 

of −900 mVSCE in order to obtain measurable estimates of (i·x)saltfilm and Erp. Variants of this 

procedure  have been employed in other recent pitting studies that have focused on pit stability 
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and repassivation73,81,82.  All electrochemical testing was carried out at an average ambient 

temperature of 22 °C using either a Gamry Reference 600™ (Gamry Instruments, Inc., 

Warminster, PA) potentiostat or a Bio-Logic SP-150 (Bio-Logic SAS, Claix, France) 

potentiostat. 

Mass transport modeling 

 In order to relate the experimentally measured electrochemical parameters of dissolution 

flux and potential to pit solution chemistry, the one-dimensional diffusion kinetics of the 

artificial pit electrode were modeled. The model geometry was set up as shown in Figure 3.1 

with the following constraints: 

• The system is considered to be axisymmetrical with respect to the x-axis as shown. 

• Initial concentration at the bottom of the pit C (x = 0, t = 0) = Csat. 

• Concentration at the pit mouth set to zero for all time. 

• A linear concentration gradient was set up within the pit at t = 0, i.e, C (x, t = 0) = Csat
d
x . 

• The walls of the pit were considered to be inert, i.e., flux across these boundaries was set 

to zero for all time. 

• A constant diffusion coefficient D of 8.24 × 10−6 cm2/s as employed by Gaudet et al.7 

based on FeCl2 diffusion in 1 M HCl.*   

The time-evolution of the mass transport of this system was analyzed for three different flux 

boundary conditions at the bottom of the pit: zero flux, constant flux, and a transient flux. 

                                                 
* This value falls within the range of the values of 7 × 10−6 cm2/s to 1 × 10−5 cm2/s reported for D in the 
literature. 54,82–84 Also, using a constant diffusivity has been shown to approximate to a good degree the 
combined effects of variable diffusivity and electromigration on the flux of the system4,7.   
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Analytical solutions were obtained for the system under the boundary conditions of zero flux and 

constant flux at the corroding surface. For the transient flux however, numerical methods 

involving finite element analysis had to be employed. The COMSOL Multiphysics® v5.2 

(COMSOL, Inc., Burlington, MA) software was used to model the geometry in Figure 3.1 (b) 

under the specified boundary conditions. Simulations were run until differences in calculations 

from successive iterations as determined by the error estimation capability of the software 

decreased to lower than the threshold tolerance of 0.1%. 

The values for the constant flux and transient flux were estimated from the experimental data 

from each pit depth in two ways: 

i) Constant flux: An average current density was calculated by integrating the area under 

the current density versus time curve between the limits of recording the potentials 

corresponding to the two surface conditions of interest, i.e., the transition potential ET where the 

salt film disappears8 and the repassivation potential Erp (Figure 3.2 (a)). The time variable tact 

was defined as the experimental time taken for the instrument to scan from a surface condition 

described by 100% saturation to the surface condition at which the Erp measurement is made. The 

expression for tact can be written in terms of the potentials that describe the respective surface 

conditions of interest and the scan rate ((dE/dt)): 

( )
( )dtdE

EEt rpT
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/
−

= ………………………... (3.1) 
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This average value was expressed as a fraction φ of the measured diffusion-limited dissolution 

current density iL which is obtained from experiment (Figure 3.2): 

Lavg ii ⋅= ϕ …………………….. (3.3) 

ii) Transient flux: The transient current density response i(t) obtained from experimental 

data was input as the flux boundary condition 
zF
titJ )()( = , where z is the average number of 

electrons transferred during every instance of the congruent dissolution of 316L = 2.2, and F is 

Faraday’s constant = 96485 C/mol-equivalent; these values are consistent with those used in the 

literature5,7,8,54. 

The resulting time-dependent concentration at the corroding surface was then directly 

obtained from the simulations for different pit depths, expressed as a fraction f of the saturation 

concentration Csat.  
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Figure 3.1.  One-dimensional pit system considered in model (diagrams not to scale). (a) 

Schematic depiction of process modeled. (b) Geometry of system utilized in model. The one-

dimensional diffusional characteristics are considered along the x-axis. Time-evolution of the 

system was modeled for three flux cases at the pit bottom. The origin was considered to be at the 

center of the pit mouth. Inert boundaries are indicated by the dotted lines. 
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3.5. Results 

Artificial pit experiments  

 The main advantage of the one-dimensional artificial pit configuration is the ability to 

obtain a straightforward, unambiguous geometry in which the pit depth serves as a single 

externally controlled variable against which electrochemical parameters associated with pitting 

and repassivation can be mapped. The pit depth was calculated directly from the charge density 

passed during the two potential holds. The rapid scan rate employed during the potentiodynamic 

polarization sequence meant that very little additional dissolution occurred73 during this step. 

Furthermore, as attested to by other studies in the literature73,82,85, the rapid scan rate permitted 

analysis of the kinetics of the system without substantial dilution of the aggressive chemistry at 

the pit base. Extraction of the kinetic parameters from the experimental data (Figure 3.2 (a)) 

followed the method described by Srinivasan et al.73 Linear regression was performed on the 

data obtained by plotting the value of the diffusion-limited dissolution current density against the 

reciprocal of the pit depth. The slope of this linear fit provided an estimate of the pit stability 

product under a salt film (i·x)saltfilm, as shown in Figure 3.2 (b). It is also important to ensure that 

the value of (i·x)saltfilm implemented be isolated from the effect of bulk [Cl−]. This requirement 

can be accomplished by either collecting pit stability data exclusively from depths deeper than 

approximately eight to ten times the pit diameter81 or by using the relationship developed by 

Woldemedhin et al.82 which maps the linear dependence of (i·x)saltfilm on bulk [Cl−], which for 

18-8 stainless steels in chloride has been calculated to be 0.9 A/m. From Figure 3.2 (b), the value 

of (i·x)saltfilm in 0.6 M NaCl is determined to be 0.8 A/m. This estimate agrees well with the 

reported (i·x)saltfilm value of 0.83 A/m for a bulk [Cl−] of 0.6 M from the Woldemedhin et al.82 

study.  
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At each pit depth attained following growth under potentiostatic control, the potential at 

which the subsequent polarization scan attained an anodic current density value of 30 µA/cm2 

was recorded as an estimate of the repassivation potential Erp. As shown in Figure 3.3, the 

measured Erp decreased initially as the pit depth increased, but became relatively independent of 

depth once sufficient charge density had been passed (or equivalently, a sufficiently large pit 

depth had been attained). This depth at which the Erp saturates can be determined from statistical 

analysis as well as phenomenological evidence. For a given dataset collected at a particular scan 

rate73, the value of the depth beyond which the Erp does not change over a large range was 

calculated via a Student’s t-test (at the 95% confidence level). This depth is then compared to the 

value at which the steady state flux emanating from the pit can be definitively approximated by 

one-dimensional mass transport based on the pit depth as a measure of the diffusion length, as 

reported by Srinivasan et al.81 This latter value therefore serves as an internal consistency check 

on the scan rate employed. The recorded Erp values at depths greater than this value are then 

averaged to obtain the mean Erp, which is recorded as the repassivation potential of the alloy in 

the conditions of interest, as denoted on the plot in Figure 3.3. These results, both in trend and in 

value, were consistent with other studies on Erp in the literature29,64–66,70,71,73,82.  
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Figure 3.2. Extraction of kinetic parameters from experiment. (a) Polarization kinetics data 

indicating measurements of the diffusion-limited dissolution current density iL, the repassivation 

potential Erp and the transition potential ET. (b) Extraction of pit stability product under a salt 

film across various pit depths. All data refer to 316L in bulk 0.6 M NaCl. 
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Figure 3.3. Extraction of the measured repassivation potential Erp from anodic kinetics data at 

various pit depths. The Erp value denoted is the plateau which the recorded values approach at 

deep pit depths/high charge density. Data refer to 316L in bulk 0.6 M NaCl. 
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3.6.  Discussion 

The results obtained from experiments and modeling were synthesized to determine the 

concentration of the corroding surface of the pit as it is about to repassivate. This analysis 

involved analyzing the steady state flux of the system as the measurement of repassivation 

potential was made. The effects of varying boundary conditions on the critical surface 

concentration as well as the impact of scan rate on repassivation were investigated. The 

possibility of a single critical pit solution chemistry governing anodic stability criteria across 

bulk environments encountered during atmospheric corrosion were also examined. 

Steady state flux is modeled by mass transport analysis as Erp is measured 

The mass transport model provided an estimate of the time taken for the corroding surface to 

dilute from a chemistry described by 100% saturation of the cation chlorides (salt film) to lower 

concentrations, described by the parameter f. The evolution of surface concentration as the pit 

dilutes was derived in terms of the pit depth d and time t, for a constant diffusion coefficient D: 

( )
( )
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18 2

1
22

π
π

…………………... (3.4) 

This expression is similar in form to that obtained by Newman and Isaacs4. The value of D is 

taken to be 8.24 × 10−5 cm2/s, a value close to that of Fe+2 in 1 M HCl86, that has been shown to 

be a valid approximation of the effective diffusion coefficient of the ‘stainless steel cation’ in 

multiple studies7,42,54,73,82.   

Approximating the series to the first term and solving for the time to dilution (denoted as 

tf) yields the following expression: 
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fD
dtf 22

2 8ln4
ππ

= …………………………... (3.5) 

As Figure 4 shows, the truncated series expression (Equation 3.5) closely approximates the 

time to dilution calculated from the complete solution obtained by finite element analysis using 

COMSOL Multiphysics®, particularly for values of f less than 70%. In order to calculate the 

concentration of the corroding surface at the point where the pit begins to repassivate, it is 

instructive to observe how the surface concentration at the moment of experimental measurement 

of Erp varies at different pit depths.  Comparing tf with tact (defined in the previous section) for 

various pit depths would permit the estimation of the surface concentration when the 

experimental measurement of Erp is recorded. In this case, tact effectively serves as a measure of 

the time available for the corroding surface to dilute from 100% saturation.  

The experimental time tact is compared to the calculated time to dilution tf, to obtain the 

difference ∆t: 

fact ttt −=∆ ………………………... (3.6) 
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Figure 3.4. Time-evolution of the surface concentration in the system considered in model as 

estimated by three different methods. (a) Base-10 logarithmic approximation reported by 

Newman and Isaacs.4 (b) Complete solution obtained using finite-element analysis. (c) 

Expression obtained in Eq. 5 following truncating the series in Eq. 4 to the first term. 

The variation of ∆t with pit depth at different levels of dilution can be examined, as shown in 

Figure 3.5 for a surface concentration corresponding to 60% of saturation. This plot can be 

analyzed to evalute how concentration of the cation chloride at the corroding surface changes as 

Erp measurements are made at different pit depths, permitting an interpretation of the effect of 

diffusive transport on repassivation. From the data in Figure 3.5, it can be seen that at shallow pit 

depths, ∆t > 0 because given the short diffusion length, the time provided (because of the 

experimental scan rate) for the pit to dilute to 60% of saturation is greater than the time required 

for the pit to dilute to this value. Therefore, by the time the Erp is measured, the actual surface 

concentration is less than the value represented by the curve. Conversely for deep pits, ∆t < 0 

because mass transport out of the pit is more restricted due to the longer diffusion path. 

Therefore, the time permitted for the pit to dilute to 60% of saturation is less than the time 
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required for the pit to dilute to this value. It follows then that, by the time the Erp is measured for 

deep pits, the actual surface concentration is higher than the value represented by the curve. 

These observations imply that, for some intermediate pit depth, tact will be equal to tf and thus ∆t 

= 0.  At this pit depth, the surface concentration when the Erp measurement is made would be 

equal to the value described by the curve. 

 

 

 

 

 

Figure 3.5. Estimation of concentration of ‘316L cation’ at the corroding surface of the one-

dimensional pit at various pit depths as the Erp is measured. This plot compares how the time to 

dilute to 60% of saturation is affected by the imposed constraints of an experimental scan rate. 

Following the logic thus outlined, a series of curves mapping ∆t as a function of pit depth 

can be obtained for various values of f. These curves are shown in Figure 3.6, from which the 

corresponding depths at which ∆t = 0 can be estimated for each surface concentration. In order to 

determine which of these values of surface concentration truly represents repassivation of the 

surface, the plot of repassivation potential versus pit depth as obtained from the artificial pit 
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experiments is examined. As shown in Figure 3.3, the Erp is seen to decrease with increasing pit 

depth before settling to a plateau for sufficiently deep pits. The depth at which this transition to 

the plateau occurs indicates that the mass transport is sufficiently restricted such that the 

aggressive solution chemistry is not lost by diffusion before the experimental measurement of Erp 

is recorded.29,64–66,81 

 

 

 

 

 

 

 

Figure 3.6. ∆t mapped as a function of pit depth for different values of surface concentration of 

cations at the corroding surface. Note that as pit chemistry becomes more aggressive, a deeper 

pit is required to provide sufficient mass transport restriction to achieve stability (as indicated by 

the depth where ∆t = 0). 

Figure 3.7 shows a composite of the two pit-depth dependent plots of ∆t and Erp. By 

comparing the depths at which ∆t = 0 for various levels of dilution to the depth at which the 

transition to the Erp plateau occurs, the value of f describing the surface condition as 

repassivation is about to set in can be estimated. In this manner, a pit depth value serves as a 
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surrogate indicator of critical pit solution chemistry. Using the data in Figure 3.7, an estimate of 

this critical surface concentration is seen to be between 50% and 60% of saturation, with the 

lower value chosen as a conservative estimate. This approach shows that the critical solution 

chemistry is in fact lower than the estimates of 60-80% obtained by Gaudet et al.7 based on the 

multiple intermediate steady states that follow salt film-free dissolution of stainless steel artificial 

pits. The ambiguity in identifying a critical surface concentration because of intermediate steady 

states7,42 is avoided in this study which provides a single value of the critical solution chemistry 

and relates it to a critical potential Erp defined with respect to a critical steady state flux. In this 

manner, the method described herein illustrates a comprehensive, quantitative framework that 

identifies and measures a set of electrochemical parameters critical to both pit stability and 

repassivation. 

Figure 3.7. Estimation of the concentration of metal cations at the corroding surface as the pit 

transitions from stability to repassivation, under zero flux boundary conditions. 
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Figure 3.8. Estimation of the concentration of metal cations at the corroding surface as the pit 

transitions from stability to repassivation, under constant flux boundary conditions. (a) ∆t 

obtained under both zero flux and constant flux boundary conditions considered, mapped as a 

function of pit depth for a surface concentration at 60% of saturation. Note that the pit depth 

where ∆t = 0 is practically identical for both cases. (b) Estimation of the concentration of metal 

cations at the corroding surface as the pit transitions from stability to repassivation, under 

constant flux boundary conditions. 

Conservative estimate of surface concentration consistent with altered boundary conditions  

The quantitative framework proposed in this study showed similar results upon extension to 

experiments that considered a non-zero flux at the corroding boundary. Figure 3.8 (a) shows how 

the results obtained using a constant flux boundary condition are practically identical to those 

obtained with the simpler zero flux consideration. Figure 3.8 (b) shows the series of curves 

drawn in the manner of those shown in Figure 3.6, but with tf determined using the constant flux 

boundary condition. The resulting estimate of the critical surface concentration is slightly less 

than 60%, which agrees well with the solution obtained using a zero flux boundary condition 
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(between 50% and 60%). The constant flux boundary conditions applied served as an upper 

bound for this approach and therefore the use of 50% of saturation as the critical surface 

concentration as a conservative estimate is justified. 

The framework considered in this work can also accommodate time-dependent flux boundary 

conditions, where the transient flux is associated with the moment the Erp is measured in the 

experiment. As a result of the manner in which the Erp is measured (as described in the 

experimental section), the calculations based on this flux consideration directly provide the 

surface concentration where ∆t = 0 as a function of pit depth, thereby precluding the intermediate 

step of comparing tact and tf. These values of surface concentration where ∆t = 0 are then 

compared with the depth beyond which Erp reaches a plateau value to extract the critical surface 

concentration, similar to the non-transient flux cases considered previously. Figure 3.9 depicts 

these results, and the critical surface concentration is estimated to be slightly lower than 60% of 

the concentration at saturation. There is experimental scatter associated with this estimate 

because there is no inherent smoothing of the input data. The calculations based on the zero flux 

and constant non-zero flux boundary conditions do not encounter this problem because both 

utilize constant input; the former uses zero whereas the latter uses a value obtained from data 

averaging. However, despite this limitation, the critical value of surface concentration 

determined using the transient flux boundary conditions is in good agreement with - and bounded 

by - the conservative estimate of 50% of saturation from the zero flux consideration. 
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Figure 3.9. Estimation of the concentration of metal cations at the corroding surface as the pit 

transitions from stability to repassivation, when the transient current density in the polarization 

scan sequence is considered as the time-dependent flux. 

Figure 3.10. Effect of scan rate on Erp behavior with increasing pit depth. 
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Scan rate does not affect repassivation potential once steady state conditions are attained 

Figure 3.10 compares the Erp behavior with pit depth obtained at a higher scan rate of 100 

mV/s, to the data obtained at 5 mV/s. Although the nature of the approach to the Erp plateau is 

reversed from that observed for the data obtained at 5 mV/s, with more negative potential values 

measured at shallow pit depths, the value to which the repassivation potential saturates is 

essentially identical. It is important to note that at depths greater than 400 µm (which correspond 

to a truly one-dimensional steady state mass transport response based on the pit depth81), the 

measured repassivation potential is stable around −200 mVSCE, which is the plateau value 

obtained at 5 mV/s as well. The active potentials recorded at pits shallower than 200 µm may be 

attributed to the fact that true 1–D  mass transport is not reached until about 400 µm.81 An 

experimental caveat regarding the choice of the scan rate in order to obtain the Erp trend with pit 

depth (decreasing at d increases, until a plateau is reached) has been reported in published high-

throughput artificial pit studies.73 The results of this study indicate that this choice can be 

quantified based on the attainment of true 1–D mass transport conditions. 

Criterion of single critical surface concentration valid across most atmospheric conditions 

Previous artificial pit studies have shown that (i·x)saltfilm ought to be corrected for the 

effect of bulk [Cl−],81,82 so that the experimental data may accurately reflect the theoretical 1–D 

Galvele mass transport formulation based on the cation concentration gradient in the pit.1 The 

results of this study, interpreted in this context, would therefore indicate that the critical surface 

concentration for pit stability is independent of the bulk electrolyte. Woldemedhin et al.82 

assumed a constant value for D to rationalize the linear relationship observed between (i·x)saltfilm 

and bulk [Cl−]. Although this assumption simplifies the behavior of the system at high bulk [Cl−], 
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these data may be revisited to investigate the notion that a single critical pit solution chemistry 

describes pit stability across various bulk chloride compositions. Figure 3.11 depicts the 

variation of the pit stability product (in terms of both (i·x) as well as D·C) across a range of bulk 

[Cl−] up to 4 M. Included in this figure, apart from the replotted (i·x)saltfilm data from 

Woldemedhin et al.,82 are pit stability product calculations for the following cases: 

• Constant D = 8.24 × 10−6 cm2/s, Csat varies with bulk [Cl−] corrected for the common ion 

effect via numerical calculations based on the solubility product Ksp = [Me+z] [Cl−]z, as shown by 

Ernst and Newman for FeCl2.54
 The value of Csat at zero bulk [Cl−] is assumed to be 5.02 M, as 

reported by Isaacs et al. from in situ X-ray studies.87 This value is in close agreement with 

(i·x)saltfilm values extrapolated to zero bulk [Cl−] reported by Srinivasan et al.81 

• Both D and Csat vary with bulk [Cl−]. Calculation of the variation in Csat follows the 

procedure outlined previously. D is varied based on the change in dynamic viscosity (η) with 

[Cl−] within the pit following the method of Jun et al.84 OLI Analyzer Studio 9.2 is used to 

calculate the behavior of η in different concentrations of the solutions of interest (NaCl, LiCl, 

and FeCl3) at 25 °C. η varies in the pit as a function of distance from the pit base. The 

concentrations of the 316L cation and Cl− were fixed at the pit base (C316L = Csat, [Cl−] = z·Csat) 

and pit mouth (C316L = 0, [Cl−] = bulk [Cl−]). The concentration of the bulk cation was allowed to 

then vary within the pit under the constraints of electroneutrality. A total pit depth of 500 µm 

was considered so that the system was definitively under 1–D mass transport in accordance with 

the work of Srinivasan et al.81 

The Stokes-Einstein equation is then used to calculate D as a function of varying η: 

r
kTD
πη6

= ……….. (3.7) 
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where k is the Boltzmann constant (= 1.38 × 10−23 J. mol−1. K−1), T is the temperature in kelvin 

(= 298 K), and r is radius of the species whose transport is being considered. Values for the radii 

of the hydrated cations of iron(II), chromium(III), and nickel(II) were taken from Kielland.88 The 

radius for a hydrated 316L cation is calculated by weighting the radii of these individual cations 

in stoichiometric proportion of dissolution, which resulted in a value of 3.32 Å. Although not all 

cations in solution need exist in the hydrated state, this assumption serves as a reasonable lower 

bound on the diffusion coefficient obtained via these calculations. 

Figure 3.11 (a) shows that the pit stability data (represented in terms of D·C) at low bulk 

[Cl−] is well approximated by the assumption of constant D. The experimental data at high bulk 

[Cl−] is observed to be described well by the diffusion behavior of hydrated cations in 

concentrated solution. Figure 3.11 (b) shows the same pit stability data as Figure 11 (a), but 

instead plotted in terms of (i·x). The value of (i·x)crit obtained from this study (corresponding to 

50% of saturation of cation) is observed to be a valid lower bound on the pit stability data. These 

results therefore suggest that anodic stability criteria across a range of bulk chloride 

concentrations can be described by a single critical value. Depending on the influence of the 

common ion effect arising from the contribution of the bulk electrolyte to the solubility of the 

cationic chlorides, the critical value of 50% may lead to the precipitation of a salt film, 

particularly at high bulk [Cl−]. These results are in good agreement with the trends reported by 

Laycock et al.,55 which state that ET (the lowest potential at which the salt film is stable) 

decreases with increasing bulk [Cl−]. It would seem therefore, that for sufficiently high bulk 

[Cl−], the surface condition corresponding to the transition between active dissolution and 

repassivation may correspond to a salt film but with the cation concentration lower than 100% 

saturation. 
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Figure 3.11. Bulk electrolyte effects on pit stability. Data plotted in terms of (a) D·C and (b) 

(i·x)saltfilm. Note that the critical surface concentration obtained by this study results in a lower 

bound for the experimental data across various bulk [Cl−]. 
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3.7. Conclusion 

 A comprehensive quantitative framework to assess the electrochemical factors critical to 

both pit stability and repassivation was developed using artificial pit experiments and mass 

transport modeling. The artificial pit experiments informed a one-dimensional diffusion model 

by providing electrochemical parameters describing the dissolution flux and the repassivation 

potential in terms of the pit depth. Results from the model ascertained 50% of the cation 

concentration at saturation as the critical value of the chemistry of the actively corroding surface 

for the onset of repassivation. This critical value was determined to be a conservative lower 

bound for different boundary conditions. In this manner, the study quantitatively established that 

that the same critical factors described both pit stability and repassivation by evaluating them via 

a unified methodology. Analysis of published pit stability data was extended to investigate the 

idea emerging from this work that a single critical surface concentration, independent of bulk 

environment, governed anodic dissolution during pitting. The rationale provided by this 

interpretation was demonstrated to account for the apparent dependence of the measured pit 

stability product on bulk [Cl−]. These results also indicate that the critical pit solution chemistry, 

calculated based on the cation concentration gradient, was constant for a range of bulk chloride 

concentration up to 4 M. 
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Chapter 4 

4.1. Overview 

 This chapter builds upon the work presented in Chapter 3 by integrating the chemistry at 

the corroding surface into the quantitative framework for pitting stability. The diffusional model 

described in the framework is leveraged to design artificial pit experiments to examine anodic 

kinetics at different surface concentrations for changes in corrosion behavior as the surface 

transitions from active dissolution to repassivation. The influence of the local cathodic reaction 

(hydrogen evolution reaction, or HER) on the pH of the corroding surface is studied using cation 

hydrolysis. These studies permit the extraction of a critical pH condition based on repassivation 

proceeding as a result of oxide nucleation. This criterion is then utilized to investigate the self-

consistency of the quantitative framework as a descriptor of conditions for repassivation. Mixed 

potential analysis contributes to this validation by providing a mechanistic rationale for the 

repassivation process. 

 An original research article based on this chapter has been published in the Journal of 

The Electrochemical Society, and can be accessed by the following description: 

J. Srinivasan and R. G. Kelly: Evaluating the Critical Chemistry for Repassivation at the 
Corroding Surface Using Mass Transport Model-Based Artificial Pit Experiments. Journal of 
The Electrochemical Society 163, 13 (2016): pp. C768-C777.  
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4.2. Abstract 

One-dimensional mass transport model calculations were utilized to design experiments with 

stainless steel artificial pit electrodes to determine the critical concentration of cations at the 

corroding surface representing the transition between stable pitting and repassivation. Rapid 

polarization scans following salt film precipitation and consequent open circuit dilution to 

different surface concentrations permitted the evaluation of kinetics at various degrees of 

saturation. These experiments showed a distinct change in kinetics as the surface concentration 

decreased, thus identifying the critical pit chemistry for the onset of repassivation. Chemical 

modeling of oxide precipitation from solution as a function of pH across varying surface 

concentration permitted the investigation of oxide nucleation as the cause of repassivation. This 

analysis enabled the estimation of the pH at which the first oxide would precipitate in the critical 

pit solution chemistry, which when combined with cation hydrolysis calculations resulted in the 

evaluation of the critical pH at the transition between pit stability and repassivation. A mixed 

potential theory-based analysis of these results was utilized to provide mechanistic strength to 

the quantitative framework describing critical factors for pitting stability and repassivation. 

  



132 
 

4.3. Introduction 

The chemistry of the corroding surface of an active pit is typically characterized in terms 

of the concentration of the cations produced by dissolution and the acidic pH that results from 

their subsequent hydrolysis.1–7 Efforts to determine the critical concentration of metal cations 

required to sustain pitting have included direct in situ methods,4,8–10 electrochemical 

measurements in simulated pit solutions4–6,11,12, as well as artificial pits.13–17 Invasive 

interrogation techniques result in the perturbation of the corroding solution which introduces 

additional mass transport, thereby complicating the interpretation of the resulting information.7,18 

Kinetics measurements in simulated solutions approximate the pit chemistry in terms of the 

species involved and their concentration.12,19,20 Experiments based on the artificial pit technique 

possess an advantage over other methods because of the simplicity of their construction and 

access of the chemistry at the actual corroding surface via the associated potential and current 

density. Use of the lead-in-pencil artificial pit geometry in particular has been successful in 

estimating surface concentration from the dissolution flux via one-dimensional mass transport 

analysis.16,21–29 The critical value of this concentration – below which the pit is no longer stable 

and begins to repassivate – remains a topic of debate. Opinion is divided16,22–26,26,30–37 over 

whether or not a salt film (and as a result, a solution at 100% saturation) is a necessary requisite 

for pitting to stably proceed. 

 In any case, the loss of the critical solution chemistry is expected to be accompanied by a 

rise in local pH due to the decrease in metal dissolution rate and subsequently diminished cation 

hydrolysis.5,38 Several authors have reported that high concentrations of Fe, Ni, and Cr result in 

an increase in H+ activity.5,6,39–43 Oldfield and Sutton6 formulated an empirical relationship 

between the measured pH in stainless steel pit solutions and the concentration of cationic 
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chlorides, which was primarily based on the hydrolysis of CrCl3. Experimental measurements 

have resulted in a range of pH values from −0.13 to 2.3 being reported.4,7,9,11,41,44,45 It must be 

noted however, that these studies investigated dissolution in highly concentrated pit solutions 

(close to saturation). This chemistry was obtained either by the application of high potential or 

experimentally simulated as an aqueous mixture of dissolved cationic chlorides. Long-term 

testing of stainless steel crevices has recorded pH values between 2 and 3.46 However, these 

estimates have not been quantitatively examined in the context of critical conditions associated 

with the transition from pit stability to repassivation. Attempts to investigate these conditions in 

concert have been impeded by the aforementioned difficulty in accessing occlusions without 

solution perturbation7,18. 

Suzuki and Kitamura38 acknowledged that for repassivation to occur, the local cathodic 

reaction inside the pit must play a role in increasing the pH beyond a critical value, concomitant 

with a decrease in the surface concentration. The influence of the local cathodic reaction on the 

chemistry of the corroding surface has been outlined in a number of studies relating to stainless 

steel crevice corrosion and crack tip electrochemistry.7,47–50 The basis for this argument emerges 

from charge conservation: the anodic dissolution current must be balanced by cathodic currents 

from both the external cathodic reaction on the surface exposed to the bulk solution and the 

internal cathodic reaction at the pit base. Owing to the anoxic conditions within the pit, the local 

cathodic reaction is typically the hydrogen evolution reaction (HER) via the reduction of water, 

which contributes hydroxyl ions that cause the pH at the corroding surface to rise. It stands to 

reason therefore, that any consideration of the chemistry at repassivation has to include the effect 

of the local HER. 
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 On the basis of thermodynamic calculations, Okada51 posited that repassivation occurred 

as a result of the nucleation of a protective oxide in competition with the stability of a hydrous 

salt film. The general repassivation model developed by Anderko and coworkers52–56 was 

founded upon this view. However, the authors assumed the surface condition at repassivation to 

be at or near saturation. The relationship between the critical potential that described the 

corroding surface at repassivation (Erp, the repassivation potential) and the actual local chemistry 

was not quantitatively examined with respect to whether such conditions would in fact result in 

oxide nucleation. Furthermore, although the Erp has been defined as the potential below which no 

further pitting takes place, its measurement in experiment has been based on a user-selected 

current density being approached. Multiple values for this current density have been utilized in 

the literature,19,20,52,57–60 from 1 µA/cm2 to 100 µA/cm2; however, a quantitative argument 

justifying this choice with respect to the chemistry at the repassivating surface has not been 

presented. 

 Recently, Srinivasan et al.26–29,37 have discussed the utility of using the artificial pit 

technique to probe critical conditions that govern the transition from stable pitting (active 

dissolution) to repassivation. These studies described a framework that utilized mass transport 

modeling to quantitatively connect measured estimates of both the Galvele14 pit stability product 

(i·x) and long-term Erp,19 which resulted in a methodology to evaluate the degree of saturation at 

the corroding surface as the pit approaches repassivation. These results were also applied in 

combination with pit stability data in concentrated chlorides25,35,36,61 towards understanding the 

anodic stability criteria for stainless steel pitting in atmospheric conditions. 

 The work presented in this paper focuses on incorporating the local chemistry of the 

corroding surface into this comprehensive paradigm for critical pitting factors. Artificial pit data 
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at successively dilute surface concentrations are examined for a transition in surface kinetics 

from dissolution to repassivation. Chemical modeling using solution thermodynamics is utilized 

to simulate both electrochemical processes occurring at the corroding surface – anodic 

dissolution as well as the local HER. This procedure permits the systematic study of the tendency 

of oxides to spontaneously precipitate from solutions corresponding to varying local chemistry, 

thereby enabling the evaluation of a critical pH that results in repassivation via oxide nucleation. 

These efforts are directed towards employing the critical pH as a physical basis for repassivation 

and developing a mechanistic foundation for the reported quantitative framework describing pit 

stability and repassivation. 
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4.4. Experimental 

Mass Transport Modeling 

The diffusion equation was solved for a one-dimensional pit configuration, applying the 

boundary condition of zero flux at the corroding surface. The schematic of this mass transport 

model is shown in Figure 4.1; the model itself has been discussed in detail by Srinivasan and 

Kelly.37 This solution yields an expression for surface concentration as a function of time and pit 

depth (d) for a given value of the diffusion coefficient (D). The dilution time (tf) for a metal 

cation at the corroding surface from a saturated condition was then calculated for different values 

of the surface concentration (indicated by f, the fraction of concentration at saturation) using the 

following expression:  

fD
dtf 22

2 8ln4
ππ

= ……………………... (4.1) 

This expression for tf was derived by truncating the first term of the series obtained as the 

solution for f. The value used for D (= 8.24 × 10−6 cm2/s) was taken from studies on one-

dimensional pitting in the literature.16,20,22,25 The time to dilute the surface concentration from 

100% saturation to lower fractions (tf) was calculated for various pit depths. These values were 

then utilized in the setup of the artificial pit electrochemical technique as will be described. 
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Artificial pit experiments 

One-dimensional artificial pit (lead-in-pencil) electrodes were constructed from 316L 

stainless steel wires (California Fine Wire Company, Grover Beach, CA) of diameter 50.8 µm 

embedded in epoxy. The composition of the wires used is shown in Table 4.1. Once prepared, 

the electrode surface was polished to a finish of 320 grit with SiC abrasive paper. The electrode, 

with an exposed area of 2.03 × 10−5 cm2, was then placed upright in a test cell containing 0.6 M 

NaCl solution. A saturated calomel electrode (SCE) and a platinum mesh were employed as the 

reference electrode and counter electrode, respectively. All tests were performed at an average 

ambient temperature of 22 °C using a Bio-Logic SP-200 (Bio-Logic SAS, Claix, France) 

potentiostat. 

 

 

 

 

 

 

 

Figure 4.1.  Schematic depiction of one-dimensional pit modeled. The one-dimensional 

diffusional characteristics of the system were considered along the x-axis as indicated. 
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Table 4.1. Composition of 316L stainless steel wire used (all values in weight percent). 

Pitting was initiated following a potentiostatic hold at +750 mVSCE for a short duration (2 

to 5 minutes) and propagated to a depth of 1000 µm under a salt film via a second potentiostatic 

hold at +450 mVSCE. This depth was chosen to ensure definitive one-dimensional mass transport, 

as demonstrated by Srinivasan et al.29. Following the second potentiostatic hold, the pit was 

allowed to dilute from 100% saturation to different fractions under open-circuit conditions based 

on the time to dilution (tf) calculated using Equation 4.1. A rapid anodic polarization scan at 100 

mV/s from open circuit to a final potential of +450 mVSCE was performed once each surface 

concentration was attained. A potentiostatic hold at +450 mVSCE ensured that salt film was re-

precipitated prior to each successive dilution so that the surface condition would be reinitialized 

to 100% saturation. The duration of each of these potential holds was very brief (≈ 2 to 5 

minutes), and therefore did not result in any substantial additional pit growth. In this manner, 

anodic kinetics data were extracted at each surface concentration, thereby permitting the 

systematic examination of the local conditions in the pit as they varied from active dissolution to 

repassivation.  

Chemical solution modeling 

Alloy C Mn P S Si Cr Ni Mo N Cu Fe 

316L 0.019 1.356 0.030 0.0287 0.406 17.07 10.66 2.16 0.0499 0.232 67.98 
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 The local chemistry of the corroding pit surface was modeled using the solution 

thermodynamics database of the OLI Analyzer Studio 9.2 (OLI Systems, Inc., Cedar Knolls, NJ) 

software. The saturated solution of FeCl2, CrCl3, NiCl2, and MoCl3 was simulated as a mixture 

of the four salts in stoichiometric proportion assuming congruent dissolution of Fe, Cr, Ni, and 

Mo for 316L corroding in sodium chloride at a temperature of 25 °C and a pressure of 1 atm. The 

chemistry resulting from anodic kinetics with increasing dilution was simulated by successively 

decreasing the concentration from saturation while maintaining the stoichiometric proportion of 

the salts. The equilibrium pH of the modeled solution at each surface concentration was then 

calculated. The range of surface concentration chosen spanned from 5% to 75%. Concentrations 

outside this range were excluded because they caused the spontaneous precipitation of either 

CrO(OH) (at f < 5%) or FeCl2 (at f > 75%), which disturbed the stoichiometric proportion. 

 The local cathodic reaction (HER) was modeled via what amounts to an artificial titration 

at each successive dilution of the metal ion concentration at saturation (as described previously) 

from pH 0 to pH 7. As the rate of HER at the corroding surface increases, a simultaneous 

increase in pH at the surface would occur.   To simulate this effect in the concentrated solution 

modeling, acid (introduced as HClO4) or alkali (introduced as LiOH) was added to the solution 

of interest.  These species were chosen based on the fact that they would not interfere with the 

results by way of a common ion effect on the cationic chlorides generated from the stainless 

steel. Different oxide species were estimated to spontaneously precipitate depending upon the pH 

modeled in this manner. These oxides were mapped versus pH across a range of surface 

concentration from f = 5% to f = 75%. Concentrations greater than f = 75% were excluded 

because these values resulted in FeCl2 precipitating prior to any oxides. 
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4.5. Results 

The anodic kinetics for 316L obtained at increasingly dilute surface concentrations are 

shown in Figure 4.2. A distinct transition in kinetics is observed as the pit dilutes to successively 

lower concentrations. At an intermediate surface concentration corresponding to 55% of 

saturation, an active-passive nose is seen, marking the onset of repassivation. These results agree 

with the estimate of critical surface concentration obtained in previous work by Srinivasan and 

Kelly37, which is reproduced in Figure 4.3. The open circuit potential (EOCP) of the pit solution as 

the pit dilutes to each surface concentration is plotted in terms of time and corresponding 

calculated value of f in Figures 4.4 (a) and 4.4 (b) respectively. These data support the estimate 

of 50-55% of saturation as the critical value of surface concentration obtained by Srinivasan and 

Kelly37 because the EOCP rises slowly with time (as shown in Figure 4.4 (a)) once the pit has 

diluted to at least this level.  

Figure 4.5 shows the pH values calculated using the chemical solution model considering 

only anodic dissolution. This plot is also representative of simulated pit solutions prepared by 

mixing the respective cationic chloride salts in stoichiometric proportion in water which 

represent the condition with no cathodic reaction within the pit – as would be expected at high 

anodic dissolution rates. The solution pH increases gradually from values close to −0.25 for the 

most concentrated solutions considered (f = 75%) to 2.8 for the highest level of dilution 

considered (f = 5%), a change of nearly three orders of magnitude in H3O+ activity. These results 

are consistent with those obtained via the empirical relationship between cationic chloride 

concentration and pH reported by Oldfield and Sutton.6 
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Figure 4.2. Results from anodic scans at successive dilution. Note the active-passive nose that emerges 

for 316L at concentrations lower than 60%, marking the change from active dissolution to repassivation. 
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Figure 4.3. Estimation of concentration of metal cations at the corroding surface as the 316L pit 

transitions from stability to repassivation (replotted from Srinivasan and Kelly37). The data 

points represented as squares are the measured Erp values at each pit depth. The curves indicated 

by the connected circles denote at each pit depth Δt, the difference between the time provided for 

the instrument to scan between surface conditions where the salt film is present to that 

represented by the Erp (tact), and the time to dilution (tf). Note that the estimate of 50% of 

saturation serves as a conservative bound for the surface concentration at which the transition in 

kinetics is observed in the data in Figure 4.2. 
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Figure 4.4. Open-circuit potential (EOCP) measurements prior to polarization scans at 

successive dilutions following re-precipitation of salt film. The percentages denoted indicate 

the fraction of saturation to which the corroding surface dilutes to at the end of the 

measurement. (a) EOCP variation with time. (b) EOCP variation with time re-plotted in terms of 

instantaneous fraction of saturation. The broken line in both plots indicates 55% of saturation 

– the EOCP decreases until at least this value is reached before gradually rising, suggesting the 

onset of repassivation. 
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Figure 4.5. Calculated equilibrium pH resulting from chemical dissolution of cationic chlorides 

in stoichiometric proportion. 
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4.6. Discussion 

 The results from experiments and modeling in this study were amalgamated to investigate 

the influence of the local cathodic reaction on repassivation.  The availability of the hydroxyl ion 

was utilized as a proxy variable to survey the effect of the local cathodic reaction on the pH of 

the corroding surface at successive dilution, permitting the estimation of the pH at which the first 

oxide nucleated at each surface concentration. Anodic kinetics provided the estimate of critical 

surface concentration, and in this chemistry, the critical pH was that value at which oxide 

precipitation occurred. Finally, employing the critical pH as a criterion for repassivation, the 

validity of the quantitative framework connecting critical factors for pitting stability was 

examined using mechanistic arguments based on mixed potential analysis of dissolution and 

HER kinetics. 

Local cathodic reaction can result in pH rise which initiates repassivation 

As outlined in the introduction, anoxic conditions result in the HER as the primary 

cathodic reaction inside the pit. The HER acts as a source of OH− which affects the pH at the 

corroding surface. The influence of this introduction of OH− on the transition from active 

dissolution to repassivation can be investigated in terms of the reaction equilibrium of cation 

hydrolysis. This approach is analogous to the rationale of Galvele et al.62,63 in considering the 

effect of OH− from the bulk solution on passivity breakdown. The following reactions 

summarize the processes occurring at the corroding surface: 

• Anodic dissolution: −+ +→ zeMeMe z  

where Me+z represents the ‘316L cation’, a stoichiometric proportion of Fe+2, Cr+3, Ni+2, and 

Mo+3; z = 2.2 as has been utilized in several studies.16,23,28,36,59 
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• Cation hydrolysis: +−++ +↔+ HOHMeOHMe zz )1(
2 )(  

The above expression denotes a series of hydrolysis reactions dependent on the value of z, the 

valence of the 316L cation. As pH increases, a greater availability of OH− leads to the cation 

being hydrolyzed closer to the limit of its valence. 

• External cathodic reaction (assuming oxygen reduction): −− →++ OHeOHO 442 22  

• Internal (local) cathodic reaction (assuming HER): 22 222 HOHeOH +→+ −−  

When anodic dissolution occurs at high rates, the local HER rate and its consequent effect on 

pH are low. However, once potentials close to repassivation are approached, anodic dissolution 

rates would decrease, and accordingly, the local cathodic reaction would have a greater effect on 

pH in the pit. This relationship is schematically shown in Figure 4.6. 

The influence of the local cathodic reaction on pH can be examined in the context of the 

extent of cation hydrolysis, which is quantitatively expressed as the number of hydroxyl ions 

consumed per cation produced from dissolution. Complete hydrolysis occurs when the number 

of hydroxyl ions consumed per cation is equal to its valence. The consumption of hydroxyl ions 

is dependent on their availability which is determined by the rate of the local HER. A 

quantitative descriptor of the availability of hydroxyl ions is provided by the pH. In this manner, 

the pH can be related to the local HER rate.  

Applying this rationale to the electrochemical processes at the corroding surface, complete 

hydrolysis necessitates that the anodic dissolution current demand is satisfied entirely by the 

local cathodic reaction. Once the anodic current is completely balanced by the local cathodic 
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current, the driving force for corrosion provided by the external cathodic reaction (galvanic 

separation) disappears. The extent of cation hydrolysis therefore provides an estimate of the 

contribution of the local cathodic reaction towards the pit chemistry.  Assuming congruent 

dissolution for the stainless steel, the Fe+2, Cr+3, Ni+2, and Mo+3 ions would be present in the 

solution according to the stoichiometric ratios as their respective elements in the alloy. Similarly, 

the hydrolysis of the 316L cation can be considered to be based on the three respective metal 

cations Fe+2, Cr+3, Ni+2, and Mo+3 following the same stoichiometry. Therefore, the extent of the 

hydrolysis for the stainless steel can be modeled as a linear combination of the hydrolysis of each 

cation weighted according to the proportions determined by stoichiometry. The resulting pH 

from such a combined hydrolysis can then be calculated. 

Figure 4.7 illustrates these calculations for Fe+2, Cr+3, Ni+2, and Mo+3 as well as for 316L. 

Values for the hydrolysis equilibrium constants for Fe+2, Cr+3, and Ni+ were taken from Baes and 

Mesmer.64 Hydrolysis data for Mo+3 were provided by the work of Anderko et al.65 At acidic pH, 

the low availability of hydroxyl ions results in very few of these ions being consumed per cation 

produced. Conversely, when alkaline pH values are approached, the higher availability of OH− 

accelerates their consumption in order to maintain equilibrium. The pH that results when a cation 

is hydrolyzed to the full extent of its valence can also be estimated from the plot. For example, 

this value is about 7 for Mo+3.  These results can also be interpreted in terms of the contribution 

of the local cathodic reaction in satisfying the anodic current density. Figure 4.8 illustrates the 

relationship between the extent of cation hydrolysis as the fraction of anodic current balanced by 

the local cathodic current and pH. As is evident from the plot, only a minor fraction of the anodic 

current is met by the local cathodic reaction at acidic pH. The remainder is balanced by the 

external cathodic reaction, which due to its physical separation from the anode, has no effect on 
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the chemistry of the corroding surface. As pH increases, a greater fraction of the anodic current 

is met locally. From the figures, it is evident that the hydrolysis behavior of the stainless steels is 

greatly influenced by Cr and Mo at acidic pH and by Fe and Ni at alkaline pH.  

 

 

 

 

 

 

Figure 4.6. Schematic representation of the increasing influence of the local cathodic reaction 

towards balancing the current from anodic dissolution, as potentials close to repassivation are 

reached. 
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Figure 4.7. Relationship between increasing availability of hydroxyl ions and the pH, represented by 

the calculations of the extent of cation hydrolysis. The extent of hydrolysis progresses towards 

completion (number of OH− per 316L cation = cation valence) as more hydroxyl ions are available, 

which is equivalent to a higher pH. Note how the presence of Cr and Mo in the alloys biases the 

extent of hydrolysis towards lower pH values. 
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Figure 4.8. Influence of local cathodic reaction on the pH. The ratio ic,local/ia is calculated by 

considering the fraction of cations hydrolyzed to cations produced. This fraction increases as the 

local HER accelerates, resulting in greater OH− availability, more complete hydrolysis, and a rise 

in pH. Note how that, at acidic pH, local cathodic reaction rates do not have to be very high to 

effect changes in H+ across orders of magnitude. 

Oxide nucleation at critical pH leads to repassivation 

Chemical modeling by artificial titration at successive dilution permitted the simulation 

of the local surface conditions as the pit approaches repassivation. The pH dependence of oxide 

speciation at different surface concentrations was thus evaluated. Such a calculation for a 

corroding 316L pit is depicted in Figure 4.9. The chromium(III) oxide species CrO(OH) was the 

first oxide to appear at a pH of 2.65, followed by the spinel FeCr2O4, and the hydroxides 

Ni(OH)2 and Fe(OH)2.  Figure 10 indicates the pH values at which the first oxide precipitate is 

observed for various degrees of saturation at the corroding surface. CrO(OH) was estimated to be 
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first oxide to appear at all levels of dilution, precipitating at a pH of 2.65. The appearance of 

CrO(OH) as the stable oxide is consistent with the surface analysis studies of passive films on 

stainless steels in chloride solutions reported in the literature.66–69 Figure 4.10 also displays the 

pH values that result from modeling the surface chemistry when the local cathodic reaction is not 

considered. This latter plot is equivalent to Figure 4.5; it indicates the pH that would result from 

solely considering chemical dissolution, as would be expected when the respective cation 

chloride salts are dissolved in stoichiometric proportion or when anodic dissolution rates are very 

high. The absence of a local hydroxyl source implies that the pH of the solution considering only 

chemical dissolution is lower than the value obtained with the local cathodic reaction taken in to 

account. These results support the assertion that the local cathodic reaction causes repassivation 

to set in at higher surface concentrations than would be predicted from anodic dissolution alone. 

Additionally, these data also indicate that oxide nucleation and subsequent repassivation is 

unlikely to occur if the pH at the corroding surface is not close to 2.5, which reinforces the 

argument against an extremely low value for the critical pH as has been measured in simulated 

pit solutions. The results from this study therefore indicate that the pH values around 0 to 1 

reported in the literature modeled conditions of very high anodic dissolution, and therefore were 

not representative of the repassivating pit. 

 This work suggests that the pH of the corroding surface is a key critical parameter in 

determining the tendency towards repassivation by creating local conditions favorable for oxide 

nucleation. The pH necessary to nucleate an oxide can be attained either by sufficient dilution of 

the metal cation or the presence of local HER. However, the fact that corrosion is an 

electrochemical process necessitates the role of the local HER for repassivation because of the 

requirement for charge conservation. The results from this study reinforce this assertion due to 
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the fact that the anodic kinetics display evidence of repassivation at higher surface 

concentrations than would be expected from only surface dilution. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.9.  Calculation of oxide speciation as a function of pH for 316L. The surface 

concentration considered in this representative calculation is 55% of saturation. 
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Cathodic kinetics required for repassivation can be estimated from conditions for oxide 

nucleation 

Having established the pH required for repassivation via oxide nucleation at the critical 

surface concentration, the local cathodic kinetics necessary to facilitate these conditions can be 

evaluated via mixed potential analysis. Anodic kinetics data were extracted via Tafel 

extrapolation of the polarization scans corresponding to the lowest surface concentration where 

active dissolution was observed to occur. The repassivation potential Erp, as measured in 

previous work,26,27,36,37 is used in combination with these data to estimate the anodic Tafel slope 

 

 

 

 

 

 

 

 

Figure 4.10. Effect of surface concentration on the pH at which the first oxide precipitates in 

the pit solution when the local HER is modeled via chemical simulation of titration. For each 

surface concentration, the pH values at which the first oxide precipitates are discernibly 

higher than those obtained if only anodic dissolution were considered. 
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at the critical surface concentration. From Figure 4.10, the pH at which the oxide nucleates in a 

pit solution at the critical surface concentration of f = 55% of saturation is calculated to be 2.65.  

Figure 4.8 indicates that this equilibrium pH for 316L is attained when the local cathodic 

reaction rate is 0.3% of the anodic dissolution rate. Figure 4.11 depicts the Tafel extrapolation of 

the experimental 316L anodic kinetics data from which the theoretical local HER line to satisfy 

these repassivation conditions is then generated. 

The Tafel slope for the anodic dissolution kinetics from the experimental data at 55% of 

saturation is estimated to be 62 mV/decade. This value is in good agreement with Tafel slopes of 

about 60-70 mV/decade reported in the literature for the dissolution of 302 and 304 stainless 

steel16,22,70 and Fe-Cr-Mo model alloys71 in chloride media. From these results, the anodic 

current density at the Erp (= −210 mVSCE)26–28,37 is calculated to be ia = 201 µA/cm2. The EOCP 

measured at 55% of saturation is −228 mVSCE (from Figure 4). Using these values, the Tafel 

slope for the local HER under these conditions is calculated to be 8 mV/decade. These 

calculations are depicted in Figure 4.12. The net current density when Erp is measured is denoted 

as irp and is nearly equal to ia at Erp due to the critical condition that ic,local/ia = 0.3%.   

The value of irp calculated by this analysis is observed to be nearly an order of magnitude 

greater than the current density at which the Erp measurement was recorded (irp = 30 µA/cm2) in 

the experiments reported in the literature26–28,37. Another observation is that the cathodic slope 

calculated in this manner does not correspond to reported values for established HER 

mechanisms. There are two primary pathways typically considered to govern the kinetics of the 

HER: the Volmer-Tafel (bc = 30 mV/decade) or the Volmer-Heyrovsky (bc = 118 mV/decade) 
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mechanisms.72,73 † The apparent discrepancy observed between the experiments and calculations 

is likely due to the user-specified choice of the experimental irp value at which the Erp 

measurement was made. As mentioned in the introduction, although long-term defined the Erp as 

the potential below which no pitting proceeded, the actual measurement of the value depends on 

a user-specified current density – a value that has ranged from 1 µA/cm2
 to 100 

µA/cm2.19,57,59,60,74–76 The value used in studies by Srinivasan et al.26–28,37 was 30 µA/cm2, based 

on current densities similar to those employed by Tsujikawa et al.57,74,75 and Sridhar and 

coworkers,19,77 as well as the ASTM G-192 standard.78 The validity of this specification and its 

sensitivity to the individual anodic and cathodic kinetics can be examined using mixed potential 

theory under the constraints of the critical pH condition. 

                                                 
† These reaction mechanisms are based on the relative velocities of the two steps in the series for the HER to occur: 

a) electron discharge and b) surface desorption. The Volmer-Tafel mechanism describes a fast discharge-slow 

desorption process whereas the Volmer-Heyrovsky reaction path characterizes a slow discharge-fast desorption 

course. 
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Figure 4.11. Tafel extrapolation of anodic scan at the critical surface concentration (55%) to 

determine ba. 
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Figure 4.12. Calculation of the cathodic Tafel slope from the estimated anodic kinetics at 55% 

of saturation. 

Critical pH provides physical basis for measurement of Erp based on HER kinetics 

 The establishment of the minimum pH for oxide nucleation in this study as a critical 

factor for repassivation permitted its utilization to assess the selection of an appropriate current 

density at which the measurement of Erp is recorded. Mixed potential theory was employed to 

examine the anodic kinetics data with respect to specific HER mechanisms. This treatment 

permitted the formulation of a physical basis for the selection of experimental parameters in 

determining critical factors and allowed for the examination of the self-consistency of the 

quantitative framework for pit stability and repassivation proposed by Srinivasan et al.26–28,37 

 As denoted in Figure 4.8, the ratio ic,local/ia corresponding to the critical pH for 

repassivation is 0.3%. Based on this critical condition, mixed potential analysis is performed in 
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order to estimate the Erp required to attain this ratio, under the conditions of the individual anodic 

and cathodic kinetics relevant to the reactions at the corroding surface. This estimate is then 

compared to the experimentally observed Erp and the current density at which it was measured. 

Agreement of the calculated estimates with the experimental values would indicate whether the 

quantitative framework proposed is self-consistent with the critical surface condition for 

repassivation.  

Calculations were performed considering the cathodic Tafel slopes corresponding to the Volmer-

Tafel and the Volmer-Heyrovsky mechanisms as bounding values, i.e. 30 mV/decade and 118 

mV/decade respectively, and the EOCP from the experimental data in Figure 4.4 for 55% of 

saturation, −228 mVSCE. The corrosion current density assumed in these calculations is the one 

obtained from Figure 4.12, i.e. 104 µA/cm2. The anodic Tafel slope used is 62 mV/decade, as 

obtained from the experimental data in this study. Figure 4.13 illustrates these calculations. The 

Erp values obtained were −175 mVSCE (Volmer-Tafel) and −122 mVSCE (Volmer-Heyrovsky). 

The value of (ia − ic,local) at these values provides the appropriate net current density (irp) at which 

the Erp may be experimentally recorded, which correspond to nearly 0.75 mA/cm2 for the 

Volmer-Tafel case and 5 mA/cm2 for the Volmer-Heyrovsky case. The Erp value measured by 

Srinivasan and Kelly37 (−210 mVSCE ±12.8 mV) has an upper bound of −197 mVSCE, which is 

about 20 mV lower than the calculations for the Volmer-Tafel case, suggesting that these HER 

kinetics likely approximate actual conditions. The Erp estimate obtained assuming the Volmer-

Tafel HER mechanism is also close to the upper bound of the experimental scatter of the Erp data 

measured from high-throughput artificial pit studies by Srinivasan et al.28 The irp values obtained 

for both cathodic slopes are one to two orders of magnitude greater than the value employed in 

the experimental method used in the quantitative framework. These results suggest that a similar 
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sensitivity analysis of the repassivation conditions in terms of the anodic Tafel slope bounds 

needs to be performed in order to fully rationalize the observed data. 

 

 

 

Figure 4.13. Sensitivity analysis of cathodic kinetics. Calculations were performed using the 

anodic Tafel slope from this study (ba = 62 mV/decade) and cathodic HER Tafel kinetics 

corresponding to the Volmer-Tafel (bc = 30 mV/decade) and Volmer-Heyrovsky (bc = 118 

mV/decade) mechanisms. 
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Figure 4.14.  Sensitivity analysis of anodic kinetics with the Tafel slope lower bound at ba = 40 

mV/decade and the upper bound at ba = 70 mV/decade. Calculations were performed using (a) bc 

= 40 mV/decade (Volmer-Tafel HER kinetics) and (b) bc = 118 mV/decade (Volmer-Heyrovsky 

HER kinetics). 
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Figure 4.14 displays the results for an anodic sensitivity analysis. In addition to the 

reported value of 70 mV/decade for stainless steels in chloride media70,71 which serves as an 

upper bound, a Tafel slope of 40 mV/decade is introduced as the lower bound. This value has 

been reported for iron dissolution kinetics in acidic chloride and sulfate media.79,80 Figure 4.14 

(a) depicts the results utilizing cathodic kinetics corresponding to the Volmer-Tafel mechanism. 

The calculated Erp values differ from each other by only 10 mV, at −183 mVSCE (ba = 40 

mV/decade) and −173 mVSCE (ba = 70 mV/decade). The corresponding values of calculated irp 

are 0.72 mA/cm2 and 1.4 mA/cm2, which are approximately an order of magnitude larger than 

the values specified for Erp measurement in experiments. A similar set of calculations is 

performed using these anodic bounds and HER kinetics corresponding to the Volmer-Heyrovsky 

mechanism, as shown in Figure 4.14 (b). The Erp values obtained are −151 mVSCE and −115 

mVSCE for the lower and upper anodic bounds, respectively. The irp values this analysis yields are 

5 mA/cm2 and 10 mA/cm2, which exceed the experimentally selected current density by two 

orders of magnitude.  

Calculations based on the lower bound of the anodic Tafel slope are thus seen to be in 

better agreement with repassivation behavior observed. These results also appears to suggest that 

the appropriate current density to be selected for Erp ought to be an order of magnitude greater 

than presently in practice, so as to correspond to the critical condition for repassivation based on 

the pH for oxide nucleation. However, it must be noted here that the critical pH condition 

obtained in this study is based on thermodynamic modeling. Fluctuations in pit solution during 

the experiment may result in a higher steady state concentration of available OH− only at lower 

current densities, creating kinetically favorable conditions for repassivation. In any case, the Erp 

value measured at the current density selected in the experimental methodology of the proposed 
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framework serves as a conservative lower bound. The fact that the Erp estimates using the 

Volmer-Tafel HER kinetics from this study are approached by the upper bound of experimental 

scatter from high-throughput data28 also allays the concern raised by Anderko et al.52,55 that the 

Erp measured in this manner at high scan rates may be an overly conservative estimate. 

The kinetics at repassivation are observed to be much more sensitive to variations in 

cathodic behavior than anodic dissolution, underscoring the importance of the local HER. The 

HER kinetics themselves appear to follow the Volmer-Tafel mechanism more closely than the 

Volmer-Heyrovsky mechanism. The rationale that the local HER follows the Volmer-Tafel 

pathway finds thermodynamic support in the literature. Trasatti81 has analyzed the HER on 

various metal surfaces in acidic media based on their values of the standard free energy of 

hydrogen adsorption, which indicates that the metal-hydrogen bonds formed by Fe, Cr, Ni, and 

Mo are highly stable (large negative ΔG). These metals are the primary constituents of 316L as 

indicated in Table 4.1. The removal of the H-atom to form molecular H2 would consequently be 

encumbered by a large energy barrier when it is bonded to these metal ions. Surface desorption 

can be considered to be the rate-determining step for hydrogen evolution under these 

circumstances, implying that the reaction proceeds via the Volmer-Tafel mechanism. 

These results therefore demonstrate a methodology to evaluate the self-consistency of the 

quantitative framework employed to understand pit stability and repassivation by utilizing the pH 

for oxide nucleation in the pit solution as a critical condition. Analysis of the experimental 

kinetic data at repassivation indicated that the Erp as measured by the framework serves as a 

conservative bound for the critical chemical conditions at the corroding surface, based on mixed 

potential calculations using established anodic and cathodic kinetics. Mechanistic support for the 
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framework was also provided by this treatment, which rationalized the observed transition from 

stability to repassivation to be primarily controlled by the local cathodic reaction. 
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4.7. Conclusion 

This work employed calculations obtained from mass transport modeling to design artificial 

pit experiments for probing the critical pit chemistry at the transition from active dissolution to 

repassivation. Rapid polarization scans at various levels of dilution from saturation indicated the 

appearance of a well-defined change in anodic behavior, as the chemistry inside the pit grew less 

aggressive. The critical value of surface concentration obtained in this manner was observed to 

agree well with independently determined estimates from studies on pit stability at the onset of 

repassivation. In addition, the pH associated with the onset of repassivation was investigated 

using Tafel extrapolation of the polarization scans in combination with cation hydrolysis 

calculations. Examination of oxide speciation with respect to increasing pH at varying surface 

concentrations confirmed that this critical pH marked the chemistry at which oxide nucleation 

commenced, indicating the physical cause for the pit repassivation. This criterion was then 

utilized in designing arguments based on mixed potential theory that supplied a mechanistic 

foundation describing the critical chemistry for a pit to remain stable, which underscored the 

importance of the local cathodic reaction to the onset of repassivation. 
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Chapter 5 

5.1. Overview 

This chapter, in concluding the dissertation, extends the key inference obtained at the end of 

Chapter 4 – the mechanistic interpretation of conditions for stability based on the critical pH to 

precipitate a passive oxide – by examining its utility in defining a scientifically defendable basis 

for repassivation. First, a summary of the major conclusions of this work is presented followed 

by an assessment of their contribution to the current understanding of pit stability and 

repassivation. Secondly, the impact of the framework on the application of critical factors 

towards localized corrosion measurement in engineering circumstances is also explored. Finally, 

the limitations of the framework that emerge from the assumptions employed are considered at 

some length, suggesting prospective avenues for further research. 

A manuscript entitled Overview of a Recent Quantitative Framework Utilizing the 

Galvele Stability Product to Examine the Critical Electrochemical Factors for Localized 

Corrosion authored by J. Srinivasan and R. G. Kelly, based on parts of this chapter has been 

submitted to Corrosion as an Invited Review for a Special Issue in memoriam of Prof. José R. 

Galvele to be published in March 2017. 
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5.2. Summary and Conclusions 

1. An artificial pit technique to obtain measurable estimates relevant to both pit stability and 

repassivation was developed. Results from a high-throughput version of this technique 

indicated that sufficiently deep pits had to be accessed in order to obtain pit stability data 

that corresponds to truly 1-D mass transport. Both modeling and experiments were 

utilized to systematically investigate the effect of geometry on the dimensionality of flux 

from a 1-D pit. This combined approach demonstrated that the minimum depth to be 

attained for 1-D flux was nearly eight times the pit diameter. This minimum characteristic 

depth was also shown to have implications on the pit stability data representative of the 

cation concentration gradient that exists in the pit, isolated from effects of chloride from 

the bulk electrolyte. Finally, results from this study indicated that the relative 

independence of the measured Erp with pit depth occurred once this characteristic value 

was attained, thus providing a quantitative connection between diffusive transport and 

repassivation. 

 

2. Cathodic polarization of artificial pit electrodes following pit growth enabled the 

recording of the time taken to scan from the potential at which the salt film disappeared 

to the potential at which repassivation was recorded. These potentials were representative 

of the surface conditions under a salt film and at repassivation, respectively, and varied 

with pit depth. Mass transport modeling based on the one-dimensional pit provided 

information on the time required for the corroding surface to dilute to different 

concentrations from saturation, also as a function of pit depth. A comparison of these two 

time variables enabled the extraction of the pit depth at which the surface concentration 
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estimated from the experimental measurement of repassivation was equal to that obtained 

by dilution from saturation. When combined with the minimum pit depth beyond which 

Erp remained independent, these calculations provided an estimate of the surface 

concentration as the pit was about to repassivate. This critical surface concentration was 

conservatively estimated to be 50%, providing a quantitative framework to extract a 

single value for the solution chemistry describing the transition from active dissolution to 

repassivation. This value of the surface concentration was also observed to bound pit 

stability criteria for a range of bulk chloride concentrations encountered in atmospheric 

conditions. 

 

3.  Calculations of the time to dilution to various surface concentrations from saturation for 

a one-dimensional pit were utilized to design anodic kinetics experiments. These tests 

investigated the electrochemical kinetics of the corroding surface at different degrees of 

saturation. A distinct transition from active dissolution to passivating behavior was 

observed when the surface condition was at 55% of saturation, indicating the onset of 

repassivation. In this manner, an estimate for the critical surface concentration was 

obtained. This value agreed well with the conservative bound obtained from the previous 

treatment described. The extent of cation hydrolysis and its relationship with pH were 

employed as a means to simulate the influence of the local cathodic reaction at the 

corroding surface. The resulting pH was compared to the minimum pH required to 

nucleate an oxide precipitate at the critical surface concentration obtained from anodic 

kinetics. This analysis provided an estimate of the critical fraction of the anodic current 

that was required to be satisfied by the local cathodic reaction in order to induce 
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repassivation by oxide nucleation. The pH value corresponding to this fraction at the 

critical surface concentration from anodic kinetics was determined to be the critical pH. 

This value was then used to evaluate the self-consistency of the quantitative framework 

that related pit stability and repassivation. Tafel extrapolation of the anodic kinetics at the 

critical surface concentration in combination with established kinetics of the hydrogen 

evolution reaction was utilized in a mixed potential analysis of the repassivation process. 

This approach validated the experimental selection of parameters in the quantitative 

framework, verifying its self-consistency, and provided a mechanistic basis for the 

transition from pit stability to repassivation. 
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5.3. Impact of the framework on present understanding of the critical factors 

The repassivation condition defined by this framework is a mechanistic criterion based on 

the critical pH for oxide nucleation at the critical surface concentration. Galvele considered the 

minimum potential for pitting to occur to be dependent upon the corrosion potential, the 

overpotential and ohmic drop in the pit to maintain the critical value of (i·x), and any 

ennoblement due to inhibitor action. Expressed equivalently for a repassivation potential, the 

relationship among these terms is: 

inhcorrrp EEE +∆++= φη ……. (5.1) 

The individual terms Ecorr, η, ∆ϕ, and Einh denote the corrosion potential (open circuit potential) 

in the critical pit solution, overpotential for repassivation, ohmic drop in the pit, and the effect of 

inhibitors on raising the Erp, respectively. Based on the arguments presented in this study, two 

major points of critique can be leveled at other studies in past literature that have considered 

repassivation in the context of the terms of the Galvele acidification model.1–8 Firstly, the choice 

of the critical pit solution chemistry in which to determine Ecorr and η measurement has 

considered only anodic dissolution (either by using simulated crevice/pit solutions prepared from 

the cationic chlorides or by pH control of metal dissolved at high potentials), typically at or close 

to 100% saturation.4,7,9–14 Secondly, the value of η has been defined based on an arbitrary critical 

pit stability product6,7,14 – therefore, for each pit depth considered, the current density would 

consequently change so as to satisfy the chosen value of (i·x)crit. The associated value of the 

repassivation potential would therefore change with pit depth. Galvele’s original argument that 

the corrosion potential would serve as a logical lower bound would not be tenable because the 

net current density at that potential would ipso facto vanish, resulting in an (i·x) value of zero. 

The framework described in this dissertation resolves these issues by expressing conditions for 
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stability in terms of a single critical pit solution chemistry at repassivation. An unambiguous 

measure of the critical surface concentration of cations at which to determine Ecorr was obtained 

from the artificial pit studies. Secondly, the overpotential was evaluated based on the critical pH 

emerging from the tendency of oxide precipitation owing to the increasing influence of the local 

cathodic reaction at repassivation. The conditions for stability having been defined in this 

manner permitted the direct evaluation of the overpotential for repassivation once the Tafel 

slopes were obtained. The overpotential was ascertained by the ratio ic,local/ia necessary to 

produce a local pH at which a protective oxide would precipitate. The current density at 

repassivation (irp) was then consequently calculatedas irp = ia − ic,local. The framework therefore 

removed the necessity to define an arbitrary repassivation current density by basing irp on 

mechanistic criteria.  

The ohmic drop has not been considered to have a substantial effect on the Erp in this 

framework because of the low current density at repassivation. A representative calculation 

justifies this assumption: for a 1 mm deep 1–D pit, allowing for a current density range at 

repassivation from 100 µA/cm2 to 1 mA/cm2 in a pit solution with an average resistivity of 6.9 

Ω.cm,‡ the average ohmic drop is calculated to be between 0.1 mV and 0.7 mV. Following the 

preceding arguments, the critical acidification model can therefore be reformulated as: 

pHcritfcorrrp crit
EE η+= , ……. (5.2) 

Ecorr,fcrit denotes the corrosion potential in the critical pit solution chemistry (Cs,crit = fcrit·Csat). The 

term ηpHcrit denotes the overpotential determined from the critical ratio of the local cathodic 

reaction to the anodic reaction (ic,local/ia) required to attain the critical pH (pHcrit) in the critical 
                                                 
‡ The OLI Analyzer Studio 9.3 software (OLI Systems, Inc., Cedar Knolls, NJ) was used to calculate the average 
resistivity, with its true value in solution approximated by the arithmetic mean of two simulated solutions: the 
mixture of cationic chlorides at 55% saturation and the bulk solution 0.6 M NaCl. The mixed chloride solution was 
simulated to consist of FeCl2, CrCl3, NiCl2, and MoCl3 in the same stoichiometric proportion as the metals appear in 
the alloy 316L. 
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solution chemistry Cs,crit. With this reformulation, both the Galvele local acidification model and 

the stability criterion as applied towards repassivation can be examined quantitatively, as shown 

in the next section. 
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5.4. The pit stability product and the choice of current density at repassivation 

As discussed previously, this work provided a quantitative mechanistic basis for 

determining the current density at repassivation (irp). This choice of irp is related mechanistically 

to the critical pH for oxide nucleation at the critical surface concentration; therefore, it describes 

the actual surface conditions that cause repassivation. A quantitative defense for the assignment 

of irp on this basis in preference to the arbitrary selection utilized in prior studies is presented in 

this section, to support the qualitative argument provided previously. Figure 5.1 (a) depicts 

Evans lines for the anodic and cathodic reactions of interest within the pit, which utilize values 

for ba, bc and Ecorr, fcrit determined as described in Chapter 4. The ratio ic,local/ia resulting from an 

irp choice close to 100% saturation4,15 (= ilim ≈ 100 mA/cm2) would be approximately 1 × 10−6 %, 

which would produce a very low pH according to Figure 1 (b), which as argued in Chapter 4, is 

not sufficient to precipitate an oxide. Similarly, assuming 150 µA/cm2 for irp
6–8,16 would result in 

an ic,local/ia  ratio of 20% and a pH of 7.5. This value would be too alkaline to represent a critical 

condition because repassivation would be expected to have already set in due to oxide nucleation 

at much lower pH values (starting at 2.65, as shown in Chapter 4). The framework developed in 

this study provides an alternative by basing the irp upon oxide nucleation in a single critical pit 

chemistry. 
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Figure 5.1. A Mixed Potential Theory-based analysis that considers the ramifications of the 

choice of an arbitrary current density at repassivation irp, for 316L. (a) The choice of irp fixes the 

ratio ic,local/ia and the associated Ecrit. This results in the estimation of very high values for Erp 

(denoted as Ecrit to underscore its property as a critical potential) if irp is considered near 100% 

saturation. (b) A high value for irp results in pH values too low to precipitate oxides. 

Conversely, adopting too low an irp is also problematic – although the estimated Ecrit (from (a)) 

is close to the measured mean Erp from the framework, the pH to which this potential 

corresponds is an overestimate of the alkalinity at repassivation; oxide nucleation would have 

already started and repassivation set in at much lower pH values.  

 The problem of a non-conservative critical potential that would result from a constantly 

decreasing irp with increasing pit depth were the Galvele pit stability product used as the sole 

criterion was introduced in the previous section. The framework presented in this dissertation 

circumvents this issue by decoupling repassivation from the geometric aspect of the pit stability 

product. Quantitatively considered, Figure 5.2 contrasts the critical potential obtained based 

solely on the critical pit stability product with the conservative, geometry-independent Erp 
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determined using the critical pH criterion. There is no expectation for the former to assume a 

lower bounding value as it is not mechanistically related to repassivation. This higher measure 

of Erp based solely on the (i·x)crit value may be useful for some engineering cases in which the 

localized corrosion geometry allows for rapid diffusion out of pits. The associated current 

density and the dissolution rate were this Erp value chosen as the critical potential, can still be 

calculated. However, in cases where the localized corrosion geometry is restricted or difficult to 

determine (due to the tortuosity of the transport path, for instance), a mechanistically-based Erp 

which is also conservative serves as a more useful Erp, particularly with respect to predictive 

modeling. When considered as a lower bound, an Erp value of this nature therefore assures 

repassivation regardless of system geometry. The framework developed in this work therefore 

provides this important insight: Although diffusion path that restricts mass transport would 

facilitate the maintenance of the minimum critical chemistry for pit stability, geometry by itself 

not a fundamental critical factor in describing localized corrosion.  

 As mentioned, this result has particular utility in damage size estimation models which 

consider the growth of pits based on the supporting cathodic current available.17–19 Typically, 

these studies have assumed that the the dissolving pit is hemispherical, with the associated 

hemispherical pit stability product related to the 1–D parameter as: (I/r)crit = 3·(i·x)crit.19 The 

deconvolution of critical factors from geometry therefore permits the anticipation of pit 

evolution in non-hemispherical shapes, as has been observed in some atmospheric pitting 

studies.20–22 In other words, if there is not sufficient cathodic current to support hemispherical 

pit growth, localized corrosion could still propagate by adopting a non-hemispherical geometry 

with the only requirement that the minimum critical chemistry be maintained at the corroding 

surface. The lower bound on the anodic stability criterion in such circumstances would be the 
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1–D parameter (i·x)crit. Therefore, clarifying the minimum critical chemistry and the 

repassivation potential as fundamental critical factors independent of pit geometry thus not only 

justifies using 1–D artificial pits as an appropriate experimental technique to study general 

pitting characteristics but also warrants the use of the mechanistic, conservative value of Erp in 

order to model such possible non-hemispherical outcomes. Finally, this analysis also implies 

that critical potential and critical dissolution flux alone do not completely describe conditions 

for pit stability, but that these factors vitally depend on the knowledge of a mechanistically 

defined critical pH. 
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Figure 5.2. Erp defined based on solely the Galvele pit stability product results in a non-

mechanistic, non-conservative value which is nobler than the Erp defined in this framework in 

terms of the critical pH for oxide nucleation. Data shown represent 316L pits of 50 µm diameter 

in 0.6 M bulk NaCl. Basing the repassivation criterion solely on (i·x)crit results in a decreasing 

value of current density as pit depth increases, and consequently a progressively lower, non-

conservative Erp (which populates the shaded region shown). On the other hand, the Erp value 

defined based on the critical pH provides an estimate that is both geometry-independent and 

conservative. 
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Limitations and Future Work 

The present framework has been built upon experiments performed on 316L stainless 

steel in chloride solution, but it is reasonable to extend the general paradigm presented to other 

systems that undergo pitting or crevice corrosion as the primary mode of localized corrosion. 

However, the limitations involved in the development of the framework must be noted for its 

prudent use for other systems. Awareness of these limitations also provides opportunities for 

future refinement of the framework. 

Although efforts have been attempted to characterize critical factors similarly for 

intergranular corrosion observed in non-heat-treatable Al-Mg alloys, challenges persist in these 

cases owing to the microstructural heterogeneity of corrosion front.23 Also, Al+3 ions tend to 

form polynuclear hydrolysis products,24,25 complicating the calculation of pH based on cation 

hydrolysis as was applied in stainless steels in this work. 

One important assumption employed throughout this work was that mass transport was 

primarily diffusion-based for the system under study. The predominance of highly conductive 

electrolytic environments in localized corrosion justifies this assumption;26–28 however, the ion 

migration may play a large role in transport in highly dilute solutions or at high temperatures.29 

Furthermore, if the current densities at repassivation following an analysis similar to that 

presented in this framework are calculated to be high, the resulting ohmic drop would also be 

considerable. Future model refinements could also incorporate the effects of porosity to account 

for amorphous and voluminous corrosion products which would act as additional diffusion 

barriers.30 
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In Chapter 3, the relevance of experimental selection of scan rate with respect to its 

effects on the time to dilution of the corroding surface was elaborated quantitatively, which has 

also been attested to in other studies.5,16,31,32 Scan rate may also affect the nature of the 

dissolution products in the pit, which sometimes result in unexpectedly noble Erp values, as has 

been observed for 17-4 PH stainless steel.33 It has been suggested that these higher Erp values 

may result from the participation of copper which may redeposit from solution or be involved in 

redox reactions, obfuscating the measurement of the local HER.34–39 In fact, the presence of 

electroactive copper may accelerate repassivation as some of these studies have suggested.36,38,40 

The simulation of oxide nucleation in the critical pit solution in Chapter 4 was simulated 

using thermodynamic data for the speciation of bulk oxides. A better approximation for the 

repassivation process in this context would be provided by surface oxide data. While studies 

abound on passive oxides grown on stainless steel surfaces in bulk solutions,41–45 the literature on 

oxide growth in critical pit chemistry – which would provide experimental support to models 

such those discussed in this work – is sparse. Improved data on molybdenum speciation in the 

critical chemistry would refine the evaluation of the critical pH for oxide nucleation on 316L as 

well parse the inhibitory action of Mo in terms of its oxidation states.12,46–50 

Several topics were mentioned in the introductory chapter of this dissertation as being 

outside the scope of this investigation. These areas are also certainly potential avenues of future 

research. Of particular importance would be the study of the effects of temperature 

simultaneously on the critical factors for pit stability and repassivation, which would find utility 

in addressing a wider range of applications, specifically in the nuclear industry.51,52 
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Finally, the critical pH criterion could be leveraged to develop a design paradigm for 

inhibitor efficacy, which would bring the complete representation of the Galvele pit acidification 

model within the ambit of the framework. The experimental methodology utilized in this work 

could be extended to study the effects of inhibitory oxyanions 53–55 on the critical factors, 

particularly in the context of a mixed potential theory-based analysis similar to the one 

developed in Chapter 4.  The analysis providing the mechanistic rationale for the framework 

employed an experimental estimate of the anodic Tafel slope and cathodic slopes based on well-

known HER pathways. As has been mentioned previously, high-resolution data collection at the 

low currents encountered near repassivation would permit improved experimental estimates of 

both values. The specific effects of alloying constituents and inhibitors on the anodic kinetics 

and/or the cathodic kinetics can then be assessed with data from a range of alloy-electrolyte 

systems. Such evaluation of the response of the local cathodic reaction to inhibitor chemistry and 

concentration would enable devising localized corrosion inhibition strategies from a quantitative 

mechanistic perspective. In a similar vein, localized corrosion mitigation strategies can also be 

designed based on enhancing the local cathodic reaction to attain the critical pH for 

repassivation, an idea which has found support in the literature.56 
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Appendix 
This section details the calculations on which some of the relationships referred to in the various 

chapters expand upon. The particular aspects discussed herein are: 

1. Pit stability phenomenology with bulk chloride concentration: The observed linear 

dependence of the pit stability product on bulk chloride is introduced in Chapter 1. 

Chapter 2 discusses this relationship in the light of accessing sufficiently deep pits so 

that data properly representative of the cation concentration gradient isolated from the 

effects of the bulk electrolyte is collected. Chapter 3 utilizes these data to advance the 

case for a single critical surface concentration describing anodic stability across most 

conditions encountered in atmospheric corrosion. 

2. Mass transport model relating repassivation to diffusive transport: The modeling 

aspect that supports the quantitative framework of this dissertation and forms a major 

portion of Chapters 3 and 4, is based upon an analytical solution to the one-dimensional 

diffusion equation. The mathematical formulation of this solution is laid out in this 

section and the different boundary conditions considered are discussed. 

3. Cation hydrolysis calculations to determine critical pH: The development of the 

relationship between the influence of the local cathodic reaction and the pH at the 

corroding surface is predicated upon the extent of cation hydrolysis. The mathematical 

treatment of the calculations which the results discussed in Chapter 4 are based upon, 

form the focus of this section. 
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A.1. Diffusion-based rationale for effect of bulk electrolyte on pit stability 

Figure A.1. Linear dependence of pit stability product on bulk [Cl−]. Data replotted from 

Woldemedhin et al.1 

Woldemedhin et al.1 report the variation of (i ⋅ x)saltfilm with bulk chloride concentration for 

304L and 316L (Figure A.1). As shown in the figure, the pit stability product of both alloys 

decreased with increasing chloride concentration. The data were fit using linear regression (R2 = 

0.91) which resulted in the following relationship: 

( ) [ ] 9.011.0 +−=⋅ −Clxi saltfilm  

A diffusion transport-based rationale was proposed to explain this observed linear 

dependence. The following assumptions were made: 

• The chloride ion Cl− and the ‘stainless steel cation’ Mn+  are the dominant ionic species in 

the pit. 

• Ion migration effects are overwhelmed by diffusion. 
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Under these conditions, in order to preserve steady state diffusion, the following flux condition 

must be satisfied: 

 mCl nJJ =  

where JCl is the diffusion flux of chloride ions, Jm is the diffusion flux of ‘stainless steel cation’ 

(metal ion), and n is the valence of the ‘stainless steel cation’. 

Because both fluxes occur over the same diffusion length, Fick’s 1st law can be rewritten as: 

( ) ( )∞−=− CCnDCCD msatmClbClsCl ,,,  

where Cs,Cl is the surface concentration of chloride, Cb,Cl is the bulk chloride concentration, Csat,m 

is the saturation concentration of metal chlorides, while DCl and Dm are diffusion coefficient of 

the chloride ion and the ‘stainless steel cation, respectively. 

The expression for the diffusion-limited current density for the metal ion with a minor 

rearrangement is: 

( ) ( )∞−=⋅ CCFnDxi msatmsaltfilm ,  

The term nDm(Csat,m − C∞) can be inserted into the Fick’s 1st law expression previously 

demonstrated to formulate the relationship: 

( ) ( )ClbClsClsaltfilm CCFDxi ,, −=⋅  

To satisfy electroneutrality within the pit, the concentrations of the metal cation and the chloride 

can be related as shown below: 

msatCls nCC ,, =  
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Substituting for Cs,Cl in the expression for the pit stability product with nCsat,m gives: 

( ) ( )ClbmsatClsaltfilm CnCFDxi ,, −=⋅  

The preceding equation can be expanded to: 

( ) ClbClmsatClsaltfilm CFDnCFDxi ,, −=⋅  

This provides an expression of the form that describes the linear relationship observed between 

the variables: 

( ) Clbsaltfilm BCAxi ,−=⋅  

Therefore, the linear relationship of the pit stability product under a salt film with the 

bulk chloride concentration was rationalized as an alternative expression of the relationship 

between the diffusion fluxes of the metal cation and the chloride ion under steady-state 

conditions.  

Stochiometric dissolution of the primary alloying components of 304L and 316L (Fe, Cr, 

Ni) was assumed yielding values of n = 2.2 and 2.245 which was then used to calculate the 

corresponding D. Based on equation 5 and 10, the value of DCl was calculated first from the 

slope value. Once DCl was determined, it was used to calculate Csat,m from the intercept.  In all of 

the calculations, the diffusion coefficient was assumed to be independent of bulk chloride 

concentration. These calculations resulted in the following values for the diffusion coefficient of 

the ‘stainless steel cation’ and the concentration at saturation of the metal chlorides: 

Dm = 9.2 × 10−6 cm2/s 

Csat,m = 3.72 M 
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This value of Dm was seen to be comparable to values reported by Kuo and Landolt,2 Gaudet et 

al., 3 and Ernst and Newman.4 Isaacs et al.5 reported the in-situ X-ray microprobe analysis of 

concentrations of Fe, Ni and Cr chlorides in the saturated solution produced by dissolution of 18-

8 stainless steel. The saturation concentration, Csat,m = 3.72 M, determined from this analysis is ≈ 

74% of this reported value. In this manner, a simplified diffusion transport model was observed 

to explain the observed linear dependence of pit stability product on bulk chloride. 
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A.2. Analytical one-dimensional mass transport model 

The mass transport model described in this dissertation resulted from the solution to the one-

dimensional diffusion equation utilizing selected boundary conditions. Analytical solutions were 

obtained when the boundary conditions of zero flux and constant flux were employed at the 

corroding surface. When transient boundary conditions were considered, an FEM-based 

numerical solution had to be implemented as has been discussed in Chapter 3. The following 

equations describe the cases for which analytical solutions were obtained, i. e., a) zero flux and 

b) constant flux at the corroding surface. The final solution in each case expresses the time taken 

for the corroding surface to dilute to a particular concentration from saturation. The geometry 

considered in both cases is shown in Figure A.2. 

 

 

 

 

 

 

 

 

Figure A.2. Geometry of one-dimensional pit considered in the development of the mass 

transport model.
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Case 1: Zero flux at the corroding surface (open-circuit dilution) 

Boundary conditions: 

0),0( =tC  (Bulk solution) 

0=






∂
∂

= dx
x
C (No flux across pit base) 

Initial condition:  

Linear concentration profile from presence of salt film prior to dilution implies: 

d
xCxC sat=)0,(  

The general solution of the one-dimensional diffusion equation following separation of 

variables6 yields the following expression: 

( )DtxCxCtxC 2
21 exp)cossin(),( λλλ −+=  

 

Applying the boundary conditions to Eq. 1: 

1. 0),0( =tC : 

( )
0

exp)0(),0(

2

2
21

=⇒
−+⋅=

C
DtCCtC λ

 

(because the exponential term is never zero or negative) 

( )DtxCtxC 2
1 exp)sin(),( λλ −=⇒   
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2. 0=






∂
∂

= dx
x
C : 

( )
( )

( )

( )

( )

( ) ( )












 +
−

+
=⇒

+
=⇒

+
=⋅⇒

=⋅⇒

=−⋅=

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


∂
∂

−=






∂
∂

−=

=

Dt
d

nx
d

nCtxC

d
n

nd

d

DtdC
x
C

DtxC
x
C

DtxCtxC

dx

2

2

2

1

2
1

2
1

2
1

4
12exp)

2
12sin(),(

2
12
2

12
0cos

0exp)cos(

exp)cos(

exp)sin(),(

ππ

πλ

πλ

λ

λλλ

λλλ

λλ

 

where n corresponds to integer values ≥ 0. 

Applying the initial condition: 

d
xCxC sat=)0,(  

( ) ( )

( ) ( ) ( )
d
xCx

d
nCD

d
nx

d
nCxC

Dt
d

nx
d

nCtxC

sat=
+

=







⋅

+
−

+
=
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


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 +
−

+
=

)
2

12sin(0
4

12exp)
2

12sin()0,(

4
12exp)

2
12sin(),(

12

22

1

2

22

1

πππ
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The orthogonality of sines can be applied to solve for C1: 

( ) ( )
np

d ddxx
d

px
d

n δππ
22

12sin
2

12sin
0

=
+

⋅
+

∫  

where n and p are integers ≥ 0 and δnp is the Kronecker delta which is equal to 1 for n = p and 

zero elsewhere. 

( ) ( ) ( )

( )
∫

∫∫
+

=⇒

+
==

+
⋅

+
⇒

dsat

d

satnp

d

xdx
d

px
d

CdC

x
d

p
d
xCdCdxx

d
px

d
nC

01

0101

2
12sin

2

2
12sin

22
12sin

2
12sin

π

πδππ

 

c
a

axaxaxaxdxx +
−

=∫ 2

cossinsin  

( ) ( ) ( )

( )
2

22
0

1

4
12

2
12cos

2
12

2
12sin

2
d

p

x
d

px
d

px
d

p

d
CdC

d
sat

π

πππ

+







 ++

−





 +

=⇒  

Substituting for the limits of integration and solving for C1: 

( )
( )( )

( )
( )psat

psat

p
CC

p
d

d
CdC

1
12

8

0001
12

4
2

221

22

2

1

−
+

=⇒

+−−−
+

⋅=⇒

π

π  
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The general solution is a series expansion in terms of the eigenfunctions. The notation p for the 

integer values assumed by the terms in the series is replaced by the equivalent n to yield the 

expression: 

( )
( )∑

∞

= +
−

=
0

221 12
18

n

n
sat

n n
CC
π

 

The solution to the diffusion equation for the system considered is therefore: 

( )
( )

( ) ( )







 +
−

+
+

−
= ∑

∞

=

Dt
d

nx
d

n
n

CtxC
n

n
sat

2

22

0
22 4

12exp
2

12sin
12

18),( ππ
π

 

Solving for the concentration at the pit base by substituting x in the expression with the pit depth 
d: 

( )
( )

( ) ( )

( )
( )

( ) ( )
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( )∑

∑

∑

∞
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∞

=
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4
12exp
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The summation term converges rapidly to 






 −
2

2

4
exp

d
Dtπ .  

The expression for C (d, t) can be therefore approximated by: 








 −
= 2

2

2 4
exp

8
),(

d
DtC

tdC sat π
π
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Expressing the concentration at the pit base as a fraction of saturation f: 








 −
=

=

2

2

2 4
exp8),(

),(),(

d
Dttdf

C
tdCtdf

sat

π
π

 

The corresponding expression for the time required for the surface to dilute from saturation to a 

fraction f, tf can be calculated by taking logarithms on both sides and solving for t: 

fD
dt f 22

2 8ln4
ππ

=  

Case 2: Constant nonzero flux at the corroding surface 

The diffusion equation solution for this case is set up with a modified concentration variable ρ 

which accounts for the fact that a constant flux exists at the corroding surface as it starts to 

dilute. 

Under steady state conditions: 

00 2
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=
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+=

)(0)0(
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The constant flux at the surface can be expressed in terms of the associated current density, 

which itself can be denoted as a fraction φ of the limiting current density that corresponds to the 

concentration at saturation, iL. The constant a is related to this flux as follows: 

zFD
ia

zF
i

zF
iJ

L

L
const

ϕ

ϕ

=

==
 

The modified concentration variable ρ is defined as follows: 

)(),(),( xCtxCtx esteadystat−=ρ  

This definition results in the following modified boundary and initial conditions: 

x
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i
d
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CtCt
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ϕρ
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ρ
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0

000)(),(),(

)(),(),(

 

The one-dimensional diffusion equation is now solved based on these modified conditions. 

Proceeding in a manner similar to that adopted for Case 1 (open-circuit dilution), separation of 

variables6 results in the following expression: 

( )Dtxxtx 2
21 exp)cossin(),( λλρλρρ −+=  
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The application of the aforementioned modified boundary conditions and the initial condition, 

and solving via the orthogonality of sines as in Case 1 yields the solution to the diffusion 

equation as: 

( )
( )

( ) ( )




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Solving for ρ at the pit base by substituting x in the expression with the pit depth d: 
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As in Case 1, the summation term converges rapidly to 






 −
2

2

4
exp

d
Dtπ , resulting in the 

approximation: 
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The concentration at the pit base is now obtained by solving for C in the relationship between ρ 

and C denoted previously and rearranging: 
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From the diffusion-limited characteristics of dissolution under a salt film as introduced in 

Chapter 1: 

sat
L

sat
L

sat
L

C
zFD

iC
zFD

di
d

zFDCi

ϕϕ
=⇒=⇒

=
 

The equation for C (d, t) is therefore simplified: 
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Expressing the concentration at the pit base as a fraction of saturation f: 
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Following a procedure similar to Case 1, tf for this case is calculated to be: 
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A.3. Cation hydrolysis equilibrium calculations 

 The procedure to estimate the critical pH for repassivation described in Chapter 4 was 

founded on the understanding that the local cathodic reaction provides a source of OH−.7–9 This 

availability of hydroxyl ions affects the pH of the corroding surface. Based on this rationale, the 

influence of the local cathodic reaction was monitored in terms of the extent of hydrolysis of the 

cations produced from dissolution. The following expressions detail the calculations that relate 

the extent of hydrolysis to pH.10 

The mononuclear cation hydrolysis equilibrium is expressed as: 

+−++ +↔+ HOHMeOHMe zz )1(
2 )(  

Assuming unity activity coefficients permits the expression of the hydrolysis equilibrium 

constant in terms of the concentrations of the species involved: 

( ) ( )[ ][ ]
[ ]z

z

Me
HOHMeK +

+−+

=
1

11  

where the brackets indicate concentrations of the respective species and Kxy refers to the 

hydrolysis equilibrium constant with the notation x indicating the number of nuclei that 

hydrolyze and y the ordinal number of the hydrolysis. The activity of water is assumed to be 

unity because of its large excess in the solution. 
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Subsequent hydrolysis products can be expressed similarly. The second hydrolysis equilibrium is 

shown below: 

+−+−+ +↔+ HOHMeOHOHMe zz )2(
2

)1( )()(  

which can be also expressed in terms of the unhydrolyzed cation Me+z: 

++ +↔+
−+

HOHMeOHMe
zz 2)(2

)2(

22  

The corresponding expression for the hydrolysis equilibrium constant is: 
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+−+

=
2

2
12

)2(

)(  

These calculations can be repeated similarly for any subsequent hydrolysis products. 

With these results, the concentration of each species can be calculated from the hydrolysis 

equilibria as follows: 
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( ) ( )[ ] [ ]
[ ]2
122

+

+
−+ =

H
MeKOHMe

z
z  

The fraction of each cationic species hydrolysis product at equilibrium can then be estimated: 
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Once these expressions are formulated, the fraction of each hydrolyzed species can be mapped 

out versus pH to obtain the extent of cation hydrolysis. Figure A.3 depicts this relationship for 

the hydrolysis of the Cr+3 ion. 

 

 

 

 

 

 

 

Figure A.3. Extent of cation hydrolysis as a function of pH for Cr+3. 
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